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## 1 Introduction

More than a century after its proposal, General Relativity continues to score successes by accurately describing an ever-increasing range of phenomena, all the way from cosmology to the spectra of gravitational waves from binary mergers and the shadows of black holes.

Aside from its truly impressive predictive power, Einstein gravity is a remarkably rigid theoretical structure. In some sense, this is an inevitable consequence of the combined constraints of Lorentz invariance and quantum mechanics. Indeed, General Relativity is the unique theory of a massless spin- 2 particle that mediates a $1 / r^{2}$ force at long distances between matter sources [1].

Despite its myriad empirical confirmations, there is a somewhat disquieting feature of Einstein gravity. Since space and time themselves fluctuate, rigorously defining observable quantities is notoriously slippery. Where do we measure something, and when? One recourse is to turn to asymptotic observables, where we pin the spacetime at infinity and define quantities relative to this asymptotic metric. This approach has been very successful in both asymptotically flat spaces (where we study the $S$-matrix) and in asymptotically anti-de Sitter spaces (where we can study boundary correlators). These asymptotic observables provide another viewpoint on the theoretical inevitability of Einstein gravity and reveal highly non-obvious connections to gauge theories [2]. Essentially, these remarkable features are a consequence of the fact that amplitudes involving massless particles are extremely constrained [3-5]. For example, there is a finite number of possible three-particle amplitudes involving massless spin- 2 fields that are consistent with Lorentz invariance. General Relativity is built from the most relevant one at long distances, and the constraints of consistent factorization of the four-graviton $S$-matrix then lead uniquely to General Relativity. ${ }^{1}$

In this paper, we study the dynamics of pure gravity in de Sitter space, which is the other natural choice of asymptotics where we could contemplate defining observables. Much as in flat space (or anti-de Sitter space), the symmetries of de Sitter space are very constraining, completely fixing the form of the graviton three-point function up to three overall constants [14]. The four-point function is therefore the first true probe of the dynamics of Einstein gravity, and our goal is to compute this object in exact de Sitter space. ${ }^{2}$ The anti-de Sitter space version of this result appears in [17] (see also [18] for a 5 -point graviton exchange correlator in anti-de Sitter space and [19] for the four-point correlator in 5D anti-de Sitter space). In the context of flat space scattering amplitudes, the analogous object - the four graviton $S$-matrix - has served as a font of wisdom, illuminating hidden structures in amplitudes, and elucidating the constraints of theoretical consistency. Our hope is that similar insights will flow from the graviton four-point function in de Sitter space. One motivation is to better understand the theoretical rigidity of General Relativity in cosmological spacetimes. Another is to gain a glimpse of some hidden simplicity of cosmological correlators from this highly constrained object. ${ }^{3}$

Given the complexity of this four-point function, we compute it in several complementary ways. The first, presented in section 3.1, is a brute force calculation in the in-in

[^0]formalism, working in the same gauge used in [69] to compute the three-point function. After solving the constraint equations of General Relativity, we compute both the graviton trispectrum and the associated quartic graviton wavefunction coefficient. In section 3.2 we show how this result could have been derived from the study of exchange correlators involving spinning particles with the help of a few heuristic derivations and explicit calculations. The idea here is to take the flat-space wavefunction coefficient and lift it to de Sitter space by acting with various differential operators, along the lines of [47, 70, 71]. Finally, in section 3.3 we present a third derivation using the boostless cosmological bootstrap [43, 72] (see [73, 74] for reviews). In this three-step approach we employ three general results. In the first step, we fix all terms that are singular at vanishing partial energies in terms of three-point functions, as done in [72], using the cosmological optical theorem [75]. In the second step, we employ the flat-space amplitude to fix the residue of the leading total-energy pole [14, 20]. Finally, all the remaining subleading total-energy poles are fixed by the manifestly local test [72]. All three methods produce the same four-point function (which is written out in section 3.1.4), providing a useful cross-check.

To explain our approach with as few technical complications as possible, in section 2 we present a warm-up computation of the four-point function of a massless scalar induced by the minimal coupling to gravity, using the same three methods outlined above. For both the scalar and graviton trispectrum, our different methods yield results that are identical up to terms that can be generated by field redefinitions. In section 4 we conclude and speculate on future directions and lessons.

Notation and conventions: We work with the mostly positive metric signature ( -+ ++ ) and our Fourier convention is

$$
\begin{equation*}
f(\mathbf{x})=\int \frac{\mathrm{d}^{3} \mathbf{k}}{(2 \pi)^{3}} f(\mathbf{k}) e^{i \mathbf{k} \cdot \mathbf{x}} \equiv \int_{\mathbf{k}} f(\mathbf{k}) e^{i \mathbf{k} \cdot \mathbf{x}} \tag{1.1}
\end{equation*}
$$

where bolded letters indicate three-dimensional spatial vectors. To account for factors of $(2 \pi)^{3}$, it is convenient to define the normalized Dirac delta function

$$
\begin{equation*}
\hat{\delta}(\mathbf{k}) \equiv(2 \pi)^{3} \delta^{(3)}(\mathbf{k}) \tag{1.2}
\end{equation*}
$$

We will typically denote derivatives with respect to conformal time by a prime, e.g., $\phi^{\prime}=$ $\partial_{\eta} \phi$. The wavefunction of the universe $\Psi$ at conformal time $\eta_{0}$ is parameterized as

$$
\begin{equation*}
\Psi\left[\eta_{0}, \gamma(\mathbf{k})\right]=\exp \left[-\sum_{n=2}^{\infty} \frac{1}{n!} \sum_{h_{i}= \pm} \int_{\mathbf{k}_{1}, \ldots, \mathbf{k}_{n}} \psi_{n}\left(\mathbf{k}_{1}, \ldots, \mathbf{k}_{\mathbf{n}}\right) \hat{\delta}\left(\sum \mathbf{k}_{a}\right) \gamma^{h_{1}}\left(\mathbf{k}_{1}\right) \ldots \gamma^{h_{n}}\left(\mathbf{k}_{n}\right)\right]_{(1.3} \tag{1.3}
\end{equation*}
$$

where the functions $\psi_{n}$ are called wavefunction coefficients, and $\gamma^{h}(\mathbf{k})$ is the spin- $h$ Fourier mode of the graviton with $h= \pm 2$ (the dependence of $\psi_{n}$ on the polarizations $h_{i}$ is left implicit). In Fourier space, the graviton is parameterized in terms of $\gamma^{ \pm}$with helicity $\pm 2$ according to

$$
\begin{equation*}
\gamma_{i j}(\eta, \mathbf{x})=\int_{\mathbf{k}} e^{i \mathbf{k} \cdot \mathbf{x}} \sum_{h= \pm} \epsilon_{i j}^{h}(\mathbf{k}) \gamma_{\mathbf{k}}^{h}(\eta), \tag{1.4}
\end{equation*}
$$

where the polarization tensors $\epsilon_{i j}^{h}$ satisfy

$$
\begin{align*}
\epsilon_{i i}^{h}(\mathbf{k}) & =k^{i} \epsilon_{i j}^{h}(\mathbf{k})=0 & \text { (transverse and traceless) },  \tag{1.5a}\\
\epsilon_{i j}^{h}(\mathbf{k}) & =\epsilon_{j i}^{h}(\mathbf{k}) & \text { (symmetric) },  \tag{1.5b}\\
\epsilon_{i j}^{h}(\mathbf{k}) \epsilon_{j k}^{h}(\mathbf{k}) & =0 & \text { (lightlike) },  \tag{1.5c}\\
\epsilon_{i j}^{h}(\mathbf{k}) \epsilon_{i j}^{h^{\prime}}(\mathbf{k})^{*} & =2 \delta_{h h^{\prime}} & \text { (normalization) },  \tag{1.5~d}\\
\epsilon_{i j}^{h}(\mathbf{k})^{*} & =\epsilon_{i j}^{h}(-\mathbf{k}) & \left(\gamma_{i j}(x) \text { is real) } .\right. \tag{1.5e}
\end{align*}
$$

Throughout we denote three-dimensional polarisation vectors, used for writing wavefunction coefficients and correlators, by $\epsilon_{i}$, and four-dimensional polarisation vectors, used for writing scattering amplitudes, by $\varepsilon_{\mu}$.

We also define primed correlators with the momentum-conserving delta function removed

$$
\begin{equation*}
\left\langle\mathcal{O}\left(\mathbf{k}_{1}\right) \ldots \mathcal{O}\left(\mathbf{k}_{n}\right)\right\rangle \equiv\left\langle\mathcal{O}\left(\mathbf{k}_{1}\right) \ldots \mathcal{O}\left(\mathbf{k}_{n}\right)\right\rangle \hat{\delta}\left(\sum \mathbf{k}_{a}\right) . \tag{1.6}
\end{equation*}
$$

The three-momenta $\mathbf{k}_{a}$ have components $k_{a}^{i}$ and norms $k_{a}=\left|\mathbf{k}_{a}\right|$. The corresponding massless four-momenta have components $k_{a}^{\mu}=\left(k_{a}, k_{a}^{i}\right)$. We define $k_{a b}=k_{a}+k_{b}$. The elementary symmetric polynomials in three variables are written as

$$
\begin{equation*}
e_{1}=k_{1}+k_{2}+k_{3}, \quad e_{2}=k_{1} k_{2}+k_{1} k_{3}+k_{2} k_{3}, \quad e_{3}=k_{1} k_{2} k_{3} \tag{1.7}
\end{equation*}
$$

while those in four variables are written as

$$
\begin{array}{ll}
\mathbb{e}_{1}=k_{1}+k_{2}+k_{3}+k_{4}, & \mathbb{e}_{2}=k_{1} k_{2}+k_{1} k_{3}+k_{1} k_{4}+k_{2} k_{3}+k_{2} k_{4}+k_{3} k_{4}, \\
\mathbb{E}_{3}=k_{1} k_{2} k_{3}+k_{1} k_{2} k_{4}+k_{1} k_{3} k_{4}+k_{2} k_{3} k_{4}, & \mathbb{e}_{4}=k_{1} k_{2} k_{3} k_{4} .
\end{array}
$$

We will often use $k_{T}$ in place of $e_{1}$ and $\mathbb{e}_{1}$ where no confusion arises. We also define

$$
\begin{equation*}
s=\left|\mathbf{k}_{1}+\mathbf{k}_{2}\right|, \quad t=\left|\mathbf{k}_{1}+\mathbf{k}_{3}\right|, \quad u=\left|\mathbf{k}_{1}+\mathbf{k}_{4}\right| . \tag{1.9}
\end{equation*}
$$

Using three-momentum conservation ( $\sum_{a=1}^{4} \mathbf{k}_{a}=0$ ), these satisfy

$$
\begin{equation*}
s^{2}+t^{2}+u^{2}=k_{1}^{2}+k_{2}^{2}+k_{3}^{2}+k_{4}^{2} . \tag{1.10}
\end{equation*}
$$

The Mandelstam variables for $k_{a}^{\mu}$ are defined such that

$$
\begin{align*}
& S=-\left(k_{1}^{\mu}+k_{2}^{\mu}\right)\left(k_{1, \mu}+k_{2, \mu}\right)=2 k_{1} k_{2}-2 \mathbf{k}_{1} \cdot \mathbf{k}_{2}=k_{12}^{2}-s^{2},  \tag{1.11}\\
& T=-\left(k_{1}^{\mu}+k_{3}^{\mu}\right)\left(k_{1 \mu}+k_{3 \mu}\right)=2 k_{1} k_{3}-2 \mathbf{k}_{1} \cdot \mathbf{k}_{3}=k_{13}^{2}-t^{2},  \tag{1.12}\\
& U=-\left(k_{1}^{\mu}+k_{4}^{\mu}\right)\left(k_{1 \mu}+k_{4 \mu}\right)=2 k_{1} k_{4}-2 \mathbf{k}_{1} \cdot \mathbf{k}_{4}=k_{14}^{2}-u^{2} . \tag{1.13}
\end{align*}
$$

Four-momentum conservation $\left(\sum_{a=1}^{4} k_{a}^{\mu}=0\right)$ implies that these satisfy $S+T+U=0$.

## 2 Scalar trispectrum with graviton exchange

In this section, we discuss the tree-level four-point function for a massless spectator scalar induced by minimal coupling to pure gravity in exact de Sitter space. This calculation already contains most of the features that we will encounter in the graviton four-point function case while being algebraically simpler. First, in section 2.1, we review the explicit bulk perturbation theory calculation, which was first done in refs. [76, 77]. Then, in section 2.2 , we show how the same result can be derived from a more "on-shell" perspective by lifting the corresponding flat-space wavefunction coefficient to de Sitter space. Finally, in section 2.3 , we derive this result in a third way, using the boostless cosmological bootstrap. Namely, from the cosmological optical theorem and energy shifts, the amplitude limit, and the manifestly local test.

### 2.1 Lagrangian calculation

We start with the action of a scalar field minimally coupled to gravity,

$$
\begin{equation*}
S=\int \mathrm{d}^{4} x \sqrt{-g}\left[\frac{M_{\mathrm{Pl}}^{2}}{2}\left(R^{(4)}-6 H^{2}\right)-\frac{1}{2} g^{\mu \nu} \partial_{\mu} \phi \partial_{\nu} \phi\right] . \tag{2.1}
\end{equation*}
$$

Our goal is to compute the four-point correlation function of the massless scalar $\phi$ that arises from the exchange of a graviton. We first perform a $3+1$ decomposition in the ADM formalism, where the line element is written as

$$
\begin{equation*}
\mathrm{d} s^{2}=-N^{2} \mathrm{~d} t^{2}+h_{i j}\left(\mathrm{~d} x^{i}+N^{i} \mathrm{~d} t\right)\left(\mathrm{d} x^{j}+N^{j} \mathrm{~d} t\right) . \tag{2.2}
\end{equation*}
$$

The extrinsic curvature is $K_{i j}=N^{-1} E_{i j}$, where

$$
\begin{equation*}
E_{i j}=\frac{1}{2}\left(\dot{h}_{i j}-\nabla_{i} N_{j}-\nabla_{j} N_{i}\right) . \tag{2.3}
\end{equation*}
$$

We also define $E=h^{i j} E_{i j}$. In terms of these variables, the action is given by

$$
\begin{align*}
S= & \frac{M_{\mathrm{Pl}}^{2}}{2} \int \mathrm{~d} t \mathrm{~d}^{3} x \sqrt{h}\left(N R^{(3)}-6 N H^{2}+N^{-1}\left(E_{i j} E^{i j}-E^{2}\right)\right)  \tag{2.4}\\
& -\frac{1}{2} \int \mathrm{~d} t \mathrm{~d}^{3} x \frac{\sqrt{h}}{N}\left(-\dot{\phi}^{2}+2 N^{i} \dot{\phi} \partial_{i} \phi+\left(h^{i j} N^{2}-N^{i} N^{j}\right) \partial_{i} \phi \partial_{j} \phi\right) .
\end{align*}
$$

In this formalism, the lapse, $N$, and shift, $N_{i}$, are Lagrange multipliers that enforce constraints. Conceptually, we solve these constraints order-by-order in perturbation theory and substitute their solution back into the action [69]. The resulting action for the dynamical variables serves as the starting point for the field theory calculation of correlation functions.

### 2.1.1 Constraint equations

Varying the action (2.4) with respect to the lapse and shift gives the constraint equations,

$$
\begin{align*}
R^{(3)}-6 H^{2}-\frac{1}{N^{2}}\left(E_{i j} E^{i j}-E^{2}\right)+\frac{1}{M_{\mathrm{Pl}}^{2} N^{2}}\left(-\dot{\phi}^{2}+2 N^{i} \dot{\phi} \partial_{i} \phi-\left(h^{i j} N^{2}+N^{i} N^{j}\right) \partial_{i} \phi \partial_{j} \phi\right) & =0, \\
\nabla_{j}\left[N^{-1}\left(E_{i}^{j}-E \delta_{i}^{j}\right)\right]-M_{\mathrm{Pl}}^{-2} N^{-1}\left(\dot{\phi} \partial_{i} \phi-N^{j} \partial_{i} \phi \partial_{j} \phi\right) & =0 . \tag{2.5}
\end{align*}
$$

We want to solve these constraints perturbatively for the fluctuations around the de Sitter background solution,

$$
\begin{equation*}
\mathrm{d} s^{2}=-\mathrm{d} t^{2}+a^{2} \delta_{i j} \mathrm{~d} x^{i} \mathrm{~d} x^{j}, \quad \phi=0, \tag{2.6}
\end{equation*}
$$

where the scale factor is $a(t)=e^{H t}$. Since the scalar has a vanishing background, we will sometimes refer to it as a "spectator" field to distinguish it from an inflaton, which would have a non-trivial time-dependent background.

We fix the gauge such that the spatial metric takes the form

$$
\begin{equation*}
h_{i j}=a(t)^{2}\left(e^{\gamma}\right)_{i j}, \tag{2.7}
\end{equation*}
$$

where $\gamma_{i j}$ is both transverse and traceless: $\gamma_{i i}=\partial_{i} \gamma_{i j}=0$. To facilitate finding the perturbative solution of the constraints, we expand the lapse and shift order by order in powers of the perturbations,

$$
\begin{align*}
& N=1+\alpha^{(1)}+\alpha^{(2)}+\ldots,  \tag{2.8}\\
& N_{i}=N_{i}^{(1)}+N_{i}^{(2)}+\ldots, \tag{2.9}
\end{align*}
$$

where the superscript labels the order in perturbations of the fields. We also further decompose $N_{i}^{(n)}$ into a longitudinal piece and a transverse piece, ${ }^{4}$

$$
\begin{equation*}
N_{i}^{(n)}=\beta_{i}^{(n)}+\partial_{i} \psi^{(n)}, \tag{2.10}
\end{equation*}
$$

where $\beta_{i}^{(n)}$ is transverse: $\partial^{i} \beta_{i}^{(n)}=0$. (Note that indices on $\gamma_{i j}, \partial_{i}$ and $\beta_{i}$ are raised and lowered using the flat metric $\delta_{i j}$.) We now substitute the decomposition of the lapse and shift into the equations (2.5) and solve them order-by-order.

To find the interactions to quartic order, it is sufficient to solve the constraint equations to second order (see, e.g., [78] or appendix A of [79]). At first order, the constraint equations are

$$
\begin{align*}
12 H^{2} \alpha^{(1)}+4 H e^{-2 H t} \partial^{2} \psi^{(1)} & =0,  \tag{2.11}\\
4 H \partial_{i} \alpha^{(1)}-e^{-2 H t} \partial^{2} \beta_{i}^{(1)} & =0 . \tag{2.12}
\end{align*}
$$

These can be solved to find $\alpha^{(1)}=\psi^{(1)}=\beta_{i}^{(1)}=0$ [69]. The solutions are particularly simple because we are considering a spectator field with a vanishing background (2.6). The constraint equations at second order read

$$
\begin{array}{r}
12 H^{2} \alpha^{(2)}+4 H e^{-2 H t} \partial^{2} \psi^{(2)}+\frac{1}{M_{\mathrm{Pl}}^{2}}\left(\dot{\phi}^{2}+e^{-2 H t} \partial_{i} \phi \partial_{i} \phi\right)+\ldots=0, \\
4 H \partial_{i} \alpha^{(2)}-e^{-2 H t} \partial^{2} \beta_{i}^{(2)}-\frac{2}{M_{\mathrm{Pl}}^{2}} \dot{\phi} \partial_{i} \phi+\ldots=0, \tag{2.14}
\end{array}
$$

[^1]where we have only shown the terms needed to compute the scalar trispectrum (the terms involving $\gamma_{i j}$ are written in section 3.1.1). We can solve these equations to find
\[

$$
\begin{align*}
\alpha^{(2)} & =\frac{1}{2 M_{\mathrm{Pl}}^{2} H} \frac{1}{\partial^{2}} \partial_{i}\left(\dot{\phi} \partial_{i} \phi\right)+\ldots,  \tag{2.15}\\
\beta_{i}^{(2)} & =\frac{2}{M_{\mathrm{Pl}}^{2}} \frac{e^{2 H t}}{\partial^{2}}\left(\frac{\partial_{i} \partial_{j}}{\partial^{2}}-\delta_{i j}\right)\left(\dot{\phi} \partial_{j} \phi\right)+\ldots,  \tag{2.16}\\
\psi^{(2)} & =-\frac{e^{2 H t}}{4 M_{\mathrm{Pl}}^{2} H \partial^{2}}\left[\frac{6 H}{\partial^{2}} \partial_{i}\left(\dot{\phi} \partial_{i} \phi\right)+\dot{\phi}^{2}+e^{-2 H t} \partial_{i} \phi \partial_{i} \phi\right]+\ldots, \tag{2.17}
\end{align*}
$$
\]

where again we have only shown the terms needed for the scalar trispectrum.

### 2.1.2 Lagrangian interactions to quartic order

We now want to substitute the solution to the constraints back into the action to obtain the action governing fluctuations around the background up to quartic order. Expanding (2.4) gives the following interactions relevant for the computation of the scalar four-point function:

$$
\begin{align*}
S \supset & \int \mathrm{~d} t \mathrm{~d}^{3} x \frac{e^{3 H t}}{2}\left[\dot{\phi}^{2}-e^{-2 H t} \partial_{i} \phi \partial_{i} \phi+e^{-2 H t} \gamma_{i j} \partial_{i} \phi \partial_{j} \phi\right] \\
& +\int \mathrm{d} t \mathrm{~d}^{3} x\left[-\frac{e^{H t}}{2} \alpha^{(2)} \partial_{i} \phi \partial_{i} \phi-e^{H t} \beta_{i}^{(2)} \dot{\phi} \partial_{i} \phi-e^{H t} \partial_{i} \psi^{(2)} \dot{\phi} \partial_{i} \phi-\frac{e^{3 H t}}{2} \alpha^{(2)} \dot{\phi}^{2}\right]  \tag{2.18}\\
& +\int \mathrm{d} t \mathrm{~d}^{3} x M_{\mathrm{Pl}}^{2}\left[-3 e^{3 H t} H^{2}\left(\alpha^{(2)}\right)^{2}-2 H e^{H t} \alpha^{(2)} \partial^{2} \psi^{(2)}+\frac{1}{4} e^{-H t}\left(\partial_{i} \beta_{j}^{(2)}\right)^{2}\right],
\end{align*}
$$

where the last line contains the interactions of the constrained fields coming from the Einstein-Hilbert term.

The scalar-graviton interaction that contributes to the scalar trispectrum at tree level is the cubic term $\gamma_{i j} \partial_{i} \phi \partial_{j} \phi$, which generates a graviton-exchange diagram, as computed in [77]. The quartic terms in $\phi$ contribute to the contact term, as computed in [76]. The second-order solutions to the constraints make their first appearance in these quartic terms. Substituting the solutions for the constrained fields, we obtain the following quartic scalar interactions:
$S \supset \int \mathrm{~d} t \mathrm{~d}^{3} x \frac{e^{3 H t}}{4 M_{\mathrm{Pl}}^{2}}\left[\frac{\partial_{i}}{\partial^{2}}\left(\dot{\phi} \partial_{i} \phi\right) \frac{\partial_{j}}{\partial^{2}}\left(\dot{\phi} \partial_{j} \phi\right)-\frac{1}{H} \frac{\partial_{j}}{\partial^{2}}\left(\dot{\phi} \partial_{j} \phi\right)\left(\dot{\phi}^{2}+e^{-2 H t} \partial_{i} \phi \partial_{i} \phi\right)+4 \dot{\phi} \partial_{i} \phi \frac{1}{\partial^{2}}\left(\dot{\phi} \partial_{i} \phi\right)\right]$.
Notice that at quartic order in perturbations, inverse Laplacians in interactions make their first appearance. Such interactions appear because we have integrated out auxiliary fields. The appearance at fourth order is a consequence of the fact that we are working with a spectator field. If the field had a nontrivial background, inverse Laplacians would have appeared already at cubic order [69]. The presence of inverse Laplacians violates the assumptions underlying a useful constraint on wavefunction coefficients called the manifestly local test (MLT) [72]. For a quartic wavefunction coefficient, the MLT says that

$$
\begin{equation*}
\left.\frac{\partial}{\partial k_{a}} \psi_{4}\right|_{k_{a}=0}=0, \quad a=1, \ldots, 4 \tag{2.20}
\end{equation*}
$$

One might expect that the wavefunction coefficients considered in this paper do not satisfy the MLT because of the presence of inverse Laplacians in the interactions. However, as we argue in section 2.2.1, the MLT does still hold for these wavefunction coefficients.

### 2.1.3 Calculating wavefunction coefficients and correlators

Once we have the action expanded to the appropriate order, we can calculate wavefunction coefficients and correlators following the standard approaches. As a cross-check of our computations, we calculate the relevant correlation function using both the in-in formalism and by computing the relevant wavefunction coefficients.

The wavefunction: in order to compute tree-level wavefunction coefficients, we note that given a collection of fields, $\phi$, the path integral

$$
\begin{gather*}
\Psi[\varphi]=\int \mathcal{D} \phi e^{i S[\phi]},  \tag{2.21}\\
\phi(t)=\varphi \\
\phi(-\infty)=0
\end{gather*}
$$

formally solves the Schrödinger equation (where $\varphi$ is the field profile at time $t$ and the boundary condition at the initial time should be interpreted with the suitable $i \epsilon$ prescription). At tree-level, this path integral is approximated by the on-shell action evaluated on the classical solution with vacuum initial conditions and Dirichlet late-time boundary conditions. The on-shell action is then a functional of this boundary data (see, e.g., [44, 69, 75, 80, 81] for reviews of the formalism).

As a matter of practice, we can efficiently compute the wavefunction coefficients that appear in (1.3) by employing Feynman rules analogous to those that compute flat space scattering amplitudes. The main difference is that we have to work in the time domain and integrate over all possible interaction times. Aside from this, there are two different propagators: external lines are associated to the so-called bulk-to-boundary propagator, $K_{k}(\eta)$, and internal lines are associated to the bulk-to-bulk propagator, $G_{k}\left(\eta, \eta^{\prime}\right)$. In this particular case, the bulk-to-boundary propagator for a massless scalar/graviton is given by

$$
\begin{equation*}
K_{k}(\eta)=(1-i k \eta) e^{i k \eta}, \tag{2.22}
\end{equation*}
$$

while the bulk-to-bulk propagator for a massless graviton is

$$
\begin{equation*}
G_{k}^{h h^{\prime}}\left(\eta, \eta^{\prime}\right)=i \frac{H^{2}}{2 k^{3}} \delta^{h h^{\prime}} \theta\left(\eta-\eta^{\prime}\right)\left(K_{k}\left(\eta^{\prime}\right) K_{k}^{*}(\eta)-K_{k}\left(\eta^{\prime}\right) K_{k}(\eta)\right)+\left(\eta \leftrightarrow \eta^{\prime}\right), \tag{2.23}
\end{equation*}
$$

where $h, h^{\prime}$ are the helicities of the incoming/outgoing gravitons. In addition to these propagators, we can derive the relevant interaction vertices from the action (2.18) or (2.19) in the usual way.

Once one has the wavefunction, it can be used to compute equal-time correlation functions as in quantum mechanics:

$$
\begin{equation*}
\left\langle\phi_{1} \cdots \phi_{N}\right\rangle=\int \mathcal{D} \phi \phi_{1} \cdots \phi_{N}|\Psi[\phi]|^{2} . \tag{2.24}
\end{equation*}
$$

This formula can be expanded perturbatively to give a relation between correlation functions and their corresponding wavefunction coefficients, as we will describe.

In-in correlators: we can also directly calculate in-in correlation functions in canonical quantization. In order to proceed with this formalism, we promote the fields to operators by expanding in terms of creation and annihilation operators,

$$
\begin{align*}
\phi_{\mathbf{k}}(\tau) & =f_{k}(\tau) a_{\mathbf{k}}+f_{k}^{*}(\tau) a_{-\mathbf{k}}^{\dagger},  \tag{2.25}\\
\gamma_{\mathbf{k}}^{h}(\tau) & =f_{k}(\tau) a_{\mathbf{k}}^{h}+f_{k}^{*}(\tau) a_{-\mathbf{k}}^{h \dagger}, \tag{2.26}
\end{align*}
$$

which have the commutation relations

$$
\begin{align*}
{\left[a_{\mathbf{k}}, a_{\mathbf{k}^{\prime}}^{\dagger}\right] } & =\hat{\delta}\left(\mathbf{k}-\mathbf{k}^{\prime}\right),  \tag{2.27}\\
{\left[a_{\mathbf{k}}^{h}, a_{\mathbf{k}^{\prime}}^{h^{\prime}}\right] } & =\frac{2}{M_{\mathrm{Pl}}^{2}} \hat{\delta}\left(\mathbf{k}-\mathbf{k}^{\prime}\right) \delta_{h h^{\prime}} . \tag{2.28}
\end{align*}
$$

The massless mode functions for both the scalar and graviton with Bunch-Davies vacuum conditions are

$$
\begin{equation*}
f_{k}(\tau)=\frac{H}{\sqrt{2 k^{3}}}(1+i k \tau) e^{-i k \tau} . \tag{2.29}
\end{equation*}
$$

In-in correlators are then given by the analogue of Dyson's formula, written in terms of the interaction Hamiltonian $\mathcal{H}_{\text {int }}$,

$$
\begin{equation*}
\left\langle\phi_{1} \cdots \phi_{N}\right\rangle=\langle 0| \bar{T} e^{i \int_{-\infty}^{\eta} \mathrm{d} \eta^{\prime} \mathcal{H}_{\text {int }}} \phi_{1} \cdots \phi_{N} T e^{i \int_{-\infty}^{\eta} \mathrm{d} \eta^{\prime} \mathcal{H}_{\mathrm{int}}}|0\rangle, \tag{2.30}
\end{equation*}
$$

where $|0\rangle$ is the "in" Fock vacuum. It is often convenient to expand out the exponentials and rearrange them into the commutator formula [82]

$$
\begin{align*}
\left\langle\phi_{\mathbf{k}_{1}}(\eta) \ldots \phi_{\mathbf{k}_{n}}(\eta)\right\rangle= & \sum_{N=0}^{\infty} i^{N} \int_{-\infty}^{\eta} \mathrm{d} \eta_{1} \int_{-\infty}^{\eta_{1}} \mathrm{~d} \eta_{2} \cdots \int_{-\infty}^{\eta_{N-1}} \mathrm{~d} \eta_{N} \\
& \times\left\langle\left[\mathcal{H}_{\text {int }}\left(\eta_{N}\right),\left[\mathcal{H}_{\text {int }}\left(\eta_{N-1}\right), \ldots\left[\mathcal{H}_{\text {int }}\left(\eta_{1}\right), \phi_{\mathbf{k}_{1}}(\eta) \ldots \phi_{\mathbf{k}_{n}}(\eta)\right] \ldots\right]\right]\right\rangle \tag{2.31}
\end{align*}
$$

The late-time correlator is obtained by taking the $\eta \rightarrow 0$ limit,

$$
\begin{equation*}
\left\langle\phi_{\mathbf{k}_{1}} \ldots \phi_{\mathbf{k}_{n}}\right\rangle \equiv \lim _{\eta \rightarrow 0}\left\langle\phi_{\mathbf{k}_{1}}(\eta) \ldots \phi_{\mathbf{k}_{n}}(\eta)\right\rangle, \tag{2.32}
\end{equation*}
$$

and all trispectra of interest in this paper are finite in this limit.

### 2.1.4 The power spectrum and bispectrum

We start by computing the two and three-point objects that are needed to relate the fourpoint wavefunction coefficient to the analogous correlator. The two-point correlator, or power spectrum, of a massless scalar is

$$
\begin{equation*}
P(k)=\left\langle\phi_{\mathbf{k}} \phi_{-\mathbf{k}}\right\rangle^{\prime}=\frac{H^{2}}{2 k^{3}}, \tag{2.33}
\end{equation*}
$$

while the power spectrum of the graviton with our normalizations is given by ${ }^{5}$

$$
\begin{equation*}
\left\langle\gamma_{\mathbf{k}}^{h_{1}} \gamma_{-\mathbf{k}}^{h_{2}}\right\rangle^{\prime}=P_{\gamma}(k) \delta_{h_{1} h_{2}}, \quad P_{\gamma}(k)=\frac{H^{2}}{M_{\mathrm{Pl}}^{2} k^{3}} \tag{2.35}
\end{equation*}
$$

[^2]where $\Pi_{i j k l}^{\mathbf{k}_{1}}$ is the transverse-traceless spin-2 projector defined in (A.1).

The real part of the cubic wavefunction coefficient for two scalars and one graviton is

$$
\begin{equation*}
\operatorname{Re} \psi_{\phi \phi \gamma}\left(\mathbf{k}_{1}, \mathbf{k}_{2}, \mathbf{k}_{3}\right)=\frac{1}{H^{2} k_{T}^{2}}\left(e_{3}+e_{2} k_{T}-k_{T}^{3}\right)\left(\epsilon_{3} \cdot \mathbf{k}_{1}\right)^{2}, \tag{2.36}
\end{equation*}
$$

where the elementary symmetric polynomials $e_{2}$ and $e_{3}$ are defined in (1.7) and we have written the symmetric polarization tensor as $\epsilon_{3, i j}=\epsilon_{3, i} \epsilon_{3, j} .{ }^{6}$ From the boundary point of view, this wavefunction coefficient can be fixed by using the symmetries of de Sitter space, which act like conformal transformations on the boundary [22], or as the lowest order solution to the MLT [72]. The cubic correlator, or bispectrum, is related to this by

$$
\begin{equation*}
\left\langle\phi_{\mathbf{k}_{1}} \phi_{\mathbf{k}_{2}} \gamma_{\mathbf{k}_{3}}\right\rangle^{\prime}=-2 P\left(k_{1}\right) P\left(k_{2}\right) P_{\gamma}\left(k_{3}\right) \operatorname{Re} \psi_{\phi \phi \gamma}\left(\mathbf{k}_{1}, \mathbf{k}_{2}, \mathbf{k}_{3}\right) . \tag{2.37}
\end{equation*}
$$

We can also obtain the bispectrum from an in-in calculation using the cubic interaction Hamiltonian and the formula

$$
\begin{equation*}
\left\langle\phi_{\mathbf{k}_{1}} \phi_{\mathbf{k}_{2}} \gamma_{\mathbf{k}_{3}}\right\rangle=\lim _{\eta \rightarrow 0} i \int_{-\infty}^{\eta} \mathrm{d} \eta_{1}\left\langle\left[\mathcal{H}_{\text {int }}^{(3)}\left(\eta_{1}\right), \phi_{\mathbf{k}_{1}}(\eta) \phi_{\mathbf{k}_{2}}(\eta) \gamma_{\mathbf{k}_{3}}(\eta)\right]\right\rangle . \tag{2.38}
\end{equation*}
$$

We now turn to the computation of the four-point function.

### 2.1.5 The quartic wavefunction coefficient

There are two conceptually different contributions to the quartic wavefunction coefficient. The first arises from the exchange of a massless graviton between two pairs of scalars. The other contribution comes from the quartic vertices (2.19). We obtain the full wavefunction coefficient by adding these together. For example, the contribution coming from graviton exchange in the $s$-channel along with the contact diagram with the same permutation symmetries is

$$
\begin{equation*}
\psi_{\phi^{4}}^{(s)}(\{\mathbf{k}\})=\frac{1}{6 H^{2} M_{\mathrm{Pl}}^{2}}\left[f_{(2,2)}^{(s)} s^{4} \Pi_{2,2}^{(s)}+f_{(2,1)}^{(s)} s^{2} \Pi_{2,1}^{(s)}+f_{(2,0)}^{(s)}\left(E_{L} E_{R}-s k_{T}\right) \Pi_{2,0}^{(s)}+f_{c}\right] . \tag{2.39}
\end{equation*}
$$

The full permutation-invariant answer is then given by summing over channels:

$$
\begin{equation*}
\psi_{\phi^{4}}(\{\mathbf{k}\})=\psi_{\phi^{4}}^{(s)}(\{\mathbf{k}\})+\psi_{\phi^{4}}^{(t)}(\{\mathbf{k}\})+\psi_{\phi^{4}}^{(u)}(\{\mathbf{k}\}) . \tag{2.40}
\end{equation*}
$$

In (2.39), $\{\mathbf{k}\}$ is shorthand for $\left\{\mathbf{k}_{1}, \mathbf{k}_{2}, \mathbf{k}_{3}, \mathbf{k}_{4}\right\}$ and $\Pi_{m, n}^{(s)}$ are contractions of projectors with external momenta whose explicit form is given in appendix A . The $f \mathrm{~s}$ are functions defined by

$$
\begin{align*}
f_{(2,2)}^{(s)}= & \frac{1}{k_{T}}-\frac{s^{2}}{k_{T} E_{L} E_{R}}+\frac{s k_{1} k_{2}}{k_{T} E_{L}^{2} E_{R}}+\frac{s k_{3} k_{4}}{k_{T} E_{R}^{2} E_{L}}+\frac{2 s k_{1} k_{2} k_{3} k_{4}}{k_{T}^{2} E_{L}^{2} E_{R}^{2}}-\frac{s\left(k_{1} k_{2}+k_{3} k_{4}\right)}{k_{T}^{2} E_{L} E_{R}} \\
& +\frac{k_{1} k_{2}}{k_{T}^{2} E_{L}}+\frac{k_{3} k_{4}}{k_{T}^{2} E_{R}}+\frac{2 k_{1} k_{2} k_{3} k_{4}}{k_{T}^{3} E_{L} E_{R}},  \tag{2.41}\\
f_{(2,1)}^{(s)}= & -\frac{2 k_{1} k_{2} k_{3} k_{4}}{k_{T}^{3}}-\frac{k_{12} k_{3} k_{4}+k_{34} k_{1} k_{2}}{k_{T}^{2}}-\frac{k_{12} k_{34}}{k_{T}}, \tag{2.42}
\end{align*}
$$

[^3]\[

$$
\begin{align*}
f_{(2,0)}^{(s)}= & -f_{(2,1)}^{(s)},  \tag{2.43}\\
f_{c}= & -\frac{2 k_{1} k_{2} k_{3} k_{4}\left(k_{12} k_{34}+s^{2}\right)}{k_{T}^{3}}-\frac{1}{k_{T}^{2}}\left(k_{1} k_{2} k_{3}+k_{1} k_{2} k_{4}+k_{1} k_{3} k_{4}+k_{2} k_{3} k_{4}\right)\left(k_{12} k_{34}+s^{2}\right) \\
& -\frac{1}{4 k_{T}}\left[24 k_{1} k_{2} k_{3} k_{4}+8\left(k_{1} k_{3}+k_{2} k_{3}+k_{1} k_{4}+k_{2} k_{4}\right)^{2}\right. \\
& \quad+\left(k_{1} k_{2}+k_{3} k_{4}\right)\left[9\left(k_{1} k_{3}+k_{2} k_{3}+k_{1} k_{4}+k_{2} k_{4}\right)-12\left(k_{1} k_{2}+k_{3} k_{4}\right)\right] \\
& \left.\quad+\frac{1}{2}\left(k_{12}^{2}+k_{34}^{2}+2 s^{2}\right)\left(3\left(k_{1} k_{2}+k_{3} k_{4}\right)+4\left(k_{1} k_{3}+k_{2} k_{3}+k_{1} k_{4}+k_{2} k_{4}\right)\right)\right] \\
& -\frac{3\left(k_{1}-k_{2}\right)^{2}\left(k_{3}-k_{4}\right)^{2}\left(k_{1} k_{2}+k_{3} k_{4}\right)}{4 s^{2} k_{T}}-3\left(k_{1} k_{2} k_{3}+k_{1} k_{2} k_{4}+k_{3} k_{4} k_{1}+k_{3} k_{4} k_{2}\right) \\
& +\frac{k_{T}}{8}\left[21\left(k_{1} k_{2}+k_{3} k_{4}\right)+34\left(k_{1} k_{3}+k_{2} k_{3}+k_{1} k_{4}+k_{2} k_{4}\right)\right. \\
& \left.\quad+3\left(k_{12}^{2}+k_{34}^{2}+2 s^{2}\right)-\frac{6}{s^{2}}\left(k_{1}-k_{2}\right)^{2}\left(k_{3}-k_{4}\right)^{2}\right]-\frac{9}{8} k_{T}^{3}, \tag{2.44}
\end{align*}
$$
\]

where we recall our notation

$$
\begin{align*}
k_{a b} & =k_{a}+k_{b}, & s & =\left|\mathbf{k}_{1}+\mathbf{k}_{2}\right|,  \tag{2.45}\\
k_{T} & =k_{1}+k_{2}+k_{3}+k_{4}, & E_{L} & =k_{1}+k_{2}+s, E_{R}=k_{3}+k_{4}+s .
\end{align*}
$$

The expressions for $\psi_{\phi^{4}}^{(t)}(\{\mathbf{k}\})$ and $\psi_{\phi^{4}}^{(u)}(\{\mathbf{k}\})$ are obtained from $\psi_{\phi^{4}}^{(s)}(\{\mathbf{k}\})$ by permuting energies and momenta. This trispectrum was first computed in [76, 77] , and the result (2.40) matches their computation. ${ }^{7}$

Note that the leading total-energy pole of (2.39) is of degree 3, which is what we expect if the interaction vertices have at most two derivatives [43]. There are, however, three-derivative quartic self-interactions in the middle terms in (2.19), so some cancellations have occurred. In fact, it is possible to integrate by parts and use the scalar's equation of motion to write these three derivative terms as two derivatives ones (up to boundary terms that do not contribute to the wavefunction or correlator), which makes it clear that there should be no total-energy poles of a higher degree.

The trispectrum is related to the wavefunction coefficients by

$$
\begin{equation*}
\frac{\left\langle\prod_{a=1}^{4} \phi_{\mathbf{k}_{a}}\right\rangle^{\prime}}{4 \prod_{a=1}^{4} P\left(k_{a}\right)}=-\frac{1}{2} \operatorname{Re} \psi_{\phi^{4}}(\{\mathbf{k}\})+\sum_{3 \text { perms }} \sum_{h} P_{\gamma}(s) \operatorname{Re} \psi_{\phi \phi \gamma^{h}}\left(\mathbf{k}_{1}, \mathbf{k}_{2},-\mathbf{s}\right) \operatorname{Re} \psi_{\phi \phi \gamma^{h}}\left(\mathbf{k}_{3}, \mathbf{k}_{4}, \mathbf{s}\right), \tag{2.47}
\end{equation*}
$$

where $\mathbf{s}=\mathbf{k}_{\mathbf{1}}+\mathbf{k}_{\mathbf{2}}$. This expression can be reproduced directly from an in-in calculation, where the contact contribution is given by

$$
\begin{equation*}
\left\langle\prod_{a=1}^{4} \phi_{\mathbf{k}_{a}}\right\rangle_{\mathrm{c}}=\lim _{\eta \rightarrow 0} i \int_{-\infty}^{\eta} \mathrm{d} \eta_{1}\left\langle\left[\mathcal{H}_{\mathrm{int}}^{(4)}\left(\eta_{1}\right), \prod_{a=1}^{4} \phi_{\mathbf{k}_{a}}(\eta)\right]\right\rangle, \tag{2.48}
\end{equation*}
$$

[^4]and the exchange contribution is given by
\[

$$
\begin{equation*}
\left\langle\prod_{a=1}^{4} \phi_{\mathbf{k}_{a}}\right\rangle_{\text {exc. }}=\lim _{\eta \rightarrow 0} i^{2} \int_{-\infty}^{\eta} \mathrm{d} \eta_{1} \int_{-\infty}^{\eta_{1}} \mathrm{~d} \eta_{2}\left\langle\left[\mathcal{H}_{\mathrm{int}}^{(3)}\left(\eta_{2}\right),\left[\mathcal{H}_{\mathrm{int}}^{(3)}\left(\eta_{1}\right), \prod_{a=1}^{4} \phi_{\mathbf{k}_{a}}(\eta)\right]\right]\right\rangle . \tag{2.49}
\end{equation*}
$$

\]

In these particular cases, the interaction Hamiltonians are just minus the corresponding Fourier-transformed interaction Lagrangians.

### 2.2 Lifting from flat space to de Sitter space

The direct calculation of the wavefunction coefficient (2.39) has the benefit of being completely systematic, but the trade-off is that we were forced to introduce a redundant and somewhat complicated description of the bulk physics. In the end, few of these complications propagate all the way to the final answer, which is somewhat simpler than the procedure that gave rise to it. We are therefore motivated to find a more direct construction of (2.39) by working at late times. In section 2.3 , we will give a totally systematic (boostless) bootstrap construction of this wavefunction. ${ }^{8}$ Here instead we want to provide a somewhat more artisanal approach. What is lost in rigor is made up for by its simplicity. Essentially, the strategy is to take the corresponding flat space wavefunction as an input and transform it to a de Sitter wavefunction, in the spirit of [47, 70, 71].

The starting point is the four-point wavefunction coefficient in flat space arising from four massless scalars exchanging a graviton in the $s$ channel:

$$
\begin{equation*}
\psi_{\phi^{4}}^{(s) \text { flat }}(\{\mathbf{k}\})=\frac{1}{6}\left(\frac{1}{k_{T} E_{L} E_{R}} s^{4} \Pi_{2,2}^{(s)}-\frac{1}{k_{T}} s^{2} \Pi_{2,1}^{(s)}+\frac{1}{k_{T}}\left(E_{L} E_{R}-s k_{T}\right) \Pi_{2,0}^{(s)}+f_{c}^{\text {flat }}\right), \tag{2.50}
\end{equation*}
$$

where we have defined the function

$$
\begin{equation*}
f_{c}^{\text {flat }}=-\frac{k_{12} k_{34}+s^{2}}{k_{T}}-\frac{3}{2}\left(\frac{k_{12}\left(k_{3}-k_{4}\right)^{2}}{s^{2}}+\frac{k_{34}\left(k_{1}-k_{2}\right)^{2}}{s^{2}}\right)+\frac{3}{2} k_{T} . \tag{2.51}
\end{equation*}
$$

For this discussion, we will just take (2.50) as given, but it can be systematically constructed by requiring that it have only singularities at physical locations, that these singularities have the correct residues, and that it vanishes when any of the external momenta are taken to be soft [47]. (Or, alternatively, it can just be computed directly.) Notice that the wavefunction (2.50) is given by energy-dependent form factors multiplying polarization sums, which in turn come from the exchanges of the different helicity modes of the graviton. We can understand the presence of these particular polarization sums from the fact that they reduce to Legendre polynomials in the limit $k_{T} \rightarrow 0$ [44] (see appendix A). It is conceptually useful to separate the helicity- 0 contribution into the term multiplying the $\Pi_{2,0}$ polarization sum and the $f_{c}^{\text {flat }}$ piece (which ensures that the soft limit vanishes), because they will behave somewhat differently when we lift them to de Sitter space.

[^5]We can write the $s$-channel de Sitter wavefunction in the same schematic form as (2.50):

$$
\begin{equation*}
\psi_{\phi^{4}}^{(s)}(\{\mathbf{k}\})=\frac{1}{6}\left(f_{(2,2)}^{(s)} s^{4} \Pi_{2,2}^{(s)}+f_{(2,1)}^{(s)} s^{2} \Pi_{2,1}^{(s)}+f_{(2,0)}^{(s)}\left(E_{L} E_{R}-s k_{T}\right) \Pi_{2,0}^{(s)}+f_{c}\right) . \tag{2.52}
\end{equation*}
$$

Our goal is now to obtain the various form factors from their flat space counterparts. The strategy is to compare the structure of the cut obtained from the cosmological optical theorem (COT) [75] between the flat space wavefunction and the corresponding de Sitter wavefunction (which only requires knowledge of lower-point functions). We then want to find a differential operator that transforms the flat space cut into that of the de Sitter wavefunction. Using this operator, we can transmute the highest helicity form factor to de Sitter space. We can then utilize the simple relation between the highest helicity form factor and those corresponding to lower helicity exchanges.

Late-time wavefunction coefficients that arise from unitary time evolution in the bulk spacetime must satisfy the COT. This implies that the contribution to the quartic wavefunction that comes from the $s$-channel exchange of gravitons satisfies $[56,75]$

$$
\begin{align*}
\psi_{\phi^{4}}^{(s)}(\{k\}, s)+\psi_{\phi^{4}}^{*(s)}(\{-k\}, s)=\sum_{h} & P_{\gamma}(s)\left[\psi_{\phi \phi \gamma^{h}}\left(k_{1}, k_{2}, s\right)+\psi_{\phi \phi \gamma^{h}}^{*}\left(-k_{1},-k_{2}, s\right)\right] \\
\times & {\left[\psi_{\phi \phi \gamma^{h}}\left(k_{3}, k_{4}, s\right)+\psi_{\phi \phi \gamma^{h}}^{*}\left(-k_{3},-k_{4}, s\right)\right] } \tag{2.53}
\end{align*}
$$

where $P_{\gamma}(s)$ is the power spectrum of the exchanged field. ${ }^{9}$ The COT shows that the cut of a four-point function is completely fixed by the three-point functions appearing in the corresponding Feynman diagram.

In order to construct the four-point function of massless scalars, we begin by taking the cut of (2.50):

$$
\begin{equation*}
\psi_{\phi^{4}}^{(s) \text { flat }}(\{k\},\{\mathbf{k}\}, s)+\psi_{\phi^{4}}^{*(s) \text { flat }}(\{-k\},\{-\mathbf{k}\}, s)=-\frac{s}{3\left(k_{12}^{2}-s^{2}\right)\left(k_{34}^{2}-s^{2}\right)} s^{4} \Pi_{2,2} \tag{2.54}
\end{equation*}
$$

We then want to compare it to that of the corresponding de Sitter wavefunction, which can easily be computed from (2.36) by contracting with the $\Pi$ tensor defined in (A.1):

$$
\begin{equation*}
\psi_{\phi^{4}}^{(s)}(\{k\},\{\mathbf{k}\}, s)+\psi_{\phi^{4}}^{*(s)}(\{-k\},\{-\mathbf{k}\}, s)=\frac{s^{3}\left(k_{12}^{2}+2 k_{1} k_{2}-s^{2}\right)\left(k_{34}^{2}+2 k_{3} k_{4}-s^{2}\right)}{3\left(k_{12}^{2}-s^{2}\right)^{2}\left(k_{34}^{2}-s^{2}\right)^{2}} s^{4} \Pi_{2,2} . \tag{2.55}
\end{equation*}
$$

Notice that both (2.54) and (2.55) involve the same polarization sum (as expected). We now want to find a differential operator that acts on the flat space energy structure multiplying $s^{4} \Pi_{2,2}$ and produces the de Sitter energy structure. An operator that accomplishes this

[^6]task is ${ }^{10}$
\[

$$
\begin{equation*}
\mathcal{D}_{s} \equiv-\mathcal{S}_{k_{1}} \mathcal{S}_{k_{2}} \mathcal{S}_{k_{3}} \mathcal{S}_{k_{4}}\left(\int \mathrm{~d} k_{12} \mathrm{~d} k_{34}\right)^{2}\left(\frac{2}{k_{T}}\left(\partial_{k_{12}}+\partial_{k_{34}}\right)+\partial_{k_{12}} \partial_{k_{34}}\right), \tag{2.56}
\end{equation*}
$$

\]

where all operations (including the integrals) should be understood as acting on everything to their right, and the square on the integral indicates that we should integrate twice with respect to each of $k_{12}, k_{34} .^{11}$ The differential operator $\mathcal{S}_{k}$ is given by

$$
\begin{equation*}
\mathcal{S}_{k}=1-k \partial_{k} . \tag{2.57}
\end{equation*}
$$

With these definitions, we can verify that

$$
\begin{equation*}
\mathcal{D}_{s} \frac{s}{3\left(k_{12}^{2}-s^{2}\right)\left(k_{34}^{2}-s^{2}\right)}=-\frac{s^{3}\left(k_{12}^{2}+2 k_{1} k_{2}-s^{2}\right)\left(k_{34}^{2}+2 k_{3} k_{4}-s^{2}\right)}{3\left(k_{12}^{2}-s^{2}\right)^{2}\left(k_{34}^{2}-s^{2}\right)^{2}}, \tag{2.58}
\end{equation*}
$$

as desired. Now, the idea is that we act with the same operator on the energy structure multiplying the full flat space wavefunction. In doing so, we obtain the energy structure in de Sitter space that multiplies $s^{4} \Pi_{2,2}$ :

$$
\begin{align*}
f_{(2,2)}^{(s)}=\mathcal{D}_{s} \frac{1}{k_{T} E_{L} E_{R}}= & \frac{1}{k_{T}}-\frac{s^{2}}{k_{T} E_{L} E_{R}}+\frac{s k_{1} k_{2}}{k_{T} E_{L}^{2} E_{R}}+\frac{s k_{3} k_{4}}{k_{T} E_{L} E_{R}^{2}}+\frac{2 s k_{1} k_{2} k_{3} k_{4}}{k_{T}^{2} E_{L}^{2} E_{R}^{2}}  \tag{2.59}\\
& +\frac{k_{1} k_{2}}{k_{T}^{2} E_{L}}+\frac{k_{3} k_{4}}{k_{T}^{2} E_{R}}-\frac{s\left(k_{1} k_{2}+k_{3} k_{4}\right)}{k_{T}^{2} E_{L} E_{R}}+\frac{2 k_{1} k_{2} k_{3} k_{4}}{k_{T}^{3} E_{L} E_{R}}
\end{align*}
$$

which agrees with (2.41).
We can obtain the form factors multiplying the lower-helicity polarization sums by noting that in flat space these energy structures are just the $s \rightarrow 0$ limit of the highesthelicity form factor (with an alternating minus sign). We therefore have

$$
\begin{equation*}
f_{(2,1)}^{(s)}=-f_{(2,0)}^{(s)}=\lim _{s \rightarrow 0} f_{(2,2)}^{(s)}, \tag{2.60}
\end{equation*}
$$

which indeed match (2.42) and (2.43).
Finally, we want to consider the uplift of $f_{c}^{\text {flat }}$. This is slightly more subtle than the other terms. The most natural thing to do is to act with the analogue of (2.56) appropriate for contact diagrams:

$$
\begin{equation*}
\mathcal{D}_{k_{T}} \equiv-\mathcal{S}_{k_{1}} \mathcal{S}_{k_{2}} \mathcal{S}_{k_{3}} \mathcal{S}_{k_{4}}\left(\int \mathrm{~d} k_{T}\right)^{2} \tag{2.61}
\end{equation*}
$$

Doing this, we find the expression
$\mathcal{D}_{k_{T}} f_{c}=\frac{2 k_{1} k_{2} k_{3} k_{4}\left(k_{12} k_{34}+s^{2}\right)}{k_{T}^{3}}+\frac{\left(k_{1} k_{2} k_{3}+k_{1} k_{2} k_{4}+k_{1} k_{3} k_{4}+k_{2} k_{3} k_{4}\right)\left(k_{12} k_{34}+s^{2}\right)}{k_{T}^{2}}+\cdots$,

[^7]where we have only written the leading two terms in the $k_{T} \rightarrow 0$ limit. These match precisely those in (2.44), but the more subleading terms we have suppressed do not. However, it is easy to understand the origin of this defect and correct it. ${ }^{12}$ We expect that the full wavefunction coefficient will satisfy the MLT in (2.20), for reasons that we explain below. It is relatively straightforward to check that
\[

$$
\begin{equation*}
\left.\partial_{k_{1}}\left(f_{(2,2)}^{(s)} s^{4} \Pi_{2,2}^{(s)}\right)\right|_{k_{1}=0}=\left.\partial_{k_{1}}\left(f_{(2,1)}^{(s)} s^{2} \Pi_{2,1}^{(s)}\right)\right|_{k_{1}=0}=0 \tag{2.63}
\end{equation*}
$$

\]

However, the helicity-0 piece satisfies

$$
\begin{equation*}
\partial_{k_{1}}\left(f_{(2,0)}^{(s)}\left(E_{L} E_{R}-s k_{T}\right) \Pi_{2,0}^{(s)}\right) \xrightarrow{k_{1}=0} \frac{\left(k_{34}^{2}+k_{3} k_{4}+k_{2} k_{34}\right)\left(3\left(k_{3}-k_{4}\right)^{2}-s^{2}\right)\left(k_{2}\left(3 k_{2}+2 k_{34}\right)+s^{2}\right)}{4 s^{2}\left(k_{2}+k_{3}+k_{4}\right)^{2}} . \tag{2.64}
\end{equation*}
$$

This is certainly not zero and must be compensated by the $f_{c}$ term. However, the full expression (2.62) satisfies the MLT by itself because of the way that we have lifted it from flat space using the $\mathcal{S}$ operators. We therefore need to correct it in order to cancel off (2.64). The fact that (2.64) only contains terms with at most a $\left(k_{2}+k_{3}+k_{4}\right)^{-2}$ singularity indicates that we only need to correct (2.62) by terms that go like $k_{T}^{-1}$, or are less singular in the limit that the total energy vanishes.

In practice, one can make an ansatz including all possible terms with mass dimension three and which are no more singular than $k_{T}^{-1}$ and add them to (2.62). The answer is uniquely fixed by two requirements: the full wavefunction coefficient satisfies the MLT, and the full wavefunction coefficient vanishes in the limit that one of its external momenta is taken to be soft, as it should thanks to the shift symmetry of the scalar. The combination of these two requirements reproduces (2.44), as we show more explicitly in section 2.3 .

### 2.2.1 On the validity of the manifestly local test

We now give some justification for using the MLT in this paper. The MLT is a condition that must be satisfied by all wavefunction coefficients arising from theories with manifestly local interactions involving fields whose mode functions are those of a massless scalar or graviton in de Sitter space with Bunch-Davies vacuum conditions [72]. As written in (2.20), the MLT for quartic wavefunction coefficients states that

$$
\begin{equation*}
\left.\frac{\partial}{\partial k_{a}} \psi_{4}\right|_{k_{a}=0}=0, \quad a=1, \ldots, 4 . \tag{2.65}
\end{equation*}
$$

In this expression we consider $\psi_{4}$ as a function of $k_{a}, s$, and $t$, and hold $s$ and $t$ fixed when we differentiate with respect to $k_{a}$. This condition is valid away from the physical configuration in which both $k_{a}$ and $\mathbf{k}_{a}$ are taken to zero, so it is distinct from cosmological soft theorems. ${ }^{13}$

[^8]The MLT holds for both contact and exchange diagrams and can be derived in two complementary ways. The first comes from the fact that the bulk-to-boundary propagator for massless scalars and gravitons does not contain a term linear in the energy when expanded around $k=0$. This is the case for all conformal time, $\eta$, and so is inherited by the wavefunction coefficient as long as we keep all other variables fixed. The second method comes from demanding that $(2 n-2)$-point functions that arise from a single exchange process between two $n$-point functions do not have spurious poles. The cosmological optical theorem (COT) [75] for such an exchange process constrains the energy dependence of the constituent $n$-point functions to satisfy $(2.65)$ in order for the ( $2 n-2$ )-point function to be regular as the energy of the internal line goes to zero, as it should be in a manifestly local theory. The assumption of manifest locality is that the interactions involve products of fields and positive powers of their derivatives at the same spacetime point [43]. This in particular assumes that the Lagrangian does not contain any inverse Laplacians. Such inverse Laplacians may arise in local theories when non-dynamical fields are integrated out [43], as we have seen above.

Here we wish to point out and prove that the MLT is valid more generally. In particular, it applies to theories whose interaction vertices are finite in Fourier space when one of the momenta is taken to zero. To see this, consider the general interaction

$$
\begin{equation*}
\mathcal{L} \supset \int_{\mathbf{k}_{1}, \ldots, \mathbf{k}_{n}} \hat{\delta}\left(\sum \mathbf{k}_{a}\right) F\left(\mathbf{k}_{1}, \ldots, \mathbf{k}_{n}\right) \prod_{a=1}^{n} \phi_{a}\left(\mathbf{k}_{a}\right), \tag{2.66}
\end{equation*}
$$

where $\phi_{a}$ are some (possibly distinct) fields of arbitrary spin (with spin indices omitted) and $F$ is some kernel that depends on the momenta. The MLT applies to external lines corresponding to the field $\phi_{a}$ in diagrams involving any number of such interactions as long as the interaction is soft,

$$
\begin{equation*}
\lim _{k_{a} \rightarrow 0} F\left(\mathbf{k}_{1}, \ldots, \mathbf{k}_{n}\right)<\infty, \tag{2.67}
\end{equation*}
$$

where again we assume that these fields have the usual de Sitter mode functions with Bunch-Davies vacuum conditions. The proof is the same as in section 3.2 of [72] and relies on the fact that the bulk-to-boundary propagator for such fields does not contain a term linear in the energy of such fields when expanded.

This result implies the validity of the MLT for manifestly local theories, since in that case $F$ is a polynomial in the momenta $\mathbf{k}_{a}$, and so the above condition is satisfied. But the above argument shows that the MLT also applies in the presence of inverse Laplacians as long as they act on a product of fields, since such an interaction vertex still satisfies (2.67) in Fourier space. The MLT is therefore satisfied by the four-point functions of massless scalars and gravitons (as can easily be checked for the explicit expressions we write below), and we will use it as part of our bootstrap strategy in sections 2.3 and 3.3. ${ }^{14}$

### 2.3 The boostless bootstrap

Let us now introduce our third method for constructing four-point functions [43, 72]. The strategy is again centered on the boundary - the advantage compared to the discussion

[^9]in section 2.2 is that it is more systematic and rigorous, providing a further independent check of our bulk results. Again, we first concentrate on massless scalars exchanging a graviton, but we will use the same method to derive the pure gravity four-point function in section 3.3.

### 2.3.1 Overview of approach

The overall strategy contains three separate steps from which we can bootstrap quartic wavefunction coefficients. ${ }^{15}$

- Step 1: unitarity and partial-energy poles. Late-time wavefunction coefficients that arise from unitary time evolution in the bulk spacetime must satisfy the COT, (2.53). Throughout this work we will make a distinction between the parts of wavefunction coefficients that come from time evolution and the kinematic pieces that consist of contractions between polarisation tensors and spatial momentum vectors. We refer to the former as the trimmed contribution.
Trimmed wavefunction coefficients arising from $s$-channel exchanges can have at most three singularities: they can diverge when the total energy $\left(k_{T}=\sum_{a=1}^{4} k_{a}\right)$ goes to zero, or when either of the partial-energy sums ( $E_{L}=k_{1}+k_{2}+s$ and $\left.E_{R}=k_{3}+k_{4}+s\right)$ go to zero. ${ }^{16}$ It was noticed in [72] that the COT in the form (2.53) fixes the residues of all partial-energy poles. Indeed, only the first term on the l.h.s. of (2.53) has poles when $E_{L}$ or $E_{R}$ is taken to zero. (In the second term, the sign of the energies $k_{1}$ and $k_{2}$ have been flipped, so it is singular at different loci in energy space, where either $k_{12}-s$ or $k_{34}-s$ vanish, but regular when $E_{L}, E_{R}$ vanish.) Since only $\psi_{4}$ on the l.h.s. of (2.53) has partial-energy singularities, we can use the (known) r.h.s. of the same equation to fix the Laurent expansion of these singularities. Since only the highesthelicity components of the exchanged field contribute to the cut, partial-energy poles can only arise due to the exchange of these components. From a Lagrangian point of view, this makes sense since the non-dynamical potential modes can be integrated out in favour of additional contact diagrams, as we saw in section 2.1, and these diagrams only give rise to total-energy poles.

The residues of partial-energy poles can be efficiently fixed using the de Sitter energy shifts derived in [47, 72], which resemble the flat-space shifts employed in [31], with the constituent three-point functions given as an input. We will introduce these shifts below.

- Step 2: the amplitude limit and leading total-energy pole. It is now wellknown that cosmological wavefunction coefficients contain scattering amplitudes for the same process on their leading total-energy pole. This was noticed in [14, 20]. This fact has played an important role in many approaches to bootstrapping cosmological

[^10]correlators and we will employ it here to fix the residue of the leading total-energy pole of four-point functions.
For the quartic wavefunction coefficients of interest in this paper, the relationship is $[75]^{17}$
\[

$$
\begin{equation*}
\lim _{k_{T} \rightarrow 0} \psi_{\phi^{4}}(\{\mathbf{k}\})=\frac{2}{H^{2}} \frac{\mathbb{e}_{4} \mathcal{A}_{4}}{k_{T}^{3}} \tag{2.68}
\end{equation*}
$$

\]

which contains both contact and exchange contributions. The theories of interest in this paper can be written to involve only interactions with net two derivatives, and therefore the order of the leading total-energy pole scales as $k_{T}^{-3} \cdot{ }^{18}$ To use (2.68), we write down an ansatz for the quartic wavefunction that has an overall factor of $\mathbb{e}_{4} / k_{T}^{3}$ and has homogeneity degree 3 under rescaling momenta. This is the correct scaling for massless scalars and gravitons required by scale invariance. We then demand that this ansatz satisfies (2.68) for some specific amplitude $\mathcal{A}_{4}$.

- Step 3: manifestly local test and subleading total-energy poles. The previous two steps fix all partial-energy poles along with the leading total-energy pole of a quartic wavefunction coefficient, given the three-point function and four-point amplitude as inputs. The final step is to fix the subleading total-energy poles. To do this, we demand that the full quartic wavefunction coefficient satisfies the MLT (2.65), which, as we discussed in section 2.2.1, applies to spectator scalars and gravitons. Unike the COT, the MLT constrains the trimmed part of the wavefunction only. To employ the MLT, we write down an ansatz for subleading total energy poles that is consistent with scale invariance and Bose symmetry and then fix the free parameters by enforcing the MLT.

We now apply these three steps to bootstrap the wavefunction coefficient with $s$ channel symmetries, $\psi_{\phi^{4}}^{(s)}$, which captures the $s$-channel exchange diagram and some contributions from contact diagrams. The other channels are given by permuting the energies and momenta. Throughout we will be working at tree-level, which implies that the quartic wavefunction coefficients we consider are rational functions [80, 86].

### 2.3.2 Unitarity and partial-energy poles

Since we are considering massless scalars exchanging a graviton, the relevant three-point function is that of two massless scalars and the transverse, traceless graviton $\psi_{\phi \phi \gamma}$. This

[^11]was written above in (2.36) and is given by
\[

$$
\begin{equation*}
\psi_{\phi \phi \gamma}\left(\mathbf{k}_{1}, \mathbf{k}_{2}, \mathbf{k}_{3}\right)=\frac{e_{i j}\left(\mathbf{k}_{3}\right) k_{1}^{i} k_{2}^{j}}{H^{2}} \tilde{\psi}_{3}\left(k_{1}, k_{2}, k_{3}\right), \quad \tilde{\psi}_{3}\left(k_{1}, k_{2}, k_{3}\right)=\frac{1}{k_{T}^{2}}\left(k_{T}^{3}-k_{T} e_{2}-e_{3}\right) . \tag{2.70}
\end{equation*}
$$

\]

We refer to $\tilde{\psi}_{3}$ as the trimmed part, which comes from the time evolution. This wavefunction coefficient can also be fixed using the MLT, where it arises as the solution with the lowest degree total-energy pole [72].

We can use this three-point function to fix all the partial-energy poles of $\psi_{\phi^{4}}^{(s)}$, as explained above. This calculation was done in [72], but we repeat it here. By gluing together two copies of (2.70), the contribution to the four-point function will be a product of a tensor structure, coming from the two copies of $e_{i j} k^{i} k^{j}$, and a term which only depends on the energies $\{k\}$ and $s$, generated by the trimmed part of the three-point function. The tensor structure is

$$
\begin{equation*}
\sum_{h= \pm} e_{i j}^{h}(\mathbf{s}) k_{1}^{i} k_{2}^{j} e_{l k}^{h}(-\mathbf{s}) k_{3}^{l} k_{4}^{k} \tag{2.71}
\end{equation*}
$$

where we sum over the two possible helicities of the exchanged graviton. We can write this in terms of the polarisation sum $\Pi_{2,2}^{(s)}$, given in appendix A. As this polarisation sum is the same on both sides of the COT, we isolate the term multiplying it in the four-point function. If we label this contribution $f_{\text {cut }}$ - which we will compute below - then we have

$$
\begin{equation*}
\psi_{\phi^{4}}^{(s)}(\{\mathbf{k}\})=\frac{f_{\text {cut }}}{12 H^{2} M_{\mathrm{Pl}}^{2}} s^{4} \Pi_{2,2}^{(s)}+\ldots, \tag{2.72}
\end{equation*}
$$

where . . . represents terms without partial-energy poles (which will be fixed at a later stage) and we have included a factor of $H^{2} / M_{\mathrm{Pl}}^{2}$ from the graviton power spectrum (2.35).

We have chosen the name $f_{\text {cut }}$ in (2.72) because it is fixed by cosmological cutting rules. This $s$-channel wavefunction coefficient is fundamentally a function of the independent variables $k_{a}, s, t$, but in order to write it in a way where the permutation symmetries are manifest, we write the polarisation sum in terms of $u$ as well, even though $u$ can always be eliminated by (1.10).

To compute $f_{\text {cut }}$, we use de Sitter partial-energy shifts [47, 72]. This expression is a function of $k_{a}, s$ only, and to fix it we change to a different set of independent variables. We consider $f_{\text {cut }}$ as a function of $\left\{E_{L}, E_{R}, k_{1} k_{2}, k_{3} k_{4}, s\right\}$ so that $f_{\text {cut }}=f_{\text {cut }}\left(E_{L}, E_{R}, k_{1} k_{2}, k_{3} k_{4}, s\right)$, and we define

$$
\begin{align*}
\tilde{\psi}_{3, L}\left(E_{L}, k_{1} k_{2}, s\right) & =\tilde{\psi}_{3}\left(k_{1}, k_{2}, s\right),  \tag{2.73}\\
\tilde{\psi}_{3, R}\left(E_{R}, k_{3} k_{4}, s\right) & =\tilde{\psi}_{3}\left(k_{3}, k_{4}, s\right) . \tag{2.74}
\end{align*}
$$

With these definitions, we can write the COT as

$$
\begin{equation*}
f_{\mathrm{cut}}\left(E_{L}, E_{R}, k_{1} k_{2}, k_{3} k_{4}, s\right)+f_{\text {cut }}^{*}\left(-E_{L}+2 s,-E_{R}+2 s, k_{1} k_{2}, k_{3} k_{4}, s\right)=\Xi, \tag{2.75}
\end{equation*}
$$

where we have defined

$$
\begin{align*}
\Xi= & \frac{1}{s^{3}}\left[\tilde{\psi}_{3, L}\left(E_{L}, k_{1} k_{2}, s\right)-\tilde{\psi}_{3, L}\left(E_{L}-2 s, k_{1} k_{2},-s\right)\right]  \tag{2.76}\\
& \times\left[\tilde{\psi}_{3, R}\left(E_{R}, k_{3} k_{4}, s\right)-\tilde{\psi}_{3, R}\left(E_{R}-2 s, k_{3} k_{4},-s\right)\right] .
\end{align*}
$$

Here we have used the COT for contact diagrams to eliminate the complex conjugate as [75]

$$
\begin{equation*}
\tilde{\psi}_{3, L}^{*}\left(-E_{L}+2 s, k_{1} k_{2}, s\right)=-\tilde{\psi}_{3, L}\left(E_{L}-2 s, k_{1} k_{2},-s\right) . \tag{2.77}
\end{equation*}
$$

The second term on the l.h.s. of (2.75) is analytic around $E_{L}, E_{R}=0$ and therefore does not contribute to the residues of partial-energy poles, so we can fix the poles of the first term from knowledge of $\Xi$. To isolate the partial-energy poles, we perform a complex shift of the partial energies that keeps the total energy fixed:

$$
\begin{equation*}
f_{\mathrm{cut}}\left(E_{L}, E_{R}, k_{1} k_{2}, k_{3} k_{4}, s\right) \mapsto \tilde{f}_{\mathrm{cut}}(z)=f_{\mathrm{cut}}\left(E_{L}+z, E_{R}-z, k_{1} k_{2}, k_{3} k_{4}, s\right) . \tag{2.78}
\end{equation*}
$$

This shifted wavefunction coefficient trivially reproduces the unshifted one at $z=0$, is an analytic function in the complex $z$ plane, except for isolated poles in two locations, $z=-E_{L}$ and $z=E_{R}$, and has a Laurent expansion near these poles given by [72]

$$
\begin{align*}
\tilde{f}_{\text {cut }}(z) & =\sum_{0<n \leq m} \frac{A_{n}\left(E_{R}, E_{L}, k_{1} k_{2}, k_{3} k_{4}, s\right)}{\left(z+E_{L}\right)^{n}}+\mathcal{O}\left(z+E_{L}\right),  \tag{2.79}\\
A_{n} & =\frac{1}{(m-n)!}\left[\partial_{z}^{m-n}\left(z+E_{L}\right)^{m} \Xi\left(E_{L}+z, E_{R}-z, k_{1} k_{2}, k_{3} k_{4}, s\right)\right]_{z=-E_{L}}, \tag{2.80}
\end{align*}
$$

where $m$ is the order of the leading partial energy pole, and the expressions for the $A_{n}$ follow from (2.75) and are completely fixed by the three-point function. In $f_{\text {cut }}$, the expansions around $E_{L}=0$ and $E_{R}=0$ are equivalent since we are using the same three-point function for each sub-diagram. We can use the residue theorem to write

$$
\begin{equation*}
f_{\text {cut }}\left(E_{L}, E_{R}, k_{1} k_{2}, k_{3} k_{4}, s\right)=\frac{1}{2 \pi i} \oint_{\mathcal{C}_{0}} \mathrm{~d} z \frac{\tilde{f}_{\text {cut }}(z)}{z}, \tag{2.81}
\end{equation*}
$$

where $\mathcal{C}_{0}$ is a contour that encircles the origin, oriented clockwise. We can then deform the contour and write $f_{\text {cut }}$ as a sum over residues plus a boundary term as [72]

$$
\begin{align*}
f_{\text {cut }}\left(E_{L}, E_{R}, k_{1} k_{2}, k_{3} k_{4}, s\right) & =-\operatorname{Res}\left[\frac{\tilde{f}_{\text {cut }}(z)}{z}\right]_{z=-E_{L}}-\operatorname{Res}\left[\frac{\tilde{f}_{\text {cut }}(z)}{z}\right]_{z=E_{R}}+B  \tag{2.82}\\
& =f_{\text {Res }}+B . \tag{2.83}
\end{align*}
$$

The boundary contribution at infinity, $B$, is given by

$$
\begin{equation*}
B=\frac{1}{2 \pi i} \oint_{\mathcal{C}_{\infty}} \mathrm{d} z \frac{\tilde{f}_{\text {cut }}(z)}{z}, \tag{2.84}
\end{equation*}
$$

and we can use the Laurent expansion (2.79) to write

$$
\begin{equation*}
f_{\mathrm{Res}}=\sum_{0<n \leq m} \frac{A_{n}\left(E_{L}, E_{R}, k_{1} k_{2}, k_{3} k_{4}, s\right)}{E_{L}^{n}}+\sum_{0<n \leq m} \frac{A_{n}\left(E_{R}, E_{L}, k_{3} k_{4}, k_{1} k_{2}, s\right)}{E_{R}^{n}} . \tag{2.85}
\end{equation*}
$$

We see that the partial-energy poles are now completely fixed by taking derivatives of the trimmed three-point function, which fixes the four-point function up to a boundary term that can only be singular when the total energy goes to zero: $E_{L}+E_{R}-2 s \rightarrow 0 .{ }^{19}$

We now turn back to the case of interest here and use (2.70) to compute the $A_{n}$. The degree of the leading partial-energy poles is equivalent to the degree of the leading totalenergy pole of the corresponding three-point function, which for us is two, so that $m=2$ in (2.79). We then have [72]

$$
\begin{align*}
& A_{2}\left(E_{L}, E_{R}, k_{1} k_{2}, k_{3} k_{4}, s\right)=\frac{2 k_{1} k_{2} s}{k_{T}^{2}\left(E_{L}+E_{R}\right)^{2}}\left[2 k_{3} k_{4}+\left(E_{L}+E_{R}\right) k_{T}\right],  \tag{2.86}\\
& A_{1}\left(E_{L}, E_{R}, k_{1} k_{2}, k_{3} k_{4}, s\right)=\frac{1}{k_{T}^{3}\left(E_{L}+E_{R}\right)^{3}} \sum_{n=0}^{4} a_{n} s^{n}, \tag{2.87}
\end{align*}
$$

where the coefficients appearing in the expansion (2.87) are

$$
\begin{align*}
& a_{0}=2 k_{1} k_{2}\left(E_{L}+E_{R}\right)^{2}\left[\left(E_{L}+E_{R}\right)^{2}+2 k_{3} k_{4}\right],  \tag{2.88}\\
& a_{1}=-4 k_{1} k_{2}\left(E_{L}+E_{R}\right)\left[\left(E_{L}+E_{R}\right)^{2}-2 k_{3} k_{4}\right],  \tag{2.89}\\
& a_{2}=-2\left(E_{L}+E_{R}\right)^{4}-4\left(E_{L}+E_{R}\right)^{2}\left(k_{1} k_{2}+k_{3} k_{4}\right)-16 k_{1} k_{2} k_{3} k_{4},  \tag{2.90}\\
& a_{3}=8\left(E_{L}+E_{R}\right)\left[\left(E_{L}+E_{R}\right)^{2}+k_{1} k_{2}+k_{3} k_{4}\right],  \tag{2.91}\\
& a_{4}=-8\left(E_{L}+E_{R}\right)^{2}, \tag{2.92}
\end{align*}
$$

and $k_{T}=E_{L}+E_{R}-2 s$. If we plug these expressions into (2.85), the resulting $f_{\text {Res }}$ satisfies the COT so there is no need to include any additional $s^{3}$ pieces (see Footnote 19). It follows that

$$
\begin{align*}
f_{\text {cut }}= & -\frac{2 s^{2}}{k_{T} E_{L} E_{R}}+\frac{2 s k_{1} k_{2}}{k_{T} E_{L}^{2} E_{R}}+\frac{2 s k_{3} k_{4}}{k_{T} E_{R}^{2} E_{L}}+\frac{4 s k_{1} k_{2} k_{3} k_{4}}{k_{T}^{2} E_{L}^{2} E_{R}^{2}}  \tag{2.93}\\
& -\frac{2 s\left(k_{1} k_{2}+k_{3} k_{4}\right)}{k_{T}^{2} E_{L} E_{R}}+\frac{2 k_{1} k_{2}}{k_{T}^{2} E_{L}}+\frac{2 k_{3} k_{4}}{k_{T}^{2} E_{R}}+\frac{4 k_{1} k_{2} k_{3} k_{4}}{k_{T}^{3} E_{L} E_{R}} .
\end{align*}
$$

We note that in the final expression for $f_{\text {cut }}$, all spurious poles have cancelled out, and consistency dictates the need for total-energy poles even though no information about these residues was input directly. We see that these partial-energy poles match those found by computing nested time integrals in section 2.1, given by $f_{(2,2)}^{(s)}$.

### 2.3.3 The amplitude limit and leading total-energy pole

Having fixed all the partial-energy poles, we now ensure that the leading total-energy pole reproduces the correct scattering amplitude. The four-point amplitude for minimally coupled scalars is

$$
\begin{equation*}
\mathcal{A}_{4}=\frac{1}{4 M_{\mathrm{Pl}}^{2}} \frac{\left(S^{2}+T^{2}+U^{2}\right)^{2}}{S T U} . \tag{2.94}
\end{equation*}
$$

Our strategy for constructing the full wavefunction coefficient is to work "channel-bychannel", meaning that we initially concentrate on the part of the wavefunction coefficient

[^12]that has the symmetries of an $s$-channel exchange diagram. The relevant symmetry group is $\mathbb{Z}_{2} \times \mathbb{Z}_{2}$, which acts on the momenta as follows: $\mathbf{k}_{1} \leftrightarrow \mathbf{k}_{2}, \mathbf{k}_{3} \leftrightarrow \mathbf{k}_{4}$, and $\left(\mathbf{k}_{1}, \mathbf{k}_{2}\right) \leftrightarrow\left(\mathbf{k}_{3}, \mathbf{k}_{4}\right)$. We then sum over different channels at the end of the calculation. We have written (2.72) in a way that makes these symmetries manifest, using a redundant set of variables since the energies are related by (1.10). We therefore need to decompose (2.94) into a sum over channels where each channel has the relevant symmetries when written in terms of $S, T, U$ (which satisfy $S+T+U=0$ ). When we match the $s$-channel wavefunction coefficient to the $S$-channel amplitude according to (2.68), we will respectively eliminate $u$ and $U$ such that we work with independent variables. We define the $S$-channel amplitude as
\[

$$
\begin{equation*}
\mathcal{A}_{4}^{(S)}=\frac{1}{M_{\mathrm{Pl}}^{2}} \frac{T U}{S}, \tag{2.95}
\end{equation*}
$$

\]

such that $\mathcal{A}_{4}=\mathcal{A}_{4}^{(S)}+\mathcal{A}_{4}^{(T)}+\mathcal{A}_{4}^{(U)}$. Such a definition is ambiguous (the invariant quantity is the residue of the $S=0$ pole), but we must make some choice and our final wavefunction coefficient will not depend on this choice. ${ }^{20}$

We choose to access the total-energy pole by sending $k_{4} \rightarrow-\left(k_{1}+k_{2}+k_{3}\right)$ and therefore according to (2.68) we must demand that the wavefunction coefficient satisfies

$$
\begin{equation*}
\lim _{k_{T} \rightarrow 0} k_{T}^{3} \psi_{\phi^{4}}^{(s)}=\frac{2}{H^{2} M_{\mathrm{Pl}}^{2}} k_{1} k_{2} k_{3}\left(k_{1}+k_{2}+k_{3}\right) \frac{\left(k_{13}^{2}-t^{2}\right)\left(k_{12}^{2}+k_{13}^{2}-s^{2}-t^{2}\right)}{\left(k_{12}^{2}-s^{2}\right)} . \tag{2.96}
\end{equation*}
$$

We initially take the result from step 1 of the previous section (written as a function of $\left.k_{a}, s, t\right),(2.72)$, and compare its amplitude limit to (2.96). We find that we do not recover the correct expression and that the difference between the two expressions can be written as a series in $s$ with even powers ranging from $s^{-4}$ to $s^{2}$. The $s^{-4}, s^{0}$ and $s^{2}$ terms have coefficients that are functions of $k_{1}, k_{2}$ and $k_{3}$, while the coefficient of the $s^{-2}$ term also depends linearly on $t^{2}$. We now need to correct (2.72) such that we recover the correct amplitude limit and we can do so by writing down an ansatz order-by-order in $s$.

Recall that our ansatz should be a function of all internal and external energies, such that all symmetries are manifest, then we eliminate $u$ when we go on the total-energy pole. Our ansatz needs to include terms linear in $t^{2}$, which means that by symmetry there is also a linear dependence on $u^{2}$. Our ansatz should scale as $\sim k^{3}$ by scale invariance and should contain an overall factor of $\mathfrak{e}_{4} / k_{T}^{3}$ given (2.96). We therefore add to (2.72):

$$
\begin{equation*}
\Delta_{1} \psi_{\phi^{4}}^{(s)}=\frac{\mathbb{e}_{4}}{s^{4} k_{T}^{3}} \operatorname{Poly}^{(6)}\left(k_{1}, k_{2}, k_{3}, k_{4}, s^{2}, t^{2}, u^{2}\right), \tag{2.97}
\end{equation*}
$$

where Poly ${ }^{(6)}$ denotes a general polynomial of its arguments that scales as $\lambda^{6}$ under $\mathbf{k}_{a} \mapsto$ $\lambda \mathbf{k}_{a}$. The wavefunction coefficient should not be singular as $s \rightarrow 0$, as this would correspond to a level of non-locality. We need to use factors of $\left(k_{1}-k_{2}\right)$ and $\left(k_{3}-k_{4}\right)$ to cancel such poles. To see this we take $\mathbf{k}_{2} \rightarrow-\mathbf{k}_{1}+\boldsymbol{\epsilon}$ and $\mathbf{k}_{4} \rightarrow-\mathbf{k}_{3}-\boldsymbol{\epsilon}$ which fixes $\mathbf{s} \rightarrow \boldsymbol{\epsilon}$. In terms of

[^13]the energies we have
\[

$$
\begin{equation*}
k_{2} \rightarrow \sqrt{k_{1}^{2}-2 \boldsymbol{\epsilon} \cdot \mathbf{k}_{1}+\epsilon^{2}}, \quad k_{4} \rightarrow \sqrt{k_{3}^{2}+2 \boldsymbol{\epsilon} \cdot \mathbf{k}_{3}+\epsilon^{2}}, \quad s \rightarrow \epsilon . \tag{2.98}
\end{equation*}
$$

\]

Due to the $\boldsymbol{\epsilon} \cdot \mathbf{k}_{1}$ and $\boldsymbol{\epsilon} \cdot \mathbf{k}_{3}$ terms, the only way to guarantee that a polynomial in the external energies cancels a pole in $s$ of order $c$, is for the polynomial to contain overall factors of the form $\left(k_{1}-k_{2}\right)^{a}\left(k_{3}-k_{4}\right)^{b}$ subject to $a+b=c$. With these conditions, our ansatz takes the form

$$
\begin{align*}
\operatorname{Poly}^{(6)}\left(k_{1}, k_{2}, k_{3}, k_{4}, s^{2}, t^{2}, u^{2}\right)= & {\left[\left(k_{1}-k_{2}\right)^{4} \operatorname{Poly}_{1}^{(2)}\left(k_{12}, k_{1} k_{2}, k_{34}, k_{3} k_{4}\right)\right.} \\
& +\left(k_{1}-k_{2}\right)^{2}\left(k_{3}-k_{4}\right)^{2} \operatorname{Poly}_{2}^{(2)}\left(k_{12}, k_{1} k_{2}, k_{34}, k_{3} k_{4}\right) \\
& +\left(k_{1}-k_{2}\right)^{2} s^{2} \operatorname{Poly}_{3}^{(2)}\left(k_{12}, k_{1} k_{2}, k_{34}, k_{3} k_{4}\right) \\
& +b_{1}\left(k_{1}-k_{2}\right)\left(k_{3}-k_{4}\right) s^{2}\left(t^{2}-u^{2}\right) \\
& +s^{4} \operatorname{Poly}_{4}^{(2)}\left(k_{12}, k_{1} k_{2}, k_{34}, k_{3} k_{4}\right) \\
& \left.+b_{2} s^{6}\right]+\left(\mathbf{k}_{1} \leftrightarrow \mathbf{k}_{3}, \mathbf{k}_{2} \leftrightarrow \mathbf{k}_{4}\right) . \tag{2.99}
\end{align*}
$$

The notation Poly $_{m}^{(n)}\left(x_{1}, x_{2}, \ldots\right)$ denotes a general polynomial of $x_{i}$ with homogeneity degree $n$ under rescaling momenta, where $m$ is an index distinguishing different polynomials of the same homogeneity degree, and $b_{i}$ are constants. We have dropped any terms that depend on $\left(t^{2}+u^{2}\right)$ since they are degenerate with terms already contained in the ansatz due to the relation in (1.10).

Demanding that we recover the correct amplitude in the limit $k_{T} \rightarrow 0$ leads to a family of solutions which only differ at $\mathcal{O}\left(1 / k_{T}^{2}\right)$. At this stage we can pick any of these solutions without loss of generality since we will ultimately fix the subleading total-energy poles in the next section. We choose a solution such that our wavefunction coefficient takes the form

$$
\begin{equation*}
\psi_{\phi^{4}}^{(s)}=\frac{1}{6 H^{2} M_{\mathrm{Pl}}^{2}}\left[\frac{f_{\text {cut }}}{2} s^{4} \Pi_{2,2}^{(s)}-\frac{2 \mathbb{e}_{4}}{k_{T}^{3}}\left(s^{2} \Pi_{2,1}^{(s)}-\left(k_{12} k_{34}+s^{2}\right) \Pi_{2,0}^{(s)}\right)-\frac{2 \mathbb{e}_{4}\left(k_{12} k_{34}+s^{2}\right)}{k_{T}^{3}}\right]+\ldots, \tag{2.100}
\end{equation*}
$$

where we see the appearance of familiar polarisation sums, which are written in appendix A. Note that we have not assumed that these sums must appear, rather they are required to realise the correct amplitude limit. This expression now satisfies the COT, has the correct amplitude limit, and the $\ldots$ represents terms that both do not contribute to partial-energy poles and are subleading as $k_{T} \rightarrow 0$. These will be fixed in the next section.

### 2.3.4 Manifestly local test and subleading total-energy poles

Finally, we have to ensure that the wavefunction coefficient satisfies the MLT in the form (2.65). Recall that we take the derivative with respect to an external energy and then set that energy to zero while holding all other variables fixed. We can therefore work order-by-order in $s, t$ (we eliminate $u$ before taking the derivative). We find that (2.100) does not satisfy the MLT. Instead, the derivative of this object with respect to $k_{4}$ at $k_{4}=0$
can be written as a series in $s$ with even powers ranging from $s^{-4}$ to $s^{4}$. Each series coefficient depends on $k_{1}, k_{2}$ and $k_{3}$, while the $s^{-2}$ and $s^{2}$ coefficients also depend linearly on $t^{2}$ and the $s^{0}$ coefficient also depends linearly and quadratically on $t^{2}$. This allows us to write down an ansatz which we add to (2.100). We take the $t^{2}$ and $u^{2}$ terms to appear in the combination $\left(t^{2}-u^{2}\right)$ since this is how they appear in (2.100) (regardless of which solution we choose in matching to the amplitude).

Our ansatz cannot have partial-energy poles and cannot alter the leading total-energy pole since these have already been fixed. We therefore add to (2.100):

$$
\begin{equation*}
\Delta_{2} \psi_{\phi^{4}}^{(s)}=\frac{1}{s^{4} k_{T}^{2}} \text { Poly }^{(9)}\left(k_{1}, k_{2}, k_{3}, k_{4}, s^{2}, t^{2}, u^{2}\right), \tag{2.101}
\end{equation*}
$$

where the homogeneity degree of the polynomial is fixed by scale invariance. As before, we need to maintain the symmetries of an $s$-channel exchange diagram and ensure that there are no poles as $s \rightarrow 0$ for physical momenta. This allows us to write

$$
\begin{align*}
\operatorname{Poly}^{(9)}\left(k_{1}, k_{2}, k_{3}, k_{4}, s^{2}, t^{2}, u^{2}\right)= & \left(k_{1}-k_{2}\right)^{4} \mathrm{Poly}_{1}^{(5)}\left(k_{12}, k_{1} k_{2}, k_{34}, k_{3} k_{4}\right) \\
& +\left(k_{1}-k_{2}\right)^{2}\left(k_{3}-k_{4}\right)^{2} \mathrm{Poly}_{2}^{(5)}\left(k_{12}, k_{1} k_{2}, k_{34}, k_{3} k_{4}\right) \\
& +\left(k_{1}-k_{2}\right)^{2} s^{2} \mathrm{Poly}_{3}^{(5)}\left(k_{12}, k_{1} k_{2}, k_{34}, k_{3} k_{4}\right) \\
& +\left(k_{1}-k_{2}\right)\left(k_{3}-k_{4}\right) s^{2}\left(t^{2}-u^{2}\right) \mathrm{Poly}_{1}^{(3)}\left(k_{12}, k_{1} k_{2}, k_{34}, k_{3} k_{4}\right) \\
& +s^{4} \mathrm{Poly}_{4}^{(5)}\left(k_{12}, k_{1} k_{2}, k_{34}, k_{3} k_{4}\right) \\
& +b_{3}\left(k_{1}-k_{2}\right)\left(k_{3}-k_{4}\right) s^{4}\left(t^{2}-u^{2}\right) k_{T} \\
& +b_{4} s^{4}\left(t^{2}-u^{2}\right)^{2} k_{T} \\
& +s^{6} \mathrm{Poly}_{2}^{(3)}\left(k_{12}, k_{1} k_{2}, k_{34}, k_{3} k_{4}\right) \\
& \left.+b_{5} s^{8} k_{T}\right]+\left(\mathbf{k}_{1} \leftrightarrow \mathbf{k}_{3}, \mathbf{k}_{2} \leftrightarrow \mathbf{k}_{4}\right), \tag{2.102}
\end{align*}
$$

where again the superscripts on the polynomials indicate their homogeneity degree under rescaling the momenta and $b_{i}$ are constants.

In the previous section we found a family of solutions that yields the correct amplitude limit (since we did not use $k_{T}$ as an independent variable), and all of these solutions differ by functions that are captured by (2.101). After imposing the MLT we find three free parameters (in addition to $H$ and $M_{\mathrm{Pl}}$ ) and we can write the part of the wavefunction coefficient with $s$-channel symmetries as

$$
\begin{align*}
\psi_{\phi^{4}}^{(s)}(\{\mathbf{k}\})= & \frac{1}{6 H^{2} M_{\mathrm{Pl}}^{2}}\left[f_{(2,2)}^{(s)} s^{4} \Pi_{2,2}^{(s)}+f_{(2,1)}^{(s)} s^{2} \Pi_{2,1}^{(s)}+f_{(2,0)}^{(s)}\left(E_{L} E_{R}-s k_{T}\right) \Pi_{2,0}^{(s)}+f_{c}\right] \\
& +q_{1}\left(k_{1}^{3}+k_{2}^{3}+k_{3}^{3}+k_{4}^{3}\right) \\
& +\frac{q_{2}}{s^{2}}\left[\left(k_{1}-k_{2}\right)^{2} k_{12}\left(k_{12}^{2}-k_{1} k_{2}\right)+\left(k_{3}-k_{4}\right)^{2} k_{34}\left(k_{34}^{2}-k_{3} k_{4}\right)\right]  \tag{2.103}\\
& +\frac{q_{3}}{s^{4}}\left[\left(k_{1}-k_{2}\right)^{4} k_{12}\left(k_{12}^{2}+k_{1} k_{2}\right)+\left(k_{3}-k_{4}\right)^{4} k_{34}\left(k_{34}^{2}+k_{3} k_{4}\right)\right],
\end{align*}
$$

where the constants $q_{i}$ are linear combinations of the constants contained in the polynomial ansatz, and the $f$ s are as defined in section 2.1. We therefore see that up to these additional
three terms, we match the bulk calculation. It is easy to see that these three extra terms satisfy all the conditions we have imposed: they are regular as $E_{L, R} \rightarrow 0$, they do not contribute to the leading total-energy pole, and one can straightforwardly check that they satisfy the MLT.

The fact that these additional solutions do not have any total-energy poles suggests that they arise from field redefinitions [43]. The $q_{1}$ term is well known, and arises from taking the free theory for the massless scalar and performing the field redefinition $\phi \mapsto$ $\phi+\frac{H^{2}}{4} q_{1} \phi^{3}$ (this field redefinition generates a wavefunction coefficient $\psi_{4}=3 q_{1} \sum_{a=1}^{4} k_{a}^{3}$, which is what we get when we add the $t$ and $u$ permutations to (2.103)). The other two require more complicated field redefinitions which must violate manifest locality given that the resulting wavefunction coefficient contains inverse powers of $s$. They are given by ${ }^{21}$

$$
\begin{align*}
\phi \mapsto & \phi+\frac{H^{2} q_{2}}{3}\left[3 \phi \frac{1}{\partial^{2}}\left(\phi \partial^{2} \phi\right)+\phi \frac{1}{\partial^{2}}\left(\phi^{\prime 2}\right)+\phi^{\prime} \frac{1}{\partial^{2}}\left(\phi \phi^{\prime}\right)\right],  \tag{2.104}\\
\phi \mapsto & \phi+\frac{H^{2} q_{3}}{3}\left[-27 \partial^{2} \phi \frac{1}{\partial^{4}}\left(\phi \partial^{2} \phi\right)-12 \phi \frac{1}{\partial^{4}}\left(\phi \partial^{4} \phi\right)+6 \partial^{2} \phi \frac{1}{\partial^{4}}\left(\phi^{\prime 2}\right)+2 \phi^{\prime} \frac{1}{\partial^{4}}\left(\phi \partial^{2} \phi^{\prime}\right)\right. \\
& \left.-4 \phi \frac{1}{\partial^{4}}\left(\phi^{\prime} \partial^{2} \phi^{\prime}\right)-10 \phi^{\prime} \frac{1}{\partial^{4}}\left(\phi^{\prime} \partial^{2} \phi\right)-30 \partial^{2} \phi \frac{1}{\partial^{4}}\left(\partial_{i} \phi \partial_{i} \phi\right)-60 \partial_{i} \phi \frac{1}{\partial^{4}}\left(\phi \partial^{2} \partial_{i} \phi\right)\right] . \tag{2.105}
\end{align*}
$$

Since any choice of $q_{1,2,3}$ satisfies all our requirements, we can simply set them to any value we like. However, we can also fix these additional terms by imposing a shift symmetry for $\phi$ which is present for minimally coupled massless scalars. A shift symmetry ensures that the wavefunction coefficient has a vanishing soft limit [87, 88]:

$$
\begin{equation*}
\lim _{\mathbf{k}_{4} \rightarrow 0} \psi_{\phi^{4}}=0 \tag{2.106}
\end{equation*}
$$

We take $\mathbf{k}_{4} \rightarrow 0$ by sending $k_{4} \rightarrow 0, s \rightarrow k_{3}, t \rightarrow k_{2}$ (after eliminating $u$ ), and find that (2.106) fixes $q_{1}=q_{2}=q_{3}=0$. The wavefunction coefficient now exactly matches the bulk expression.

## 3 The graviton trispectrum

We now turn to the case of principal interest: the graviton trispectrum. In the previous section, we employed several different methods to derive the analogous wavefunction and correlator for massless minimally coupled scalars interacting via gravity. The consistency of these results gives us confidence in them, and so we will again derive the result in these different ways as a cross-check. We again find agreement, up to terms that can be generated by field redefinitions of the graviton (which are unavoidable ambiguities).

[^14]
### 3.1 Lagrangian calculation

In this section, we derive the tree-level graviton trispectrum in de Sitter spacetime for pure gravity, starting from the Einstein-Hilbert action. First, in section 3.1.1, after choosing a convenient gauge, we derive the constraint equations for the lapse and shift and then solve them to second order. Second, in section 3.1.2, we obtain the full Lagrangian to quartic order, which we then use to compute the graviton quartic wavefunction coefficient and the corresponding correlator in section 3.1.4.

### 3.1.1 Constraint equations

The constraint equations (2.5) expanded out to second order, including the $\gamma_{i j}$ contributions but not the $\phi$ contributions, can be written as

$$
\begin{align*}
\frac{1}{4 a^{2}} \gamma_{i j, k} \gamma_{i j, k}+\frac{1}{4} \dot{\gamma}_{i j} \dot{\gamma}_{i j}+\frac{4}{a^{2}} H \partial_{i} \partial_{i} \psi^{(2)}+12 H^{2} \alpha^{(2)} & =0, \\
2 H \partial_{j} \alpha^{(2)}+\frac{1}{4}\left(\dot{\gamma}_{i k} \gamma_{i j, k}-\dot{\gamma}_{i k} \gamma_{i k, j}-\dot{\gamma}_{k j, i} \gamma_{k i}-\frac{2}{a^{2}} \partial_{i} \partial_{i} \beta_{j}^{(2)}\right) & =0 . \tag{3.1}
\end{align*}
$$

In order to simplify some later equations, it is convenient to define $V_{j}$ by

$$
\begin{equation*}
V_{j}=\frac{1}{2}\left(-\dot{\gamma}_{i k} \gamma_{i j, k}+\dot{\gamma}_{i k} \gamma_{i k, j}+\dot{\gamma}_{k j, i} \gamma_{k i}\right) \tag{3.2}
\end{equation*}
$$

which has the divergence

$$
\begin{equation*}
\partial_{i} V_{i}=\frac{1}{2} \partial_{i}\left(\dot{\gamma}_{j k} \partial_{i} \gamma_{j k}\right), \tag{3.3}
\end{equation*}
$$

where we have used the fact that the graviton is transverse. The solutions to the constraint equations can then be written in terms of $V_{i}$ as $^{22}$

$$
\begin{align*}
\alpha^{(2)} & =\frac{1}{4 H} \partial^{-2} \partial^{j} V_{j}  \tag{3.4}\\
\psi^{(2)} & =-\frac{a^{2}}{16 H} \partial^{-2}\left(\frac{1}{a^{2}} \gamma_{i j, k} \gamma_{i j, k}+\dot{\gamma}_{i j} \dot{\gamma}_{i j}+12 H \partial^{-2} \partial^{j} V_{j}\right),  \tag{3.5}\\
\beta_{j}^{(2)} & =a^{2} \partial^{-2}\left(\partial^{-2} \partial_{j} \partial_{i} V_{i}-V_{j}\right) \tag{3.6}
\end{align*}
$$

The presence of inverse Laplacians requires us to specify some boundary conditions for the fields, which - as all three of these terms are perturbations - are that they must vanish on the boundary of our volume. This allows us to integrate spatial derivatives by parts.

[^15]
### 3.1.2 The Lagrangian to quartic order

Before substituting the solutions of the constraint equations, the Lagrangian to quartic order can be written as

$$
\begin{align*}
\mathcal{L}= & \frac{M_{\mathrm{Pl}}^{2}}{2} a^{3}\left(-12 H^{2}+\frac{1}{4}\left(\dot{\gamma}_{i j} \dot{\gamma}_{i j}-\frac{1}{a^{2}} \partial_{k} \gamma_{i j} \partial_{k} \gamma_{i j}\right)+\frac{1}{4 a^{2}} \gamma_{i j} \partial_{j} \gamma_{k m}\left(\partial_{i} \gamma_{k m}-2 \partial_{m} \gamma_{i k}\right)\right. \\
& -\frac{1}{24} \dot{\gamma}_{i j} \dot{\gamma}_{k m} \gamma_{i k} \gamma_{j m}+\frac{1}{24} \dot{\gamma}_{i k} \dot{\gamma}_{i j} \gamma_{j m} \gamma_{k m}-\frac{1}{4} \alpha^{(2)}\left(\dot{\gamma}_{i j} \dot{\gamma}_{i j}+\frac{1}{a^{2}} \partial_{k} \gamma_{i j} \partial_{k} \gamma_{i j}\right)-6 H^{2}\left(\alpha^{(2)}\right)^{2} \\
& +\frac{1}{8 a^{2}} \gamma_{i j}\left(\gamma_{k m} \partial_{j} \gamma_{m n} \partial_{k} \gamma_{\text {in }}-\gamma_{i k} \partial_{j} \gamma_{m n} \partial_{k} \gamma_{m n}-\frac{2}{3} \gamma_{k m} \partial_{m} \gamma_{j n} \partial_{n} \gamma_{i k}\right. \\
& \left.+\frac{1}{3} \gamma_{k m} \partial_{n} \gamma_{j m} \partial_{n} \gamma_{i k}+\frac{4}{3} \gamma_{i k} \partial_{k} \gamma_{m n} \partial_{n} \gamma_{j m}+\frac{1}{3} \gamma_{i k} \partial_{m} \gamma_{k n} \partial_{n} \gamma_{j m}-\frac{1}{3} \gamma_{i k} \partial_{n} \gamma_{k m} \partial_{n} \gamma_{j m}\right) \\
& \left.+\frac{1}{2 a^{4}} \partial_{j} \beta_{i}^{(2)} \partial_{j} \beta_{i}^{(2)}-\frac{4 H}{a^{2}} \alpha^{(2)} \partial_{i} \partial_{i} \psi^{(2)}-\frac{1}{a^{2}} V_{i}\left(\beta_{i}^{(2)}+\partial_{i} \psi^{(2)}\right)\right) \tag{3.7}
\end{align*}
$$

We can then eliminate the lapse and shift and integrate the expression by parts in space (using the fact that $\alpha, \beta$ and $\psi$ vanish on the boundary) to obtain the action up to quartic order in graviton fluctuations,

$$
\begin{align*}
\mathcal{L}= & \frac{M_{\mathrm{Pl}}^{2}}{2}\left(-12 a^{4} H^{2}+\frac{a^{2}}{4}\left(\gamma_{i j}^{\prime} \gamma_{i j}^{\prime}-\partial_{k} \gamma_{i j} \partial_{k} \gamma_{i j}\right)+\frac{a^{2}}{4} \gamma_{i j} \partial_{j} \gamma_{k m}\left(\partial_{i} \gamma_{k m}-2 \partial_{m} \gamma_{i k}\right)\right. \\
& +\frac{a^{2}}{4}\left(\frac{1}{6} \gamma_{i k}^{\prime} \gamma_{i j}^{\prime} \gamma_{j m} \gamma_{k m}-\frac{1}{6} \gamma_{i j}^{\prime} \gamma_{k m}^{\prime} \gamma_{i k} \gamma_{j m}+\frac{1}{2} \gamma_{i j} \gamma_{k m} \partial_{j} \gamma_{m n} \partial_{k} \gamma_{\text {in }}-\frac{1}{2} \gamma_{i j} \gamma_{i k} \partial_{j} \gamma_{m n} \partial_{k} \gamma_{m n}\right. \\
& \left.+\frac{1}{2} \gamma_{i k} \gamma_{i j} \partial_{m} \gamma_{k n} \partial_{n} \gamma_{j m}+\gamma_{i k} \gamma_{i j} \partial_{k} \gamma_{m n} \partial_{n} \gamma_{j m}+\frac{1}{6} \gamma_{i j} \gamma_{k m} \partial_{n} \gamma_{j m} \partial_{n} \gamma_{i k}-\frac{1}{6} \gamma_{i k} \gamma_{i j} \partial_{n} \gamma_{k m} \partial_{n} \gamma_{j m}\right) \\
& +\frac{a^{4}}{2} V_{j} \partial^{-2} V_{j}-\frac{a}{32 H} \partial^{-2} \partial_{l}\left(\gamma_{m n}^{\prime} \partial_{l} \gamma_{m n}\right)\left(\gamma_{i j}^{\prime} \gamma_{i j}^{\prime}+\partial_{k} \gamma_{i j} \partial_{k} \gamma_{i j}\right) \\
& \left.+\frac{a^{2}}{32} \partial^{-2} \partial_{i}\left(\gamma_{j k}^{\prime} \partial_{i} \gamma_{j k}\right) \partial^{-2} \partial_{l}\left(\gamma_{m n}^{\prime} \partial_{l} \gamma_{m n}\right)\right) \tag{3.8}
\end{align*}
$$

where we have changed variables from cosmic time to conformal time for later convenience. As with the scalar case above, all inverse Laplacians act on a product of fields, so the MLT will be satisfied by our final wavefunction coefficient (see section 2.3.4). We can then Fourier transform this expression and rewrite $\gamma_{i j}$ in terms of polarisation tensors using (1.4), where
the polarization tensors satisfy the conditions in (1.5). The Lagrangian is then given by

$$
\begin{align*}
\mathcal{L}= & M_{\mathrm{Pl}}^{2} \int_{\mathbf{k}} \sum_{h} \frac{a^{2}}{8}\left(\gamma_{k}^{\prime h} \gamma_{k}^{\prime h}-k^{2} \gamma_{k}^{h} \gamma_{k}^{h}\right) \\
& +M_{\mathrm{Pl}}^{2} \int_{\mathbf{k}_{1}, \mathbf{k}_{2}, \mathbf{k}_{3}} \sum_{h_{1}, h_{2}, h_{3}} \frac{a^{2}}{8} \epsilon_{1}^{i j} k_{1}^{j} \epsilon_{2}^{l m}\left(k_{3}^{i} \epsilon_{3}^{l m}-2 k_{3}^{m} \epsilon_{3}^{i l}\right) \gamma_{k_{1}}^{h_{1}} \gamma_{k_{2}}^{h_{2}} \gamma_{k_{3}}^{h_{3}} \\
& +M_{\mathrm{Pl}}^{2} \int_{\mathbf{k}_{1}, \ldots, \mathbf{k}_{4}} \sum_{h_{1,2,3,4}}-\frac{a^{2}}{48} \gamma_{k_{1}}^{h_{1}} \gamma_{k_{2}}^{h_{2}} \gamma_{k_{3}}^{h_{3}} \gamma_{k_{4}}^{h_{4}}\left(3 \epsilon_{1}^{i j} \epsilon_{2}^{l m} k_{3}^{j} \epsilon_{3}^{m n} k_{4}^{l} \epsilon_{4}^{\text {in }}-3 \epsilon_{1}^{i j} \epsilon_{2}^{i l} k_{3}^{j} \epsilon_{3}^{m n} k_{4}^{l} \epsilon_{4}^{m n}\right. \\
& \left.+3 \epsilon_{1}^{i l} \epsilon_{2}^{i j} k_{3}^{m} \epsilon_{3}^{l n} k_{4}^{n} \epsilon_{4}^{j m}+6 \epsilon_{1}^{i l} \epsilon_{2}^{i j} k_{3}^{l} \epsilon_{3}^{m n} k_{4}^{n} \epsilon_{4}^{j m}+k_{3}^{n} k_{4}^{n} \epsilon_{1}^{i j} \epsilon_{2}^{l m} \epsilon_{3}^{j m} \epsilon_{4}^{i l}-k_{3}^{n} k_{4}^{n} \epsilon_{1}^{i l} \epsilon_{2}^{i j} \epsilon_{3}^{l m} \epsilon_{4}^{j m}\right) \\
& +\frac{a^{2}}{48} \gamma_{k_{1}}^{h_{1}^{\prime}} \gamma_{k_{2}}^{h_{2}} \gamma_{k_{3}}^{h_{3}^{\prime}} \gamma_{k_{4}}^{h_{4}}\left[\epsilon_{1}^{i j} \epsilon_{2}^{j m} \epsilon_{3}^{i k} \epsilon_{4}^{k m}-\epsilon_{1}^{i j} \epsilon_{2}^{i k} \epsilon_{3}^{k m} \epsilon_{4}^{j m}+\frac{3\left(k_{1}^{i} k_{2}^{i}+k_{2}^{2}\right)\left(k_{3}^{j} k_{4}^{j}+k_{4}^{2}\right)}{4 s^{4}} \epsilon_{1}^{p q} \epsilon_{2}^{p q} \epsilon_{3}^{m n} \epsilon_{4}^{m n}\right. \\
& \left.-\frac{3}{s^{2}}\left(\epsilon_{1}^{\mathrm{in}} k_{2}^{n} \epsilon_{2}^{i j}-\epsilon_{1}^{\mathrm{in}} k_{2}^{j} \epsilon_{2}^{\mathrm{in}}-k_{1}^{i} \epsilon_{1}^{k j} \epsilon_{2}^{k i}\right)\left(\epsilon_{3}^{l m} k_{4}^{m} \epsilon_{4}^{l j}-\epsilon_{3}^{l m} k_{4}^{j} \epsilon_{4}^{l m}-k_{3}^{l} \epsilon_{3}^{m j} \epsilon_{4}^{l m}\right)\right] \\
& -\frac{a}{64 H} \gamma_{k_{1}^{\prime}}^{h_{1}} \gamma_{k_{2}}^{h_{2}}\left(\gamma_{k_{3}^{\prime}}^{\prime h_{3}} \gamma_{k_{4}^{\prime}}^{h_{4}}-k_{3}^{p} k_{4}^{p} \gamma_{k_{3}}^{h_{3}} \gamma_{k_{4}}^{h_{4}}\right) \frac{\left(k_{1}^{l} k_{2}^{l}+k_{2}^{2}\right)}{s^{2}} \epsilon_{1}^{m n} \epsilon_{2}^{m n} \epsilon_{3}^{i j} \epsilon_{4}^{i j}, \tag{3.9}
\end{align*}
$$

where, for brevity, we have introduced the notation

$$
\begin{equation*}
\epsilon_{a}^{i j}=\epsilon_{i j}^{h_{a}}\left(\mathbf{k}_{a}\right) \tag{3.10}
\end{equation*}
$$

Given the Lagrangian, we can now calculate the cubic and quartic wavefunction coefficients. It turns out to be most convenient to just directly compute the on-shell action, evaluated on the classical solution with the correct boundary conditions. To get the action to fourth order, we need the following perturbative solution to the equations of motion

$$
\begin{equation*}
\gamma_{k}^{h}=K_{k}^{s} \bar{\gamma}_{k}^{h}+\left.\sum_{h^{\prime}} \int \mathrm{d} \eta^{\prime} \frac{\delta \mathcal{L}_{3}}{\delta \gamma_{k}^{h}}\right|_{\gamma_{k}^{h}=K_{k}^{h^{\prime}} \bar{\gamma}_{k}^{h^{\prime}}} G_{k}^{h h^{\prime}}\left(\eta, \eta^{\prime}\right)=\gamma_{k}^{h}(0)+\delta \gamma_{k}^{h} \tag{3.11}
\end{equation*}
$$

where the bulk-to-boundary and bulk-to-bulk propagators are respectively given by the expressions (2.22) and (2.23). After some redefinition of dummy variables, the variation of the cubic action $\mathcal{L}_{3}$ is given by

$$
\begin{align*}
\frac{\delta \mathcal{L}_{3}}{\delta \gamma_{k}^{h}}=M_{\mathrm{Pl}}^{2} \int_{\mathbf{k}^{3}} \sum_{h_{4}, h_{5}, h_{6}} \delta^{h h_{4}} \delta\left(\mathbf{k}_{4}-\mathbf{k}\right) \frac{a^{2}}{8} \gamma_{k_{5}}^{h_{5}} \gamma_{k_{6}}^{h_{6}} \epsilon_{4}^{i j} & \left(2 \epsilon_{5}^{i l} \epsilon_{6}^{j m} k_{5}^{m} k_{6}^{l}+4 \epsilon_{5}^{l m} \epsilon_{6}^{i l} k_{6}^{j} k_{6}^{m}\right.  \tag{3.12}\\
& \left.-2 \epsilon_{5}^{l m} \epsilon_{6}^{i j} k_{6}^{l} k_{6}^{m}-\epsilon_{5}^{l m} \epsilon_{6}^{l m} k_{6}^{i} k_{6}^{j}\right)
\end{align*}
$$

Given this expression, we can substitute (3.11) into the action and read off the relevant wavefunction coefficients.

### 3.1.3 The bispectrum

We can extract the cubic wavefunction coefficient, which is given by $[14,69]$

$$
\begin{equation*}
\operatorname{Re} \psi_{\gamma^{3}}\left(\mathbf{k}_{i} ; \epsilon_{i}\right)=-\frac{M_{\mathrm{Pl}}^{2}}{4 H^{2}}\left(k_{T}-\frac{e_{2}}{k_{T}}-\frac{e_{3}}{k_{T}^{2}}\right)\left[\epsilon_{1} \cdot \mathbf{k}_{2} \epsilon_{2} \cdot \epsilon_{3}+\epsilon_{2} \cdot \mathbf{k}_{3} \epsilon_{1} \cdot \epsilon_{3}+\epsilon_{3} \cdot \mathbf{k}_{1} \epsilon_{1} \cdot \epsilon_{2}\right]^{2} \tag{3.13}
\end{equation*}
$$

and the bispectrum is related to this by

$$
\begin{equation*}
\left\langle\gamma_{\mathbf{k}_{1}}^{s_{1}} \gamma_{\mathbf{k}_{2}}^{s_{2}} \gamma_{\mathbf{k}_{3}}^{s_{3}}\right\rangle^{\prime}=-2 \operatorname{Re} \psi_{\gamma^{3}}\left(\mathbf{k}_{i} ; \epsilon_{i}\right) \prod_{a=1}^{3} P_{\gamma}\left(k_{a}\right) . \tag{3.14}
\end{equation*}
$$

We can also compute this correlator from the Hamiltonian using the in-in formalism. These correlators are completely fixed as well by de Sitter symmetries [14]. Compared to the three-point function for two massless scalars and a graviton, cf., (2.36), the only difference lies in the tensor structure. The energy dependence is the same since the bulk-to-boundary propagators for scalars and gravitons are identical.

### 3.1.4 The quartic wavefunction coefficient

We now turn to compute the quartic wavefunction coefficient for gravitons from the above Lagrangian. There are essentially two complicated aspects of the calculation: the first is simply managing the contractions of polarizations and momenta, while the second is evaluating the time integrals that capture the time evolution of the system.

There are five distinct time integrals that we must evaluate to find the quartic wavefunction coefficient. Four are relevant for contact contributions and are given by

$$
\begin{align*}
\int \mathrm{d} \eta a^{2} K_{k_{1}}(\eta) K_{k_{2}}(\eta) K_{k_{3}}(\eta) K_{k_{4}}(\eta) & =-i \frac{-2 \mathbb{e}_{4}-\mathbb{e}_{3} k_{T}-\mathbb{e}_{2} k_{T}^{2}+k_{T}^{4}}{H^{2} k_{T}^{3}}-\frac{1}{H^{2} \eta_{0}}  \tag{3.15}\\
\int \mathrm{~d} \eta a^{2} K_{k_{1}}^{\prime}(\eta) K_{k_{2}}(\eta) K_{k_{3}}^{\prime}(\eta) K_{k_{4}}(\eta) & =-i \frac{k_{1}^{2} k_{3}^{2}\left(k_{T}^{2}+k_{T}\left(k_{2}+k_{4}\right)+2 k_{2} k_{4}\right)}{H^{2} k_{T}^{3}}  \tag{3.16}\\
\int \mathrm{~d} \eta a K_{k_{1}}^{\prime}(\eta) K_{k_{2}}(\eta) K_{k_{3}}^{\prime}(\eta) K_{k_{4}}^{\prime}(\eta) & =-2 i \frac{k_{1}^{2} k_{3}^{2} k_{4}^{2} k_{T}+3 k_{1}^{2} k_{2} k_{3}^{2} k_{4}^{2}}{H k_{T}^{4}}  \tag{3.17}\\
\int \mathrm{~d} \eta a K_{k_{1}}^{\prime}(\eta) K_{k_{2}}(\eta) K_{k_{3}}(\eta) K_{k_{4}}(\eta) & =i \frac{6 k_{1} \mathbb{e}_{4}+2 k_{1}^{2} k_{T}^{3}-3 k_{1}^{3} k_{T}^{2}+2 k_{1}^{2} k_{T} \mathbb{®}_{2}+2 k_{1}^{4} k_{T}}{H k_{T}^{4}} \tag{3.18}
\end{align*}
$$

where we have only provided expressions for one ordering of momenta since the others can be obtained by permutation. The final integral is relevant for exchange contributions and is identical to that for massless scalars (2.41),

$$
\begin{equation*}
-i H^{2} \int \mathrm{~d} \eta \mathrm{~d} \eta^{\prime} a(\eta)^{2} a\left(\eta^{\prime}\right)^{2} K_{k_{1}}(\eta) K_{k_{2}}(\eta) K_{k_{3}}\left(\eta^{\prime}\right) K_{k_{4}}\left(\eta^{\prime}\right) G_{s}\left(\eta, \eta^{\prime}\right)=f_{(2,2)}^{(s)} . \tag{3.19}
\end{equation*}
$$

We now have all the ingredients we need to compute the wavefunction coefficient: we read off the tensor structures from the Lagrangian and use the above results for the time evolution. We add together all diagrams (as always, the exchange diagram gets an additional factor of one-half from the 4th order correction to the quadratic action [75, 81]). The final quartic wavefunction coefficient can then be written as

$$
\begin{equation*}
\psi_{\gamma^{4}}(\{\mathbf{k}\})=\frac{M_{\mathrm{Pl}}^{2}}{16 H^{2}}\left[\psi_{\gamma^{4}}^{(s)}(\{\mathbf{k}\})+\psi_{\gamma^{4}}^{(t)}(\{\mathbf{k}\})+\psi_{\gamma^{4}}^{(u)}(\{\mathbf{k}\})\right], \tag{3.20}
\end{equation*}
$$

where we have again split the answer into contributions from different channels for convenience. The $s$-channel contribution is

$$
\begin{align*}
& \psi_{\gamma^{4}}^{(s)}(\{\mathbf{k}\})=M_{\mathrm{Pl}}^{2} H^{2} \psi_{\phi^{4}}^{(s)}\left(\epsilon_{1} \cdot \epsilon_{2}\right)^{2}\left(\epsilon_{3} \cdot \epsilon_{4}\right)^{2}+2 f_{(2,2)}^{(s)}\left[s^{2} \Pi_{1,1}^{(s)}\left(\epsilon_{1} \cdot \epsilon_{2}\right)\left(\epsilon_{3} \cdot \epsilon_{4}\right) W_{s}+2 W_{s}^{2}\right]  \tag{3.21}\\
& \quad-2 f_{2,0}^{(s)} \Pi_{1,0}^{(s)}\left(\epsilon_{1} \cdot \epsilon_{2}\right)\left(\epsilon_{3} \cdot \epsilon_{4}\right) W_{s}+g_{\text {cont. }}^{(s)}\left(\epsilon_{1} \cdot \epsilon_{3}\right)\left(\epsilon_{1} \cdot \epsilon_{4}\right)\left(\epsilon_{2} \cdot \epsilon_{3}\right)\left(\epsilon_{2} \cdot \epsilon_{4}\right)-2 f_{\text {cont. }} W_{s} W_{s}^{(c)},
\end{align*}
$$

where $f_{(2,2)}^{(s)}$ and $f_{(2,0)}^{(s)}$ are defined as in (2.41) and (2.43), and we have defined the following polarization structures:

$$
\begin{align*}
W_{s}= & \left(\epsilon_{1} \cdot \epsilon_{2}\right)\left[\left(\epsilon_{3} \cdot k_{1}\right)\left(\epsilon_{4} \cdot k_{2}\right)-\left(\epsilon_{3} \cdot k_{2}\right)\left(\epsilon_{4} \cdot k_{1}\right)\right]+\left(\epsilon_{3} \cdot \epsilon_{4}\right)\left[\left(\epsilon_{1} \cdot k_{3}\right)\left(\epsilon_{2} \cdot k_{4}\right)-\left(\epsilon_{1} \cdot k_{4}\right)\left(\epsilon_{2} \cdot k_{3}\right)\right] \\
& +\left[\left(\epsilon_{1} \cdot k_{2}\right) \epsilon_{2}-\left(\epsilon_{2} \cdot k_{1}\right) \epsilon_{1}\right] \cdot\left[\left(\epsilon_{3} \cdot k_{4}\right) \epsilon_{4}-\left(\epsilon_{4} \cdot k_{3}\right) \epsilon_{3}\right],  \tag{3.22}\\
W_{s}^{(c)}= & \left(\epsilon_{1} \cdot \epsilon_{4}\right)\left(\epsilon_{2} \cdot \epsilon_{3}\right)-\left(\epsilon_{1} \cdot \epsilon_{3}\right)\left(\epsilon_{2} \cdot \epsilon_{4}\right), \tag{3.23}
\end{align*}
$$

along with the contact interaction form factors

$$
\begin{align*}
f_{\text {cont. }}= & \prod_{i=1}^{4}\left(1-k_{i} \partial_{k_{i}}\right) k_{T}\left(\log k_{T}-1\right)=\frac{2 \mathbb{e}_{4}}{k_{T}^{3}}+\frac{\mathbb{e}_{3}}{k_{T}^{2}}+\frac{\mathbb{e}_{2}}{k_{T}}-k_{T},  \tag{3.24}\\
g_{\text {cont }}^{(s)}= & -\left(k_{12} k_{34}+s^{2}\right)\left[\frac{4 \mathbb{e}_{4}}{k_{T}^{3}}-\frac{\left(k_{12}-k_{34}\right)\left(k_{12}^{2}+2 k_{1} k_{2}-k_{34}^{2}-2 k_{3} k_{4}\right)}{2 k_{T}^{2}}+3 \frac{k_{1} k_{2}+k_{3} k_{4}}{k_{T}}-\frac{3 k_{T}}{2}\right] \\
& -\frac{4 \mathbb{e}_{4}}{k_{T}}+\frac{8 k_{12}^{2} k_{34}^{2}-4 k_{12}^{4}-4 k_{34}^{4}-2 k_{1} k_{2} k_{34}^{2}-2 k_{3} k_{4} k_{12}^{2}+8 k_{1} k_{2} k_{12}^{2}+8 k_{3} k_{4} k_{34}^{2}}{3 k_{T}} \\
& +\frac{14}{3} k_{T}\left(k_{1} k_{2}+k_{3} k_{4}\right)-\frac{10 k_{T}^{3}}{9}+\frac{16}{9} \sum_{a=1}^{4} k_{a}^{3} . \tag{3.25}
\end{align*}
$$

Notice that the scalar quartic wavefunction coefficient, $\psi_{\phi^{4}}^{(s)}$ - which we computed in section 2.1 - appears, and we remind the reader that the various polarisation sums are given in appendix A. Equation (3.20) is the main result of this paper. A decompressed version of this expression is included in a text file as supplementary material.

Note that we have only written the real part of the wavefunction coefficient, as this is what contributes to the trispectrum via

$$
\begin{align*}
\left\langle\gamma_{\mathbf{k}_{1}}^{h_{1}} \gamma_{\mathbf{k}_{2}}^{h_{2}} \gamma_{\mathbf{k}_{3}}^{h_{3}} \gamma_{\mathbf{k}_{4}}^{h_{4}}\right\rangle^{\prime}= & {\left[4 \sum_{3 \text { perms }} \sum_{h} P_{\gamma}(s) \operatorname{Re} \psi_{\gamma^{h_{1}} \gamma^{h_{2}} \gamma^{h}}\left(\mathbf{k}_{1}, \mathbf{k}_{2},-\mathbf{s}\right) \operatorname{Re} \psi_{\gamma^{h_{3}} \gamma^{h_{4}} \gamma^{h}}\left(\mathbf{k}_{3}, \mathbf{k}_{4}, \mathbf{s}\right)\right.} \\
& \left.-2 \operatorname{Re} \psi_{\gamma^{4}}(\{\mathbf{k}\})\right] \prod_{a=1}^{4} P_{\gamma}\left(k_{a}\right) \tag{3.26}
\end{align*}
$$

We have also calculated this trispectrum directly from the Hamiltonian using the in-in formalism and obtained the same result. ${ }^{23}$ We note that the IR-divergent contributions that appear in the above expressions for contact diagram time integrals drop out when we take the real part of the wavefunction. ${ }^{24}$

We can perform several consistency checks on the result (3.21). On general grounds, we expect that tree-level wavefunction coefficients of massless scalars and gravitons in de Sitter space are rational functions of the external energies $\left\{k_{1}, k_{2}, k_{3}, k_{4}\right\}$ and internal energies $\{s, t, u\}$ [86] (see also [80] and the connection to holographic renormalization [89]) with poles at vanishing partial and total energy configurations. Therefore, $\psi_{4}$ should only have

[^16]poles in the variables $k_{T}$ and $E_{L, R}^{(s, t, u)}$, which is indeed the case for our result. Moreover, adapting (2.69) to this case, we expect that the wavefunction should scale as
\[

$$
\begin{equation*}
\lim _{k_{T} \rightarrow 0} \psi_{4}=\mathcal{O}\left(k_{T}^{-3}\right), \quad \lim _{E_{L, R} \rightarrow 0} \psi_{4}=\mathcal{O}\left(E_{L, R}^{-2}\right), \tag{3.27}
\end{equation*}
$$

\]

in the vicinity of its singularities, which indeed agrees with (3.21). It also has the correct amplitude limit on the leading $k_{T}$ pole.

Given the result (3.21), it is natural to try to cast it in a simpler form. For example, by an appropriate use of partial fractions, one should always be able to write the result in such a way that every term has at most two poles, e.g., $\left\{k_{T}, E_{L}\right\}$ or $\left\{k_{T}, E_{R}\right\}$ or $\left\{E_{L}, E_{R}\right\}$. This re-writing comes at the cost of introducing spurious poles in the denominator and so, without further input, the resulting expressions are not particularly illuminating. It is also natural to eliminate polarisation vectors in favour of cosmological spinor helicity variables [14], but this also does not provide a drastic simplification (in contrast to the analogous story in flat space), essentially because helicity scaling does not completely fix the structure of spinor brackets.

### 3.2 Lifting from flat space to de Sitter space

We would now like to reproduce the de Sitter four graviton wavefunction (3.20) using the same heuristic method employed in section 2.2 for the massless scalar four-point function. We take as our starting point the four-graviton wavefunction in flat space and then transform it to its de Sitter counterpart. The four-point graviton wavefunction coefficient in flat space is

$$
\begin{align*}
\psi_{\gamma^{4}}^{\text {flat }}= & \psi_{\phi^{4}}^{(s) \text { flat }}\left(\epsilon_{1} \cdot \epsilon_{2}\right)^{2}\left(\epsilon_{3} \cdot \epsilon_{4}\right)^{2}+\frac{1}{k_{T} E_{L} E_{R}}\left[2 \mathcal{P}_{1}^{(s)}\left(\epsilon_{1} \cdot \epsilon_{2}\right)\left(\epsilon_{3} \cdot \epsilon_{4}\right) W_{s}+4 W_{s}^{2}\right] \\
& +\psi_{\phi^{4}}^{(t) \text { flat }}\left(\epsilon_{1} \cdot \epsilon_{3}\right)^{2}\left(\epsilon_{2} \cdot \epsilon_{4}\right)^{2}+\frac{1}{k_{T} E_{L}^{(t)} E_{R}^{(t)}}\left[2 \mathcal{P}_{1}^{(t)}\left(\epsilon_{1} \cdot \epsilon_{3}\right)\left(\epsilon_{2} \cdot \epsilon_{4}\right) W_{t}+4 W_{t}^{2}\right] \\
& +\psi_{\phi^{4}}^{(u) \text { flat }}\left(\epsilon_{1} \cdot \epsilon_{4}\right)^{2}\left(\epsilon_{3} \cdot \epsilon_{2}\right)^{2}+\frac{1}{k_{T} E_{L}^{(u)} E_{R}^{(u)}}\left[2 \mathcal{P}_{1}^{(u)}\left(\epsilon_{1} \cdot \epsilon_{4}\right)\left(\epsilon_{3} \cdot \epsilon_{2}\right) W_{u}+4 W_{u}^{2}\right] \\
& +\frac{1}{k_{T}}\left[\left(-2\left(k_{12} k_{34}+s^{2}\right)+\lambda k_{T}^{2}\right)\left(\epsilon_{1} \cdot \epsilon_{3}\right)\left(\epsilon_{1} \cdot \epsilon_{4}\right)\left(\epsilon_{2} \cdot \epsilon_{3}\right)\left(\epsilon_{2} \cdot \epsilon_{4}\right)\right.  \tag{3.28}\\
& +\left(-2\left(k_{13} k_{24}+t^{2}\right)+\lambda k_{T}^{2}\right)\left(\epsilon_{1} \cdot \epsilon_{2}\right)\left(\epsilon_{1} \cdot \epsilon_{4}\right)\left(\epsilon_{3} \cdot \epsilon_{2}\right)\left(\epsilon_{3} \cdot \epsilon_{4}\right) \\
& +\left(-2\left(k_{14} k_{23}+u^{2}\right)+\lambda k_{T}^{2}\right)\left(\epsilon_{1} \cdot \epsilon_{3}\right)\left(\epsilon_{1} \cdot \epsilon_{2}\right)\left(\epsilon_{4} \cdot \epsilon_{3}\right)\left(\epsilon_{4} \cdot \epsilon_{2}\right) \\
& \left.-2 W_{s} W_{s}^{(c)}-2 W_{t} W_{t}^{(c)}-2 W_{u} W_{u}^{(c)}\right],
\end{align*}
$$

where $W_{s}$ and $W_{s}^{(c)}$ are defined as in (3.22) and (3.23), and we have defined

$$
\begin{equation*}
\mathcal{P}_{1}^{(s)}=s^{2} \Pi_{1,1}^{(s)}-E_{L} E_{R} \Pi_{1,0}^{(s)}, \tag{3.29}
\end{equation*}
$$

where the $t$ and $u$-channel versions can be obtained by permutation. Additionally, we note that the flat space scalar wavefunction of massless scalars exchanging a graviton $\psi_{\phi^{4}}^{(s)}$ flat $(2.50)$ enters into this formula, along with its $t$ and $u$-channel permutations.

As in the scalar case, the wavefunction (3.28) can itself be bootstrapped by requiring that it has the right singularities and residues, along with requiring that, when we suitably average over polarizations, it reduces to the massless scalar result (which is why $\psi_{\phi^{4}}^{\text {fat }}$ appears multiplying some polarization structures). Note that there is an inherent ambiguity in that these requirements do not uniquely specify (3.28). Indeed, there is a free parameter, $\lambda .{ }^{25}$ In position space, the contribution proportional to this parameter is a contact term (localized at coincident points), and the precise contact terms required to appear in the wavefunction are fixed by our choice of the Ward identity that we require (3.28) to satisfy [44]. ${ }^{26}$

We now want to contemplate lifting (3.28) to de Sitter space. To start, we compute the cut of the flat space graviton four-point function,

$$
\begin{align*}
\psi_{\gamma^{4}}^{\text {flat }}(\{k\})+\psi_{\gamma^{4}}^{* \text { flat }}(\{-k\})= & -\frac{2 s}{\left(k_{12}^{2}-s\right)\left(k_{34}^{2}-s^{2}\right)}\left[\frac{1}{6} s^{4} \Pi_{2,2}^{(s)}\left(\epsilon_{1} \cdot \epsilon_{2}\right)^{2}\left(\epsilon_{3} \cdot \epsilon_{4}\right)^{2}\right. \\
& \left.+2 s^{2} \Pi_{1,1}^{(s)}\left(\epsilon_{1} \cdot \epsilon_{2}\right)\left(\epsilon_{3} \cdot \epsilon_{4}\right) W_{s}+4 W_{s}^{2}\right]+t+u \text { channels } . \tag{3.30}
\end{align*}
$$

We can then compare it with the corresponding de Sitter formula, which we can compute using the graviton three-point function in de Sitter space (3.13). With this, we compute the cut of the graviton four-point function to be

$$
\begin{align*}
\psi_{\gamma^{4}}(\{k\})+\psi_{\gamma^{4}}^{*}(\{-k\})= & \frac{2 s^{3}\left(k_{12}^{2}+2 k_{1} k_{2}-s^{2}\right)\left(k_{34}^{2}+2 k_{3} k_{4}-s^{2}\right)}{\left(k_{12}^{2}-s^{2}\right)^{2}\left(k_{34}^{2}-s^{2}\right)^{2}}\left[\frac{1}{6} s^{4} \Pi_{2,2}^{(s)}\left(\epsilon_{1} \cdot \epsilon_{2}\right)^{2}\left(\epsilon_{3} \cdot \epsilon_{4}\right)^{2}\right. \\
& \left.+2 s^{2} \Pi_{1,1}^{(s)}\left(\epsilon_{1} \cdot \epsilon_{2}\right)\left(\epsilon_{3} \cdot \epsilon_{4}\right) W_{s}+4 W_{s}^{2}\right]+t+u \text { channels. } \tag{3.31}
\end{align*}
$$

In both (3.30) and (3.31), we have suppressed the contributions from the $t$ and $u$ exchange channels, but it will be straightforward to reintroduce them via permutation once we have constructed the $s$-channel contribution. It is simplest to start with the function multiplying the $\left(\epsilon_{1} \cdot \epsilon_{2}\right)^{2}\left(\epsilon_{3} \cdot \epsilon_{4}\right)^{2}$ tensor structure. In flat space, this factor is the four-point function of massless scalars exchanging a graviton, $\psi_{\phi^{4}}^{(s) \text { flat }}$. The natural thing to do is to promote this to its de Sitter space version, which we constructed in section 2.2. Next, we consider the second line of (3.30); we want to transform the cut of the form factor into its de Sitter counterpart. These are the same energy factors that appeared in the scalar four-point function, so if we act with the operator $\mathcal{D}_{s}$, we generate

$$
\begin{equation*}
\mathcal{D}_{s} \frac{1}{k_{T} E_{L} E_{R}}=f_{(2,2)}^{(s)} . \tag{3.32}
\end{equation*}
$$

Finally, in order for the total energy singularity to be Lorentz invariant, we have to include the helicity- 0 polarization sum multiplying the tensor structure $\left(\epsilon_{1} \cdot \epsilon_{2}\right)\left(\epsilon_{3} \cdot \epsilon_{4}\right) W_{s}$. In flat

[^17]space, this is part of $\mathcal{P}_{1}^{(s)}$ and the form factor for this piece is (minus) the $s \rightarrow 0$ limit of the helicity- 1 form factor, so we replace this form factor in de Sitter by $-\left.f_{(2,2)}^{(s)}\right|_{s=0}=-f_{(2,0)}^{(s)}$. Putting this all together, we obtain the $s$-channel contribution to the graviton four-point function:
\[

$$
\begin{align*}
\psi_{\gamma^{4}}^{(s)}=\psi_{\phi^{4}}^{(s)}\left(\epsilon_{1} \cdot \epsilon_{2}\right)^{2}\left(\epsilon_{3} \cdot \epsilon_{4}\right)^{2} & +f_{(2,2)}^{(s)}\left[2 s^{2} \Pi_{1,1}\left(\epsilon_{1} \cdot \epsilon_{2}\right)\left(\epsilon_{3} \cdot \epsilon_{4}\right) W_{s}+4 W_{s}^{2}\right]  \tag{3.33}\\
& -f_{(2,0)}^{(s)}\left[2 \Pi_{1,0}\left(\epsilon_{1} \cdot \epsilon_{2}\right)\left(\epsilon_{3} \cdot \epsilon_{4}\right) W_{s}\right] .
\end{align*}
$$
\]

We can then check that this reproduces the exchange part of (3.21). We can obtain the $t$ and $u$-channel exchange contributions by permuting momenta.

Finally, we turn to the contribution from contact interactions. We notice that there are two different form factors appearing in (3.28):

$$
\begin{align*}
g_{c}^{(s) \text { flat }} & =-\frac{2\left(k_{12} k_{34}+s^{2}\right)}{k_{T}}+\lambda k_{T},  \tag{3.34}\\
f_{c}^{\text {flat }} & =\frac{1}{k_{T}} . \tag{3.35}
\end{align*}
$$

We can transmute these to their de Sitter counterparts by acting with (2.61):

$$
\begin{align*}
-\mathcal{D}_{k_{T}} g_{c}^{(s) \text { fat }} & =g_{\mathrm{cont}}^{(s)}+\frac{2+\lambda}{3}\left(k_{1}^{3}+k_{2}^{3}+k_{3}^{3}+k_{4}^{3}\right),  \tag{3.36}\\
\mathcal{D}_{k_{T}} f_{c}^{\text {fat }} & =f_{\mathrm{cont}} . \tag{3.37}
\end{align*}
$$

Note that in this case we do not have to correct the result of the lifting procedure to satisfy the MLT, because (3.33) already satisfies it by itself (this is a consequence of the fact that we have directly used the de Sitter massless scalar four-point function as a building block, which itself satisfies the MLT). We can then construct the $s$-channel contribution to the graviton four-point function

$$
\begin{align*}
\psi_{\gamma^{4}}^{(s)}= & \psi_{\phi^{4}}^{(s)}\left(\epsilon_{1} \cdot \epsilon_{2}\right)^{2}\left(\epsilon_{3} \cdot \epsilon_{4}\right)^{2}+f_{(2,2)}^{(s)}\left[2 s^{2} \Pi_{1,1}\left(\epsilon_{1} \cdot \epsilon_{2}\right)\left(\epsilon_{3} \cdot \epsilon_{4}\right) W_{s}+4 W_{s}^{2}\right] \\
& -f_{(2,0)}^{(s)}\left[2 \Pi_{1,0}\left(\epsilon_{1} \cdot \epsilon_{2}\right)\left(\epsilon_{3} \cdot \epsilon_{4}\right) W_{s}\right]+g_{\mathrm{cont}}^{(s)}\left(\epsilon_{1} \cdot \epsilon_{4}\right)\left(\epsilon_{2} \cdot \epsilon_{3}\right)\left(\epsilon_{2} \cdot \epsilon_{4}\right)-2 f_{\mathrm{cont}} W_{s} W_{s}^{(c)} \\
& +\frac{2+\lambda}{3}\left(k_{1}^{3}+k_{2}^{3}+k_{3}^{3}+k_{4}^{3}\right)\left(\epsilon_{1} \cdot \epsilon_{4}\right)\left(\epsilon_{2} \cdot \epsilon_{3}\right)\left(\epsilon_{2} \cdot \epsilon_{4}\right) . \tag{3.38}
\end{align*}
$$

We see that this agrees precisely with (3.21) if we fix $\lambda=-2$. It is not surprising that there is a free parameter, because it corresponds to the ambiguity in our choice of bulk field variables. By summing this along with the $t$ and $u$ channels, we produce the graviton four-point wavefunction.

This derivation has the virtue of relative simplicity. Nevertheless, one could question whether the final result is unique. In the following section, we systematically construct the most general wavefunction that has the correct singularities and which satisfies the MLT, reproducing both (3.38) and the result of the bulk calculation.

### 3.3 The boostless bootstrap

We now return to our third method and follow the three-step procedure introduced in section 2.3 to bootstrap the graviton four-point function. Recall that the strategy is as follows: in step 1 we use the Cosmological Optical Theorem (COT) [75] and energy shifts [47, 72] to fix all partial-energy poles, in step 2 we fix the leading total-energy pole by demanding that we recover the correct scattering amplitude, and in step 3 we use the MLT [72] to fix the subleading total-energy poles. Throughout we use scale invariance, by demanding that the wavefunction coefficient scales as $k^{3}$, and Bose symmetry. As in section 2.3, we directly construct the part of the wavefunction coefficient with the symmetries of an $s$-channel diagram, from which we can get the full wavefunction coefficient by adding the other two permutations of momenta.

### 3.3.1 Unitarity and partial-energy poles

We start by fixing the partial-energy poles, for which we need the graviton three-point function (3.13). The trimmed part of this wavefunction coefficient coincides with that of two massless scalars and a graviton. As a consequence, the structure of the partial-energy poles for the graviton four-point function is the same as for massless scalars exchanging a graviton - we already computed this using partial-energy shifts in section 2.3, with the result given by (2.93). To complete step 1 we need to compute the tensor structure that arises from an $s$-channel exchange diagram. We can find this from the cubic wavefunction coefficient by using the COT, as in (3.31).

After step 1 our wavefunction coefficient is therefore

$$
\begin{equation*}
\psi_{\gamma^{4}}^{(s)}=\frac{M_{\mathrm{Pl}}^{2}}{16 H^{2}}\left[\frac{s^{4}}{12} \Pi_{2,2}^{(s)}\left(\epsilon_{1} \cdot \epsilon_{2}\right)^{2}\left(\epsilon_{3} \cdot \epsilon_{4}\right)^{2}+s^{2} \Pi_{1,1}^{(s)}\left(\epsilon_{1} \cdot \epsilon_{2}\right)\left(\epsilon_{3} \cdot \epsilon_{4}\right) W_{s}+2 W_{s}^{2}\right] f_{\mathrm{cut}}+\ldots, \tag{3.39}
\end{equation*}
$$

where here $\ldots$ denotes terms that must be regular in the limits $E_{L, R} \rightarrow 0$. The partialenergy poles match what we found in section 3.1.

### 3.3.2 The amplitude limit and leading total-energy pole

We now fix the leading total-energy pole by demanding that we recover the correct scattering amplitude. The amplitude is a sum of the $S, T$, and $U$ channel contributions along with a contact contribution: ${ }^{27}$

$$
\begin{equation*}
\mathcal{A}_{4}=\frac{M_{\mathrm{Pl}}^{2}}{16}\left(\mathcal{A}_{4}^{(S)}+\mathcal{A}_{4}^{(T)}+\mathcal{A}_{4}^{(T)}+\mathcal{A}_{4}^{(c)}\right) . \tag{3.40}
\end{equation*}
$$

The $S$-channel contribution is given by ${ }^{28}$

$$
\begin{equation*}
\mathcal{A}_{4}^{(S)}=\frac{T U}{S}\left(\varepsilon_{1} \cdot \varepsilon_{2}\right)^{2}\left(\varepsilon_{3} \cdot \varepsilon_{4}\right)^{2}-\frac{2}{S}(U-T)\left(\varepsilon_{1} \cdot \varepsilon_{2}\right)\left(\epsilon_{3} \cdot \varepsilon_{4}\right) \mathcal{W}_{S}-\frac{4}{S} \mathcal{W}_{S}^{2} \tag{3.41}
\end{equation*}
$$

[^18]with the $T$ and $U$ channels obtained from this expression, while the contact contribution is
\[

$$
\begin{equation*}
\mathcal{A}_{4}^{(c)}=\left[2 S\left(\varepsilon_{1} \cdot \varepsilon_{3}\right)\left(\varepsilon_{1} \cdot \varepsilon_{4}\right)\left(\varepsilon_{2} \cdot \varepsilon_{3}\right)\left(\varepsilon_{2} \cdot \varepsilon_{4}\right)-2 \mathcal{W}_{S} \mathcal{W}_{S}^{(c)}\right]+2 \text { perms } . \tag{3.42}
\end{equation*}
$$

\]

We have defined the following combinations of polarization vectors and momenta

$$
\begin{align*}
\mathcal{W}_{S}= & \left(\varepsilon_{1} \cdot \varepsilon_{2}\right)\left[\left(\varepsilon_{3} \cdot k_{1}\right)\left(\varepsilon_{4} \cdot k_{2}\right)-\left(\varepsilon_{3} \cdot k_{2}\right)\left(\varepsilon_{4} \cdot k_{1}\right)\right]+\left(\varepsilon_{3} \cdot \varepsilon_{4}\right)\left[\left(\varepsilon_{1} \cdot k_{3}\right)\left(\varepsilon_{2} \cdot k_{4}\right)-\left(\varepsilon_{1} \cdot k_{4}\right)\left(\varepsilon_{2} \cdot k_{3}\right)\right] \\
& +\left[\left(\varepsilon_{1} \cdot k_{2}\right) \varepsilon_{2}-\left(\varepsilon_{2} \cdot k_{1}\right) \varepsilon_{1}\right] \cdot\left[\left(\varepsilon_{3} \cdot k_{4}\right) \varepsilon_{4}-\left(\varepsilon_{4} \cdot k_{3}\right) \varepsilon_{3}\right],  \tag{3.43}\\
\mathcal{W}_{S}^{(c)}= & \left(\varepsilon_{1} \cdot \varepsilon_{4}\right)\left(\varepsilon_{2} \cdot \varepsilon_{3}\right)-\left(\varepsilon_{1} \cdot \varepsilon_{3}\right)\left(\varepsilon_{2} \cdot \varepsilon_{4}\right) . \tag{3.44}
\end{align*}
$$

Note that these are conceptually slightly different from $W_{s}$ and $W_{s}^{(c)}$, since we write the amplitude in a manifestly Lorentz invariant form using the four-vector $\varepsilon_{\mu}$. We could write each contribution to this amplitude in axial gauge (with $h_{0 \mu}=0$ ) using the three-dimensional polarisation vector $\epsilon_{i}$ rather than $\varepsilon_{\mu}$, and indeed when we match to the amplitude we do so channel-by-channel, so in practice we are matching a de Sitter Feynman diagram for the wavefunction to a flat-space one for the amplitude with both computed in axial gauge. Of course the final answer in both cases is gauge invariant, once we include all diagrams, but thinking in terms of axial gauge gives us a transparent way to track tensor structures (since they are the same in both spacetimes).

As in section 2.3, we have written the $S$-channel amplitude using $S, T$, and $U$ such that it has the desired symmetries. When we match our wavefunction coefficient to the amplitude on the leading total-energy pole, we will eliminate $U$ from the amplitude and $u$ from the wavefunction coefficient so that the variables we are using are independent. We now demand that our wavefunction coefficient satisfies (2.68) and we treat each different tensor structure independently.

The three tensor structures of (3.41) are contained in (3.39) so we first make sure each energy-dependent coefficient yields the correct amplitude. For the $\left(\epsilon_{1} \cdot \epsilon_{2}\right)^{2}\left(\epsilon_{3} \cdot \epsilon_{4}\right)^{2}$ structure we notice that, up to an overall factor, this part of the amplitude matches that of minimally coupled massless scalars, cf., (2.95), while the corresponding part of (3.39) also matches - up to the same factor - what we found after step 1 for massless scalars. We can therefore use our result from section 2.3. Up to subleading total-energy poles, which we will fix in the next section, we therefore take

$$
\begin{equation*}
\frac{f_{\text {cut }}}{12} s^{4} \Pi_{2,2}^{(s)} \rightarrow \frac{1}{6}\left[\frac{f_{\text {cut }}}{2} s^{4} \Pi_{2,2}^{(s)}-\frac{2 \mathfrak{e}_{4}}{k_{T}^{3}}\left(s^{2} \Pi_{2,1}^{(s)}-\left(k_{12} k_{34}+s^{2}\right) \Pi_{2,0}^{(s)}\right)-\frac{2 \mathbb{e}_{4}\left(k_{12} k_{34}+s^{2}\right)}{k_{T}^{3}}\right] \tag{3.45}
\end{equation*}
$$

in (3.39).
Next we consider the $\left(\epsilon_{1} \cdot \epsilon_{2}\right)\left(\epsilon_{3} \cdot \epsilon_{4}\right) W_{s}$ structure. If we compare the amplitude limit from (3.39) to the correct amplitude we find that they differ by a single term which has an overall factor of $s^{-2}$, and which is independent of $t^{2}$. We therefore need to correct this part of (3.39) and our ansatz is completely fixed up to an overall factor: first, we need to include an overall factor of $\mathbb{e}_{4} /\left(s^{2} k_{T}^{3}\right)$. The remaining dependence must scale as $\sim k^{2}$, by scale invariance, but it also needs to be anti-symmetric in $\mathbf{k}_{1} \leftrightarrow \mathbf{k}_{2}$ and $\mathbf{k}_{3} \leftrightarrow \mathbf{k}_{4}$, since the tensor structure in this case is anti-symmetric. We also need to cancel the $s \rightarrow 0$ pole
for physical momenta. All of these considerations together imply that we need to include an overall factor of $\left(k_{1}-k_{2}\right)\left(k_{3}-k_{4}\right)$. If we fix the overall coefficient by matching to the amplitude limit we need to take

$$
\begin{equation*}
f_{\mathrm{cut}} s^{2} \Pi_{1,1}^{(s)} \rightarrow f_{\mathrm{cut}} s^{2} \Pi_{1,1}^{(s)}-\frac{4 \mathrm{e}_{4}}{k_{T}^{3}} \Pi_{1,0}^{(s)} \tag{3.46}
\end{equation*}
$$

in (3.39). Lastly, for the $S$-channel exchange we have the $W_{s}^{2}$ tensor structure and in this case we see that the amplitude limit from (3.39) is already the correct one.

We now move to the contact interaction terms and we again concentrate on the terms with $S$-channel symmetries. These are the two written in (3.42), and we see that these two tensor structures do not appear in (3.39). First consider the structure $\left(\epsilon_{1} \cdot \epsilon_{3}\right)\left(\epsilon_{1}\right.$. $\left.\epsilon_{4}\right)\left(\epsilon_{2} \cdot \epsilon_{3}\right)\left(\epsilon_{2} \cdot \epsilon_{4}\right)$. Our energy-dependent ansatz that needs to multiply this structure should contain an overall factor of $\mathbb{e}_{4} / k_{T}^{3}$ along with another factor, scaling as $\sim k^{2}$, which on the total energy pole reduces to $S$. This means that we need to include both $s^{0}$ and $s^{2}$ terms in the ansatz. By fixing the ansatz up to subleading total-energy poles, we make the following addition to (3.39):

$$
\begin{equation*}
\Delta_{1} \psi_{\gamma^{4}}^{(s)}=-\frac{M_{\mathrm{Pl}}^{2}}{16 H^{2}} \frac{4 \mathfrak{e}_{4}}{k_{T}^{3}}\left(k_{12} k_{34}+s^{2}\right)\left(\epsilon_{1} \cdot \epsilon_{3}\right)\left(\epsilon_{1} \cdot \epsilon_{4}\right)\left(\epsilon_{2} \cdot \epsilon_{3}\right)\left(\epsilon_{2} \cdot \epsilon_{4}\right) . \tag{3.47}
\end{equation*}
$$

Finally, we need to add the $W_{s} W_{s}^{(c)}$ tensor structure to the wavefunction to match the second tensor structure in (3.42). This structure already scales as $\sim k^{2}$ and once we include the overall factor of $\mathbb{e}_{4} / k_{T}^{3}$ the only freedom left is in the overall coefficient. Fixing this by matching to the amplitude means that we add to (3.39):

$$
\begin{equation*}
\Delta_{2} \psi_{\gamma^{4}}^{(s)}=-\frac{M_{\mathrm{Pl}}^{2}}{16 H^{2}} \frac{4 \mathbb{e}_{4}}{k_{T}^{3}} W_{s} W_{s}^{(c)} \tag{3.48}
\end{equation*}
$$

The full expression after fixing the total-energy poles and matching to the amplitude is therefore

$$
\begin{align*}
\frac{16 H^{2}}{M_{\mathrm{Pl}}^{2}} \psi_{\gamma^{4}}^{(s)}= & {\left[\frac{f_{\text {cut }}}{12} s^{4} \Pi_{2,2}^{(s)}-\frac{\mathbb{e}_{4}}{3 k_{T}^{3}}\left(s^{2} \Pi_{2,1}^{(s)}-\left(k_{12} k_{34}+s^{2}\right) \Pi_{2,0}^{(s)}\right)-\frac{\mathbb{e}_{4}\left(k_{12} k_{34}+s^{2}\right)}{3 k_{T}^{3}}\right]\left(\epsilon_{1} \cdot \epsilon_{2}\right)^{2}\left(\epsilon_{3} \cdot \epsilon_{4}\right)^{2} } \\
& +\left[f_{\text {cut }} s^{2} \Pi_{1,1}^{(s)}-\frac{4 \mathbb{e}_{4}}{k_{T}^{3}} \Pi_{1,0}^{(s)}\right]\left(\epsilon_{1} \cdot \epsilon_{2}\right)\left(\epsilon_{3} \cdot \epsilon_{4}\right) W_{s}+2 f_{\text {cut }} W_{s}^{2} \\
& -\frac{4 \mathbb{e}_{4}}{k_{T}^{3}}\left(k_{12} k_{34}+s^{2}\right)\left(\epsilon_{1} \cdot \epsilon_{3}\right)\left(\epsilon_{1} \cdot \epsilon_{4}\right)\left(\epsilon_{2} \cdot \epsilon_{3}\right)\left(\epsilon_{2} \cdot \epsilon_{4}\right)-\frac{4 \mathbb{e}_{4}}{k_{T}^{3}} W_{s} W_{s}^{(c)}+\ldots \tag{3.49}
\end{align*}
$$

Here $\ldots$ indicates additional terms that are regular as $E_{L, R} \rightarrow 0$ and subleading in the total-energy limit. We note that the amplitude limit has done some heavy lifting for us by tying together the contact and exchange contributions, as required by diffeomorphism invariance.

### 3.3.3 Manifestly local test and subleading total-energy poles

We now turn to the third and final step, where we use the MLT to fix the subleading totalenergy poles. Recall that the MLT requires the wavefunction coefficient to satisfy (2.65),
where we take the derivative with respect to one external energy and set that energy to zero while holding all other variables fixed. The MLT follows from the form of the bulk-toboundary propagator for the massless graviton, so it should hold for each tensor structure separately. We therefore work with each tensor structure in (3.49) separately.

We start with the $\left(\epsilon_{1} \cdot \epsilon_{2}\right)^{2}\left(\epsilon_{3} \cdot \epsilon_{4}\right)^{2}$ structure. The coefficient after the first two steps is equivalent to what we found for massless scalars after the first two steps, so the corrections we need to add to satisfy the MLT are the same. In this case we therefore simply promote the energy-dependent coefficient to (2.103), which we recall has three free parameters. Now, consider the $\left(\epsilon_{1} \cdot \epsilon_{2}\right)\left(\epsilon_{3} \cdot \epsilon_{4}\right) W_{s}$ structure. We find that the coefficient does not satisfy the MLT. Taking the derivative with respect to $k_{4}$ followed by setting $k_{4}=0$ yields a function with $s^{-2}, s^{0}$ and $s^{2}$ terms. The coefficient of $s^{-2}$ is a function of $k_{1}, k_{2}$ and $k_{3}$ only, the $s$-independent part depends on $k_{1}, k_{2}, k_{3}$ and $t^{2}$, while the $s^{2}$ term again depends only on $k_{1}, k_{2}$ and $k_{3}$. We therefore need to write down an ansatz which we add to (3.49). Recall that we need to ensure the absence of poles as $s \rightarrow 0$, so whenever we have a $t^{2}$ dependence we also need to include $u^{2}$, and we take them to appear in the combination $\left(t^{2}-u^{2}\right)$ since this is how they appear in (3.49). Finally, this tensor structure's energy-dependent coefficient needs to be anti-symmetric under the permutations $\mathbf{k}_{1} \leftrightarrow \mathbf{k}_{2}$ and $\mathbf{k}_{3} \leftrightarrow \mathbf{k}_{4}$. We therefore add to (3.49):

$$
\begin{align*}
\frac{16 H^{2}}{M_{\mathrm{Pl}}^{2}} \Delta_{3} \psi_{\gamma^{4}}^{(s)}= & \frac{1}{s^{2} k_{T}^{2}}\left[\left(k_{1}-k_{2}\right)\left(k_{3}-k_{4}\right) \operatorname{Poly}_{3}^{(3)}\left(k_{12}, k_{1} k_{2}, k_{34}, k_{3} k_{4}\right)+\left(\mathbf{k}_{1} \leftrightarrow \mathbf{k}_{3}, \mathbf{k}_{2} \leftrightarrow \mathbf{k}_{4}\right)\right. \\
& \left.+b_{6} s^{2}\left(t^{2}-u^{2}\right) k_{T}\right]\left(\epsilon_{1} \cdot \epsilon_{2}\right)\left(\epsilon_{3} \cdot \epsilon_{4}\right) W_{s} . \tag{3.50}
\end{align*}
$$

Note that the symmetries of our ansatz do not allow for an independent $s^{2}$ term.
The tensor structure $W_{s}^{2}$ is relatively simple. We find that its coefficient does not satisfy the MLT, but the correction that we need to add only needs to depend on the four external energies. Given that the tensor structure scales as $\sim k^{4}$, the energy-dependence of our ansatz needs to scale as $\sim k^{-1}$ by scale invariance. There is then a unique choice, up to an overall coefficient, that adheres to the pole structure of the full wavefunction coefficient. We therefore add to (3.49):

$$
\begin{equation*}
\frac{16 H^{2}}{M_{\mathrm{Pl}}^{2}} \Delta_{4} \psi_{\gamma^{4}}^{(s)}=\frac{b_{7}}{k_{T}} W_{s}^{2} . \tag{3.51}
\end{equation*}
$$

The story for the final two structures proceeds in the same way and we need to add the following two corrections:

$$
\begin{align*}
\frac{16 H^{2}}{M_{\mathrm{Pl}}^{2}} \Delta_{5} \psi_{\gamma^{4}}^{(s)}= & \frac{1}{k_{T}^{2}}\left[\left(\operatorname{Poly}_{5}^{(5)}\left(k_{12}, k_{1} k_{2}, k_{34}, k_{3} k_{4}\right)+s^{2} \operatorname{Poly}_{4}^{(3)}\left(k_{12}, k_{1} k_{2}, k_{34}, k_{3} k_{4}\right)\right)\right. \\
& \left.+\left(\mathbf{k}_{1} \leftrightarrow \mathbf{k}_{3}, \mathbf{k}_{2} \leftrightarrow \mathbf{k}_{4}\right)\right]\left(\epsilon_{1} \cdot \epsilon_{3}\right)\left(\epsilon_{1} \cdot \epsilon_{4}\right)\left(\epsilon_{2} \cdot \epsilon_{3}\right)\left(\epsilon_{2} \cdot \epsilon_{4}\right),  \tag{3.52}\\
\frac{16 H^{2}}{M_{\mathrm{Pl}}^{2}} \Delta_{6} \psi_{\gamma^{4}}^{(s)}= & \frac{1}{k_{T}^{2}}\left[\operatorname{Poly}_{5}^{(3)}\left(k_{12}, k_{1} k_{2}, k_{34}, k_{3} k_{4}\right)+\left(\mathbf{k}_{1} \leftrightarrow \mathbf{k}_{3}, \mathbf{k}_{2} \leftrightarrow \mathbf{k}_{4}\right)\right] W_{s} W_{s}^{(c)} . \tag{3.53}
\end{align*}
$$

Imposing the MLT for each tensor structure, and adding the other two permutations, then yields

$$
\begin{equation*}
\psi_{\gamma^{4}}=\frac{M_{\mathrm{Pl}}^{2}}{16 H^{2}}\left[\psi_{\gamma^{4}}^{(s)}+\psi_{\gamma^{4}}^{(t)}+\psi_{\gamma^{4}}^{(u)}\right], \tag{3.54}
\end{equation*}
$$

where

$$
\begin{align*}
\psi_{\gamma^{4}}^{(s)}= & M_{\mathrm{Pl}}^{2} H^{2} \psi_{\phi^{4}}^{(s)}\left(\epsilon_{1} \cdot \epsilon_{2}\right)^{2}\left(\epsilon_{3} \cdot \epsilon_{4}\right)^{2}+2\left[f_{(2,2)}^{(s)} s^{2} \Pi_{1,1}^{(s)}-f_{2,0}^{(s)} \Pi_{1,0}^{(s)}\right]\left(\epsilon_{1} \cdot \epsilon_{2}\right)\left(\epsilon_{3} \cdot \epsilon_{4}\right) W_{s} \\
& +4 f_{(2,2)}^{(s)} W_{s}^{2}+\left(g_{\text {cont. }}^{(s)}+r_{1} \sum_{a=1}^{4} k_{a}^{3}\right)\left(\epsilon_{1} \cdot \epsilon_{3}\right)\left(\epsilon_{1} \cdot \epsilon_{4}\right)\left(\epsilon_{2} \cdot \epsilon_{3}\right)\left(\epsilon_{2} \cdot \epsilon_{4}\right)-2 f_{\text {cont. }} W_{s} W_{s}^{(c)} . \tag{3.55}
\end{align*}
$$

In this expression $\psi_{\phi^{4}}^{(s)}$ is given by (2.103). We see that this result matches the one derived in section 3.1 and given in (3.21) up to four free parameters which are not tied to $M_{\mathrm{Pl}}$, and which do not have any poles. These are the constants $q_{1}, q_{2}, q_{3}$ in (2.103) and the new constant $r_{1}$. The $q_{1}$ term can be generated by the field redefinition $\gamma_{i j} \mapsto$ $\gamma_{i j}+\frac{H^{2} q_{1}}{4} \gamma_{k l}^{2} \gamma_{i j}$, while the $r_{1}$ term can be generated by $\gamma_{i j} \mapsto \gamma_{i j}+\frac{H^{2} r_{1}}{4} \gamma_{i l} \gamma_{l k} \gamma_{k j}$. The other two terms can be shifted by using the same field redefinitions we used in (2.104) and (2.105), with the addition of indices for the graviton:

$$
\begin{align*}
\gamma_{i j} \mapsto \gamma_{i j}+\frac{H^{2} q_{2}}{3} & {\left[3 \gamma_{i j} \frac{1}{\partial^{2}}\left(\gamma_{k l} \partial^{2} \gamma_{k l}\right)+\gamma_{i j} \frac{1}{\partial^{2}}\left(\gamma_{k l}^{\prime 2}\right)+\gamma_{i j}^{\prime} \frac{1}{\partial^{2}}\left(\gamma_{k l} \gamma_{k l}^{\prime}\right)\right] }  \tag{3.56}\\
\gamma_{i j} \mapsto \gamma_{i j}+\frac{H^{2} q_{3}}{3}[ & -27 \partial^{2} \gamma_{i j} \frac{1}{\partial^{4}}\left(\gamma_{k l} \partial^{2} \gamma_{k l}\right)-12 \gamma_{i j} \frac{1}{\partial^{4}}\left(\gamma_{k l} \partial^{4} \gamma_{k l}\right) \\
& +6 \partial^{2} \gamma_{i j} \frac{1}{\partial^{4}}\left(\gamma_{k l}^{\prime 2}\right)+2 \gamma_{i j}^{\prime} \frac{1}{\partial^{4}}\left(\gamma_{k l} \partial^{2} \gamma_{k l}^{\prime}\right)-4 \gamma_{i j} \frac{1}{\partial^{4}}\left(\gamma_{k l}^{\prime} \partial^{2} \gamma_{k l}^{\prime}\right)  \tag{3.57}\\
& \left.-10 \gamma_{i j}^{\prime} \frac{1}{\partial^{4}}\left(\gamma_{k l}^{\prime} \partial^{2} \gamma_{k l}\right)-30 \partial^{2} \gamma_{i j} \frac{1}{\partial^{4}}\left(\partial_{m} \gamma_{k l} \partial_{m} \gamma_{k l}\right)-60 \partial_{m} \gamma_{i j} \frac{1}{\partial^{4}}\left(\gamma_{k l} \partial^{2} \partial_{m} \gamma_{k l}\right)\right]
\end{align*}
$$

We could also construct similar non-local field redefinitions that generate energy-dependent coefficients of the $\left(\epsilon_{1} \cdot \epsilon_{3}\right)\left(\epsilon_{1} \cdot \epsilon_{4}\right)\left(\epsilon_{2} \cdot \epsilon_{3}\right)\left(\epsilon_{2} \cdot \epsilon_{4}\right)$ tensor structure involving inverse powers of $s$. This would simply require different contractions between the fields in the above field redefinitions. We did not include terms of this form in our ansatz when we imposed the MLT condition since for this tensor structure no inverse powers of $s$ arose after steps 1 and 2 . They can however be dealt with similarly and the resulting free parameters can be removed by field redefinitions. If we were to make a particular choice of field variables, e.g., by enforcing a particular representation of the Ward identity or soft theorem, then we could use this to fix some of these free parameters, as in the quartic scalar calculation.

## 4 Conclusions

In this work, we have computed the graviton four-point correlator and quartic wavefunction coefficient at tree level in de Sitter space for pure Einstein gravity. We derived our result in several different ways and found agreement among them. A few natural directions to pursue present themselves:

- A consistency check of our result is to ensure that it respects the appropriate softgraviton theorem, e.g., from [90]. We have found it challenging to prove this, for a few reasons. First, the relevant soft theorem in [90] for a correlator with soft and hard tensors is written in components. To compare to our result one needs to make a specific choice of polarizations, such as the helicity basis, and take derivatives
of polarization tensors with respect to their spatial momentum argument, which is subtle because of the arbitrariness in defining this dependence and the necessary discontinuities. This problem appears first for the trispectrum and it is not present in the soft theorem for the bispectrum, where all contractions of polarization tensors can be written in terms of the external energies (see, e.g., [13]). Finally, a naive matching of the coefficients of the polarization tensor structures does not seem to satisfy the trispectrum soft theorem and we could not exclude that different structures cancel each other due to dimension-dependent identities. We postpone further investigations to the future.
- The graviton four-point function should display appropriate invariance under the isometries of de Sitter spacetime. For correlators at the future conformal boundary, this invariance should reduce to the set of conformal (and current conservation) Ward identities. It would be nice to check explicitly that our result indeed satisfies these constraints.
- In general we expect that in simple and highly constrained theories - such as pure gravity - higher-order observables should be fixed in terms of the lowest-order interaction. For example, in flat space all $n$-particle graviton amplitudes can in principle be derived from the three-graviton amplitude via BCFW recursion relations [91, 92]. Because of this, one might hope to find variables in which the graviton four-point function we compute is not much more complicated than the graviton three-point function. Our final result (3.21) does not yet realize this hope. It would be nice to find a more natural set of variables, analogous to spinor-helicity variables for maximally helicity-violating amplitudes [93]. Cosmological spinor-helicity variables [14], as used in [16], do not seem to achieve this simplification. One possibility is that simplifications can be achieved by using a Mellin space representation [35, 36, 46]; this would also facilitate a comparison to the anti-de Sitter space result [17, 19], as reviewed in [55]. It would be interesting to further pursue these directions.

We close with a small historical parable. In a truly heroic computation, Parke and Taylor computed the six-gluon scattering amplitude in 1985, and presented it in [94], ending their discussion with the phrase "... we hope to obtain a simple analytic form for the answer, making our result not only an experimentalist's, but also a theorist's delight." Less than a year later, they found a spectacular such formula [93], which catalyzed the modern amplitudes revolution. We share a similar hope to find a drastic simplification of the formulas presented in this paper. We should be so lucky.
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## A Polarisation sums

In this appendix, we introduce some of the formulas and formalism required to deal with exchanges of spinning particles in de Sitter space. See [33, 44, 47, 81] for further details.

The transverse-traceless spin-2 projector is

$$
\begin{equation*}
\Pi_{i j k l}^{\mathbf{k}}=\frac{1}{2} \sum_{s} e_{i j}^{s}(\mathbf{k}) e_{k l}^{s}(-\mathbf{k})=\frac{1}{2} \pi_{i k}^{\mathbf{k}} \pi_{j l}^{\mathbf{k}}+\frac{1}{2} \pi_{i l}^{\mathbf{k}} \pi_{j k}^{\mathbf{k}}-\frac{1}{2} \pi_{i j}^{\mathbf{k}} \pi_{k l}^{\mathbf{k}} \tag{A.1}
\end{equation*}
$$

where $\pi_{i j}^{\mathbf{k}}=\delta_{i j}-\frac{1}{k^{2}} k_{i} k_{j}$. It is useful to define the following contraction of this:

$$
\begin{align*}
\Pi_{2,2}^{(s)} \equiv & \frac{24}{s^{4}} \Pi_{i j k l}^{\mathrm{s}} k_{i}^{1} k_{j}^{2} k_{k}^{3} k_{l}^{4}  \tag{A.2}\\
= & -\frac{3}{4}+3 \frac{\sum_{a=1}^{4} k_{a}^{2}}{2 s^{2}}-3 \frac{4\left(k_{1}^{2}+k_{2}^{2}\right)\left(k_{3}^{2}+k_{4}^{2}\right)-2 k_{1}^{2} k_{2}^{2}-2 k_{3}^{2} k_{4}^{2}+\sum_{a=1}^{4} k_{a}^{4}-2\left(t^{2}-u^{2}\right)^{2}}{4 s^{4}} \\
& +3 \frac{2\left(t^{2}-u^{2}\right)\left(k_{1}^{2}-k_{2}^{2}\right)\left(k_{3}^{2}-k_{4}^{2}\right)+\left(k_{3}^{2}+k_{4}^{2}\right)\left(k_{1}^{2}-k_{2}^{2}\right)^{2}+\left(k_{1}^{2}+k_{2}^{2}\right)\left(k_{3}^{2}-k_{4}^{2}\right)^{2}}{2 s^{6}} \\
& +\frac{3\left(k_{1}-k_{2}\right)^{2}\left(k_{3}-k_{4}\right)^{2} k_{12}^{2} k_{34}^{2}}{4 s^{8}} \tag{A.3}
\end{align*}
$$

We also define

$$
\begin{align*}
\Pi_{2,1}^{(s)} & \equiv \frac{3\left(k_{1}-k_{2}\right)\left(k_{3}-k_{4}\right)}{s^{4}} \pi_{i j}^{\mathbf{s}}\left(k_{1}^{i}-k_{2}^{i}\right)\left(k_{3}^{j}-k_{4}^{j}\right)  \tag{A.4}\\
& =\frac{3\left(k_{1}-k_{2}\right)\left(k_{3}-k_{4}\right)}{s^{6}}\left[s^{2}\left(t^{2}-u^{2}\right)+k_{12} k_{34}\left(k_{1}-k_{2}\right)\left(k_{3}-k_{4}\right)\right]  \tag{A.5}\\
\Pi_{2,0}^{(s)} & \equiv \frac{1}{4}\left(1-\frac{3\left(k_{1}-k_{2}\right)^{2}}{s^{2}}\right)\left(1-\frac{3\left(k_{3}-k_{4}\right)^{2}}{s^{2}}\right) \tag{A.6}
\end{align*}
$$

which can be written in terms of contractions of the rank-2 projectors onto lower helicities. Lastly, we also define

$$
\begin{align*}
\Pi_{1,1}^{(s)} & \equiv \frac{k_{12} k_{34}\left(k_{1}-k_{2}\right)\left(k_{3}-k_{4}\right)+s^{2}\left(t^{2}-u^{2}\right)}{s^{4}}  \tag{A.7}\\
\Pi_{1,0}^{(s)} & \equiv \frac{\left(k_{1}-k_{2}\right)\left(k_{3}-k_{4}\right)}{s^{2}} \tag{A.8}
\end{align*}
$$

When checking that we recover the correct amplitude limit on the leading total-energy pole, it is useful to have expressions for these sums in that limit. Individually the limits
are not particularly illuminating but the following combinations have neat limits:

$$
\begin{array}{r}
s^{4} \Pi_{2,2}^{(s)}-E_{L} E_{R} s^{2} \Pi_{2,1}^{(s)}+E_{L}^{2} E_{R}^{2} \Pi_{2,0}^{(s)} \xrightarrow{k_{T} \rightarrow 0} S^{2} P_{2}\left(1+\frac{2 T}{S}\right), \\
s^{2} \Pi_{1,1}^{(s)}-E_{L} E_{R} \Pi_{1,0}^{(s)} \xrightarrow{k_{T} \rightarrow 0}-S P_{1}\left(1+\frac{2 T}{S}\right) . \tag{A.10}
\end{array}
$$

Here we recognise the Legendre polynomials associated with the exchange of spinning particles.
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[^0]:    ${ }^{1}$ Similar results can also be obtained with the assumption of invariance under Lorentz boosts relaxed [6, 7]. In the cosmological context, extensions of the graviton sector were studied for example in [8-13].
    ${ }^{2}$ An earlier computation appears in [15], but their result appears to be incomplete. See also [16] for a discussion of the exchange part of the correlator using spinor-helicity variables.
    ${ }^{3}$ Indeed, there has been much recent progress in the study of cosmological correlators, e.g., [17, 18, $20-$ $68]$, and the four-graviton correlator provides additional theoretical data in the search for deeper underlying structures.

[^1]:    ${ }^{4}$ The notation $\psi^{(n)}$ for the longitudinal component of the shift is conventional in the literature. It should not be confused for a wavefunction coefficient - we hope that the distinction is clear from the context.

[^2]:    ${ }^{5}$ In terms of $\gamma_{i j}$, the two-point function is

    $$
    \begin{equation*}
    \lim _{\eta \rightarrow 0}\left\langle\gamma_{i j}\left(\mathbf{k}_{1}, \eta\right) \gamma_{k l}\left(\mathbf{k}_{2}, \eta\right)\right\rangle=\frac{2 H^{2}}{M_{\mathrm{Pl}}^{2} k_{1}^{3}}(2 \pi)^{3} \delta^{(3)}\left(\mathbf{k}_{1}+\mathbf{k}_{2}\right) \Pi_{i j k l}^{\mathbf{k}_{1}} \tag{2.34}
    \end{equation*}
    $$

[^3]:    ${ }^{6}$ This is just a convenient way to track the index contractions of a symmetric tensor.

[^4]:    ${ }^{7}$ The calculation presented in these references is for the inflationary trispectrum, whilst we consider a spectator field. We recover the constraints for a spectator scalar from the inflation ones by setting $\dot{\phi}=\ddot{\phi}=0$. The final quartic wavefunction coefficients are identical at leading order in the slow roll parameter $\epsilon$, up to overall factors.

[^5]:    ${ }^{8}$ The wavefunction (2.39) was bootstrapped in [44] utilizing the de Sitter symmetries of the answer to construct it via weight-shifting [32, 33, 83]. The difference in section 2.3 is that we do not directly require invariance under de Sitter boosts (it is instead an output). This turns out to be algebraically simpler, which makes the generalization to the graviton four-point function easier.

[^6]:    ${ }^{9}$ This expression assumes that the mode functions of external and internal fields obey Bunch-Davies vacuum conditions, but generalisations have also been derived [84]. Loop level cuts have also been derived in [85], and similar relations hold for higher-point diagrams and those with additional internal lines [56]. If the exchanged field is the massless spinning field, only the highest-helicity components of the exchanged field contribute to this cutting rule [47]. This will play an important role for us since we are interested in wavefunction coefficients due to graviton exchange.

[^7]:    ${ }^{10}$ The derivation of this operator is one of the slightly artisanal parts of this construction. Some general arguments motivating this form are given in [47]. Alternatively, this operator can be obtained from inspection of the bulk time integrals that compute the wavefunction.
    ${ }^{11}$ We are being somewhat implicit, but the integrals are definite integrals where the integration contour runs from the variable being integrated to $\infty$, as in (5.74) of [29].

[^8]:    ${ }^{12}$ Another way to understand this is to note that there was ambiguity in our definition of $f_{c}^{\text {flat }}$ - we could have just as well grouped some part of it into the helicity-0 form factor, and this ambiguity affects the lifted wavefunction at $\mathcal{O}\left(k_{T}^{-1}\right)$.
    ${ }^{13}$ The MLT is also valid for light fields with $m^{2}<2 H^{2}$ and generalizes to higher even spacetime dimensions [86].

[^9]:    ${ }^{14}$ Another argument for the validity of the MLT is that in axial gauge all of the non-localities can be shuffled into the graviton bulk-to-bulk propagator $[18,21]$, with all the interactions manifestly local.

[^10]:    ${ }^{15}$ We focus on the real part of the wavefunction coefficients, since for parity-even theories only the real part contributes to expectation values of field operators. See [13] for details. Similar methods to the ones we employ here can be used to fix the imaginary parts too [72].
    ${ }^{16}$ This restriction follows from the choice of Bunch-Davies vacuum.

[^11]:    ${ }^{17}$ This differs from the result of [75] by an overall minus sign due to different conventions for the amplitude. In the conventions of this paper, the four-point amplitude for $\mathcal{L}=\lambda \phi^{4} / 4$ ! is $\mathcal{A}=\lambda$.
    ${ }^{18}$ In general, for massless fields the degree of the leading pole is given by [43]

    $$
    \begin{equation*}
    p=1+\sum_{V}([V]-4) \tag{2.69}
    \end{equation*}
    $$

    where the sum is over the vertices $V$ in a given diagram and $[V]$ is the mass dimension of $V$. For partialenergy singularities, one should instead sum over the vertices associated to the subgraph whose energy is conserved.

[^12]:    ${ }^{19}$ As explained in [72], this boundary term might need to contain a simple $s^{3}$ term in order to satisfy the COT. This can be easily checked by taking (2.82) and comparing the l.h.s. and r.h.s. of (2.75). We refer the reader to [47, 72] for further details on this procedure.

[^13]:    ${ }^{20}$ For example, we could add to $\mathcal{A}_{4}^{(S)}$ a term proportional to $S$ without affecting the total amplitude. This extra term would then end up being degenerate with a local term that can always be added to the wavefunction.

[^14]:    ${ }^{21}$ We have checked that there are no other field redefinitions that could yield $1 / s^{2}$ or $1 / s^{4}$ terms in $\psi_{\phi^{4}}^{(s)}$, while also ensuring the absence of $s \rightarrow 0$ poles for physical momenta. This is consistent with what we have found using the MLT in this section.

[^15]:    ${ }^{22}$ This is the point of disagreement with [15], who have a different solution to the constraints.

[^16]:    ${ }^{23}$ Since no time derivatives appear at cubic order, the quartic-order Hamiltonian can be written as minus the quartic-order Lagrangian.
    ${ }^{24}$ Indeed in those expressions the divergent parts have real coefficients which are then multiplied by a factor of $-i$ coming from the Feynman rules.

[^17]:    ${ }^{25}$ We could also introduce another free parameter $\tilde{\lambda}$ by multiplying $\left(\epsilon_{1} \cdot \epsilon_{2}\right)^{2}\left(\epsilon_{3} \cdot \epsilon_{4}\right)^{2}$ (and the other two permutations) by $\tilde{\lambda} k_{T}$. This would cause the scalar correlator multiplying this tensor structure to not vanish in the soft limit, so we do not include this term here, but we will encounter this possibility in section 3.3 .
    ${ }^{26}$ From the bulk point of view, different choices of contact terms appearing in the Ward identity correspond to different choices of field variables. For example, using the canonically normalized variable $g_{\mu \nu}=\eta_{\mu \nu}+$ $2 \gamma_{\mu \nu} / M_{\mathrm{Pl}}$, one finds $\lambda=10 / 3$.

[^18]:    ${ }^{27}$ This amplitude has an extra overall factor of $\left(M_{\mathrm{Pl}} / 2\right)^{4}$ compared to the amplitude for canonically normalised graviton perturbations. This is to match the normalization used for $\gamma_{i j}$.
    ${ }^{28}$ As before, the split into different channels is somewhat arbitrary, but the choice of split does not affect the final answer.

