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ABSTRACT 

At present time, research in the field of Electric Vehicles (EV) is significantly 

intensifying around the world due to the ambitious goals of many countries, including 

the UK, to prohibit the sale of new gasoline and diesel vehicles, as well as hybrid 

vehicles, in the near future around 2030-35. The primary goal of this Ph.D. research 

is to improve the propulsion system of electric vehicles' powertrains through 

improvements in the control of Interior Permanent Magnet Synchronous Motors 

(IPMSM), which are commonly used in EV applications. The proposed approaches are 

supported by simulations in Matlab, Matlab-Simulink and laboratory-based 

experiments. 

The research initially proposes an analytical solution in implicit view for a combined 

Maximum Torque per Ampere (MTPA) and Maximum Efficiency (ME) control, 

allowing to determine the optimal d-axis current, based on the concept of 

minimisation of the fictitious electric power loss. With the exception of two 

parameters, the equation is identical to that of the ME control. Therefore, upgrading 

the ME control to the combined MTPA/ME control is relatively easy and doesn't 

require any change in hardware beyond a few minors of controller code in the 

software. The presented research demonstrates an easy-to-apply combined 

MTPA/ME control leading to the ‘Transients Optimal and Energy-Efficient IPMSM 

Drive’ providing smooth transitions to the MTPA control during transients and to the 

ME control during steady states.  

A concept of ‘Nonlinear Optimal Control of IPMSM Drives’ is also introduced in this 

Ph.D. research. The velocity control loop develops nonlinearities when energy 

consumption optimisation methods like MTPA, ME, or combined MTPA/ME are 

added. In addition, the control system's parameters can be inaccurate and fluctuate 

depending on the operating point or possible uncertainties in real-time operation. In 

the proposed method, the control structure is the same as in the Field Oriented 

NONLINEAR OPTIMAL CONTROL OF INTERIOR PERMANENT MAGNET 

SYNCHRONOUS MOTOR FOR ELECTRIC VEHICLES 
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Control (FOC), with the close velocity and two current loops, but the Proportional-

Integral (PI) controllers are replaced by Nonlinear Optimal (NO) Controllers. The 

linear part of the controller is designed as a Linear Quadratic Regulator (LQR) with 

integral action for each loop separately. This is, in fact, a PI controller with optimal 

gain parameters for a specific operating point. The nonlinear part takes the required 

fluctuations of the control system’s optimal gain parameters in real-time operation 

as new control actions to improve a robust control structure. The design procedure 

for the nonlinear part is similar to that of the LQR, but the criterion of A. Krasovsky's 

generalised work is used, and the analytical derivations lead to an explicit control 

solution for the nonlinear optimal part. The nonlinear part emulates the adjustments 

for updating the linear part’s optimal LQR gains based on operating conditions, 

instead of employing extensive look-up tables or complicated estimation algorithms. 

The proposed control is robust in the allowed range of the system’s parameters.  

In conclusion, upgrading existing industrial IPMSM drives into a robust and optimal 

energy-efficient version that can be used for electric vehicle applications is the main 

advantage of the novel control concept described in this Ph.D. research. For this 

upgrade, only a small portion of the software that is related to the PI controllers 

needs to be changed; no new hardware is needed. Therefore, it is cost-effective and 

simple to transform existing industrial IPMSM drives into a better version with the 

proposed method. This feature also leads to the design of more adequate IPMSM 

drives to meet the demands of Electric Vehicle (EV) operating cycles. 

 

Key Words: Interior Permanent Magnet Synchronous Motor, Field Oriented Control 

(FOC), Maximum Torque Per Ampere Control (MTPA), Maximum Efficiency 

Control (ME), combined MTPA/ME control, Linear Quadratic Regulator (LQR), 

Nonlinear Optimal Control, Optimal Control, Electric Vehicle (EV). 
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CHAPTER 1. INTRODUCTION 

1.1. Background 

The United Kingdom will outlaw the sale of new gasoline, diesel and hybrid vehicles 

by 2030 but only pure electric vehicles will be allowed for sales [1]. This goal 

motivates engineers and designers to continue improving electric vehicle technologies.  

The propulsion system is the key component of electric vehicles, which is made up of 

electric motors, batteries, inverters, and controllers. At the moment, most electric 

vehicle propulsion systems use Interior Permanent Magnet Synchronous Motors 

(IPMSM) and squirrel cage Induction Motors (IM)[2]. The first has a higher power 

density and is easier to control due to its simpler dynamic mathematical description. 

The second may have been perceived as a better option because it is less expensive 

and more reliable (due to no magnet fixing required), and thus easier to protect (as no 

power generation occurs in case of any fault, related to a disconnected power supply 

while operating), only if it did not require a more complex control implementation due 

to its complicated dynamic mathematical description[3]. In conventional electric 

vehicle propulsion systems, the electric motor is fed by a DC power source (battery) 

through a power electronic converter, typically two-level full bridge inverter, which is 

driven by mostly Space Vector Pulse-Width-Modulation (PWM) signals [4]. In both 

cases (IPMSM or IM), a vector control algorithm is utilised to achieve either torque or 

velocity control targets. 
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For the IPMSMs, the vector control algorithm is designed in a rotating reference frame 

aligned with the rotor permanent magnet flux. For the induction motor, there are a lot 

of choices including the classical one with the reference frame alignment with the rotor 

flux linkage vector. As the two-phased rotating reference frame transformation (with 

Park Clarke transform) provides a less complex mathematical description of AC 

motors that is identical to applications for DC motors, vector control is preferred over 

alternative control methods[3], [4]. As a result, all control methods for controlling DC 

motors can be effectively used for ones of AC motors via vector control designs. 

However, there is still room for advancement in this research area due to the challenges 

in high-performance dynamic control of the velocity and the torque in presence of 

disturbances coming from vehicle side and the optimisation of energy consumption. 

This PhD study focuses on identifying control challenges of IPMSM drives, 

suggesting new control design approaches and their validation. The study is based on 

the two innovative approaches described below: 

1. The majority of industrial IPMSM drive applications use the most basic energy-

efficient control algorithm: the Zero D-Axis Current (ZDAC) control [4]. It makes the 

motor torque proportional to the q axis current and allows for a simple control 

implementation similar to DC motor control because the system is linear in the case of 

constant parameters. However, it is not a solution for optimising energy efficiency or 

providing fast torque response. Another widely used energy-efficient control solution 

is Maximum Torque Per Ampere (MTPA) control [5]. It allows to maximise the motor 

torque for a given motor current (or to minimise the motor current for a given torque). 

Thus, the fastest torque response is achieved. It also provides more efficient real-time 

operation than ZDAC control because the copper loss is inherently minimised; 

however, it introduces nonlinearity into the velocity loop because the optimal 
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relationship between the d and q axis currents is nonlinear. It has the benefit of being 

based on an explicit equation (no real-time iterative solutions of nonlinear equations 

are necessary) which includes typical IPMSM parameters (stator resistance, d and q 

axis inductances and permanent magnet flux). Maximum efficiency (ME) control is 

the last but not least energy efficient control solution [6]. It can be used to create a 

more energy-efficient control algorithm by minimizing total electric loss. The 

disadvantage is that it requires precise knowledge and modelling of the core loss. 

Although the approach is well presented in the research literature, it is not widely used 

in industrial AC drives to the best of our knowledge. 

It is a constant dilemma to decide between the MTPA and the ME control solution for 

control designers [7]. Some recent studies suggest some switching algorithms for 

alternating between them based on the operating circumstances, such as using the 

MTPA during transients and the ME during steady states. However, additional 

transients are introduced by this switching algorithm. In this PhD research a new 

optimal energy-efficient control solution based on the concept of the fictitious electric 

power loss which consists of the copper loss and a fraction of the core (iron) loss is 

proposed [8]. The minimisation procedure is the same as for the ME approach and it 

yields the identical nonlinear implicit equation from which the optimal d-axis current 

is determined in real time. The aforementioned fraction of the core loss, called β 

parameter, appears in the equation in only two places. If β=0, then the MTPA is 

realised. If β=1, then the ME is realised. The value of β between 0 and 1 provides the 

optimal currents curve in-between the MTPA and ME approaches. Therefore, the 

method is called combined MTPA/ME control. In this case, the dilemma of which 

strategy to choose has been superseded by the problem of β parameter optimisation. In 

this PhD study, the combined MTPA/ME method is based on the iterative solution of 
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just one optimal equation, is applied in a very straightforward manner to create "the 

Transients Optimal and Energy Efficient IPMSM Drive," which provides MTPA 

control during transients and ME control during steady states without switching. 

2. Industrial vector controlled IPMSM drives are usually implemented through 

Field Oriented Control (FOC), based on three close control loops: an external velocity 

loop with PI velocity controller and two internal d- and q-axis currents loops with PI 

current controllers. In ideal circumstances, the controller parameters are determined 

for a specific operating point and specific motor parameters. However, in real time 

operation, motor parameters variate due to any type of uncertainties [3]. Further to 

that, for variable velocity applications like electric vehicles, there is an infinite number 

of operating points. In addition, even (for example) the number of passengers in the 

vehicle effects control characteristics like the parameter of moment of inertia. The 

motor inductance parameters also variate with different motor loading due to magnetic 

saturation. 

The proposed strategy is based on replacing three PI controllers with more 

sophisticated self-adjusting ones (referred to as Nonlinear Optimal (NO) Controllers 

in this study) in the exact same control structure (FOC) [9]. Thus, the effects of 

uncertainties in real-time operation like inaccurate motor parameter identification, 

motor parameter variations, or any nonlinearities brought on by optimal energy-

efficient strategies are all eliminated to ensure precise torque control. The NO 

controllers, are designed based on the optimal control theory, consist of linear and 

nonlinear parts. The linear part for each control loop is designed independently using 

standard Linear Quadratic Regulators (LQR) with integral action for a specific 

operating point [10], [11] . The deviations in LQR controller’s gain parameters are 

then regarded as new control actions for the nonlinear part. A procedure similar to 
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LQR design is used for the nonlinear part, but this time with the criterion of A. 

Krasovskiy's generalised work. This process produces an explicit optimal control 

solution for the nonlinear part. In other words, the nonlinear parts do not require the 

LQR controller parameters to be modified in response to operating circumstances. 

 As a result, the Nonlinear Optimal Controller is a PI controller with optimal gains that 

also includes a nonlinear optimal component. It eliminates the need for extensive look-

up tables or complicated estimation algorithms to adjust the LQR controllers for 

multiple operating points. No hardware changes are required to upgrade the industrial 

IPMSM drives; only the software directly related to the PI controllers must be updated. 

The proposed control is robust in the allowed range of the system’s parameters and 

eliminates any uncertainties like parameter variations in the real time operation or the 

nonlinearities introduced by optimal energy-efficient algorithms.  

1.2. Research Objectives and Methodology 

The aforementioned goals of this PhD research are summarised belove: 

The following objectives will be attained in order to reach the goals: 

➢ Literature review of existing approaches for dynamic IPMSM velocity and 

torque control strategies including parameter identification methods, and also for 

optimal energy-efficient strategies. 

➢ Development of the Matlab/Simulink models for simulation of the zero D-axis 

current control, MTPA control and ME control for IPMSM, in Field Oriented 

Control (FOC) with three PI controllers, for benchmarking with the new 

suggested approaches. 
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➢ Analytical derivations for the combined MTPA/ME control leading to the new 

optimal energy-efficient equation identical to the ME approach. 

➢ Application of the combined MTPA/ME algorithm into existing FOC structure 

for designing ‘The Transients Optimal and Energy Efficient IPMSM drive’. 

➢ Development of the Matlab/Simulink models for the combined MTPA/ME 

approach and for ‘transients optimal and energy efficient drive’. Comparison of 

the simulation results with existing approaches. 

➢ Analytical redesign of the controllers with LQR gain parameters for all three 

loops in FOC structure of IPMSM drive, including the linearisation of the loops. 

➢ Analytical design of the Nonlinear Optimal Controllers based on LQR design 

procedure combined with the criterion of the generalised work of A. Krasovskiy. 

➢ Development of the Matlab/Simulink models with Nonlinear Optimal 

Controllers for zero D-axis current, MTPA, ME and combined MTPA/ME 

approaches. Comparison of the simulation results with the corresponding 

systems with PI controllers. 

➢ Learning of the hardware and software of the existing test-rig and the real-time 

Hardware-In the Loop simulators, dSpace DS1104 and OPAL RT OP5600 for 

rapid control prototyping. Developing a procedure for safe testing and data 

recording. 

➢ Laboratory-based experimental testing of some of the existing and suggested 

approaches. 

Regarding the research objectives the research methodology is shaped as in Figure 

1.1. An extensive literature review was completed in the first place. Dynamic 
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mathematical modelling of IPMSM, FOC structure with ZDAC control approach 

were analysed and the observations on the lab-based test rig were completed. The 

next level of the Ph.D. study consists of four steps, targeting to propose the transients 

optimal energy-efficient control method, inspired by existing MTPA and ME control 

methods. It is followed by another four-step level for the nonlinear optimal control 

approach for enhancing the robustness of the existing FOC structure of IPMSM 

drives.  

 

 

Figure 1.1 The Research Methodology 
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1.3. Novelty and Practical Value 

The nonlinear optimal control methodology was developed allowing to keep the 

standard control structure used in industry and to cope with the nonlinearities of 

energy consumption optimisation algorithms, inaccuracy and varying of parameters 

by simple replacement of the PI controllers by the Nonlinear Optimal Controllers. 

Practical engineers do not need to have knowledge in optimal control theory since the 

replacement is straightforward and all parameters are computed using explicit 

equations. No hardware change is required. Only a piece of software related to the PI 

controllers needs to be modified. 

The nonlinear optimal implicit equation for implementation of the combined 

MTPA/ME approach allows very easy to upgrade ME systems to the combined 

MTPA/ME systems. No hardware change is required. Only a piece of software related 

to the ME code must be modified. The proposed methodology is convenient for 

implementation of the ‘transients optimal and energy efficient drive’ and the 

algorithm execution time will be close to the ME approach since the optimal nonlinear 

equations to be solved in real time iteratively are identical except two parameters. 

1.4. Structure 

Chapter 1 Introduction is provided for the main motivation, challenges and outlines, 

explains the objective and followed methodology during whole PhD 

duration  

Chapter 2 Literature Review The background of IPMSM drives, existing energy 

efficient and robust control approaches are explained.  
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Chapter 3 The design procedure behind The Transients Optimal and Energy Efficient 

IPMSM Drive is introduced, the method is verified via simulation results. 

The practical use of new energy efficient algorithm in EVs is explained. 

Chapter 4 Nonlinear Optimal Control Design for IPMSM Drive is introduced. The 

standard IPMSM control structure (FOC) is redesigned via replacing the 

PI controllers with Nonlinear Optimal Controllers. The method is 

supported with simulation results. It is explained how the robustness of the 

conventional IPMSM drives is enhanced. 

Chapter 5 Verification of Energy Efficient Nonlinear Optimal Control for IPMSM 

Drives. The proposed methods in chapter 3 and 4 are verified on a 

laboratory-based test-rig.  

Chapter 6 Conclusions The outcomes of the PhD study are discussed, and foreseen 

future works are explained. 

1.5. Publications 

M. Oztekin, O. Kiselychnyk, and J. Wang, “Energy Efficient and Transients 

Optimal IPMSM Drive for Electric Vehicles,” in 2022 International Symposium 

on Power Electronics, Electrical Drives, Automation and Motion (SPEEDAM), 

Jun. 2022, pp. 832–837. doi: 10.1109/SPEEDAM53979.2022.9842114 

M. Öztekin, O. Kiselychnyk and J. Wang, "Nonlinear Optimal Control for 

Interior Permanent Magnet Synchronous Motor Drives," 2022 European Control 

Conference (ECC), 2022, pp. 590-595, doi: 

10.23919/ECC55457.2022.9838314. 

 The papers are attached in Appendix J. 
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CHAPTER 2. LITERATURE REVIEW 

2.1. Interior Permanent Magnet Synchronous Motors (IPMSMs) 

The concept of replacing excitation windings with permanent magnets first appeared 

in AC machines in the 1950s [3]. The cost of the rotor magnets in a hybrid electric 

vehicle -Prius 09, produced in 2012- is announced as 81% of all material cost used for 

the motor [12]. However, by excluding rotor current/windings, operational costs were 

reduced; less operation heat resulted in less stator current, and thus less copper loss. 

Overall cost analysis [4] shows that PM motors are more cost effective than their 

competitors. 

There is no doubt that rotor winding exclusion leads to more compact motor designs. 

Compactness raises power density (power/weight), and thus torque to inertia ratio, 

resulting in better acceleration and peak torque performance. PM rotor designs offer 

constant excitation, allowing for the design of less complex braking systems than those 

for induction motors [13]–[15]. 

In the constant torque region, PM motors inherently attain high torque to ampere 

performance; nevertheless, the robustness of their performance is parameter-

dependent, particularly beyond base speed. Cogging torque is produced by position-

dependent torque response, which does not occur in induction motors [16], [17]. 

In terms of magnet location in the rotor, Permanent Magnet Synchronous Motors 
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(PMSM) are divided into Surface Mounted Permanent Magnet Synchronous Motors 

(SPMSM) and Interior Permanent Magnet Synchronous Motors (IPMSM). In 

SPMSM, magnets are adhered to the rotor surface and can be projected from the 

outside. The magnets in the IPMSM case are buried into the rotor, resulting in 

improved physical robustness in high-speed ranges and reluctance torque contribution 

to torque capability [18]–[20]. 

The investigation on efficiency maps created with Finite Element Analysis (FEA) in 

[20] reveals that IPMSM achieves less iron loss at high-speed levels, making it more 

efficient, whereas SPMSM achieves slightly higher peak torque due to less airgap flux 

linkage. 

2.2. The Control Concept of IPMSM Drives 

A typical converter-fed AC motor drive for electric vehicle applications is built around 

five main components, as shown in Figure 2.1.An IPMSM, for example, can be 

powered by a battery (a DC voltage source) via a three-phase, current-controlled 

Voltage-Sourced Inverter (VSI) led by Pulse Width Modulation (PWM) gate signals 

generated by a controller unit, the input signals of which are current and position 

feedback signals sampled from the IPMSM by sensors [3], [4], [19] 

 

Figure 2.1 Typical Structure of a Converter-fed AC Motor Drive in Electric Vehicle 

Applications 
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A DC motor drive is controlled by two separate and independent DC currents called 

field current (flux-producing current) and armature current (electromagnetic torque 

producing current). However, because the armature current includes both air-gap flux 

and torque producing components, designing such a simple, linear, dynamic control 

for AC motor drives necessitates a reference frame transformation with the chosen 

control scheme. In order to convert any n-phase motor variable into an equivalent, 

orthogonal, two-phased, stationary reference frame, the Clarke transform is used. In 

order to eliminate position dependent components of the motor parameters, Park 

Transform, likewise, expresses motor variables in a two-phased reference frame, but 

this time, synchronously rotating with the electrical rotor speed [3], [4]. 

Due to the difficulty of separate and dynamic control of flux and electromagnetic 

torque producing currents, scalar control schemes are rarely used for IPMSM drives 

[3]. Field Oriented Control (FOC) and Direct Torque Control (DTC) are two vector 

control schemes that address the dynamic current control issue by processing an 

equivalent stator current phasor rather than the current amplitude, which is produced 

through a reference frame transformation using the input signals from the current and 

position sensors[3], [4]. 

Physical limitations such as maximum DC voltage of the converter, maximum phase 

current capability of the motor isolation material, air gap flux capability, and so on 

influence motor torque and velocity response, as illustrated symbolically in Figure 2.2. 

If the air-gap flux is kept constant as in the constant torque region, the DC voltage 

amplitude appears higher than inverter capability beyond the base speed. To maintain 

the velocity increase that reduces torque capability, flux-weakening operation is 

employed. However, once the critical speed is reached, both the current and the voltage 
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go over their safe limits. As a result, the power and flux are reduced to prevent the 

device from physical harm like PM demagnetization. Combining control algorithms 

for various velocity regions results in the creation of high performance IPMSM drives. 

As in [21], (energy efficient algorithm for constant torque region + flux weakening 

algorithm for constant power region). 

 

Figure 2.2 Symbolic Torque-Speed Characteristics of an electric motor [22]  

2.3. Energy Efficient Control Strategies for IPMSMs 

As the motor operates within its physical constraints, optimal performance goals are 

targeted in the constant torque region (below the base speed). As a result, energy-

efficient control strategies are proposed to achieve various control goals [4]. 

Zero D-Axis Current Control (ZDAC - Constant torque angle control) is a 

straightforward, linear control algorithm which resembles DC motor control. It is the 

traditional control strategy that is primarily used in industrial AC motor driving 

applications, is used as a reference control approach to compare the novel control 

approaches [23]–[25]. The ZDAC control goal is to devote the entire stator current 

phasor to torque production, leaving only the magnet flux for excitation flux. It is 
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technically possible if the torque angle r  is set to 0° (Symbolic phasor diagram is 

demonstrated in Figure 2.3- d-axis current is zero in ZDAC control). Thus, a fast, 

simple, and linear AC motor control similar to DC motor control is possible, and 

irreversible demagnetisation of PMs is avoided. However, the reluctance torque 

caused by saliency is eliminated, so it does not fully utilize the torque capability of the 

IPMSM [3], [4], [23]. 

 

Figure 2.3 Phasor diagram of two reaction model [3] 

Maximum Torque Per Ampere (MTPA) Control Approach 

After it was determined that the ZDAC control strategy is the simplest but not the best 

control strategy for IPMSM in terms of performance measures, it was investigated 

which factors might influence torque production, energy efficiency, and power quality. 

It is demonstrated in [23] that d, q-axis inductances, and saliency (the inherent 

difference in d, q-axis inductance due to the magnet configuration in the rotor) have a 

reluctance effect on torque production, which is referred to as reluctance torque. For 

the same speed and current amplitude, the motor with higher inductance and saliency 

has a higher torque response. It is also stated that inductance has an additive effect on 

magnetisation, reducing the torque response to current control. As a result, magnetic 

saturation should be considered while selecting a motor for a specific application. 

Another extensive analysis [26] revealed the relationship between torque capability 
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with saliency and magnet flux proportion in variable speed drive applications. Due to 

voltage constraints, the torque response drops to zero at around five times higher speed 

ranges. It is claimed that by maintaining a certain level of saliency and magnet flux 

proportion, the torque capability could be extended to infinite speeds. However, as the 

speed range is extended, the torque response at low-speed levels decreases. As a result, 

the proportion of the saliency and magnet flux should be optimised in relation to the 

application's targeted speed range. Figure 2.4 provides an illustration of the saliency 

effect on torque capability across torque angle at the rated current amplitude. 

(Compiled using the simulation in Appendix A and prepared in light of [23]). 

 

 In the paper, it is also given that the synchronous torque is greatest at a torque angle 

of 0° and the reluctance torque is greatest at 45° in any case, it is concluded in [27] 

that the maximum total torque can be obtained between these two angles (

0 45r   ). Maximum torque response is also expressed as a function of torque 

angle r . It is attained by partial derivative of total torque with respect to torque angle 

equals zero.  According to the evaluations in the paper, the MTPA control helps to 

widen speed capability as it decreases the terminal voltage compared with ZDAC 

 

Figure 2.4 Torque variation over torque angle regarding different saliency 
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control and the power factor is increased inherently as the current phasor converges to 

voltage phasor. Besides, a faster speed response is obtained in comparison with ZDAC 

control. 

The same authors introduce the relationship between maximum torque and d axis 

current in [5] by equating the partial derivative of the torque equation to zero, but this 

time with respect to d-axis current. The MTPA control trajectory is introduced in the 

d, q-axes reference frame, as shown in Figure 2.5, and is obtained by using their 

equation in conjunction with the simulation in Appendix 2. With this advancement, 

real-time MTPA control is now possible. A feed-forward voltage compensator is also 

introduced in the same study in order to remove the cross-coupling effect of the d  

and q-axis currents in the voltage equations illustrated in Figure 2.6. As in the ZDAC 

control strategy, the compensator decouples the flux and torque producing currents. 

An algorithm is proposed in [28] to achieve an accurate MTPA trajectory in the full 

speed range. 

 

Figure 2.5 Maximum Torque per Ampere (MTPA) trajectory on d, q-axes plane 
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Maximum Efficiency (ME-Loss Minimization) Control Approach 

The losses, appear in IPMSM operation, are initially classified into two groups: 

electrical loss and mechanical loss. The mechanical loss is not controllable with 

electrical variables. However, the electrical losses are controllable and subdivided into 

three groups: copper loss, core loss and stray loss.  

To maximize torque response for a specific current amplitude is the goal of MTPA 

control. From another angle, it reduces the stator current vector's amplitude for a 

specific torque demand. The copper loss is directly proportional to the square of the 

stator current. However, for high torque and high-speed operation, the core loss 

becomes larger than that of the copper loss, which indicates the efficiency will decline 

for high speed, high torque operation. The researchers discover a more effective 

method for decreasing overall power loss as a result of this variance in performance. 

Efficiency maps (Loss Contour plots) are examined in [29] to determine "the best 

optimum operating position" for a given torque demand without saliency effect in 

constant power operation without voltage and frequency limits. The torque response 

typically declines while the velocity square (
2 ) grows in constant power operation. 

As a result, the stator current amplitude and, by extension, the copper loss, and the 

core loss are proportional to the velocity square. According to the paper, the copper 

Figure 2.6 Decoupling Voltage Feed-forward Compensation for IPMSM Drives 
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loss and core loss were eventually expected to be equal, and the total loss was 

minimized at the optimum speed. In light of this concept, the ratio of copper loss 

resistance to iron loss resistance ( /s cR R ) is defined as the 'loss parameter,' and 

efficiency maps are generated. However, because of great deal of the neglection and 

assumptions made, these efficiency maps can only contour the motor efficiency 

roughly, therefore, are useful for scalar control but not for precise torque control. (For 

instance, the efficiency diverges from these maps for motors with a higher Ld.) The 

core losses are caused by the eddy current and hysteresis effects, which are represented 

as a core resistance cR  in the IPMSM equivalent circuit. 

Instead of offline efficiency maps, online numerical solutions for real-time operation 

are investigated in time. The total electric power loss regarding the core, copper and 

stray losses, is identified as a function of the speed, torque, d, q-axis current and 

saliency as in [30]. Similar to traditional MTPA control algorithm, this time the 

relationship between the minimum power loss point and d-axis current is identified by 

the derivative of overall electrical loss ( EW ) with respect to d-axis current ( dri ) equal 

zero ( 0E drW i  = ). As the derivative equation is a fourth-order function, polynomial 

fitting methods are proposed in [6] and [31] in the shape of 
2

eAB T C=  and 

2 0e eXT YT Z+ + = , respectively, to simplify real time calculations and As a results, 

the total electrical loss ( EW ) is identified as a function of the electromagnetic torque (

eT ), the angular velocity ( r ) and d-axis current ( dri ) ( , , )E dr r eW f i T= . the loss 

minimisation trajectory is introduced on d, q axes plane as in figure. Bernal et al 

proposed another solution for simplifying the fourth-order function in [32], [33].  They 

investigated copper and core losses, separately for IPMSMs, and claimed that the 
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minimum total loss point should be in between that of core and copper losses, called 

partial minima demonstrated in Figure 2.7 . In this approach, a weighting factor for 

motor parameters is identified. Cao suggested an online and iterative solution called 

Golden Section Method in [34] to find minimum loss point for a specific torque and 

speed operation with respect to the torque angle. Another iterative approach in [35] 

based on Newton’s iteration method is explained and employed as an analytical 

solution of the fourth order equation.  

 

Comparison of MTPA and ME control methods and combined strategies 

The efficiency of MTPA and ME control strategies for variable speed drives is 

compared in [36]. The MTPA and ME trajectories on the d, q axes current plane are 

generated by using FEM-based efficiency maps for copper loss, core loss, inverter loss, 

and PM loss. The performances of two methods are compared using standard electric 

vehicle drive cycle inputs. The results show that the loss minimization algorithm is 

around 10% more efficient than the MTPA control algorithm for high-speed low 

torque operation. Similar results demonstrating that the loss minimization (ME) 

algorithm outperforms MTPA are obtained in [37], [38] via simulations created with 

the fourth order loss minimization equation.   

Figure 2.7 Explanation of partial minima 
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A fuzzy set with speed and torque error as fuzzy state variables is established in [38]. 

Seven overlapping fuzzy sets are created to categorize the fuzzy state variables. The 

predefined control variables, such as field current and estimated airgap-flux, are stored 

in a look-up table based on the combinations of the state variables. 

Khan et al. introduced a combined energy efficient algorithm for IPMSM drives in 

[39]. The algorithm is built into a FOC scheme that follows the MTPA trajectory 

during transient operation and shifts to the ME trajectory during steady-state operation 

based on instantaneous angular speed error and estimated DC power. Similar 

combined method with the suggestions of ME in steady state operation and MTPA 

control in transient operation are put out in [40]. Both studies use speed error as a 

decision variable for the shift between two methods, but this one includes a switch in 

the middle, which introduces additional transients. Another comprehensive combined 

loss minimization strategy, known as the Gopinath-style loss minimizing method, is 

suggested in [41] regarding the efficacy fluctuations. The top and bottom margins of 

the proposed Loss minimisation control (LMC) method are assumed to be the 

traditional MTPA and ME trajectories on the d, q axis current reference frame. A cost 

function based on the error of a flux observer determines the instantaneous operation 

point. Another approach is suggested in [7], which uses a parameter to smoothly 

combine two methods. In terms of their solution, the MTPA control is active in low 

torque operation, while the ME method is active in high torque operation. The actual 

measured torque and rated torque are defined in [0,1]. 

2.4. Robust IPMSM Drive Solutions 

The aforementioned strategies are developed under the assumption that the motor 

parameters are constant and that all disturbances are ignored. In real-time operation, 
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however, the motor parameters vary depending on environmental factors such as 

mostly temperature, magnetic saturation, cross saturation and also pressure, moisture, 

the aging factor and so on. Most control approaches also assume that the motor's three 

phases are distributed to produce sinusoidal magnetic flux and that the PM flux is also 

sinusoidal, but this is not the case precisely. Furthermore, electromagnetic harmonics 

can appear as a result of winding slots or converter nonlinearities. They are sources of 

torque pulsations and reduce the control method's accuracy [19]. 

Look-up Table (LUT) based solutions 

Look-up Table (LUT) solutions are utilized to boost the precise control quality, 

particularly in industrial applications, to produce more robust real-time operation of 

IPMSM drive. In order to use them in real-time control algorithms, several studies 

suggested storing MTPA trajectory [42]–[48], ME trajectory [49], [50], or motor 

parameters [51]–[53] into LUTs. 

The conventional MTPA control is expanded into the flux weakening region in [42], 

[43] by using two LUT in the d-axis current control loop to avoid real time analytical 

calculations to find the real time MTPA operation point. It is claimed that EVs can 

obtain a faster torque response with this framework. A similar strategy is used in [44]. 

For the purpose of illustrating the effects of motor constraints on the MTPA control 

trajectory, the entire operating region is separated into constant torque, flux weakening 

1 and flux weakening 2. The conventional MTPA trajectory is implemented in a FOC-

controlled IPMSM drive, and a voltage regulator updates the d-axis current reference 

in accordance with an LUT created regarding all three control regions. 

A high-performance IPMSM drive for an electric scooter is created in [45]. First, using 

offline Finite Element Analysis (FEM) and experimental investigations, the typical 
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MTPA control trajectory in the d, q axes reference frame is derived. This trajectory is 

then expanded to include the flux weakening region. After that, a look-up table is 

created and utilized to store the MTPA trajectory for usage in real-time operations. As 

a result, magnetic saturation-related motor nonlinearities are reduced., A similar 

MTPA control design with LUT for IPMSM drives is recommended in [46] this time 

considering magnetic saturation and cross coupling as well. The experimental data 

gained through numerous constant velocity operations and offline calculations 

utilizing the Lagrange multiplier approach is used to update the standard MTPA 

trajectory, are saved into the LUT. Using a PI controller as a feed forward solution, 

the disparity between the d axis current in real-time operation and in the LUT is 

eliminated. 

Kang et al. investigated the temperature dependence of magnetic saturation in IPMSM 

for Hybrid EVs in [47]. An LUT with temperature dependent stator current phasor data 

for MTPA control is embedded in a real time torque control scheme. Cao et al. 

investigated the MTPA trajectory using offline experimental tests for a wide load range 

to observe the effects of magnetic saturation, d-, q-axis inductance variations, and iron 

loss variations on the trajectory in [48]. The same author used the same procedure in 

[49] to create the maximum efficiency control trajectory for IPMSM drives. Both data 

were saved into LUTs and then incorporated into the d-axis current loop of the 

conventional FOC control of IPMSM in an electric motorcycle. [50] investigates the 

same goal, creating an LUT for maximum efficiency trajectory, but this time a more 

extensive investigation of cross saturation and iron loss variation is carried out. LUT 

for stator current phasor is created and implemented into FOC controlled IPMSM drive 

based on offline finite element analysis calculations. 
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Extensive research on the MTPA trajectory is done in [51]. When the flux weakening 

region is considered, the fourth order polynomial function turns into a complex 

construction. A large bulky look-up table solution with the magnetic saturation effect 

may result in slow torque response for EV applications. Therefore, it is suggested that 

the MTPA trajectory is calculated online using Ferrari's method, and the magnetic 

saturation effect is implemented using 3-D LUTs (on d- and q-axis currents and Torque 

plane) for d- and q-axis inductances. Another MTPA control method with a similar 

strategy for a wide velocity range is proposed in [52], [53]. Finite element analysis is 

used to create LUTs for d-, q-axis inductances and PM flux linkage (on 2-D d, q-axis 

currents plane) that are then implemented into the control algorithm via torque and 

flux regulators. 

Additionally, LUT solutions are employed to reduce torque ripple [54] brought on by 

inverter nonlinearities, torque harmonics, etc. The real-time AC component of the q-

axis current is regulated with a repetitive control block with the correct AC component 

q-axis current data fed by LUT in order to reduce torque ripple. 

LUT solutions are useful for shortening online calculation times. However, because of 

the size of the LUT, real-time control processing becomes cumbersome. Furthermore, 

significant engineering time is required for a large number of offline experiments or 

pre-calculations to generate the LUT data [55]. Despite considerable engineering 

effort, each LUT is unique for a specific motor; that is, another LUT should be created 

for a different motor even if the same control method is used.  
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Parameter Identification Methods 

LUT solutions for precise control, as previously stated, are frequently employed in 

industrial applications to eliminate uncertainties that arise during real-time operation. 

Determining precise motor parameters in real-time operation is a research area that 

addresses some of these uncertainties and has caught the attention of the motor control 

research community. 

The International Electrotechnical Commission -IEC- [56] and the Institute of 

Electrical and Electronics Engineers-IEEE- [57], [58]. introduced testing standards to 

identify synchronous machine parameters through measurements with the intention 

of improving the robustness of synchronous motor drives. Additionally, a number of 

offline parameter identification methods for SMs based on observed data through 

current, voltage measurements are assessed. These methods include the dc-decay test 

[59], [60], load rejection test [61]–[63], Standstill Frequency Response Test (SSFR) 

[64], [65], and others. 

The nonlinear magnetic behaviour of IPMSMs is investigated [66], [67], in which the 

flux versus current characteristics are well established in Figure 2.8. The blue line in 

Figure 2.8a indicates the PM flux linkage regarding rotor position may lead to 

magnetic saturation. Additionally, the red lines in both Figure 2.8a and b represent 

cross saturation effect on both d, q-axis flux linkages. Due to this nonlinear magnetic 

behaviour, it is clear that the magnetic saturation and cross saturation cause variations 

in d, q-axis inductances. Therefore, it is concluded that the d, q-axis inductances are 

stator current and rotor position dependant. 
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d, q-axis inductance variations of IPMSM due to magnetic saturation and cross 

coupling effect is also evaluated in [68]–[77]. The conventional IPMSM model is 

updated regarding magnetic saturation and cross coupling effect in [68] using offline 

maps created with Finite Element Analysis Method (FEM) and locked rotor magnetic 

flux observations. The method is for standstill parameter identification. Another 

experimental research is presented in [69] in order to determine the d, q axis 

impedances for high-speed, flux weakening operation. The paper demonstrates the 

variation of d, q-axis impedances to the torque angle for various velocity values. The 

research reveals that assuming d axis inductance as a constant does not result in an 

accurate control, especially for high-speed flux weakening operation. Because the 

reluctance torque cannot be fully utilised. El-Serafi et all compared four different 

analytical methods for both cross-coupling effect [70] and magnetic saturation [71]. 

The methods are based on calculation intermediate axis saturation [70] and q-axis 

Figure 2.8 a.) d-axis b.) q-axis flux to current characteristics [67] 

a.) 

b.) 
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saturation characteristics [71] obtained via measured d-axis characteristics. A 

nonlinear IPMSM model is suggested to fully map the characteristics of magnetic 

saturation phenomenon in wide speed range and load conditions in [72]. Regarding d, 

q-axis inductances variate in high saturation levels, another nonlinear IPMSM model, 

consisting of dynamic and static components is introduced in [73]. The method 

suggests a d-axis equivalent circuit including a new K parameter representing q axis 

saturation into the conventional IPMSM model. Effects of magnetic saturation on 

sensorless control investigated in [74] and [75]. As the ill-defined inductance 

parameters worsens the accuracy of the IPMSM control, a q-axis inductance 

compensator is suggested for enhancing precise control quality especially in flux-

weakening region to include magnetic saturation effect into the conventional control 

scheme [76], [77].  It is also stated that the effects of magnetic saturation due to 

armature reaction is more dominant in IPMSM as the effective airgap is shorter than 

that of other motors. q-axis inductance, particularly, varies depending on q axis 

current. Even a linear characteristic definition for q-axis inductance may lead the 

terminal voltage to exceed its available maximum value. Therefore, transient 

responses become unstable in the flux weakening region. In proposed method, q-axis 

inductance is modelled as a function of q-axis current. In [78], another d, q-axis 

compensator (self-commissioning method) is proposed to eliminate inverter 

nonlinearities while mapping the d, q- inductance variations. The method is for offline 

standstill parameter identification, the copper loss resistance is also identified with 

linear regression method.  

The core loss resistance is assumed to be constant in conventional mathematical 

IPMSM model, however it variates in real time operation, which is evaluated in [79]–

[81]. It is commonly calculated by subtracting mechanical loss from total no load loss. 
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In [79], it is shown that the core loss is linear proportional to the square of velocity-

electromagnetic flux linkage product ( ( )2 2 2
d q  + ). Therefore, the iron loss 

resistance has an almost linear proportional relation with velocity, test results shown 

in Figure 2.9. However, the exact relation can be worsening due to the copper loss 

resistance variation.  

 

In [80], it is proved that an extra core loss component appears when d axis current is 

different from zero. Therefore, the core loss resistance cannot be constant but variates 

as a function of PM flux and d, q-axis currents combinations. Thus, the paper proposes 

a novel method which combines conventional constant core loss resistance with a 

component which variates according to a function of d axis current. The method 

validated by FEM and experimental measurements. An extensive study [81] shows 

that electromagnetic flux linkage trajectories in rotating machines may be in shape of 

lines, circles, or etc depending on location. The core loss occurring in a rotational field 

is much more significant than that in an alternating field. Therefore, ignoring such 

contribution of rotational field to the core loss result in a high rate of error in control. 

In addition, saliency, slots, teeth, non-sinusoidal drive etc cause flux density with 

Figure 2.9 Iron Loss Resistance versus Rotor Speed [79] 
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harmonics in the core. In the paper, the core loss considering rotational field and flux 

harmonics is investigated by using 2-D FEM. 

Online Solutions 

Offline parameter identification methods are mostly utilised into control schemes with 

LUTs for real time operation. Alternatively, online parameter estimation methods are 

suggested in order to enhance the precise control quality. 

In [82], a systematic procedure based on current, voltage and rotor position 

measurements is introduced for estimation all IPMSM parameters in steady state 

operation. The method is particularly useful when power and torque measurements are 

not available. The PM flux linkage can be calculated by measuring the terminal 

voltages while the stator current vector is zero in constant speed. Linear regression 

algorithm is suggested for the copper loss resistance estimation considering the 

temperature effect.  The core loss resistance is identified as a function of angular speed 

and the core loss resistance at rated speed. This procedure is for online identification 

of conventional IPMSM model parameters. In order to increase accuracy of 

conventional MTPA control, polynomial fitting algorithms for real time MTPA control 

are proposed [83], [84] which introduces magnetic saturation and/or cross-coupling 

effect into the motor parameters. The input data, phase currents, rotor position and dc-

link voltage, is used for online calculation of flux linkage to d, q-axis currents curves 

as explained in [85]. The methods do not exactly represent the real motor parameters 

but converges them according to calculated flux linkages through the polynomial 

fitting algorithm. 

Some papers [86]–[89] suggested signal injection method for online full parameter 

estimation. In [86], a fast online parameter estimation algorithm for all parameters 
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based on sinusoidal signal injection on d-axis current. It is claimed that it has faster 

convergence time than the other methods and it is compatible with transient operation 

as well. The estimation technique is employed as recursive least square (RLS) 

algorithm to estimate four parameters of the IPMSM and an average sliding mode 

window to eliminate the effect of measurement noise. In [87], a signal injection 

method combined with EMF observer for fast online parameter estimation is suggested 

for sensorless control. Initial rotor position is identified at standstill with signal 

injection method. Regarding this, the resistances, including on-resistance of the IGBT, 

the voltage error caused dead time of inverter and d, q axes inductances are identified 

for standstill using estimated initial position based on RLS method. The magnet flux 

cannot be identified during standstill operation. Therefore, the EMF observer is 

implemented during medium and high speed. Affine Projection Algorithm (APA) is 

also proposed for online identification of the copper loss resistance and d, q-axis 

inductances for medium and high-speed operations in [90]. The method employs EMF 

observer, too. It is claimed that APA has lower computational burden and execution 

time, therefore guarantees high convergence rate and good tracking capability. A 

parameter is introduced for a trade-off between convergence rate and steady state error. 

The method shows good performance during temperature variations, magnetic 

saturation and transients. It is also stated that signal injection method is proper for 

standstill or low speed operations, however it introduces extra pulsations into torque 

response in high speeds. Later on, the method is improved based on two separate APA 

used for estimating all motor parameters [91]. 

Recursive Least Square (RLS) algorithm is commonly adopted especially for d, q-axis 

inductances identification. In [92] RLS algorithm is used to estimate q axis inductance 

via processing d, q-axis current error for a high performance (wide speed range) MTPA 
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control. In [93], an RLS method is adopted to estimate d, q-axis inductances using d, 

q axis voltage, current and velocity as input data. Updated parameters used for online 

calculation of torque and DC link voltage. Torque ripple, hence, vibration and noise in 

IPMSM drives, sourced by magnetic saturation is supposed to be eliminated by 

keeping output of the inverter linear, however ill-estimation can happen. 

In [94], an online parameter estimation algorithm is proposed to improve the MTPA 

performance of IPMSM. It is shown that MTPA trajectory manipulated by the effect 

of both magnetic saturations along only q axis direction and d, q-axis directions 

together. The proposed method is for steady state algorithms, derivative terms are 

accepted to be zero. d, q-axis inductances are updated according to relationship with 

reference voltages and instantaneous current and speed data. The copper loss resistance 

and PM flux assumed to be constant. The saturation effect on MTPA control trajectory 

is well established via experimental data in Figure 2.10.  

 

In [95], the motor parameters are updated similar to previous method. In this case, the 

harmonics of the back EMF due to magnetic circuit variations are also considered. 

Therefore, a Low Pass Filter utilized to eliminate higher harmonics. The method is 

improved for IPM assisted SynRMs in EV applications. Besides, the copper loss 

Figure 2.10 MTPA trajectory  a.) using nominal parameters 

 b.) including magnetic saturation [94] 

a.) b.) 
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resistance and PM flux variates with temperature. d, q-axis inductances are air-gap 

flux linkage dependant. As PM flux density variates with temperature, d, q-axis 

inductances are implicitly temperature dependant. The conventional steady state 

mathematical model and fifth harmonics of the back-EMF are used for updating d, q-

axis inductances and PM flux linkage in an MTPA search algorithm. 

The mechanical parameters effect the precise control quality. Therefore, sliding mode 

observers [96] and disturbance observers [97] are commonly employed for the 

mechanical parameter identification, the moment of inertia and the viscous friction 

coefficient. 

Parameter Independent Methods 

Online parameter estimation methods are improved to eliminate any uncertainties due 

to nonlinear relations. However, the suggested methods in literature are basically focus 

on one specific issue like temperature variation or magnetic saturation etc. for one or 

two parameters mostly and the other possibilities kept out of consideration. Therefore, 

in practical use, the methods should be combined in real time control algorithms to 

achieve precise control. This results in highly complicated and sensitive control 

algorithms and increases convergence time and computational cost. Instead, some 

parameter independent methods are suggested in literature. Those methods are 

improved based on fuzzy logic[98]–[101], signal injection algorithm[102]–[107], 

searching algorithm [108], [109], quasi real time adjusting algorithm[110], artificial 

neural networks [111], Lyapunov stability criterion [112]–[115] and so on. The 

common point all these methods that they do not require exact parameter identification 

and focuses on enhancing robustness of the IPMSM drives.  
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In[98], an adaptive fuzzy solution is proposed to overcome the inductance variations 

of the motor. The conventional Field Oriented Control under MTPA is updated with a 

Fuzzy Logic Speed Controller (FLC) to overcome any uncertainties sourced by any 

unknown parameter variations and load disturbances. It is evaluated via simulations in 

Matlab Simulink that the proposed FLC based IPMSM drive has enhanced robustness 

against d, q axis inductance and inertia variations. The scaling factors of FLC is 

identified according to normalised speed error and the normalised variation of the 

speed error as well. Fuzzy logic-based controllers can overcome any uncertainties 

caused by parameter variations, do not require exact mathematical model and created 

based on linguistic rules with an IF-THEN rule; however, it increases computational 

costs and complexity and therefore convergence time increases which is not feasible 

for VSDs. In[99], a Wavelet Fuzzy Neural Network (WFNN) Integral-Proportional 

Speed controller is adopted. Speed Controller parameters are updated based on four-

layer, two input two output wavelet-fuzzy neural network system. Inputs of the WFNN 

are speed error and speed error derivative. The outputs are the PI parameters of the 

speed controller. Stator current amplitude is calculated through the sum of speed 

controller output and feedforward torque disturbance observer. The torque angle for 

MTPA control is identified based on small signal injection method which can work for 

even start-up and low speed operations.  The proposed MTPA control method works 

well during standstill and low speed operation as it is based on small signal injection 

method. In [100], a Fuzzy Neural Network Speed Controller is adopted, and PI 

parameters of the speed controller are updated regarding speed and acceleration error. 

ZDAC control is adopted. The adaptive algorithm is derived with Lyapunov theorem. 

The uncertainties sourced by parameter variations, sudden load changes and nonlinear 

friction variations are investigated on simulations. In [101], a FOC scheme for IPMSM 
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both increasing torque capability and enhance robustness is suggested based on fuzzy 

logic speed controller. The controller parameters are identified mostly heuristic 

method. The method considers both efficiency and dynamic performance. 

Real signal injection-based parameter independent methods [102]–[104] and virtual 

signal injection-based parameter independent methods [105]–[107] methods 

In[111], a Model Referenced Adaptive Control is proposed for IPMSM. The 

conventional vector control concept under MTPA is redesigned with Artificial Neural 

Network (ANN) based speed controller to overcome parameter variations. A radial 

basis function ANN based speed controller is employed for enhancing robustness. 

In [112], the conventional IPMSM model is replaced with an adaptive model which 

aims to eliminate errors sourced by dynamic variations. Therefore, a disturbance 

observer of which adaptation gain is updated using Lyapunov function, is adopted into 

the current loop in the VC scheme to enhance the robustness of precise torque control. 

Hence, fast torque response for transient operation is achieved. In [113], an adaptive 

speed controller is adopted to eliminate uncertainties by separating system into static 

and dynamic components. The static component includes conventional speed 

algorithm. The dynamic component is updated via the recursive equations defined for 

steady state speed error. The stability analysis is validated with Lyapunov function to 

show the convergence time is short. In [114], an adaptive nonlinear controller is 

proposed to enhance the robustness of IPMSM drives. The nonlinear controller is 

designed with Lyapunov Stability criterion of which conditions are supported by 

Barbalat’s lemma. The q axis inductance, mechanical coefficients and load torque is 

estimated using adaptive backstepping derivations. Another adaptive solution is 

proposed based on Neural Network based Dynamic surface control is proposed in 

[115]. Radial Basis Neural Networks are used for approximation to the unknown 
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parameters and Lyapunov functions are used for stability analysis. The method is 

suggested to decrease complex computational work of the backstepping derivations. 

 

2.5. Conclusions 

In this chapter, an extensive, up to date overview for IPMSM Drives in control aspect 

is provided.  

➢ Although the control of IPMSM drives is well established area with a lot of 

methods, the industrial applications still prefer simpler solutions like Zero D-axis 

Current Control and Maximum Torque per Ampere Control due to simple 

implementation and industrial requirements satisfaction. 

➢ In energy efficient design applications, there is still a dilemma either to use 

Maximum Torque per Ampere or Maximum Efficiency Control algorithms since 

improving in efficiency depends on the accurate knowledge on the core losses. This 

dilemma can be replaced by a problem of switching or combining two methods 

depending on the motor’s operating conditions and there is a space for a new research 

direction on the combining optimisation. 

➢ Although there is a lot of papers on the motor’s parameters determination and 

identification, the problem of their accurate determination still exists and potentially 

can be resolved by a robust control solution. 

➢ The algorithms optimising motor’s energy consumption introduce extra 

nonlinearities into the velocity loop of Field Oriented Control which requires 

corresponding addressing in control. 

➢ The aim of the control design suitable for industry will be to design a control 

which has the same structure as used in industry (d and q axes current loops and 
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velocity loop) but to replace the used PI controller by sophisticated controllers coping 

with the nonlinearities introduced by the energy optimisation algorithms and 

parameters inaccuracy and allowing to achieve the dynamical performance 

comparable with the linear variant for D-axis current control in idealised conditions. 
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CHAPTER 3. ENERGY EFFICIENT AND TRANSIENTS 

OPTIMAL IPMSM DRIVE 

3.1. Introduction 

 Compared to DC motor control applications, AC motor control is more challenging 

because of the inherent complicated structure that tends to include nonlinear features 

into the control algorithm. Therefore, dynamic AC motor model is commonly designed 

via using Clarke transform to convert n phase AC variables into an equivalent stator 

phasor in d, q-axis reference frame and Park transform to eliminate sinusoidal 

component in the stator phasor components [3]. Thus, linear control theory can be 

utilised for AC motor control applications. However, conventional Field Oriented 

Control (FOC) concept still requires some optimisation methods like Zero d-Axis 

Current (ZDAC) control to achieve linear control features which is possible in DC 

motor control [4]. 

IPMSM drives can be simply controlled with FOC optimised with ZDAC control, 

however, the total torque capability cannot be fully utilised as the inherent reluctance 

torque is disregarded. As alternative approaches to ZDAC control, Maximum Torque 

per Ampere (MTPA) Control is proposed [5] to extract maximum possible torque for 

a given stator current amplitude and Maximum Efficiency (ME) Control is suggested 

for achieving energy efficient operation through considering the core loss 

characteristics [6]. 
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In EV applications, the designers face a dilemma which control approach to be selected 

since there is a trade-off between faster dynamics and higher efficiency which varies 

during corresponding driving cycles. Besides, the motor parameters are also subject to 

change during real time operation, worsens the control accuracy [7].  

An energy efficient and transients optimal control for Interior Permanent Magnet 

Synchronous Motors [8] is introduced in this chapter based on the concept of the 

combined Maximum Torque per Ampere (MTPA) and Maximum Efficiency (ME) 

control approaches. The nonlinear optimal implicit equation of the combined 

MTPA/ME method is derived in a new compact form, the same as for the conventional 

ME approach explained in [6]. Then it is simply applied to activate the MTPA control 

during transients for fast dynamics and the ME control during steady states for 

maximum efficiency. Compared to the existing similar approaches, it allows smooth 

transition between the methods with smaller number of equations simplifying required 

control coding and reducing the control algorithm execution time. 

This Chapter is organized as follows: Section 3.2 to Section 3.5 explain existing 

optimal control solutions - ZDAC, MTPA, and ME, respectively - with conventional 

FOC concept, then Section 3.6 introduces the proposed 'Energy efficient and transients 

optimal IPMSM drive' and the analytical results are verified by simulations, followed 

by conclusions. 

3.2. Dynamic Mathematical IPMSM Model 

Instantaneous variations of voltages/currents, stator frequency and torque demands are 

major inputs of the motor control concept. Due to the need of evaluating the transients 

caused by the variations, dynamic modelling is employed in a real-time control system 

design. Rotor reference framed two reaction (two phase) dynamic model is mostly 
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preferred approach for IPMSM. The idea of two-reaction motor modelling of any type 

of n phase machine is named as Clarke transform, depicted in Figure 3.1. The 

equivalence between real motor and its model in Clarke transform is provided by 

graphical observations and power invariance. The concept of modelling in rotational 

reference frame named as Park Transform eliminates rotor-position dependency of 

parameters in the model. A set of two fictional windings placed 90° phase shift in 

space, are represented in direct-quadrature (d, q) axes reference frame. The winding 

set is assumed to be instantaneously revolving around the rotor in electrical rotor 

speed. Rotor magnets are represented via a flux linkage source [3]. 

 

Figure 3.1 Two Reaction Model in Rotor Reference Frame for IPMSM [3] 

Implementing such a dynamic model requires some assumptions as listed below [3]: 

• The stator windings are balanced, results in rotational magnetomotive force to be 

sinusoidal. Thus, instantaneous variation of real winding inductances via rotor 

position is assumed to be sinusoidal.  

• All parameter changes stem from saturation, harmonics and etc are neglected. 
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• The magnetic flux density of PMs is assumed to be sinusoidal even though it is 

trapezoidal in real machines [4]. 

• Stray losses are neglected, the core loss is neglected for ZDAC control research and 

MTPA control and then it is considered for ME investigation.  

The very first and fundamental electromagnetic relations in the stator reference frame 

(represented with ‘s’ subscriptions in the equations) are seen in equations (3.1) and 

(3.2) transformed into (3.3) and (3.4) in a rotating reference frame (represented with 

‘r’ subscription in the equations) after derivations, respectively.  

( )v R i d dtqs q qs qs= +  (3.1) 

( )v R i d dtds d ds ds= +  (3.2) 

vqs , vds  denote q and d axis stator voltages, respectively. 

iqs , ids  denote stator q and d axis currents, respectively. 

Rq , Rd  denote stator q and d axis winding resistance, respectively. 

qs , ds  denote stator q and d axis flux linkages, respectively. 

( )v R i L di dt L iqr s qr q qr r d dr r af  = + + +  (3.3) 

( )v R i L di dt L idr s dr d dr r q qr= + −  (3.4) 

Figure 3.2 depicts the equivalent circuits for the sake of better understanding 

 
Figure 3.2 IPMSM (a) q-axis (b) d-axis Equivalent Circuit without Core Loss 
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qrv , drv  denote q, d axis voltages, respectively, 

qri , dri  denote q, d axis currents, respectively, 

qL , dL  denote q, d axis inductances, respectively, 

af  denotes the magnet flux linkage, 

r  denotes electrical rotor speed, 

s q dR R R= =   denotes the copper loss resistance. 

The electrical torque in eqn. (3.6) is derived from the power equation in (3.5). Because 

of the power equivalence between the three-phase machine and its two-phase 

equivalent, the coefficient ( )3 2  appears in the equations. The electromechanical 

dynamics are depicted in (3.7). 

( )( )3 2P v i v iin qr qr dr dr= +  (3.5) 

( )3 2 ( )T n L L i ie p af d q dr qr = + −
 

 (3.6)

( )T T J d dt Be l m m − = +  (3.7) 

inP  denotes electrical input power, 

eT , lT  denote electrical and load torques, respectively, 

J  denotes the moment of inertia, 

B  denotes the friction coefficient, 

m  denotes mechanical speed, 

pn  denotes the number of pole pairs. 

The core loss, which is proportional to the square of the electrical speed and appears 

as a nonlinear resistance ( )cR  in the equivalent circuits depicted in Figure 3.3, 
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contributes significantly to the power loss, and the model equations can be updated as 

(3.8), (3.9), and (3.10). 

( )( ) ( )
( )( ) ( )( )

1

1 1

v R i R R L di dtqr s oqr s c q oqr

R R L i R Rs c r d odr s c r af  

= + +

+ + + +

 (3.8) 

( )( ) ( ) ( )( )1 1v R i R R L di dt R R Lidr s odr s c d odr s c r= + + − +  (3.9) 

( )3 2 ( )T n L L i ie p af d q odr oqr = + −
 

 (3.10) 

Equivalent circuit with core loss can be seen in Figure 3.3 

  

Figure 3.3 IPMSM (a) q-axis (b) d-axis equivalent circuit with core loss 

3.3. Zero d-axis Current Control of IPMSM 

The well-known IPMSM drive control structure, FOC, is composed of three linear PI 

control loops. Two internal loops for d- and q-axis currents are included in the exterior 

velocity control loop. Setting the reference value of the d axis current to zero and 

connecting the velocity controller output directly to the reference value of the q axis 

current yields the optimum dynamic velocity performance, as shown in Figure 3.4. 

(Zero d-axis Current- ZDAC Control). In this case, the torque producing current 

(equivalent stator current phasor) is perpendicular to and independent from the field 

producing current (PM flux linkage), hence the coupling found in voltage equations 

(3.3), (3.4) and the nonlinear component of the torque equation in (3.6) are eliminated. 
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As a result of the motor torque being directly proportional to the q axis current, the 

control system becomes linear, similar to DC motor control, resulting in an easy-to-

implement control design. However, it does not optimise power loss and ignores the 

contribution of reluctance torque to torque capability. 

 

ZDAC control model is created in Matlab Simulink regarding the block diagram in 

Figure 3.4. The Matlab Simulink Model views are attached in Appendix D. Nonlinear 

dynamics due to switching of the inverter and PWM modulation are not investigated 

in the simulations, the stator d and q axes voltages are assumed to be equal their 

references.  

Table 3.1 shows the motor parameters utilized in the simulations, which are obtained 

from a previous article in [5]. The load torque steps follow no load start, while the 

velocity reference also changes with steps.  Figure 3.5 depicts the velocity reference 

and load torque disturbance variations. The moment of inertia 
20.004J  Nm= is 

considered to be default.  

Figure 3.4 ZDAC Control Scheme for IPMSMs with PI controllers 
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Figure 3.5 Speed and Load Torque Input References 

Figure 3.7 shows the simulation results for ZDAC control using conventinal PI 

controllers. Because of the effect of the moment of inertia, the velocity response 

reaches the reference value in around 0.1 second. Figure 3.7c shows the d q axis 

currents for the model without the core loss, while Figure 3.7d shows the currents for 

the model with the core loss. The decoupling voltage feedforward compensation 

mentioned in Figure 3.6 makes the d and q-axis current loops independent in both 

circumstances. The d-axis current is kept constant at zero, and the torque is 

proportional to the q-axis current. Because an ideal condition is simulated, the quality 

of the velocity control is high. (These simulations exclude PWM dynamics.) The PI 

controller parameters demonstrated in Table 3.2, calculated in Appendix C The 

difference of Figure 3.7c and Figure 3.7d proves that even a constant core loss resistance 

may induce extra overshoots and fluctuations into d-axis current even in ideal 

conditions, will be discussed in Chapter 4 of this study.  
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Table 3.1 Specifications and Parameters for IPMSM in Simulations 

Rated Torque rtT (Nm) 1.67 

Rated Current rtI (A) 5 

Rated Speed rtW  (rpm) 2000 

Rated Voltage rtV  (V) 97 

sR (Ω) 0.57 

cR (Ω) 240 

qL (mH) 22.78 

dL (mH) 8.72 

af  (Wb) 0.1077 

pn  2 

 

Table 3.2 PI Controller parameters 

 
m  

Controller 

di  

Controller 

qi  

Controller 

PI 

ki 125 285 285 

kp 1 4.36 11.4 

 Saturation 5 150 150 

Figure 3.6 Decoupling Voltage Feed-forward Compensation for IPMSM Drives [5] 
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3.4. MTPA Control of IPMSM 

Two components of the torque equation in (3.6) are 

Synchronous Torque ( )3 2sync p af qrT n i=  

Reluctance Torque ( ) ( )3 2 p d q dr qrT n L L i i= −   

In ZDAC control of surface-mounted PMSM, the bigger q-axis current means the 

bigger torque response. Because the reluctance torque converges to zero as d-, q-axis 

inductances are almost the same. However, for IPMSM drives, q-axis inductance is 

approximately 2.5-times bigger than d-axis inductance in nature, which may result in 

better torque capability for some d-, q-axis current combinations [3]. 

MTPA control approach is suggested to employ all motor torque capability sourced by 

both the synchronous and the reluctance torque for a specific operation point via 

adjusting the torque angle, consequently d-axis current. To derive MTPA algorithm, 

the steady state conditions should be regarded, that is, the stator current amplitude is 

assumed to be constant ( 2 2
s d qI i i const= + = ). Since the core (iron) loss is 

disregarded, the iron loss resistance is infinite. The explicit nonlinear relationship 

between d and q-axis currents, which maximizes the torque response for a given stator 

current or, in other words, minimizes stator current amplitude for a demanded torque, 

is produced by partial differentiating the torque equation in (3.6) with respect to the d 

axis current and equating the result to zero. Combining this optimal dependence with 

the torque equation allows to find q axis current reference and then to compute d-axis 

current reference as in (3.11) [5]. 

MTPA algorithm, meanwhile, minimises the copper loss implicitly. 
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( )( ) ( )
22 22 4i L L L L idr af q d af q d qr 

      = − − − +           

 (3.11) 

ZDAC Control Scheme depicted in Figure 3.4 can be transformed into MTPA control 

scheme only by adding an MTPA optimisation block between the velocity controller 

and d-, q-axis current controllers. Thus, d-, q- axis current references are defined 

according to the MTPA block output and the input of the MTPA block is the output of 

the velocity controller, represents the torque demand ( eT ). The simulations carried out 

with MTPA control, Figure 3.8, show more nonlinear behaviour in d, q-axis current 

compared to ZDAC control results in Figure 3.7, as expected. However, a larger torque 

capability is produced with a lower current demand, which leads to a faster dynamic 

response. 

3.5. Maximum Efficiency (Loss Minimization) Control for IPMSM 

Especially for speed ranges beyond base speed, the iron loss becomes significant 

compared to the copper loss. Maximum Efficiency (ME) control approach is mainly 

search for an optimal operation point to minimise total electrical loss including both 

the copper loss and the iron loss. The three equations in (3.13) for the copper loss, the 

iron loss and the electromagnetic torque, respectively, are utilised to express total 

electrical loss in (3.12) as a function of d-axis current. 

W W We Cu Fe= +  (3.12) 
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( )

( ) ( )

( )( )

2
2

3

2

2 22 2
3

2

3

2

L iL i r af d odrr q oqr
W R i icu s odr oqrR Rc c

L i L ir q oq r af d od
WFe R Rc c

T n i L L i ip af oqr d q odr oqr

 

  



 
 +    

 = − + +         
 

 
+ 

= + 
 
 
 

= + −

 (3.13) 

The partial differentiation of the total electrical loss with respect to d axis current and 

equating the result to zero ( 0W i
e odr

  = ) ends up to a fourth order polynomial 

equation in the form of (3.14). To implement the ME control, this polynomial equation 

of d-axis current ( odri ) must be solved iteratively in real time. Then q axis current 

reference (
*
oqri ) is determined from the torque equation. Finally, the d and q axis 

references (
* *
odr oqri  and i ) must be mapped into 

* *
dr qri  and i  references [6]. 

2
eAB T C=  (3.14) 

where, 

( ) ( )( )( )( )2 2 29 4

3{ ( ) }

2 2{ ( )( ) }( )}

A n R R i L R R L i afp s c odr r d s c d odr

B L L iaf d q odr

C R R R R L L Ls c s c r q d q

 





= + + +

= + −

= + + −

 (3.15) 

The simulation results for IPMSM drive with ME control approach is depicted in 

Figure 3.9. Similar pattern for d, q-axis currents with MTPA control approach in 

Figure 3.8 is observed but with different current amplitude. Therefore, higher 

efficiency is achieved. 
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a. 

b. 

c. 

d. 

Figure 3.7 ZDAC Control  a. Velocity and torque response 

 b. d, q axes voltages 

  c. d, q axes currents (ignoring core resistance) 

 d. d, q axes currents (regarding core resistance) 
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a. 

b. 

c. 

d. 

Figure 3.8 MTPA Control  a. Velocity and torque response 

 b. d, q axes voltages 

  c. d, q axes currents (ignoring core resistance) 

 d. d, q axes currents (regarding core resistance) 
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a. 

b. 

c. 

d. 

Figure 3.9  ME Control  a. Velocity and torque response 

  b. d, q axes voltages 

   c. d, q axes currents 

  d. a, b, c phase currents 
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3.6. Combined MTPA/ ME Approach 

The performance requirements for electric motors used in variable speed applications, 

particularly those used in electric vehicles (EVs), may change instantly. Therefore, it 

follows that the control objectives of a variable speed drive should alter in relation to 

the current operating circumstances. 

Among the existing optimal control approaches, it is very well-known fact that MTPA 

control approach is the solution for the best dynamic torque response particularly for 

IPMSM drives, while ME control approach is employed to achieve an energy efficient 

operation.  Instead of deciding which strategy to use when designing the variable speed 

IPMSM drive, adding an "adaptive optimal decision algorithm" may lead to a new 

control solution that offers the benefits of both approaches depending on the operating 

conditions. In the spirit of this perspective, the combined MTPA/ME control approach 

is demonstrated in Figure 3.10. The conventional FOC concept is updated by adding 

an optimisation block between the velocity controller and the current controllers which 

defines d-, q- axis current references with respect to velocity controller output (torque 

demand), similar to ME or MTPA control approaches but with the ‘β Generator’.   

 

Figure 3.10 The Block Diagram of the proposed Combined MPTPA/ME Control 
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‘β Generator’ is a type of decision block that specifies which control approach will be 

used. It could be as simple as a switch [40] or as complex as a fuzzy algorithm with a 

look-up table [39]. One disadvantage of using a switch is that it introduces additional 

nonlinearities and transients owing to switching behaviour. A fuzzy look-up table 

approach may result in bulky control solutions and increase real-time computing cost. 

The proposed approach in this study is influenced by the findings of a previously 

presented paper in [7], which introduces a so-called combined MTPA/ME control 

approach with β generator described as an 'adaptive optimisation parameter' that varies 

with torque demand. The optimisation block compels the control algorithm to 

converge to ME control for higher torque commands, and vice versa to MTPA for 

lower torque commands. A fictitious electric power loss is introduced as in (3.16) for 

a smooth combination of two procedures in real time. The copper loss and the core 

loss are obtained as in (3.19) by substituting (3.18) into (3.17). Electromagnetic torque 

equation in (3.20) can be rewritten as in (3.21) to state q-axis current as a function of 

d axis current, torque, and velocity ( ( , , )oqr odr e ri f i T = ). Final expression of the 

copper and core losses are obtained as in (3.22) by substituting (3.21) into (3.19).This 

allows to eliminate oqri  from (3.19). 

             for 0 1f cu feW W W = +    (3.16) 

22
3 ( ) 2

22
3 ( ) 2

W R i icu s dr qr

W R i ife c cdr cqr

= +

= +
 (3.17) 

( ) ( )( ) and i L i R i L i Rcdr r q oqr c cqr r af r d odr c   = − = +  (3.18) 
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( ) ( )( ) ( )( )( )

( ) ( ) ( )( )

22

22

3 2

3 2

cu s odr r q oqr c oqr r af d odr c

fe c r q oqr c r af r d odr c

W R i L i R i L i R

W R L i R L i R

  

   

 
= + − + + + 

 
 

= + + 
 

 (3.19) 

( )( )e p af d q odr oqrT n L L i i= + −  (3.20) 

Then 

( )( )( )( )oqr e p af d q odri T n L L i= + −  (3.21) 

Then 

( )
( )( )

( )( )

( )
( )( )

2

2

)

2
2

3 2

(

3 2

r q e
odr

c p af d q odr

cu s

r af d odre

cp af d q odr

r q r af r d odre
fe c

c cp af d q odr

L T
i

R n L L i
W R

L iT
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 (3.22) 

The fourth order polynomial equation for loss minimisation algorithm in section 3.5 is 

updated as in (3.24) in the paper [7] by the partial differentiation of the fictious electric 

power loss with respect to d axis current and equating the result to zero ( 0f odrW i  =

). The fourth order polynomial equation is a nonlinear implicit equation therefore it 

can be rewritten in a nonlinear but more explicit form of 1 2 3 4 0P P P P+ + + = for 

iterative computation of odri  in real time. After the derivations from (3.23) to (3.37), 

the very last polynomial equation is obtained in (3.38). 
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where, 
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First simplify the expression for P1 
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Now simplify expression for P2 
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Then the sum of P1 and P2 is 
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Now show that the second term disappear due to
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AB-T2C=0 format is used for the novel method in this study 

The abovementioned combined MTPA/ME control method is complex and offers no 

indication of how it relates to the ME control method for real-time implementation, in 

fact, it appears to be a totally different strategy. However, this equation can be brought 

to a similar view to that of (3.15) via a subsequent derivation of traditional ME 

algorithm by slightly modifying A and C. This makes upgrading ME control algorithm 

to combined MTPA/ME in a simple way, is explained belove. 

For the derivations in the proposed method, the copper loss and the core loss equations 

are recalled in (3.39). The fictious electrical power loss in (3.16) can be expressed as 

in (3.40) by substituting (3.39). In order to achieve the correct equation form to 

determine the minimum power loss point, the partial differentiation of the fictitious 

power loss with respect to the d axis current in (3.41) can be equated to zero as in 

(3.42). The final version of this equation is the AB-T2C=0 form (3.43). 
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Writing the equation in the format of 
2AB CT= ,then 
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Figure 3.11 illustrates the substantial differences between reformatting of the fourth 

order polynomial equation of the fictitious power loss differentiation based on 

P1+P2+P3+P4=0 proposed in [7] and based on AB-T²C=0 in this study [8]. The 

fictitious power loss differentiation curve is shown in Figure 3.11a, which is produced 

using the Matlab coding in Appendix E, and Figure 3.11b, which was produced using 

the Matlab coding in Appendix F, for P1+P2+P3+P4=0. As shown in Figure 3.11a, the 

broken curve will result in some robustness issues during real-time operation. 

However, the proposed method's curve in Figure 3.11b is continuous, providing linear 

control features not only in ideal but also in unknown settings, and hence it is favoured 

in this study. 

 

The suggested combined MTPA/ME control strategy with AB-T²C=0 formatting and 

the method provided in [7] in P1+P2+P3+P4=0 formatting are simulated using Matlab 

Simulink control models based on the FOC control concept (Figure 3.10) Appendix G 

Figure 3.11 The Power loss differentiation curve of the fictious power loss

 a.) Based on P1+P2+P3+P4 formatting 

 b.) Based on AB= T2C formatting 

a.) b.) 
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contains the views of Matlab Simulink models. Figure 3.13 shows the results of the 

model developed with AB-T²C=0, whereas Figure 3.14 shows the results of the model 

created with P1+P2+P3+P4=0. Figure 3.5 shows the velocity and load torque 

references for both models. The moment of inertia is defined as what it is in ideal 

conditions 
20.004J  Nm= . As shown in Figure 3.12, β parameter is defined as a 

constant value of 0.5, which provides an optimal operating solution in the middle of 

the MTPA and ME control trajectories. Table 3.1 describes the IPMSM parameters. 

 

In both Figure 3.13 and Figure 3.14, it is clear that both methods exhibit the identical 

behaviour in ideal conditions for torque, velocity, d and q-axis voltage/current 

responses. The results reveal a similar pattern with different values to the results shown 

in Figure 3.8 and Figure 3.9, which exhibit MTPA and ME simulation results, 

respectively. As a result, the suggested combination technique is easily adaptable to 

existing industrial IPMSM drives. 

Figure 3.12 MTPA, ME and β=0.5 trajectories 
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a. 

b. 

c. 

d. 

Figure 3.13 Combined MTPA/ME control first method 

 a. Velocity and torque response 

 b. d, q axes voltages 

 c. d, q axes currents 

 d. a, b, c phase currents 
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a. 

b. 

c. 

d. 

Figure 3.14 Combined MTPA/ME Control second method 

 a. Velocity and torque response 

 b. d, q axes voltages 

 c. d, q axes currents 

 d. a, b, c phase currents 
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3.6.1. Combined Steady-State ME and Dynamic MTPA Control 

Implementation 

Figure 3.15 shows interior view of the decision algorithm in the β generator block. 

During transients, the dynamic velocity error ( )*
m m −  is greater than zero. The kp 

proportional gain parameter is used to magnify the velocity error, which acts to adjust 

the algorithm's sensitivity. The absolute value of the kp gain block output is subtracted 

from the maximum value of the β parameter, which is defined as 1 in this study. kp 

should be chosen so that the saturation block has a value of zero for transients and one 

for steady-state operations. Since the β generator output is zero, β =0, during transients, 

MTPA control will be activated; however, during steady states (
*
m m = ), β =1 and 

the ME control strategy will be utilised. Because of an inherent feature of the PI 

controller's integral component, β changes smoothly in [0,1] (0≤ β ≤1). Hence, a 

smooth transition between MTPA and ME control approaches is given. The nonlinear 

characteristics of switching between two algorithms, as seen in [40], are avoided. 

 

The results of the control model designed in Matlab Simulink (Appendix G) for the 

proposed technique and those for the combined method provided in [7] are shown in 

Figure 3.13 and Figure 3.14, respectively, for constant 0.5 = . Figure 3.16 shows the 

results for the updated model with proposed β generator demonstrated in Figure 3.15. 

The most noticeable difference can be seen graphically in the d- and q- axis current, 

the combined method adapts to the MTPA algorithm during torque and velocity 

transients and to ME during steady states. 

Figure 3.15 Decision algorithm in the β generator 
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a. 

b. 

c. 

d. 

Figure 3.16 Combined MTPA/ME Control third method 

 a. Velocity and torque response 

 b. d, q axes voltages 

 c. d, q axes currents 

 d. a, b, c phase currents 
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3.7. Conclusions  

The purpose of this chapter is to build a control concept for IPMSM drives to satisfy 

the performance requirements of an EV propulsion system. The proposed method is 

enhanced considering the terms used in EV marketing like 'time for 0 to 60 miles' and 

'long cruise distance per charge'. 

The control algorithms used in industrial IPMSM drives today are mostly based on the 

ZDAC control approach, which is simple to develop and more robust due to its linear 

control features. However, the reluctance torque is disregarded, hence it does not 

deliver the entire torque capabilities of IPMSM. Furthermore, since it is unable 

to adapt to the nonlinear characteristics of electrical power loss, ZDAC control cannot 

deliver an energy efficient control performance. To maximize the torque capabilities 

of the motor, MTPA control strategy was presented, and ME control was proposed to 

minimize electrical power loss. These approaches provide improved performance 

measures, particularly for their intended objectives. However, due to the instantaneous 

variation in operating circumstances in an application like EV, they are still 

insufficient. 

The proposed algorithm in this chapter is based on combining MTPA and ME control 

approaches by introducing the fictious electrical power loss based on β optimisation 

parameter into ME algorithm. Therefore, the proposed algorithm has completely same 

flow with ME control, that is to say, the proposed algorithm can be easily implemented 

into the current industrial IPMSM drives by simply introducing the fictious electrical 

power loss into the software, no hardware changes and additional computational costs 
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are required. Thus, the dilemma which control approach to choose is replaced by how 

to optimise the combined approach. 

β optimisation parameter is set to vary between 0 and 1 ( 0 1  ): 0 during transient 

operations (such as EV acceleration or deceleration) and 1 during steady state 

operations (to increase cruise distance per charge). The smooth transition between two 

approaches is made possible by the comparatively modest variation of angular velocity 

due to the moment of inertia (as the β generator's input is connected to the dynamic 

angular velocity error) and pk  proportional gain parameter used in β generator. As a 

result, any additional nonlinearities and transients may appear due to the combined 

algorithm are removed. 

The simulation results for ZDAC (Figure 3.7), MTPA (Figure 3.8), ME (Figure 3.9), 

combined MTPA/ME with constant β=0.5 (Figure 3.13 and Figure 3.14) and energy 

efficient and transients optimal control method for IPMSM drives (combined 

MTPA/ME with β generator in Figure 3.16) shows similar pattern in ideal conditions, 

demonstrating that the proposed method can be considered as an alternative to existing 

energy efficient control methods, especially for variating operating circumstances. The 

proposed method is also superior to existing combined methods. Because it does not 

introduce any nonlinearities due to switching behaviour, any extra computational 

burden or does not cause any possible unstable operation.  

.
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CHAPTER 4. NONLINEAR OPTIMAL CONTROL DESIGN 

FOR IPMSM DRIVES  

4.1. Introduction 

Despite the universe's nonlinear structure, man-made applications are typically created 

on the basis of linear aspects due to the necessity for simple and robust instruments to 

ease human living. From the same perspective, the AC motor control area is frequently 

built on linearized motor models. Nonlinear aspects of the environment or the motor, 

on the other hand, degrade precision motor control quality, particularly in variable 

speed applications. 

The dynamic mathematical IPMSM model described in Section 3.2 of Chapter 3 is a 

conventional motor model based on linearized motor features with constant 

parameters. As a result, any nonlinear characteristics sourced by the motor, or the 

environment are classed as 'uncertainty' or 'disturbance'. A research area in the field of 

motor control is explaining these uncertainties one by one and providing solutions to 

eliminate the disturbances. 

Many studies are focused to determining precise motor parameters and updating motor 

models on the fly in order to improve motor control accuracy. The majority of these 

proposed identifying the parameters offline and updating the motor model with LUTs. 

These methods result in time-consuming and one-of-a-kind solutions for individual 

motors. Even though the motor type and control model are same, the engineering 
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efforts should be redone for any other motor. Others propose using online parameter 

identification methods to eliminate the disturbances. The online methods for parameter 

identification result in extra computing cost and complex control structure due to a 

number of elements such as temperature variation, magnetic saturation, aging factor, 

and so on. This may increase sensitivity but decrease robustness. 

To enhance the robustness of traditional motor control systems without increasing the 

details of the model parameters in the control structure, parameter independent 

methods are proposed. These methods primarily focus on the variation and derivation 

of the velocity error and eliminate any uncertainties by maintaining these errors within 

a previously determined margin. As a result, the approach provides intrinsic stability 

without the need for any additional motor parameter updates. 

This chapter introduces a nonlinear optimal IPMSM drive based on the Linear 

Quadratic Regulator (LQR) with integral actions and Krasovskiy's criterion to improve 

the robustness of the traditional FOC with energy efficient optimisation methods 

(ZDAC, MTPA, ME, and Combined MTPA/ME optimisation approaches). The 

proposed nonlinear optimal control method is considered as parameter independent. 

The conventional FOC has three control loops, including two internal d, q-axis current 

control loops and one external velocity loop, as was discussed in Chapter 3. The 

method suggests replacing PI controllers in each loop with Linear Quadratic 

Regulators (LQR). This results in PI velocity and currents controllers with optimal 

gain parameters. However, the LQR gain parameters should be updated whenever the 

operating point variates. In the literature, adaptive solutions based on LUTs are 

proposed for updating the controller parameters. In this study, the deviations of the 

controllers' gain parameters are considered as new control inputs. Then the LQR 

design procedure is repeated but with generalised work of Krasovkiy's criterion which 
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is integrated into the controllers as nonlinear parts. Krasovskiy's criterion offers an 

automated optimisation without adjusting default gain parameters. As a result, the 

nonlinear optimal velocity and currents controllers consisting of linear and nonlinear 

parts provide a robust motor control in a specified control range. Thus, industrial 

IPMSM drives' robustness can be improved without any hardware modifications but 

simply updating the controller-related component of the software. 

The chapter progresses from Section 4.2's explanation for the details of the nonlinear 

optimal controller design to Section 4.3 and Section 4.4’s evaluation of the proposed 

IPMSM drive with consideration to energy-efficient optimisation methods in 

simulations on Matlab Simulink and conclusions. 

4.2. Nonlinear Optimal Controller Design 

 

Figure 4.1 recalls the traditional FOC block diagram for IPMSM drives. A PI 

controller with constant gain parameters is used in each control loop (one external 

velocity and two internal d, q-axis current control loops). This linear control technique 

performs well under ideal circumstances, but it falls short in real-time operations with 

random uncertainty. Each PI controller is thus replaced with a nonlinear optimal 

Figure 4.1 Conventional FOC control scheme with MTPA energy-efficient 

optimisation method 
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controller. As a result, it aims to improve the robustness of industrial IPMSM drives 

without modifying the hardware. The conventional FOC is used for benchmarking. 

The motor parameters remained as in Chapter 3. The gain parameters of the controllers 

are recalled in Table 4.1.  

Table 4.1 The parameters for traditional PI controllers 

 ki kp 

d-axis controller 285 4.36 

q-axis controller  285 11.4 

velocity controller ( m ) 125 1 

For better understanding, a symbolic internal view of the classical PI controllers are 

also demonstrated in Figure 4.2. i pk  and k demonstrate the gain parameters for integral 

and proportional actions, respectively. 

 

PI controllers in traditional FOC control scheme are replaced with nonlinear optimal 

controllers depicted in Figure 4.3. The proposed controllers consist of linear and 

nonlinear components.  

Figure 4.2 The Block Diagram of the PI Controller for d- q-axis currents 
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The linear component is basically a PI controller with optimal gain parameters, which 

actually has linear characteristics. The optimal gain parameters are obtained with well-

known Linear Quadratic Regulator procedure, which also can be easily yielded with 

‘lqr’ command in Matlab. Since the gain parameters should be updated according to 

operating circumstances, extensive LUTs or complicated adaptive solutions should be 

included into the real time control scheme. Instead, it is suggested to integrate a 

nonlinear component based on generalised work of Krasovskiy’s criterion.  Thus, the 

controller outputs are optimised without any update in motor or controller parameters. 

Same procedure is carried out for all three controllers. 

4.2.1.  Linear Component Design of Nonlinear Optimal Controller 

Well-known Linear Quadratic Regulator Procedure is carried out for obtaining the 

optimal gain parameters shown as below 

Step 1.  Define the state space form of IPMSM 

Step 2. Operate the functional Bellman equation on LQR cost function 

Figure 4.3 The nonlinear optimal controller block diagram for q-axis current 
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Step 3. Include Hamilton-Jacobi-Bellman equation in closed form and solve 

Algebraic Riccati equations 

Step 4. Define proper optimal gain parameters via iterative calculations with 

different Q and R matrices 

The standard state space form is shown below 

u= + +X AX B F  (4.1) 

X denotes the vector of state variables,  

u  denotes the corresponding control input 

F denotes the vector of disturbances 

The equivalent differential equations in the dynamic mathematical IPMSM model for 

all three control loops are recalled in the eqn. (4.2) 

( )

( )

( ) ( )

L di dt R i v n L id d s d d p m q q

L di dt R i v n L i nq q s q q p m d d p R af

d dt T T B T Jm e f m l



  

 

 + = +




+ = − −



= − − −


 (4.2) 

(It is worth to indicate that the subscript ‘r’ for d-, q- axis currents/voltages 

denoting rotational reference frame will be dropped hereafter for the sake of the 

simplicity of the formulations. All d-, q- axis currents/voltages are defined in rotational 

reference frame in this chapter.) 
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Introducing the time constants as /
, ,

T L R
d q d q s

= , and /T J B
m

=  then  

( )

( )

T di dt i v n L i R
d d d d p m q q s

T di dt i v n L i n R
q q q q p m d d p m af s

T d dt T T T B
m m m e f l



  

 

  
+ = + 

 
    

+ = − −    
   

   
+ = − −   

  

 (4.3) 

For a steady state operation, '01' denotes operating point 1 then 

01 01 01 01 01

01 01 01 01 01 01

*
01 01 01 01

i v n L i R
d d p m q q s

i v n L i n R
q q p m d d p m af s

T T T B
m e f l



  



  
= +   


  

= − −  
 


  = − − 

  

 (4.4) 

However, transients may appear due to uncertainties in steady state operations. 

Transients are introduced into the steady state operation in eqn. (4.4) via perturbations 

as below  

( )
( )

( )( )( )

( )
( )

( )( )( )

( )
( )

( )( )

01

01 01 01 01 01 01

01

01 01 01 01 01 01 01

* *01

01 01 01 01 01

1

1

1

d d

d d d d d d p m q q q q

S

q q

q q q q q q p m d d d d p m af

S

m m

l l m m e e f f l l

d i i
T T i i v v n L L i i

dt R

d i i
T T i i v n L L i i n

dt R

d
T T T T T T T T

dt F

v


     


      

 
     



+
+ + + = + + + +

+
+ + + = + − + + −

+
+ + + = + − − − −















 (4.5) 
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Subtracting eqn.(4.4) from eqn.(4.5) and neglecting second order small variables then 

( )

( )

1

01 01 01 01 01

1

01 01 01 01 01

1

01

d i
d

T i v n L i n i L
d d d p m q q p m q qdt R

s

d i
q

T i v n L i n i L
q q q p m d d p m d ddt R

s

d
m

T T T
m m f ldt B


     



     


  


  + = + +   


  

     + = − −  
 




  + = − − 
 



 (4.6) 

The time integrals of dynamic errors in each loop are shown in eqn. (4.7) it is for 

adding integral action to the control dynamics to process steady state error as in Figure 

4.3. 

( )

*
, , ,

*

i i i dt
ind q d q d q

dt
in m m

  

  
= −    


 = −


 (4.7) 

where “*” denotes the corresponding reference value. The derivative form of the 

steady state error in (4.7) is below 

*
, , ,

*

di dt i i
ind q d q d q

d dt
in m m

  

 = −


 = −


 (4.8) 

If the perturbations are included into the differentiation of the steady state error in eqn. 

(4.8) then 

( )

*
, , ,

*

d i dt i i
ind q d q d q

d dt
in m m

  

  

 
= −  


 = −


 (4.9) 
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The standard state space description in the form of eqn. (4.1) is defined in eqns. (4.10)- 

(4.13) 

  
1 2

T
i i
ind d

TT
x x i i

inq q

T

in m

 

 

 


 

 

   = =      


 
 

X  (4.10) 

     

*

v
d

u v
q

T
e











= 




 (4.11) 

 

1
010 1

1
0 1 01

1
1

01

T
d

a T
a q

T
m


−


  

= → = −  
   

−


A  (4.12)

1/ ( )
01

0 1/ ( )
1 1 01

1/ ( )
01

T R
d sT

b b T R
q s

T B
m



 = → =  




B  (4.13) 

( )

( )

( )

*
01 01 01 01

*
01 01 01 01

*
01

T
i n L i i L T R
d p m q q q q d s

T
i n L i i L T R
q p m d d d d q s

T
T T T B

m f m m

   

   

  


   − +    


  

= − − +     


   − − −     


F  (4.14) 

The cost function with two state space and one input variable is written as in eqn. 

(4.15) for step 2 of LQR procedure. 
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( )2 2 2min
1 1 2 2

0

J x x cu dt
u

 


= + +  (4.15) 

1 2, , c   are positive weighting parameters. According to functional Bellman 

equation for the linearised system based on eqns. (4.10)- (4.13), the cost function in 

eqn. (4.15) is written in eqn. (4.16) where ‘V’ represents Lyapunov function. 

Performing the minimisation procedure gives the optimal control solution in eqn. 

(4.18). 

( ) ( )2 2 2min 0 0 0 0
1 1 2 2 1 2 1 1 2 1

1 2

V V
x x cu x x u x a x b u

x xu
 

  
 + + +  + +  +  + + =

   

 (4.16) 

( )2 0
2 1

cu V x b→ +   =  (4.17) 

( )( )2
1 2

u b c V x→ = −    (4.18) 

As step 3 of LQR procedure, eqn. (4.18) is substituted into eqn. (4.16) then the 

equation of Hamilton-Jacobi-Bellman in closed form is obtained as below 

22 2
2 2 1 1 0

1 1 2 2 2 1 22 24 2 1 2 2

22 2
2 2 1 1

1 1 2 2 2 1 2 4 2
1 2 2 2 2

b bV V V V
x x c x a x

x x x c xc

b bV V V V V
x x x a x

x x c x x c x

 

 

       + + + + − =
         

     
 → + + + = − +
     
 

 (4.19) 

22
2 2 1

1 1 2 2 2 1 2 4
1 2 2

bV V V
x x x a x

x x c x
 

   
 → + + + =
   
 

 (4.20) 
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Selecting Lyapunov function in full quadratic form 

2 22
11 1 12 1 2 22 2

V k x k x x k x= + +  (4.21) 

11 12 22, ,k k k  can be found via substitution of eqn. (4.21) into eqn. (4.20) or from the 

algebraic Riccati equation shown below 

1 0T T−+ − + =A K KA KBR B K Q  (4.22) 

The components of algebraic Riccati equation in (4.22) are defined as  

0
11 12 1

, ,
0

12 22 2

k k
c

k k





   
   = = =
      

K Q R  (4.23) 

Now the derivations for solving the algebraic Riccati equation shown below 

 11 12 11 12 11 12 11 12 11

1

1 12 22 12 22 1 12 22 1 12 22 2

11 1 12 11 12

11 1 12 12 1 22 12 1 22 12 22

0 0 0 1 0 0
0 0

1 0 0

0 0 0

0

k k k k k k k k
c b

a k k k k a k k b k k

k a k k k

k a k k a k k a k k k





−
→ + − + =

→

               
               
               

+     
+ −     + + +     

  11

1 12 1 22

1 2

11 1 12 11 12 11 1
12 22

11 1 12 12 1 22 12 1 22 12 22 1 2

0 0
0

0

0 0 0
0

0

c b k b k
b

k a k k k b b
k k

k a k k a k k a k k k b c c









−   
+ =   

   

+        
→ − + =        + + + +         

 (4.24) 
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0 0
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11 1 12 12 1 22 2 12 22 12 22

0 0
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c c
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 
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→
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21 1
12 12 22

2 2 2 2
12 12 1 22 2 21 1

12 22 22

b b
k k k

c c

k k a k b b
k k k

c c



 
 

   
  =  + +    

 
 

 (4.25) 
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212 2
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
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
 =
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

+ =




+ + =



 (4.26) 

Then 

( )

( ) ( )( ) ( )
12 1 1

2 2 22
22 1 1 1 1 1 2 1

k c b

k a a b c c b b c



 

→ =

 
→ = + + + 

 

 (4.27) 

The LQR controller parameters 1 2k  and k  are obtained by solving Riccati Equation 

regarding 1
1 2

T Tk k −  =
 

R B K  then 

( )( )

( ) ( )

1 12 1 22 2

1 12 1 1 22 2

1 1 2 2

u b c k x k x

b c k x b c k x

k x k x

= − +

= − −

= − −

 (4.28) 
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4.2.2. Nonlinear Component Design of Nonlinear Optimal Controller 

 The state space form is briefly recalled in Table 4.2, represents the linearised form of 

the control system with optimal gain parameters 1 2k  and k .  

Table 4.2 The State Space Variables  

 Velocity Loop  Current Loops, ( )  ,i q d=  

Input 

Vector 
 u T

e
 =

 
 

( )i r
u v =

  
 

State Space 

Vector 

T
X

in m
  =

 
 

( ) ( )
in

i r i r

T

X i i 
 

=  
  

 

Motor 

Parameters 

 

, , ,
f L

J F T T  , , ,
q d s c

L L R R  

Cost 

Function 
0

min ( )
u

T TJ X Q X U RU dt



= +  

0

min ( )
u

T TJ X Q X U RU dt



= +  

The optimal gain parameters should be updated whenever operating point changes. 

The nonlinear component based on generalised work of Krasovskiy’s criterion is 

introduced into the control structure to achieve an automated optimisation without 

changing default values of the controller and motor parameters. Thus, the robustness 

of the control scheme is improved without bulky LUT solutions or complicated 

adaptive solutions with high computational costs. 

The procedure starts with assuming that the gain parameters in eqn. (4.28) are obtained 

for minimum values of time constants in (4.12) and (4.13). The eqns. are rewritten as 

in eqns. (4.29) and (4.30) by replacing 1 1a  and b with possible maximum values  

 and 
2 max 2 max

a a b b= = .  
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1
020 1

1
0 2 02

2
1

02

T
d

a T
a q

T
m


−


  

= → = −  
   

−


A  (4.29) 

1/ ( )
02

0 1/ ( )
2 2 02

1/ ( )
02

T R
d sT

b b T R
q s

T B
m



 = → =  




B  (4.30) 

Similar derivations to yield eqn. (4.28) for steady state 1 results in eqn. (4.31) for 

steady state 2. 

( ) ( )2 12 1 2 22 2 1 1 2 2
u b c k x b c k x k x k x    = − − = − −  (4.31) 

The gain parameters of the controllers should be updated between i ik  and k while the 

time constants are variating in 
, , 0min , , 0 , , 0max

T T T
d q m d q m d q m

  . Therefore, 

the gain parameters look as below for an arbitrary time constant within the allowed 

range controller 

( ) ( ) ( )( )
( )

1 1 2 2 1 1 1 2 2 2

1 1 2 2 1 1 2 2

u k x k x k k x k k x

k x k x k x k x

 

 

  = − + = − + + +

= − + + +

 (4.32) 

 If 1 2k  and k   are considered as new control inputs of the nonlinear component and 

the differential equations of the IPMSM model updated by considering the steady state 

2, then  

( )
1 2

2 2 2 2 2 2 2 1 1 2 2 1 1 2 2

x x

x a x b u a x b k x k x k x k x 

=

= + = − + + +
 (4.33) 

And the cost function is updated as below considering the Krasovskiy’s criterion 
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2 22 2
2 2 2 2 2 2min

1 1 2 2 1 1 2 2 1 24 4, 0 1 2 2 21 2

b bV V
J x x c k c k x x dt

c x c xk k
   

 

 
      

   = + + + + +          
 

 

 (4.34) 

1 2c  and c appear as new positive weighting coefficients for new control inputs 

1 2k  and k  . It is obvious that first four terms of eqn. (4.34) are similar as for LQR, 

and the last two terms introduces the Bellman equation to obtain  the explicit control 

solution. Then  

( )( )

2 22 2
2 2 2 2 2 2

1 1 2 2 1 1 2 2 1 2 24 4
1 2 2 2 1min 0

,
1 2

2 2 2 1 1 2 2 1 1 2 2
2

b bV V V
x x c k c k x x x

c x c x x

k k V
a x b k x k x k x k x

x

   

 
 

 
         + + + + + + +      
     =

 
− + + + 

  

 (4.35) 

Each control variable should be equated zero for the closed form of the Bellman 

equation then  

2
1 12

1 2

2
2 22

2 2

b V
k x

c x

b V
k x

c x






=




=



 (4.36) 

The derivations by substituting eqn. (4.36) into eqn.(4.35)  

2 2 2 2
2 2

2 2 2 2 2 2
1 1 2 2 1 1 2 2 1 2

1 2 2 2 1 2 2 2

2 2
2 2 2 2 1 1 2 2 1 1 2 2

1 2 1 2 2 2

2 2 4 4

0
2 2

b V b V b V b V
x x c x c x x x

c x c x c x c x

V V b V b V
x a x b k x k x x x x x

x x c x c x

 
          

+ + + + +       
          

        
+ + − + + + =               

(4.37) 

Then  
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( )( )2 2
1 1 2 2 2 2 2 2 1 1 2 2

1 2

0
V V

x x x a x b k x k x
x x

 
 

+ + + − + =
 

 (4.38) 

2 2
3 1 4 1 2 5 2V k x k x x k x= + +  (4.39) 

Updating eqn. (4.38) with the quadratic form of the Lyapunov function in eqn. (4.39) 

then  

( )

( )

2 2
2 4 1 5 2

2 2
1 3 1 4 2

V x k x k x

V x k x k x

→   = +

→   = +

 (4.40) 

By substituting (4.40) into eqn. (4.38) then 

( ) ( ) ( )( )2 2

1 1 2 2 3 1 4 2 2 4 1 5 2 2 2 2 1 1 2 22 2 2 2 0x x k x k x x k x k x a x b k x k x + + + + + − + =  (4.41) 

( ) ( )( ) ( )( )2 2

1 4 2 1 1 2 4 5 2 2 2 2 3 4 2 2 2 5 2 1 1 22 2 2 2 2 2 0k b k x k k a b k x k k a b k k b k x x → − + + + − + + − − =

 (4.42) 

The equation above can be split into following equations  

( )

( )

2 : 2 0
1 1 4 2 1

2 : 2 2 0
2 2 4 5 2 2 2

: 2 2 2 0
1 2 3 4 2 2 2 5 2 1

x k b k

x k k a b k

x x k k a b k k b k





 − =



+ + − =

 + − − =


 (4.43) 

the parameters of the controllers can be defined as follows 

( )

( )

( ) ( )( )

3 5 2 1 4 2 2 2

2
4 1 2 1

2 2
5 2 4 2 2 2

k k b k k a b k

k b k

k k b k a





= − −

=

= + −

 (4.44) 
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Returning back to the controller form based on eqn. (4.32) and regarding eqn. (4.36) 

then 

( )

( )

2 2 2 2
1 1 1 4 1 5 22 2

1 2 1

2 2 2 2
2 2 2 4 1 5 22 2

2 2 2

b bV
k x x k x k x

c x c

b bV
k x x k x k x

c x c






= = +




= = +



 (4.45) 

Finally, the equation of the nonlinear optimal controller is defined as  

( )

( ) ( )

( ) ( )

( )

1 1 2 2 1 1 2 2

2 22 22 2 2 2
1 1 2 2 4 1 5 2 1 4 1 5 2 22 2

1 2

2 22 22 2 2 2
1 1 2 2 4 1 5 2 1 4 1 5 2 22 2

1 2

2 22 2
1 1 2 2 4 1 5 2 1 2

1 2

u k x k x k x k x

b b
k x k x k x k x x k x k x x

c c

b b
k x k x k x k x x k x k x x

c c

b b
k x k x k x k x x x

c c

  = − + + +

 
 = − + + + + + =
 
 

 
 = − + + + + + =
 
 

  
  = − + + + +

  
  

 (4.46) 

Finally, the equation above can be transformed into  

( ) 2 22 2
1 1 2 2 4 1 5 2 1 2

1 2

b b
u k x k x k x k x x x u ulp npc c

  
   = − + + + + = + 

  
  

 (4.47) 

Of which the linear component represented as  

( )1 1 2 2
u k x k x
lp
 = − +   

And the nonlinear component represented as  

( ) ( ) ( )( )2 2
4 1 5 2 2 1 1 2 2 2

u k x k x b c x b c x
np
 = − + +  

It is worth to repeat that  
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for steady states 

*
, 01 ,

*
01

i id q d q

m m 

 =

 =

 then 

( )

( )

*
, ,

1
*

*
, , ,

2
*

d q d q

m m

d q d q d q

m m m

i i dt
x

dt

i i i
x

 



  

  −


= 
− 


  = −

= 
= −




 

 

finally full view of the nonlinear optimal controller is 

( )

( )

( )

1 1 2 2

1 12 2
2 4 1 2 5 2 1 2

1 2

1 12 2
6 1 7 2 1 2

1 2

u k x k x
lp

u b k x b k x x x
np c c

k x k x x x
c c

 = − +

 
  = − + +
 
 

 
 = − + +
 
 

 (4.48) 

4.2.3. Parameter Identification for Nonlinear Optimal Controller 

The state space variables, the input variables and typical form of the cost function are 

recalled in eqns. (4.49), (4.50) and (4.51), respectively. 

1 2

T
i i
ind d

TT
x x i i

inq q

T

in m

 

 

 


 

 

   = =      


 
 

X  (4.49) 

 

*

v
d

u v
q

T
e











= 




 (4.50) 
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( )min

0

J dt
u


= +

T T
XQX URU  (4.51) 

Q  and R  represent the matrices for positive weighting coefficients. Sizes of the 

matrices are defined according to the number of the state space and input variables 

shown as below 

( )2 2 2min
1 1 2 2

0

J x x cu dt
u

 


= + +  (4.52) 

 1

2

0
0

 and c



 = =
  

Q R  (4.53) 

In these circumstances,  

1  denotes the weighting coefficient for variation of the integral value 

of corresponding state space variable 

2  denotes the weighting coefficient for the error of corresponding state 

space variable 

c  the weighting coefficient for variation of the input variable 

Conventional PI controllers in the simulations in Chapter 3 are replaced with proposed 

nonlinear optimal controllers. The controller parameters are initially calculated as in 

Table 4.3 in Appendix H regarding the weighting coefficients in eqns. (4.54) and 

(4.55). Heuristic approach is then applied for adjusting the controller parameters to 

achieve the best IPMSM drive response.  

21 2000

1 2 21 10
max max

 (For velocity controller  rpm)
rated rated

I             (For current controllers I  A)

 
 

 =


= = 
 =


 (4.54) 
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21 5
max max

21 150
max max

T  (For velocity controller T  Nm )
e e

c

v     (For current controllers v  V)

 =


= 
 =


 (4.55) 

Table 4.3 Nonlinear optimal controller parameters (first attempt) 

 
1k  2k  6k  7k  1c  2c  

d-axis 

current 

controller 

15 14.4495 3.33e-4 3.33e-4 0.001 0.001 

q-axis 

current 

controller  

15 14.4636 3.33e-4 3.32e-4 0.001 0.001 

Velocity 

controller 
0.0080 0.0112 0.0014 0.0013 0.01 0.01 

Conventional IPMSM drive with MTPA control approach is simulated with the 

controller parameters in Table 4.1, the simulation results shown in Figure 4.4. The 

results for nonlinear optimal IPMSM drive with the parameters in Table 4.3 is shown 

in Figure 4.5. It is obvious both in torque, velocity and d, q-axis currents responses of 

the nonlinear optimal IPMSM drive are more robust. The results show less oscillations 

and overshoots during transients. Besides, the inherent nonlinearities sourced by 

MTPA control algorithm are eliminated (Best seen in between 0.75 and 0.8 seconds). 

Overshoot in the torque line is overdamped and the oscillations in d-axis current line 

are eliminated. This proves that the nonlinear optimal IPMSM drive supersedes the 

conventional one even in ideal circumstances. 



 

88 

 

 

 

a. 

b. 

c. 

Figure 4.4 MTPA Control with PI a. Input velocity and torque references 

 b. IPMSM velocity and torque responses 

  c. d, q-axis currents (regarding core resistance) 
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The heuristic method is carried out for optimising the velocity controller parameters, 

as illustrated in Table 4.4. Firstly, ‘c ’ weighting coefficient is defined as 100 larger in 

the first case scenario and then 100 smaller in the second case scenario than the default 

value in eqn. (4.55). Results shown in Figure 4.6. Smaller c weighting coefficient for 

velocity controller ends up with less oscillations and overshoots than one with larger 

c. Compared to the results with default values in Figure 4.5, transitions are worsened.  

a. 

b. 

c. 

Figure 4.5 MTPA Control with NO a. Input velocity and torque references 

 b. IPMSM velocity and torque responses 

  c. d, q-axis currents (regarding core resistance) 
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Table 4.4 Nonlinear Optimal controller parameters with various c weighting 

coefficient for the velocity controller 

 1k  2k  6k  7k  1c  2c   

d-axis 

current 

controller 

15 14.4495 3.33e-4 3.33e-4 
0.00

1 

0.00

1 
 

q-axis 

current 

controller  

15 14.4636 3.33e-4 3.32e-4 
0.00

1 

0.00

1 
 

Velocity 

controller 

7.97e-4 0.0026 0.0143 0.0151 0.01 0.01 1st case 

0.0797 0.0836 1.42e-4 1.39e-4 0.01 0.01 2nd case 

1  weighting coefficient of the velocity controller has then been changed to its 100 

larger (1st case) and 100 smaller values (2nd case) in Table 4.5, the simulation results 

shown in Figure 4.7. Same pattern has been carried out for 2 , the velocity controller 

parameters are updated as in Table 4.6 and simulation results depicted in Figure 4.8. 

Table 4.5 Nonlinear Optimal controller parameters with various 1  weighting 

coefficient for the velocity controller 

 1k  2k  6k  7k  1c  2c   

d-axis 

current 

controller 

15 14.4495 3.33e-4 3.33e-4 0.001 0.001  

q-axis 

current 

controller  

15 14.4636 3.33e-4 3.32e-4 0.001 0.001  

Velocity 

controller 

0.07974 0.0264 0.0143 0.0015 0.01 0.01 1st case 

7.9737e-4 0.0083 1.4295e-4 0.0014 0.01 0.01 2nd case 

Table 4.6 Nonlinear Optimal controller parameters with various 2  weighting 

coefficient for the velocity controller 

 1k  2k  6k  7k  1c  2c   

d-axis 

current 

controller 

15 14.4495 3.33e-4 3.33e-4 0.001 0.001  

q-axis 

current 

controller  

15 14.4636 3.33e-4 3.32e-4 0.001 0.001  

Velocity 

controller 

0.0080 0.0801 0.0014 0.0143 0.01 0.01 1st case 

0.0080 0.0079 0.0014 3.7039e-4 0.01 0.01 2nd case 
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a. 

b. 

c. 

d. 

Figure 4.6 ‘c’ weighting coefficient variation of the velocity controller 

 a. velocity and torque response for c=100c 

 b. velocity and torque response for c=0.01c 

  c. d, q axes currents responses for c=100c 

 d. d, q axes currents responses for c=0.01c 
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a. 

b. 

c. 

d. 

Figure 4.7 ‘ ’ weighting coefficient variation of the velocity controller 

 a. velocity and torque response for  

 b. velocity and torque response with  

  c. d, q axes currents response for  

 d. d, q axes currents response for  



 

93 

 

 

a. 

b. 

c. 

d. 

Figure 4.8 ‘ ’ weighting coefficient variation of the velocity controller 

 a. velocity and torque response for =100c 

 b. velocity and torque response for =0.01c 

  c. d, q axes currents for =100c 

 d. d, q axes currents for =0.01c 
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The heuristic method then applied for d-axis current controller parameters with same 

pattern. The controller parameters are updated as in Table 4.7, Table 4.8 and Table 4.9 

and the results are obtained shown as in Figure 4.9, Figure 4.10 and Figure 4.11, 

respectively. 

Table 4.7 Nonlinear Optimal controller parameters with various c weighting 

coefficient for the d-axis current controller 

 
1k  2k  6k  7k  1c  2c  

 

d-axis 

current 

controller 

1.5 1.0428 0.0033 0.0031 0.001 0.001 1st case 

150 149.4398 3.33e-5 3.33e-5 0.001 0.001 2nd case 

q-axis 

current 

controller  

15 14.4636 3.33e-4 3.32e-4 0.001 0.001  

Velocity 

controller 
0.0080 0.0112 0.0014 0.0013 0.01 0.01  

 

Table 4.8 Nonlinear Optimal controller parameters with various 1  weighting 

coefficient for the d-axis current controller 

 
1k  2k  6k  7k  1c  2c  

 

d-axis 

current 

controller 

150 14.5277 0.0033 3.32e-4 0.001 0.001 1st case 

1.5 14.4417 3.33e-5 3.33e-4 0.001 0.001 2nd case 

q-axis 

current 

controller  

15 14.4636 3.33e-4 3.32e-4 0.001 0.001  

Velocity 

controller 
0.0080 0.0112 0.0014 0.0013 0.01 0.01  

 

Table 4.9 Nonlinear Optimal controller parameters with various 2  weighting 

coefficient for the d-axis current controller 

 
1k  2k  6k  7k  1c  2c  

 

d-axis 

current 

controller 

15 149.4320 3.33e-4 0.0033 0.001 0.001 1st case 

15 1.1142 3.33e-4 3.055e-5 0.001 0.001 2nd case 

q-axis 

current 

controller  

15 14.4636 3.33e-4 3.32e-4 0.001 0.001  

Velocity 

controller 
0.0080 0.0112 0.0014 0.0013 0.01 0.01  
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a. 

b. 

c. 

d. 

Figure 4.9 ‘c’ weighting coefficient variation of the d-axis controller 

 a. velocity and torque response for c=100c 

 b. velocity and torque response for c=0.01c 

  c. d, q axes currents responses for c=100c 

 d. d, q axes currents responses for c=0.01c 
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a. 

b. 

c. 

d. 

Figure 4.10 ‘ ’ weighting coefficient variation of the d-axis controller 

 a. velocity and torque response for  

 b. velocity and torque response for  

  c. d, q axes currents responses for  

 d. d, q axes currents responses for  
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a. 

b. 

c. 

d. 

Figure 4.11 ‘ ’ weighting coefficient variation of the d-axis controller 

 a. velocity and torque response for  

 b. velocity and torque response for  

  c. d, q axes currents responses for  

 d. d, q axes currents responses for  
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Exact same pattern is also carried out for q-axis current controller. The parameter are 

presented in Table 4.10, Table 4.11 and Table 4.12, the results as shown in Figure 

4.12, Figure 4.13 and Figure 4.14, respectively. 

Table 4.10 Nonlinear Optimal controller parameters with various c weighting 

coefficient for the q-axis current controller 

 
1k  2k  6k  7k  1c  2c  

 

d-axis 

current 

controller 

15 14.4495 3.33e-4 3.33e-4 0.001 0.001  

q-axis 

current 

controller  

1.5 1.0558 0.0033 0.0031 0.001 0.001 1st case 

150 149.4539 3.33e-5 3.33e-5 0.001 0.001 2nd case 

Velocity 

controller 
0.0080 0.0112 0.0014 0.0013 0.01 0.01  

 

Table 4.11 Nonlinear Optimal controller parameters with various 1  weighting 

coefficient for the q-axis current controller 

 
1k  2k  6k  7k  1c  2c  

 

d-axis 

current 

controller 

15 14.4495 3.33e-4 3.33e-4 0.001 0.001  

q-axis 

current 

controller  

150 14.6668 0.0033 3.3065e-4 0.001 0.001 1st case 

1.5 14.4431 3.33e-5 3.33e-4 0.001 0.001 2nd case 

Velocity 

controller 
0.0080 0.0112 0.0014 0.0013 0.01 0.01  

 

Table 4.12 Nonlinear Optimal controller parameters with various 2  weighting 

coefficient for the q-axis current controller 

 
1k  2k  6k  7k  1c  2c  

 

d-axis 

current 

controller 

15 14.4495 3.33e-4 3.33e-4 0.001 0.001  

q-axis 

current 

controller  

15 149.4334 3.33e-4 0.0033 0.001 0.001 1st case 

15 1.2351 3.33e-4 2.9803e-5 0.001 0.001 2nd case 

Velocity 

controller 
0.0080 0.0112 0.0014 0.0013 0.01 0.01  
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a. 

b. 

c. 

d. 

Figure 4.12 ‘c’ weighting coefficient variation of the q-axis controller 

 a. velocity and torque response for c=100c 

 b. velocity and torque response for c=0.01c 

  c. d, q axes currents responses for c=100c 

 d. d, q axes currents responses for c=0.01c 
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a. 

b. 

c. 

d. 

Figure 4.13 ‘ ’ weighting coefficient variation of the q-axis controller 

 a. velocity and torque response for  

 b. velocity and torque response for  

  c. d, q axes currents responses for  

 d. d, q axes currents responses for  
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a. 

b. 

c. 

d. 

Figure 4.14 ‘ ’ weighting coefficient variation of the q-axis controller 

 a. velocity and torque response for  

 b. velocity and torque response for  

  c. d, q axes currents responses for  

 d. d, q axes currents responses for  
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Regarding parameter variations from Table 4.4 to Table 4.12, it can be seen that the 

square of c weighting coefficient is proportional to 6 7k  and k  and inversely 

proportional to 1 2k  and k ; the square of 1  is proportional with 1 6k  and k ; and the 

square of 2 is proportional with 2 7k  and k . Regarding demonstrated results in from 

Figure 4.6 to Figure 4.14, For the velocity controller, larger c and 2 coefficients result 

in increase in oscillations and overshoots, however smaller ones cause increase in 

transition time; for q-axis current controller, smaller c and larger 2 result in better 

responses; for d-axis current controller, larger c slightly overdamps the overshoots. 1

does not significantly affect the responses for all three controllers. As a result, 10 times 

smaller c and 10 times larger 2 weighting coefficients for q-axis current controller, 

100 times larger c for d-axis current controller results in less overshoot, oscillations 

and transient time in total responses as seen in Figure 4.15 (Final controller parameters 

shown in Table 4.13) 

Table 4.13 Nonlinear optimal controller parameters (final attempt) 

 
1k  2k  6k  7k  1c  2c  

d-axis 

current 

controller 

1.5 1.0428 0.0033 0.0031 0.001 0.001 

q-axis 

current 

controller  

47.43 149.4 1.05e-4 3.33e-4 0.001 0.001 

Velocity 

controller 
0.0080 0.0112 0.0014 0.0013 0.01 0.01 
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a. 

b. 

c. 

d. 

Figure 4.15 First and final responses 

 a. velocity and torque response for parameters in Table 4.3 

 b. velocity and torque response for parameters in Table 4.13 

  c. d, q axes currents responses for parameters in Table 4.3 

 d. d, q axes currents responses for parameters in Table 4.13 



 

104 

 

4.3. Application of Conventional Energy Efficient Control Approaches to 

Nonlinear Optimal IPMSM Drive 

Figure 4.16 presents the results of simulation of ZDAC control structure of 

IPMSM when the PI controllers are replaced by the nonlinear optimal controllers. 

Please note that similar with PI controllers the outputs of the nonlinear optimal 

controllers and their integrators were saturated. The comparison of operation of both 

structures is only possible when the controllers are not saturated (close to steady state 

values). Compared to result with PI controllers in Figure 3.7 the velocity overshoots 

and undershoots are smaller and the same applies to the torque. The control modelling 

was performed based on IPMSM models ignoring and accounting for core loss. 

Figure 4.17 depicts the results of simulation of MTPA control structure of 

IPMSM when the PI controllers are replaced by the nonlinear optimal controllers. 

Please note that similar with PI controllers the outputs of the nonlinear optimal 

controllers and their integrators were saturated. The comparison of operation of both 

structures is only possible when the controllers are not saturated (close to steady state 

values). Compared to the PI controllers case in Figure 3.8 the velocity overshoots and 

undershoots are smaller and the same applies to the torque. The modelling of the 

control was performed based on IPMSM models ignoring and accounting for core loss. 

Figure 4.18 demonstrates the results of simulation of ME control structure of 

IPMSM when the PI controllers are replaced by the nonlinear optimal controllers. 

Please note that similar with PI controllers the outputs of the nonlinear optimal 

controllers and their integrators were saturated. The comparison of operation of both 

structures is only possible when the controllers are not saturated (close to steady state 

values). Compared to the PI controllers case in Figure 3.9 the velocity overshoots and 

undershoots are smaller and the same applies to the torque. 
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a. 

b. 

c. 

d. 

Figure 4.16 ZDAC Control with NO a. Velocity and torque response 

 b. d,q axes voltages 

  c. d,q axes currents (Ignoring core resistance) 

 d. d,q axes currents (Regarding core resistance 
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a. 

b. 

c. 

d. 

Figure 4.17 MTPA Control with NO a. velocity and torque response 

 b. d,q axes voltages 

  c. d,q axes currents (Ignoring core resistance) 

 d. d,q axes currents (Regarding core resistance) 
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a. 

b. 

c. 

d. 

Figure 4.18 ME Control with NO a. velocity and torque response 

 b. d,q-axis voltages 

  c. d,q axes currents  

 d. Phase a,b,c currents 
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4.4. Application of Energy Efficient and Transients Optimal Control Approach 

in Nonlinear Optimal IPMSM Drive 

Figure 4.19 and Figure 4.20 present the simulation results of combined 

MTPA/ME control structure of IPMSM drive with 1 2 3 4 0P P P P+ + + =  and 

2 0AB T C− = derivations respectively with nonlinear optimal IPMSM drive. It is 

worth to bear in mind that the outputs of the nonlinear optimal controllers and their 

integrators, similar with PI controllers, are saturated. Compared to the PI controllers 

case in  Figure 3.13 and Figure 3.14 the velocity overshoots and undershoots are smaller 

and the same applies to the torque. The modelling of the control was performed based 

on IPMSM models ignoring and accounting for core loss. ( 0.5 = ) 

Figure 4.21 demonstrates the results of simulation of energy efficient and 

transients optimal control structure of IPMSM with 
2 0AB T C− =  derivations when 

the PI controllers are replaced by the nonlinear optimal controllers. Please note that 

similar with PI controllers the outputs of the nonlinear optimal controllers and their 

integrators were saturated. The comparison of operation of both structures is only 

possible when the controllers are not saturated (close to steady state values). Compared 

to the PI controllers case in Figure 3.15 the velocity overshoots and undershoots are 

smaller and the same applies to the torque. (   variates according to dynamic velocity 

error.). It is obvious in d-axis current characteristics in Figure 4.21c, a new control 

trajectory is traced between the MTPA and ME control trajectories according to   

variations. 
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a. 

b. 

c. 

d. 

Figure 4.19 Combined MTPA/ME Control with NO first method 

 a. Velocity and torque response 

 b. d,q axes voltages 

 c. d,q axes currents 

 d. a,b,c phase currents 
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a. 

b. 

c. 

d. 

Figure 4.20 Combined MTPA/ME Control with NO second method 

 a. Velocity and torque response 

 b. d, q axis voltages 

 c. d, q-axis currents 

 d. a, b, c phase currents 
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a. 

b. 

c. 

d. 

Figure 4.21 Combined MTPA/ME Control with NO third method 

 a. Velocity and torque response 

 b. d, q axes voltages 

 c. d, q axes currents 

 d. a, b, c phase currents 
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4.5. Robustness Assessment of Nonlinear Optimal IPMSM Drive 

The simulation results for IPMSM drive under MTPA control approach are also 

investigated with both conventional PI (Figure 4.22) and NO controllers (Figure 4.23) 

to visually observe robustness of the methods against motor parameter variations. The 

default motor parameters and specifications are recalled in Table 4.14. The controllers 

are tuned with the gain parameters shown in Table 4.15. 

In simulations, the velocity reference is linearly increased to the rated value (2000 

rpm) starting at 0.1 s and without load. After the system reaches the reference velocity, 

the load torque is applied as the rated torque value 1,67ratedT =  Nm. 

The simulations are performed with various moment of inertia values J= (0.004, 0.04, 

0.0004) kgm² for both PI and NO controllers. As expected, the conventional method 

is more sensitive to the variations of moment of inertia than the proposed method. It is 

worth to remind that the initial start happens when both NO and PI velocity controllers 

are saturated, so the difference will be not seen. More overshoots appear with PI 

controllers when the velocity is close to its reference value and the region 

corresponding to the step load applying, even with the default parameters. The 

oscillations happens due to the parameter variations (the moment of inertia). However, 

it is obvious IPMSM drive with nonlinear optimal controllers overdamped the 

overshoots and oscillations. Thus, the proposed method helps to increase robustness 

without any hardware change.  
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Table 4.14 IPMSM parameters and specifications used in simulations 

Rated Torque rtT (Nm) 1.67 

Rated Current I
rt

(A) 5 

Rated Speed rtW  (rpm) 2000 

Rated Voltage rtV  (V) 97 

DC link Voltage dcV  (V) 150 

sR (Ω) 0.57 

qL (mH) 22.78 

dL (mH) 8.72 

af  (Wb) 0.1077 

pn  2 

Table 4.15 The controller parameters of IPMSM drive used in simulations  

 di  

Controller 

qi  

Controller 

m  

Controller 

PI 
ki 125 285 285 

kp 1 4.36 4.36 

NO 

K1 15 15 0.0080 

K2 14.44 14.4636 0.0112 

K6 3.33e-4 3.33e-4 0.0014 

K7 3.33e-4 3.32e-4 0,0013 

C1 0.001 0.001 0.01 

C2 0.001 0.001 0.01 

Saturation 10 10 0.05 
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a. b. 

c. d. 

e. f. 

Figure 4.22 IPMSM drive under MTPA control with PI controllers 

a.) Velocity and torque responses for  

b.) d, q-axis current responses for  

c.) Velocity and torque responses for  

d.) d, q-axis current responses for  

e.) Velocity and torque responses for  

f.) d, q-axis current responses for  
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a. b. 

c. d. 

e. f. 

Figure 4.23 IPMSM drive under MTPA control with NO controllers 

a.) Velocity and torque responses for  

b.) d, q-axis current responses for  

c.) Velocity and torque responses for  

d.) d, q-axis current responses for  

e.) Velocity and torque responses for  

f.) d, q-axis current responses for  
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4.6. Conclusions 

The purpose of this chapter to enhance robustness of the conventional IPMSM drives. 

The PI controllers in conventional IPMSM drives are replaced with nonlinear optimal 

controllers to accomplish this objective. LQR procedure with integral actions is first 

employed to identify the optimal control parameters, which is linear part of the NO 

controllers. The very well-known reality is that if the operating point in real-time 

operation changes, the optimal control parameters should be adjusted, too. In order to 

prevent parameter updates, which forms the nonlinear part of the NO controllers, 

Krasovskiy's optimality criterion is applied. Consequently, a real-time automatic 

control action is provided instead of updating LQR gain parameters. 

The optimal gain parameters are identified based on a cost function in LQR procedure 

which can be adjusted based on operation requirements. In this study, the Q  and R

matrices in the cost function, represents the weighting coefficient of the state space 

and input variables, are identified based on heuristic method. 

The robustness of the proposed IPMSM drive is assessed with the simulations in 

created Matlab Simulink via changing the moment of inertia (to observe the reaction 

to parameter variations.) 

The proposed method offers improved performance due to its robustness in the 

presence of uncertainties and parameter variations during real-time operation. Being 

based on conventional control structure and requiring just software adjustments rather 

than changes in hardware. This feature allows to upgrade existing industrial IPMSM 

drives to a more robust version. 
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CHAPTER 5. VERIFICATION OF ENERGY-EFFICIENT 

NONLINEAR OPTIMAL CONTROL FOR IPMSM 

DRIVES 

 

5.1. Introduction 

This chapter is designed to  

➢ explain the main hardware scheme of the laboratory-based test rig  

➢ explain the main software scheme of the test rig 

➢ evaluate MTPA and ME control approaches in IPMSM drives with 

conventional FOC concept to see how feasible it is to implement the combined 

MTPA/ME control approach into existing industrial IPMSM drives  

➢ evaluate the proposed nonlinear optimal control approach embedded in FOC 

control concept for IPMSM drives and validate how feasible it is to implement 

the proposed control concept and its robustness in real time operation 
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5.2. Overview of the Laboratory-based Test Rig 

The real time experimental verification of this study was carried out on a pre-set 

test rig in the laboratory facilities of the Power and Control Systems Research (PCSR) 

Group of the School of Engineering of the University of Warwick. It is demonstrated 

in Figure 5.1. 

 

The test rig is built around two mechanically coupled IPMSMs of approximately 

the same rated power of 12 kW. Either of the motors can be used as under test motor 

or the load motor. The load motor is connected to the industrial AC drive from KEB 

with imbedded vector torque or velocity control. In this research the load motor was 

torque controlled. The KEB cabinet contains an inverter and a regenerative unit 

allowing to return the power from the DC link to return to the grid. The torque 

Tirius IPMSM 

Ashwoods 

IPMSM 

Semikron 

Inverter 

KEB Drive 

 

OP5600 HIL 

Software/ 

Monitoring 

DS1104 

Figure 5.1 Test Rig 
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reference and parameters of the load motor are set and monitored using a special KEB 

software - KEB Combivis 6. The motor under test is connected to a two-level three-

phase inverter designed in the PCSR Group based on Semikron power modules. The 

control of the inverter is implemented OPAL RT OP5600 and dSpace DS1104 rapid 

control prototyping systems. Each of the motor is equipped by a resolver. The resolver 

of the load machine is connected to the corresponding interface of the KEN inverter. 

The signals from the under-test motor resolver are processed by the DS1104 and 

imbedded their velocity and position observer and finally the instantaneous values of 

velocity and position are transferred to OPAL RT OP5600. The OPAL RT implements 

corresponding control algorithms for the under-test motor including space vector 

PWM and protections: overcurrent and overvoltage. There are a DC link voltage 

sensor and a current sensor in each phase of the underload moto interfaced with the 

analog inputs of the OPAL-RT. Digital outputs of the OPAL-RT used for PWM 

modulation are galvanically isolated. The DC link of the inverter can be connected to 

the DC link of the KEB inverter but in this research, it was connected to a Magna DC 

supply to eliminate influence of the inverters on each other. The test rig was set up 

before this PhD research. In this PhD research only software part was modified to 

implement required control approaches. 

The block diagram of the Test Rig to show the connections between the unites 

is demonstrated in Figure 5.2. And the control design created in Matlab Simulink with 

RT-Lab-platform to be carried out on the embedded FPGA unite in Opal-RT OP5600 

Hardware in the loop (HIL) shown in  
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The test rig is an air-cooled system and compatible with standalone DC electric 

power supplies and standard 3-phase industrial grid. All hardware units and software 

required are specified in Table 5.1 The detailed explanations for both load and under-

test motors is illustrated in Appendix I 

Figure 5.2 Connections of the test rig hardware 
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Table 5.1 The hardware Unites of the Test Rig 

No: Identification Explanation 

1 Under Test Motor Tirius JEM02 IPMSM, three-phase, 5 pole, 

12kW, 28 Nm, 3700 rpm, 560 Vdc 

2 Under Test Motor Drive  Semikron 3 power modules based three-

phase IGBT inverter with 600 VDC 

3 Load Motor Ashwoods dual core IPMSM, three-phase, 4 

pole, 10kW,43Nm, 3250 rpm 560 Vdc 

4 Load Motor Drive KEB COMBIVERT F5 AC motor controller 

and drive unit, 30kW, 305-500V,2-16kHz 

5 Real Time Simulator OPAL-RT OP5600 HIL 

6 Real Time Simulator dSPACE DS1104 

7 Signal Generator Any signal generator to produce 10kHz sin 

wave is acceptable 

8 Software Matlab Simulink with RT-Lab platform 

9 Software KEB Combivis 6 interface 

10 Resolver  

11 High Power DC Supply For Semikron İnverter 
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The Combivert F6 KEB Cabinet, which is particularly utilised for the load motor 

control, is a control cabinet designed as a 3-phase 415 V motor drive and regenerative 

unite. It mainly consists of two Combivis R6 AC-DC converters, one Combivis F5 3-

phase DC-AC inverter and a DC busbar link among them. The cabinet represents the 

behaviours of the conventional industrial IPMSM drives controlled by traditional 

PWM signals produced by Combivis KEB 6 software created with CODESYS 

Automation Platform.  

The function generator is used to supply 10 kHz sinusoidal signal for the resolver 

carrier signals for velocity estimation through dSpace DS1104. 

The Semikron 3 phase inverter is designed based on three one-leg IGBT-

modules with 600 VDC, which is implemented into modifiable power box to be able 

to verify various hardware architecture.   

5.3. Validation of conventional MTPA and ME Control Approaches in FOC for 

industrial IPMSM drives 

The results of experimental testing of standard MTPA and ME approaches are 

presented in Fig. 5.3. The no load start of the motor with linear reference increase till 

3000 rpm was explored following by the gradual 2 Nm step increases in the load torque 

(and decreases at the end). As it can be observed in the figure, the torque overshoots 

are always higher for the MTPA case. During the no load start the torque is higher for 

the MTPA and this reduces the transients time. 
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As expected, the torque per Ampere ratio is higher for the MTPA case. The 

analysis proves the sense of combining the MTPA and ME approaches in 'transients 

optimal and energy efficient drive'. The parameters of the motors used in the control 

algorithms were provided by the motors manufacturers. The parameters of the PI 

controllers are shown in Table 5.2.  

Figure 5.3    

 a.) MTPA Control 

 b.) ME Control 

1.) Velocity and Torque Response 

2.) d, q axis currents 

3.) Torque to Current Ratio 

a1.

) 

a2.

) 

a3.

) 

b1.

) 

b2.

) 

b3.

) 
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Table 5.2 PI Controller Parameters 

 
dri  

Controller 

qri  

Controller 

m  

Controller 

PI 

ik  8 8 1.2 

pk  6 6 0.2 

5.4. Nonlinear Optimal Control with MTPA 

Fig. 5.4 shows the results of the experimental testing of the system with Nonlinear 

Optimal Controllers and MTPA. The no load motor start till 2000 rpm following the 

linear reference increase is explored. It is followed by a gradual loading increase with 

2 Nm load torque steps. 

 

a. 

Figure 5.4. Experimental Data  a.) Torque and velocity response 

 b.) d, q-axis currents 

b. 
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Table 5.3 The Parameters in the Nonlinear Optimal Controllers 

  di  

Controller 

qi  

Controller 

m  

Controller 

NO 

K1 8 8 1,2 

K2 6 6 0,2 

K6 0,4 0,8 0,12 

K7 0,3 0,6 0,02 

C1 15,6 15,6 694,45 

C2 27 27 25000 

Sat 35 175 29,167 

It is worth to bearing in mind that the torque overshoots in this case with respect 

to the steady state step values are lower than in the case of the ordinary MTPA with PI 

controllers in Fig. 5.3. And they are approximately the same for different temporary 

operating points. This means less influence on the corresponding velocity deviations 

from the steady state value. The control implementation is feasible and demonstrates 

some dynamics improvement. The parameters of the Nonlinear Optimal Controllers 

are presented in Table 5.3. 
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5.5. Conclusions  

The purpose of this chapter is to support energy efficient and transients optimal control 

structure proposed in Chapter 3 and nonlinear optimal IPMSM drive proposed in 

Chapter 4 with experiments. An extensive lab-based experiment rig is used to test 

existing and proposed control methods.  

The experiment results for energy efficient and transients optimal control method show 

that conventional MTPA control provides better torque capability than the ME control 

method. The proposed energy efficient and transients optimal control method can 

provide energy efficient operation during steady states and better torque response is 

achieved during transients. 

The experimental testing of Nonlinear Optimal IPMSM drive under MTPA control 

showed that overshoots in torque response were reduced compared to the case with PI 

controllers. 
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CHAPTER 6. CONCLUSIONS 

The literature review has shown that the control of IPMSMs includes the high-

performance torque or velocity control to meet the dynamical demands of the 

application and the energy consumption optimisation algorithms which improve the 

efficiency of the motor operation. Zero D-axis current, MTPA and ME approaches are 

utilised. Zero D-axis control is usually used in industrial drives. There are no 

established routes to make a choice between the MTPA and ME approaches. ME 

control can provide higher efficiency, but the accurate modelling of the core loss is 

required, and iterative real time solution of the implicit optimal equation is necessary. 

MTPA control is simpler in implementation since it does not require the core loss 

modelling and can provide faster dynamics. Therefore, there is a research space in 

solving this dilemma which this thesis addresses via combining both methods based 

on operating conditions. The torque and velocity control should cope with the 

inaccuracy of parameters and their variations along with the nonlinearities introduced 

by the nonlinear energy efficient algorithms. The new control approaches to be 

accepted by industry should require no significant hardware changes and should be 

straightforward in upgrading the existing industrial drives and simple in attenuation. 

The research succeeded in analytical derivations of the nonlinear implicit optimal 

equation for the combined MTPA/ME method from which the optimal d-axis current 

can be computed iteratively in real time and the equation is identical to the 
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corresponding optimal equation of the ME method except two parameters which are 

scaled. It means only minor control code update when upgrading ME to the combined 

MTPA/ME. The derivations are based on the concept of the fictitious total electric loss 

which consists of the copper loss and a fraction of the core (iron) loss. The dilemma 

of the choice between the MTPA and ME is transformed into the problem of the 

optimisation of the fraction parameter. Moving this parameter between zero and one 

allows approaching either MTPA or ME control depending on operation conditions. 

This PhD research demonstrates very easy and straightforward application of the 

combined MTPA/ME method to implement ‘transients optimal and energy efficient 

drive’ providing the MTPA control during transients for faster dynamics and the ME 

control during steady states for higher efficiency and the transitions between the 

methods are smooth and simple. 

This PhD research introduces the concept of Nonlinear Optimal Control of IPMSM. 

The control structure is the same as in industrial drives with the close velocity loop 

and two currents loops, but three PI controllers are replaced by three Nonlinear 

Optimal Controllers. The linear parts of the controllers are designed as LQR 

controllers with integral actions for a specific operating point based on the linearised 

model of the IPMSM. In fact, these are PI controllers with the optimal LQR gains for 

this point. Then the models of the loops are updated considering the deviations of the 

LQR gains from the designed values as new control inputs. Application of the LQR 

control design procedure combined with the criterion of the generalised work of A. 

Krasovskiy allows to yield the control solution in explicit view. The nonlinear optimal 

parts emulate the adjustments of the LQR gains of the linear parts based on operating 

conditions. It allows to cope with inaccuracy of parameters and their varying in 

permitted ranges and with nonlinearities of the energy consumption optimisation 
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algorithms. It allows to avoid using extensive look up tables for updating the LQR 

gains for various operating points. Although the theory behind is quite complicated, 

the upgrading of industrial drives with PI controllers is straightforward and simple: no 

hardware change is required and only software related to the PI controllers must be 

modified. Practical engineers making the upgrade do not need to have knowledge in 

optimal control theory since there are explicit formulae for all parameters of the 

controllers. 

Simulation of the proposed control approaches and comparison with existing methods 

proved the analytical derivations and expected advantages. The feasibility of the 

Nonlinear Optimal Control was proved using an experimental test rig with rapid 

control prototyping using OPAL RT OP5600 and dSpace DS1104 systems. The 

dSpace was used for the velocity and position estimations only based on the signals 

from a resolver. The rest of the control was implemented in OPAL RT and squeezed 

into 100 µs execution time. 
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6.1. Foreseen Future Work 

This study stands for investigating more energy efficient and robust control structures 

for IPMSM drives than the conventional industrial ones. An energy efficient and 

transients optimal IPMSM drive is first introduced. The main purpose of this method 

to specialise the conventional IPMSM drives to electric vehicle applications. The 

method is supported with extensive simulations created in Matlab Simulink. The 

simulation results show that the combining MTPA and ME control approaches 

according to operating circumstances may provide more energy efficient during steady 

state and faster torque dynamics during transients. However, the energy efficient and 

transients optimal control method is not validated according to specific operating 

conditions for electric vehicles. Developing a Simulink model consisting of IPMSM 

drive under energy efficient and transients optimal control method combined with 

electric vehicle model is a foreseen future work. Consequently, the effects of the 

proposed control method on battery, efficiency characteristics in standard driving 

cycles introduced in literature may be validated.  

Main advantage of the nonlinear optimal IPMSM drive introduced in Chapter 4 is 

enhancing robustness against any uncertainties and parameter variations. The control 

structure is extensively introduced in the study. The method is validated with 

simulations in Matlab Simulink. It is assessed with various energy efficient control 

approaches. The method does not require any LUTs or updates during real-time 

operation, therefore it is advantageous. However, the optimal control parameters are 

investigated with heuristic method. This is time-consuming and should be repeated for 

each IPMSM from the beginning. This control parameter identification method can be 

replaced with an offline method based on stability analysis and can be coded in Matlab 

to shorten engineering time spent on optimal control parameter identification. 



 

131 

 

 

Both control methods proposed in this Ph.D. study are extensively validated in 

simulations created in Matlab Simulink. However, the experimental results need to be 

extended especially for operation in flux weakening region. Therefore, it is planned to 

combine proposed methods with a flux weakening solution in simulation at first. Then 

this new control approach for a wide speed range will be validated on the lab-based 

experiment rig introduced in this study.
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APPENDICES 

Appendix A Matlab Code for Torque \Torque-angle with Saliency 

clear all; 

clc; 

%% Definitions 

np=2;%%Pole Pair 

Is=5;%%Stator current amplitude 

syms delta; %%Torque angle(the angle between q-axis and stator 

current phasor) 

pm_flux=0.1077;%% Permanent Magnet Flux 

Ld=(8.72*10^-3);%%d-axis inductance 

syms ro; %% the saliency coefficient 

syms k; %% a coefficient to variate d -axis inductance 

%% Plotting  

delta=[-pi/6:pi/720:pi/3]; clf; 

for ro=1:4; 

k=1; 

%Torque equation 

T=(3/2)*np*Is.*cos(delta).*(pm_flux-0.5*Is*(1-

ro)*k*Ld.*sin(delta)); 

[T_max(ro), index] = max(T); 

delta_degree=delta.*(180/pi); 

delta_max(ro) = delta_degree(index); 

% subplot(1,2,2) 

plot(delta_degree,T,'linewidth',2),grid on 

hold on 

textstring = sprintf('(%.0f,%.2f)',delta_max(ro), T_max(ro)); 

text(delta_max(ro)-1, T_max(ro)+((-1)^ro)*(0.01), textstring, 

'FontSize', 16); 

end 

hold on 

scatter(delta_max,T_max,30,'filled'); 

legend('?=1','?=2','?=3','?=4','Tmax','fontsize',16), 

xlabel('Torque angle(?r)','fontsize',16), 

ylabel('Torque(Nm)','fontsize',16),xlim([-20 60]),ylim([1.1 

2.2]); 
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Appendix B MTPA Trajectory 

clear all; clc; 

%% Definitions 

Rs=0.57; 

np=2;%%Pole Pair 

Im=8.46;%%Stator max current amplitude 

Vm=50;%%Stator max voltage amplitude 

Isrt=5;%%Stator rated current amplitude 

wb=2400*(pi/30); %%base speed 

pm_flux=0.1077;%% Permanent Magnet Flux 

Ld=(8.72*10^-3);%%d-axis inductance 

Lq=(22.78*10^-3);%%q-axis inductance 

A=pm_flux/(2*(Lq-Ld)); 

iq=0:0.001:Im;  

id=A-sqrt(A^2+iq.^2); 

%%current limits 

id1=-Im:0.001:Im; 

iq1=sqrt(Im^2-id1.^2); 

%%max Torque coordinates 

idm=A/2-sqrt(A/4+((Im^2)/2)); 

iqm=sqrt(Im^2-idm^2); 

%% voltage limits 

Vom=Vm-Rs*Im; 

ido=-Im:0.001:Im; 

vqo=wb*pm_flux+wb*Ld.*ido; 

vdo=-sqrt(Vom^2-vqo.^2); 

iqo=-vdo/(wb*Lq); 

%% plot 

plot(id,iq,'r',id1,iq1,'b',ido,iqo,'linewidth',2),grid 

on, hold on 

legend('MTPA trajectory','Current Limit','Voltage 

Limit','fontsize',16,'fontname','Times New Roman'), 

xlabel('d-axis current-

idr(A)','fontsize',16,'fontname','Times New Roman'),  

ylabel('q -axis current-

iqr(A)','fontsize',15,'fontname','Times New 

Roman'),xlim([-9 9]),ylim([-0.5 11.5]); 
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Appendix C Parameter Identification for PI Controllers 

PI-controller of q-axis current 

The expression for the q-axis current of IPMSM not accounting for the core loss is 

q

q S q q p R d d p R f

di
L R i U n L i n

dt
 + = − −   

Introduce q-axes time constant 
q

q

S

L
T

R
= . Then the equation above transforms to the 

following view 

( )
1q

q q q p R d d p R f

S

di
T i U n L i n

dt R
 + = − −   

Denote 
d

s
dt

=  then  

( )
1/

1

S
q q p R d d p R f

q

R
i U n L i n

T s
 = − − 

+
 

In the control system the components 
p R d d p R fn L i n − −   are compensated by the 

decoupling controller. Then the transfer function of the iq current open loop is 

( ) 1/
( )

( ) 1

q S
iq

q q

i s R
W s

U s T s
= =

+
 

Select the PI iq current controller in the following view 

( ) ( )

1 1
( )

1/ /

q q

iqc des

S S des

T s T s
W s k

R s s R k

+ +
= =  

Where kdes is a desired gain of the controller. 
Then the closed loop for the iq current is 

( )1 1

( ) ( ) 1 1 1 1

1/1 ( ) ( ) ( ) ( ) 1 1
11

1 1/

iqc iq

iqclosed

qS desiqc iq iqc iq des

desq S

W s W s
W

sT ss R kW s W s W s W s T s

kT s R

− −
= = = = =

++ + +
++

+

 

where Tdes is a desired time constant. 

So the closed iq loop should behave like an aperiodic transfer function. 

For the researched motor 

Lq=0.02278 H 

Rs=0.57 Ohm 

Then Tq=Lq/Rs=0.04 s. Assume Tdes=0.002 s. 

Then 

( )

1 1 1
( )

1/

q q des S
iqc des des S des S q piq iiq

S

T s T s k R
W s k k R k R T k k

R s s s s

+ +
= = = + = +  

where the proportional and integral gains of the controller are 

1 1
0.57 0.04 11.4

0.002
piq des S q S q

des

k k R T R T
T

= = =  =  
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1 1
0.57 285

0.002
iiq des S S

des

k k R R
T

= = = =  

PI-controller of d-axis current 

The expression for the d-axis current of IPMSM not accounting for the core loss 

d
d S d d p R q q

di
L R i U n L i

dt
+ = +  

Introduce d-axis time constant d
d

S

L
T

R
= . Then the equation above transforms to the 

following view 

( )
1d

d d d p R q q

S

di
T i U n L i

dt R
+ = +  

Denote 
d

s
dt

=  then ( )
1/

1

S
d d p R q q

d

R
i U n L i

T s
= +

+
 

In the control system the component 
p R q qn L i  is compensated by the decoupling 

controller. 

Then the transfer function of the id current open loop is 

( ) 1/
( )

( ) 1

d S
id

d d

i s R
W s

U s T s
= =

+
 

Select the PI id current controller in the following view 

( )

1
( )

1/

d
idc des

S

T s
W s k

R s

+
=  

Following the design procedure above, the proportional and the integral gains of the 

controller are 
0.00872

0.0153
0.57

d
d

S

L
T s

R
= = = . 

1 1
0.57 0.0153 4.36

0.002
pid des S d S d

des

k k R T R T
T

= = =  = . 

1 1
0.57 285

0.002
iid des S S

des

k k R R
T

= = = = . 

PI-controller of the angular velocity 

The motor shaft dynamics is described by the following differential equation 

( )
1R

e f R m

d
T T F T

dt J


= − − −  

Where ( ),e d qT f i i=  is the electromagnetic torque, 
fT  is the static friction torque, F  

is the viscous friction torque gain and mT  is the load torque. 

Assume F  is small and negligible then 

R
e f m

d
J T T T

dt


= − −  

Without the friction and load torque 

R
e

d
J T

dt


=  
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Denote 
d

s
dt

=  then  

1
R eT

Js
 = . 

The torque control can be approximated, based on the above optimised current loops, 

as an aperiodic transfer function. Then 

*1 1

1
R e

des

T
Js T s

 =
+

 

The corresponding transfer function ignoring the friction and load torque is 

*

( ) 1 1
( )

( ) 1

R

e des

s
W s

T s Js T s



= =

+
 

( )

4 1 1
( )

4 2 1

des
des

des des des

T s
W s

T s T s T s


+
=

+
 

Then the transfer function of the angular velocity controller is 

( )

( ) 4 1 1 4 11
( )

( ) 4 2 1 1 1 8

des des des des
c

des des des des des

W s T s T s T sJs
W s J

W s T s T s T s T T s






+ + +
= = =

+
 

The proportional and integral gains of the PI controller above are. 

0.004
1

2 2 0.002
p

des

J
k

T
 = = =


. 

0.004
125

8 8 0.002 0.002
i

des des

J
k

T T
 = = =

 
. 

For zero d-axis current methods the torque Te=(3/2)*np*pm_flux*iq 

The output of the velocity controller is iq reference and not torque reference. 

Then a scaling must be added iq*=Te*/(1.5*np*pm_flux) in the d-axis method 

between the iq* and the output of the velocity controller! 
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Appendix D ZDAC Control Approach in FOC Concept Accounting the Core Loss 
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Appendix E Matlab Code for Power Loss Differentiation versus 

d-axis current with P1+P2+P3+P4=0 

Te=1; Ld=0.00872; Lq=0.02278; 

pm_flux=0.1077; 

np=2; imax=20; i00d=-imax; 

Rc=240; Rs=0.57; wm=100; beta=0.5; 

i=0; 

while (i00d<=imax) 

    i=i+1; 

    P1a=2*Lq*Te*wm*(Ld-Lq)/(3*Rc*(pm_flux+i00d*(Ld-

Lq))*(pm_flux+i00d*(Ld-Lq)))+1; 

    P1b=i00d-2*Lq*Te*wm/(3*Rc*(pm_flux+i00d*(Ld-Lq))); 

    P1=2*Rs*P1a*P1b; 

     

    P2a=Ld*np*wm/Rc-2*Te*(Ld-Lq)/(3*np*(pm_flux+i00d*(Ld-

Lq))*(pm_flux+i00d*(Ld-Lq))); 

    P2b=2*Te/(3*np*(pm_flux+i00d*(Ld-

Lq)))+np*wm*(pm_flux+Ld*i00d)/Rc; 

    P2=2*Rs*P2a*P2b; 

     

    P3=-8*beta*Lq*Lq*Te*Te*wm*wm*(Ld-

Lq)/(9*Rc*(pm_flux+i00d*(Ld-Lq))*(pm_flux+i00d*(Ld-

Lq))*(pm_flux+i00d*(Ld-Lq))); 

    P4=2*beta*Ld*np*np*wm*wm*(pm_flux+Ld*i00d)/Rc; 

       

    FF=P1+P2+P3+P4; 

    %if (FF>0)  break; end 

    FF_(i)=FF; 

    id_(i)=i00d; 

    i00d=i00d+0.01; 

end 

%icomputed=i00d 

plot(id_,FF_); 
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Appendix F Matlab Code for Power Loss Differentiation versus 

d-axis current with AB-T²C=0 

Te=1; 

Ld=0.00872; 

Lq=0.02278; 

pm_flux=0.1077; 

np=2; 

imax=100; 

i00d=-imax; 

Rc=240; 

Rs=0.57; 

wm=100; 

beta=0.5; 

i=0; 

while (i00d<=imax) 

    i=i+1; 

    

A=1.5*1.5*np*np*(Rs*Rc*Rc*i00d+wm*wm*np*np*Ld*(Rs+Rc*beta

)*(Ld*i00d+pm_flux)); 

    B=(pm_flux+(Ld-Lq)*i00d)^3; 

    C=(Rs*Rc*Rc+(Rs+Rc*beta)*(np*wm*Lq)*(np*wm*Lq))*(Ld-

Lq); 

    FF=A*B-C*Te*Te; 

    %if (FF>0)  break; end 

    FF_(i)=FF; 

    id_(i)=i00d; 

    i00d=i00d+0.01; 

end 

%icomputed=i00d 

plot(id_,FF_); 
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Appendix G Combined MTPA/ME Control Approach in FOC Concept Accounting the Core Loss  
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Matlab Code in Block 4a 

function [id_,iq_]=fcn(Te,wm,beta,np, Rs, Rc, Ld, Lq, 

pm_flux) 

imax=20; 

i00d=-imax; 

%See paper S. Amornwongpeeti, O. Kiselychnyk1, J. Wang, 

C. Antaloae, M. Soumelidis, N. Shah, 

%“A Combined MTPA and Maximum Efficiency Control Strategy 

for IPMSM Motor Drive Systems,”  

%https://ieeexplore.ieee.org/document/7841412, equation 

(16) 

%And my derivations in the file named 

'Combined_derivations_for_Merve.docx' 

while (i00d<=imax) 

    %See final equations from the docx file 

    

A=1.5*1.5*np*np*(Rs*Rc*Rc*i00d+wm*wm*np*np*Ld*(Rs+Rc*beta

)*(Ld*i00d+pm_flux)); 

    B=(pm_flux+(Ld-Lq)*i00d)^3; 

    C=(Rs*Rc*Rc+(Rs+Rc*beta)*(np*wm*Lq)*(np*wm*Lq))*(Ld-

Lq); 

    FF=A*B-C*Te*Te; 

    if (FF>0)  break; end 

    i00d=i00d+0.01; 

end 

i0d_=i00d; 

%See paper Shigeo Morimoto, Yi Tong, Yoji Takeda, and 

Takao Hirasa,  

%"Loss Minimization Control of Permanent Magnet 

Synchronous Motor Drives" 

%IEEE TRANSACTIONS ON INDUSTRIAL ELECTRONICS, VOL. 41, 

NO. 5, OCTOBER 1994 

%From Torque Equation (7) in the paper above and scaled 

by 3/2 which is neglected in the paper 

i0q_=Te/(1.5*np*(pm_flux+(Ld-Lq)*i0d_)); 

  

%Current mapping equations (3) and (4) in the paper above 

iq_=i0q_+(wm*np*(pm_flux+Ld*i0d_)/Rc); 

id_=i0d_-(wm*np*Lq*i0q_/Rc); 

  



 

167 

 

Appendix H  Parameter Identification for Nonlinear Optimal Controllers 

%q-axis Current Controller Parameter Calculation 

Lq=0.02278; 

Rs=0.57; 

%Regarding the state space equation u= + +X AX B F  
Tq01=Lq/Rs; 

a1=-1/Tq01; 

A=[0 1; 0 a1]; 

b1=1/(Tq01*Rs); 

B=[0; b1]; 

% Q matrix is defined Regarding the simulation based 

%observations 

%The current limit in the simulations is defined as 10A 

% R=c=1/(Umax)^2 is identified regarding the voltage 

limit is Umax for d and q axes is limited to +/-150V, 

alpha1=1/(0.05*10*0.05*10); 

alpha2=1/(1.5*10*1.5*10); 

Q=[alpha1 0;0 alpha2]; 

c=1/(150*150); 

R=c; 

%Computation of the controller gains k1 and k2 in eqn. 

(4.28).which is  

% ( )( ) ( ) ( )1 12 1 22 2 1 12 1 1 22 2 1 1 2 2
u b c k x k x b c k x b c k x k x k x= − + = − − = − −  

%Following equations are for calculations with matlab 

%command lqr 

[K,S,CLP]=lqr(A,B,Q,R); 

k1=K(:,1) 

k2=K(:,2) 

%For the sake of double check 

k22=(a1+sqrt(a1*a1+b1*b1/c*(2*sqrt(alpha1*c)/b1+alpha2)))

/(b1*b1/c); 

k12=sqrt(alpha1*c)/b1; 

%Computing k1 and k2 different methods 

k1_=b1*k12/c 

k2_=b1*k22/c 

%It is seen that k1 and k1_ are identical and k2 and k2_ 

are identical 

%It means the derivations are correct 

 %Assuming that Rs=constant and due to magnetic 

saturation and inaccurate measurements Lq can variate by 

50% 

%Then the new parameters in matrices A and B are 

Tq02=0.5*Lq/Rs; 

a2=-1/Tq02; 

b2=1/(Tq02*Rs); 

  

%For determining the controller parameters of the 

nonlinear part 
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%Described by equation Error! Reference source not found.

,Error! Reference source not found. and 

Error! Reference source not found. 

k4=alpha1/(2*b2*k1); 

k5=(alpha2+2*k4)/(2*(b2*k2-a2)); 

k6=b2*k4 

k7=b2*k5 

%Assume c1=c2=0.001 is identified by heuristic method, 

thus the outputs of nonlinear and linear parts can be 

comparable. 

c1=0.001 

c2=0.001 

 

 

% d-axis Current Controller Parameters Calculation 

Ld=0.00872; 

Rs=0.57; 

% Regarding the state space equation u= + +X AX B F
Td01=Ld/Rs; 

a1=-1/Td01; 

A=[0 1; 0 a1]; 

b1=1/(Td01*Rs); 

B=[0; b1]; 

%Q matrix is defined Regarding the simulation based 

%observations 

%The current limit in the simulations is defined as 10A 

% R=c=1/(Umax)^2 is identified regarding the voltage 

%limit is Umax for d and q axes is limited to +/-150V 

alpha1=1/(0.05*10*0.05*10); 

alpha2=1/(1.5*10*1.5*10); 

Q=[alpha1 0;0 alpha2]; 

c=1/(150*150); 

R=c; 

% Computation of the controller gains k1 and k2 in eqn. 

(4.28).which is  

% ( )( ) ( ) ( )1 12 1 22 2 1 12 1 1 22 2 1 1 2 2
u b c k x k x b c k x b c k x k x k x= − + = − − = − −  

% Following equations are for calculations with matlab 

%command lqr 

[K,S,CLP]=lqr(A,B,Q,R); 

k1=K(:,1) 

k2=K(:,2) 

%For the sake of double check 

k22=(a1+sqrt(a1*a1+b1*b1/c*(2*sqrt(alpha1*c)/b1+alpha2)))

/(b1*b1/c); 

k12=sqrt(alpha1*c)/b1; 

%Computing k1 and k2 different methods 

k1_=b1*k12/c 

k2_=b1*k22/c 
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%It is seen that k1 and k1_ are identical and k2 and k2_ 

are identical 

%It means the derivations are correct 

 %Assuming that Rs=constant and due to magnetic 

saturation and inaccurate measurements Lq can variate by 

50% 

%Then the new parameters in matrices A and B are 

Td02=0.5*Ld/Rs; 

a2=-1/Td02; 

b2=1/(Td02*Rs); 

  

%For determining the controller parameters of the 

nonlinear part 

%Described by equation Error! Reference source not found.

,Error! Reference source not found. and 

Error! Reference source not found. 

k4=alpha1/(2*b2*k1); 

k5=(alpha2+2*k4)/(2*(b2*k2-a2)); 

k6=b2*k4 

k7=b2*k5 

%Assume c1=c2=0.001 is identified by heuristic method, 

thus the outputs of nonlinear and linear parts can be 

comparable. 

c1=0.001 

c2=0.001 

 

 

% Velocity Controller Parameters Calculation 

%The following parameters are taken from the Simulink 

model 

J=0.004; 

Trated=1.67; 

wrated=2000*pi/30; 

F=0.01*Trated/wrated; 

Tm01=J/F; 

%Regarding that the inner loops, id and iq current loops, 

%should provide significantly faster dynamics than the 

%outer, velocity, loop. Ideally the developed torque 

%should be equal to the reference torque 
*T T

e e
=  (the 

%reference torque at the input of %MTPA or ML controller 

%or output of the velocity controller %for the zero d-

%axis current method). In reality, a scaling parameter 

%named k
T
is introduced to provide 

*T k T
e T e

= . 

kt01=1; 

  

%Regarding the state space equation u= + +X AX B F  
a1=-1/Tm01; 
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b1=kt01/(Tm01*F); 

A=[0 1; 0 a1]; 

B=[0; b1]; 

  

%Q and R matrices are defined according to the current 

%and voltage limits in the simulations for current 

controller parameters. In this case, those are defined 

with heuristic method. 

alpha1=0.01/(0.0003*wrated*0.0003*wrated); 

alpha2=0.01/(0.01*wrated*0.01*wrated); 

Q=[alpha1 0;0 alpha2]; 

c=1/(3*Trated*3*Trated); 

R=c; 

  

% Computation of the controller gains k1 and k2 in eqn. 

(4.28).which is  

% ( )( ) ( ) ( )1 12 1 22 2 1 12 1 1 22 2 1 1 2 2
u b c k x k x b c k x b c k x k x k x= − + = − − = − −  

% Following equations are for calculations with matlab 

%command lqr 

[K,S,CLP]=lqr(A,B,Q,R); 

k1=K(:,1) 

k2=K(:,2) 

 

%For the sake of double check 

k22=(a1+sqrt(a1*a1+b1*b1/c*(2*sqrt(alpha1*c)/b1+alpha2)))

/(b1*b1/c); 

k12=sqrt(alpha1*c)/b1; 

%Computing k1 and k2 different methods 

k1_=b1*k12/c 

k2_=b1*k22/c 

%It is seen that k1 and k1_ are identical and k2 and k2_ 

are identical 

%It means the derivations are correct 

%Assuming that Rs=constant and due to magnetic saturation 

%and inaccurate measurements Lq can variate by 50% 

%Then the new parameters in matrices A and B are 

 

%Assumming that F=constant and J can variate by 50% due 

%to uncertainties or inaccurate measurements then 

%The new parameters of matrices A and B are 

Tm02=0.5*J/F; 

kt02=kt01; 

a2=-1/Tm02; 

b2=kt02/(Tm02*F); 

 %For determining the controller parameters of the 

%nonlinear part 

%Described by equation Error! Reference source not found.

,Error! Reference source not found. and 

Error! Reference source not found. 
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k4=alpha1/(2*b2*k1); 

k5=(alpha2+2*k4)/(2*(b2*k2-a2)); 

k6=b2*k4 

k7=b2*k5 

%Assume c1=c2=0.001 is identified by heuristic method, 

thus the outputs of nonlinear and linear parts can be 

comparable. 

c1=0.01 

c2=0.01 
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Appendix I  Motor Specifications used in lab-based experiment rig 

Motor specification 

No. Parameter Unit Tirius 

JEM02 

Ashwoods dual 

core 

1 Maximum power kW 30 29 

2 Rated power kW 12 10 

3 Maximum torque Nm 80 84 

4 Rated torque Nm 28 43 

5 Maximum speed  rpm 10000 7500 

6 Rated speed rpm 3700 3250 

7 Maximum DC voltage VDC 600 600 

8 Rated DC voltage VDC 560 560 

9 Maximum line voltage V 600 600 

10 Rated line voltage V 400 400 

11 Maximum current A (rms) 80 80 

12 Rated current A (rms) 25 72,5 

14 Rated frequency Hz 308 216,6 

15 Number of pole pairs - 5 4 

16 Winding connection Star/ 

Delta 

Star Star 

17 Phase-phase stator resistance mΩ 280 42 

18 Phase-phase stator inductance mH 4,63 3,42 

19 d-axis inductance mH 1,62 3,52 

20 q-axis inductance mH 2,78 4,48 

21 Back EMF constant V/kprm 0,89 93,5 

22 Torque constant Nm/A varies 1,3 

23 Moment of inertia kg.m^2 0,004 0,0263 

24 Rotor PM flux linkage Wb 0,109 0,181 
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Abstract—An energy efficient and transients optimal control for 

Interior Permanent Magnet Synchronous Motors is introduced 

based on the concept of the combined Maximum Torque per 

Ampere (MTPA) and total electric Loss Minimisation (LM) 

control approaches. The nonlinear optimal implicit equation of 

the combined MTPA/LM method is derived in a new compact 

form, the same as for the conventional LM approach. Then it is 

very simply applied to activate the MTPA control during 

transients for fast dynamics and the LM control during steady 

states for maximum efficiency. Compared to the existing similar 

approaches, it allows smooth transition between the methods 

with smaller number of equations simplifying required control 

coding and reducing the control algorithm execution time. 

Analytical results are supported by simulations and 

experimental results. 

Keywords—Permanent Magnet Motors, Variable Speed 

Drives, Trajectory Optimization, Electric Vehicles, Angular 

Velocity Control. 

I. INTRODUCTION 

As part of the targets of carbon emission reduction [1], 
electrification of road transport has been received great 
attention in last few decades. Interior Permanent Magnet 
Synchronous Motors (IPMSM) are widely utilised in Electric 
Vehicles (EVs) owing to their inherent features such as high-
power density, high efficiency, compactness, large torque-
current ratio, etc.  

Conventional Field Oriented Control (FOC) concept 
transforms each motor electrical three-phase AC variable into 
equivalent two DC variables defined in a rotating d-q reference 
frame aligned with the IPMSM’s rotor permanent magnet flux. 
Such approach allows to implement the control similarly to the 
DC motor control. It includes two stator currents in d- and q-
axes closed loops with PI current controllers and a velocity 
closed loop with a PI controller which output is the reference 
of the q-axis current loop. Zero d-axis current (ZDAC) control 
strategy means that this current reference is all the time zero. 
It provides linear dependence of the motor torque on the q-axis 
current significantly simplifying the controllers design 
procedure and control implementation. Since the d-axis 
current diverges from zero value during transients, a 
decoupling algorithm is added to make these currents loops 
independent and improve the dynamic performance. However, 
the torque capability of IPMSM cannot be fully utilised in this 
case since the inherent reluctance torque is disregarded and the 
motor efficiency is far from the optimal value. Further 
improvement is achieved via setting a specific nonlinear 
relationship between the d- and q-axes stator current 
references which worsens the dynamic performance but allows 
two possible optimisations. The first, Maximum Torque Per 
Ampere (MTPA) control [2] allows to extract maximum 
possible torque for a given stator current rms (or amplitude) 
value. The second is the Loss Minimization (LM) control 
strategy [3] achieving maximum efficiency (ME) of the motor 
via minimising the total electric motor loss. 

The influence of the stator d- and q-currents on the torque 
capability of IPMSM is investigated in [4]. It is shown that the 
magnetic saliency due to the buried magnets creates magnetic 
flux pathways with different permeances leading to the 
reluctance torque [4], [5] proportional to the product of the d- 
and q-axes currents. Then the total torque dependence on the 
d-axis stator current for a given amplitude has a maximum 
point. The corresponding optimal relationship between the d- 
and q-axes currents can be determined analytically in explicit 
view determining the MTPA control [2] or alternatively the 
optimal stator current vector angle as a function of the stator 
current amplitude can be determined [5]. To exclude influence 
of the motor parameters on the accuracy of the MTPA 
trajectories, automatic searching algorithms are used instead 
of the optimal equations based which significantly slows down 
the control. The process of the maximum searching is 
accelerated based on the online polynomial curve fitting 
proposed in [6]. In [7], the velocity regions, including ones 
with partial field weakening for higher velocities and lower 
torques, are defined were the MTPA implementation is 
possible. In general, all MTPA approaches provide faster 
transient response and minimisation of the motor copper loss. 

The total electric loss in IPMSM consists mainly of two 
components: the copper loss and the iron loss. The iron loss is 
due to eddy currents, hysteresis [8] and the excess losses. They 
are accounted for in the IPMSM model using some empirical 
formulae [8] or as an equivalent iron loss constant resistance 
[3] or the iron loss resistance dependent on the motor velocity 
[9] which was justified using Bertotti iron loss formula and 
Finite Element Analysis. In all cases, the LM algorithm is 
based on the differentiation of the total electric loss function 
with respect to the d- or q-axis current with following equating 
the results to zero similarly as for the MTPA. However, this 
gives only implicit optimal relationship between the d- and q-
axes currents [3] requiring the real time solution of the 
nonlinear optimal equation via iterations (slower algorithm 
compared to the MTPA). 

In the EV applications the designers face a dilemma which 
control approach to be selected since there is a trade-off 
between faster dynamics and better efficiency varying during 
the corresponding driving cycles where the parameters of the 
motor are also subject to change influencing the control 
accuracy. The average efficiency or power loss over a driving 
cycle can be the selection criterion [10], [11] if the focus is on 
the energy saving. The efficiency difference between MTPA 
and LM approaches is presented in [12] during an overall 
driving cycle. 

A compromising solution between the efficiency and faster 
dynamics is suggested in [13] where the control is switched 
between MTPA during transients and LM during steady states

mailto:merve.oztekin@warwick.ac.uk
mailto:O.Kiselychnyk@warwick.ac.uk
mailto:jihong.wang@warwick.ac.uk
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 introducing additional transients due to switching. A 
similar hybrid method based on the velocity error is 
proposed in [14] without using the switch to eliminate the 
switching disturbances. The MTPA trajectory is always 
kept activated and the difference between the optimal d-
axis currents in MTPA and LM methods is added only 
during steady state operation. This complicates the 
implementation via real time computations for both 
approaches at the same time. 

The presented paper is based on the previous results of 
the authors reported in [15], where so-called combined 
MTPA/ME control approach was introduced for IPMSMs. 
Compared to the solutions above there is no switching 
between these two techniques and only one nonlinear 
algebraic equation is to be solved online iteratively to 
determine the optimal current references. A special control 
parameter is introduced, limited between zero and one, 
allowing to move smoothly between MTPA and LM 
trajectories and to provide steady state operation with either 
MTPA or LM or combined (in-between MTPA and LM) 
optimal current reference curves. This allows additional 
optimisation procedures for EVs via regulation of this 
control parameter depending on the operation conditions. 
In the paper the control parameter was the ratio of the 
requested torque and its rated value which provided smooth 
transition from MTPA to LM while increasing the torque 
from zero to its rated value. The control parameter can be 
also considered as a function of State of Charge (SoC) of 
the battery feeding the drive. Moving from MTPA to LM 
with decreasing SoC may allow to save the energy and to 
increase the driving path. The presented paper extends the 
results obtained in [15]. It derives the optimisation 
nonlinear algebraic equation in a compact form similar to 
the standard LM optimisation equation from [3] allowing 
simpler coding, simpler possible upgrade from existing LM 
codes to the combined method and better understanding of 
the difference between the LM and combined approaches. 
The paper also shows the application of the combined 
approach to achieve the MTPA during transients and LM 
during the steady states and how simpler this approach is 
comparing to those from [13] and [14]. Instead of thinking 
what to use, MTPA or LM algorithms, there appears a new 
question of how to optimise their combination. 

II. THE CONTROL CONCEPT 

A. IPMSM Dynamics Modeling Accounting for Iron Loss 

The dynamical model of IPMSM accounting for the iron 

loss is based on the equivalent circuits presented in Figure 

1. 

 

Figure 6.1. The equivalent circuit of IPMSM in d-q reference frame 

aligned with the rotor permanent magnet flux in d-axis 

The following notation is used in the figure: ,dr qrv v  

are the stator voltages in d and q axes, respectively, 

,dr qri i  are the stator currents, ,cdr cqri i  are the 

corresponding iron loss currents, af  is the permanent magnet 

flux, sR  is the stator resistance, cR  is the iron loss resistance, 

,d qL L  are the stator inductances in the corresponding axes, r  

is the electrical angular frequency of the rotor. The equivalent 

circuits are described by the following two equations where p  

denotes the differentiation operation  

0

q r dqr oqr oqr r afs c
s

r q dcdr odr odr

L p Lv i iR R
R

L L pRv i i

  



+
= + +

−

         
         
          

 (1) 

where = −odr dr cdri i i  and = −oqr qr cqri i i . 

The electromagnetic torque is determined as [16], [17] 

( )( )
3

2
e p af oqr d q odr oqrT n i L L i i= + −  (2) 

where pn  is the number of pole pairs. 

The dynamics of the motor’s shaft is modelled according to 

the equation below [2] 

m
e l m

d
T T J B

dt


− = +  (3) 

where lT  denotes the load torque, J  is the motor inertia, and 

m  is the mechanical velocity of the rotor, / =m e pn  and 

B  is the viscous friction coefficient. 

B. MTPA Control Algorithm 

The conventional MTPA control is designed ignoring the iron 

loss ( = cR ) then =odr dri i  and =oqr qri i . Differentiating 

the torque equation (2) with respect to odri  and equating it zero 

gives the optimal relationship between the currents maximizing 
the torque for a given stator current amplitude  

( ) ( )

2
2

22 4

af af
dr qr

q d q d

i i
L L L L

 
= − +

− −

. (4) 

In the control algorithm 
*=qr qri i  is the reference of the q-axis 

current loop (the output signal of the PI velocity controller) and 
*=dr dri i  is computed in real time according to (4). 

To decouple the dri  and qri  current loops the feed-forward 

voltage compensator is implemented depicted in Figure 6.2 [2]. 

 

Figure 6.2. Feed-forward voltage compensator 

C. Loss Minimization Algorithm  
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The total electrical loss eW  mainly consists of the 

copper loss and the iron loss as shown in (5). The stray 
losses are neglected [3]. 

W W We Cu Fe= + . (5)

For a three-phase IPMSM, the copper loss CuW  and the iron 

loss FeW  are determined as in (6). 

2 2

2 2

3
( )

2

3
( )

2

Cu s qr dr

Fe c cqr cdr

W R i i

W R i i

= +

= +

 (6) 

Based on Figure 6.1, equations (6) are transformed to the 

following view 

( )

( )

22

222 2

3

2

( )3

2

r af d odrr q oqr
Cu s odr oqr

c c

r af d odrr q oqr
Fe

c c

L iL i
W R i i

R R

L iL i
W

R R

 

 

+
= − + +

+
= +

             

 
 
 
 

 

The conventional LM trajectory equation is attained via 

differentiation of the total electrical loss in (5) with respect to 

the 
odri  current and equating it to zero, 0e odrdW di = . It 

results in a polynomial equation of third order with respect to 

odri  [3]. 

2
eAB T C=  (7) 

where  

( ) ( )( )( )2 2 2
9 4p s c odr r d s c d odr afA n R R i L R R L i = + + + , 

( )
3

( )af d q odrB L L i= + − , 

( )2 2
( )( ) ( )s c s c r q d qC R R R R L L L= + + − . 

During LM control, the requested torque 
*
eT  is the output 

signal of the PI velocity controller. The 
*
odri  reference value 

is computed in real time via iterative solution of (7) with 

*=e eT T . Then *
oqri  is computed using (2). Finally, 

*
odri  and 

*
oqri  are mapped into 

*
dri  and 

*
qri . Please note that LM control 

current trajectory depends on r  and cR . The feed-forward 

voltage compensation shown in Figure 6.2. Feed-forward voltage 

compensatorcan still be used but the currents odri  and oqri  

must be used instead of dri  and qri . 

D. Combined MTPA/LM Algorithm 

Introduce the fictitious electrical power loss defined as 

below [15] 

f Cu FeW W W= + , (8) 

where   is the control parameter and 0 1  . 

Eliminating oqri  from (8) with following differentiating 

equation (8) with respect to 
odri  and equating it to zero, 

0=f odrdW di , yields the same polynomial equation (7) 

where B  is the same but A  and C  are updated as follows 

( ) ( )( )( )2 2 2
9 / 4p s c odr r d s c d odr afA n R R i L R R L i  = + + + (9) 

( )( )( )( )
22

s c s c r q d qC R R R R L L L = + + −  (10) 

The obtained nonlinear optimal equation for the combined 

MTPA/LM technique is the same as for the conventional LM 

but with the modified 
cR  value only in two places. The 

obtained form is very convenient for upgrading existing LM 

control systems and more compact compared to one in [15] 

for coding new systems. Please note that if 0 =  then 

=f CuW W  and the solution of (7) with (9) and (10) gives the 

MTPA optimal currents trajectory which is close but a bit 

different from (4) since it still accounts for 
cR  and r

. If 

1 =  then =f eW W  and the solution yields the LM optimal 

currents trajectory which is identical to the conventional case. 

Changing   in real time in the range from zero to one allows 

to create optimal currents trajectories in-between the LM and 

MTPA optimal currents curve and to formulate   

optimisation goal depending on operating conditions. 

E. Steady-State LM and Dynamical MTPA Hybrid Algorithm 

Implementation 

The block diagram for   computation is shown in Fig. 3. 

During the transients there is a dynamical velocity error 
* −m m . The error is amplified, and the abs value is taken 

with following subtraction from one. Since the amplification 

gain is quite high and the output signal is saturated between 

zero and one then during transients 0 =  and the MTPA is 

implemented. During the steady states due to the PI velocity 

controller 
* =m m  and 1 = . During transients there are 

also short periods when 0 1   and   changes smoothly 

due to the I-part of the controller providing smooth transitions 

between the two control approaches. The duration of these 

periods can be adjusted via proper selection of the gain value. 

Compared to the solution in [13] the switching is avoided. In 

the presented method, only one nonlinear optimal equation is 

solved in real time iteratively instead of the similar equation 

plus another nonlinear equation for MTPA and their 

combining [14] which simplifies the implementation and 

reduces the whole algorithm execution time. 

 

Figure 6.3. Decision algorithm in β Generator 

Therefore, MTPA control provides faster dynamic response 

for acceleration or deceleration demand during velocity 

changes, while LM control ensures less energy consumption 

during steady state operation for efficient battery 
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management. The block diagram of the whole control system 

is depicted in Figure 6.4 where m
 is the angular position of 

the rotor, 
ai  and 

bi  are the stator currents in phases a and b, 

dcV  is the input DC voltage of the inverter. The feed-forward 

voltage compensator is used as well but it is not shown for 

simplicity of the block diagram figure. 

 

Figure 6.4. The proposed control structure 

III. SIMULATION RESULTS 

The proposed control structure in Figure 6.4 is investigated in 

simulations using Simulink excluding PWM generation. The 

IPMSM parameters [2], [3] and specifications are presented 

in Table 6.1. The proportional kp and integral ki gains of the 

corresponding PI controllers are specified in Table 6.2.  

The profiles of the angular velocity reference and the load 

torque are shown in Figure 6.5.a. The corresponding angular 

velocity and torque transients are presented in Figure 6.5.b. 

Please note that there exist regions with linear angular 

velocity increase or decrease caused by the saturation of the 

output signal of the velocity controller. The acceleration and 

deceleration happen under the constant torque applied to the 

motor shaft. Figure 6.5.c depicts a-, b-, and c-phase currents, 

and d- and q-axis stator currents as well. Responding to the 

angular velocity error variations, β parameter changes 

smoothly in-between 0 and 1 (see Figure 6.5.d). It converges to 

1 during steady state operation ensuring LM control. 

Therefore, the control algorithm optimises the motor 

efficiency and optimum DC power consumption is provided. 

Otherwise, during transients including the linear velocity 

increase/decrease, β coefficient is set to zero and MTPA 

control algorithm is activated which leads to better 

acceleration or deceleration performance. 

Table 6.1. IPMSM Specifications and Parameters 

Rated Torque rtT (Nm) 1.67 

Rated Current I
rt

(A) 5 

Rated Velocity rtn  (rpm) 2000 

Rated Voltage rtV  (V) 97 

DC link Voltage dcV  (V) 150 

sR (Ω) 0.57 

cR (Ω) 240 

qL (mH) 22.78 

dL (mH) 8.72 

af  (Wb) 0.1077 

pn  2 

 

 

 

Figure 6.5. Simulation results  a) Angular velocity reference and load torque

 b) Angular velocity and torque response

 c) a-, b-, c-phase and d-, q-axis currents 

 d) Instantaneous angular velocity error and β 

 

a) 

b) 

c) 

d) 
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IV. EXPERIMENTAL RESULTS 

 

 

Figure 6.6. Experimental Rig 

The experiments are carried out on a laboratory-installed 

test rig shown in Figure 6.6. The test rig consists of an under-test 

motor (Tirius IPMSM, three-phase, 5 pole pairs, 12kW, 28 

Nm, 3700 rpm, 560 Vdc), an under-test drive (Semikron 3 

power modules based three-phase IGBT inverter with 600 

VDC), Real Time Simulators (dSPACE DS1104 and OPAL-

RT OP5600 HIL), a load motor (Ashwoods IPMSM, three-

phase, 4 pole pairs, 10kW, 43Nm, 3250 rpm, 560 Vdc), a load 

motor drive (KEB COMBIVERT F5 AC motor controller and 

drive unit, 30kW, 305-500V, 2-16kHz), resolver and power 

supply units. The parameters of the PI controllers are given in 

Table 3. The data attained from experimental test rig is 

denoised with Symlet-4 Wavelet filter. 

Figs. 7 and 8 show some auxiliary experimental results 

obtained for the MTPA and LM control algorithms for the no 

load motor start following by the gradual loading and 

unloading using 2 Nm load torque steps and helping to 

understand the possible advantage of the combining. As it is 

expected the LM algorithm provides less torque compared to 

the MTPA algorithm in steady states. As it can be noted from 

the figures, the MTPA algorithm slightly reduces the transient 

time caused by the 2 Nm load torque step increase, compared 

to the LM case. 

 

Figure 6.7.  MTPA Control 

 a) Torque, Velocity 

 b) d-q axes currents 

 c) Torque per Ampere Ratio 

 

Figure 6.8.  ME Control 

 a) Torque, Velocity 

 b) d-q axes currents 

 c) Torque Per Ampere Ratio 
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V. CONCLUSION 
The paper succeeds in derivation of the implicit nonlinear 

optimal algebraic equation allowing to implement the 

combined MTPA/LM control technique of the IPMSM based 

on the concept of the fictitious electric power loss, in the same 

view as for the conventional LM method. This simplifies 

modification of the standard LM coding into the MTPA/LM 

coding or implementation of new systems compared to the 

existing approach. The application of the designed combined 

approach makes very simple the implementation of the system 

with the MTPA control during transients for faster dynamics 

and with LM control during steady states for maximum 

efficiency. It allows to provide smooth transition between the 

control methods due to combining instead of switching and to 

reduce the control algorithm execution time due to reducing 

the number of equations compared to the existing hybrid 

methods. 

VI. Appendix 

Table 6.2. The Controller Parameters in Simulations 

 
m  

Controller 

di  

Controller 

qi  

Controller 

PI 
ki 125 285 285 

kp 1 4.36 11.4 

 Sat 5 150 150 

Gain coefficient pk
for β Generator is defined as 100. 

 

Table 6.3. Controllers’ gains for experiments  

 di  

Controller 

qi  

Controller 

m  

Controller 

PI 
ik  8 8 1.2 

pk  6 6 0.2 
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Abstract— A concept of nonlinear optimal control is 

introduced for IPMSM drives. The control configuration 

remains the same as for the conventional control with 

three PI controllers for the d and q axes currents and 

velocity, but these controllers are replaced by 

corresponding nonlinear optimal controllers. The 

proposed controllers include linear (with Linear 

Quadratic Regulator - LQR) parts and nonlinear optimal 

parts emulating the automatic adjustment of the LQR 

gains based on operating conditions. The nonlinear parts 

are designed based on Krasovskiy’s optimality criterion 

leading to an explicit solution of the control design 

problem. The proposed controller possesses some 

robustness properties which is explored in simulations. 

Compared to conventional system, it allows to reduce 

velocity overshoot and torque oscillations without 

extending the transient times. The control concept is 

validated using a test rig. 

Index Terms—Control Engineering, Nonlinear Control 

Systems, Permanent Magnet Motors, Machine Vector 

Control, PI Control, Feedback, Velocity Control, Control 

Nonlinearities, Stability, Optimal Control, Optimization 

methods, Cost Function, Robust Control  

I. INTRODUCTION 
Interior Permanent Magnet Synchronous Motors (IPMSM) 

found wide industrial applications due to their inherent 
features such as high-power density, high efficiency, 
compactness, large torque-current ratio, etc. [18], [17]. Field 
Oriented Control (FOC) of these motors in the reference frame 
aligned with the rotor magnetic flux became a standard for the 
IPMSM drives manufactured and used in industry. It was 
originally developed for zero d-axis stator current control 
approach and with added d and q axes control decoupling 
which leads to the control system with three PI-controllers for 
velocity, d and q axes stator currents. Attenuation of the 
controllers’ parameters is straightforward since the d and q 
axes subsystems are linear and independent and the motor 
parameters are assumed constant and known. 

Further improvement of the FOC of the IPMSM is 
achieved via minimization of the total motor electrical losses 
[19] (Maximum Efficiency Control), via minimization of only 
motor copper losses [2] (Maximum Torque per Ampere 
Control) or via smart combining of both methods based on 
operating conditions [15]. In all three cases a static 
nonlinearity is introduced into the control system coupling the 
d and q axes subsystems again. Then the parameters of the PI-
controllers are adjusted iteratively via simulations or 
experiments to provide necessary control quality in the entire 
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velocity regulation range [20]. In case actual motor’s 
parameters differ from the measured or estimated values the 
iterative simulations and experiments can be used as well. 
Certainly, the controllers’ adjustments can be stored in look-
up tables [3] and extracted accordingly. However, it is a 
solution for a specific motor and its implementation is very 
time consuming. Model Reference Adaptive velocity 
controller can be implemented [21] forcing the velocity to 
track a reference signal and thus in some way solving the 
problem of the introduced minimization nonlinearities and 
parameters inaccuracy. However, it makes the control slower. 

In [22] a pseudo-linearization is applied to the IPMSM 
motor allowing to design a Linear Quadratic Regulator (LQR) 
of velocity, including integral component but without 
efficiency or torque per ampere ratio optimization. Although 
LQR controller possess some robustness properties, still for 
the wide range control the LQR gains should be updated. 
Besides they should be very accurately determined to decouple 
the mechanical and electrical subsystems of the motor. In  [23] 
an optimal torque controller is designed via introducing a 
nonlinear disturbance observer. The additional torque loop 
copes with the parameters’ nonlinearities (efficiency and 
torque/current ratio is not considered) but it makes control 
more complicated and estimated torque accuracy dependent. 

This paper proposes a nonlinear optimal control of the 
IPMSM which replaces three ordinary PI controllers by 
corresponding nonlinear optimal controllers in the d and q axes 
current loops and in the velocity loop. Each nonlinear optimal 
controller is designed based on an LQR controller with integral 
component obtained for specific loop. The gains of the LQR 
controller are considered as new control actions and using 
Krasovskiy’s criterion [24] explicit nonlinear formulae are 
derived allowing to update the gains based on the state 
coordinates. The linear (LQR) part of the controller is designed 
for a specific operating point and in fact it is a PI-controller 
with optimal parameters. The nonlinear part optimizes the 
system’s dynamics when the operating point is different from 
the designed one. This approach allows easy to cope with 
introduced optimization nonlinearities and parameters’ 
inaccuracies. The configuration of the system is the same as 
the standard system so the industrial drives might be updated 
with only insignificant software update.  

This paper is organized as follows: Section II explains the 
Nonlinear Optimal (NO) control concept and the design 
procedure. Comparison of simulation results for the system 
with conventional PI and NO controllers is presented in 
Section III. The experimental validation of the suggested 
system is presented in Section IV. Finally, the conclusions are 
drawn.  
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II. NONLINEAR OPTIMAL CONTROL CONCEPT

Figure 6.9 depicts the control structure of IPMSM with 

MTPA regulation based on the suggested NO control concept. 

The structure is the same as in conventional control systems of 

IPMSM, for example in [2]. However, three PI controllers are 

replaced by corresponding three NO controllers which are 

designed based on the same optimization procedure. In Figure 1, 

m  denotes the mechanical velocity, 
m  is the mechanical angle 

of the shaft measured by sensor S, 
eT  is the electromagnetic 

torque, 
di  and qi  are the d and q axes stator currents, 

ai  and 
bi  are 

the stator currents in phases a and b, 
dv  and qv  are the d and q 

axes stator voltages, 
dcV  is the DC link voltage, the subscript ‘*’ 

denotes the corresponding reference values. 

The block diagrams of three NO controllers are identical (the 

parameters are different) and they include a linear (LQR) part and 

a nonlinear part (Figure 2), where 
2X  denotes the input signal 

of the controller and 
1X  is its time integral. During simulations 

and experiment the output of the controller is saturated at certain 

level and the output of the integrator is saturated at this level 

divided by 
1K . Since 

2X  is dynamical error then the linear part 

implements an optimal PI controller. 

 
Figure 6.10. Block diagram of the NO Controller 

A. LQR based Linear Part Design 

The LQR design for d and q axes current loops is done 

independently. The LQR design for the velocity loop is done 

assuming no dynamics in the current loops, *

e eT T= . In all three 

cases the corresponding controlled subsystem model is 

represented in the view below 

u= + +X AX B F  (1) 

where, X is the vector of subsystem’s state variables, u is 

the corresponding control input and F denotes the vector of 

disturbances.  

Each subsystem (1) is of second order. It contains a 

linearized differential equation describing the dynamics of 

the deviations of 
di  or qi  or 

m  with respect to an arbitrary 

steady state and the dynamics of their integrals, necessary 

while designing LQR with an integral action. 

The linearized equations are derived from IPMSM 

dynamic model in the reference frame aligned with the rotor 

permanent magnet flux linkage vector as 

( ) ( )

( ) ( )

( ) ( )

d d d d p m q q s

q q q q p m d d p m af s

m m m e f l

T di dt i v n L i R

T di dt i v n L i n R

T d dt T T T B



  

 

 + = +



+ = − −


+ = − −

 (2) 

where, , , /d q d q sT L R= , /mT J B=  are time constant, 
sR  is 

the stator resistance, ,
qd

L L  are d and q axes inductances, 

respectively, J  is the motor inertia, B  is the viscous 

friction torque gain, 
pn denotes the number of pole pairs, 

af  is the permanent magnet flux linkage, 
fT  is the static 

friction torque, 
lT  is the load torque. 

In actual IPMSMs, ,d qL L are current-dependent, due to 

the magnetic saturation. Since the modelling is done for the 

deviations from the steady state values, these parameters 

are assumed constant during the controllers’ design, but 

they are different for different operating points. Similarly, 

the inertia J  is taken constant during the design but it can 

be different for different operating points. Therefore, all 

three time constants in (2) are changing with the change of 

the operating point. Voltages 
p m q qn L i  and 

p m af p m d dn n L i  +  are regarded as disturbances. 

The time integrals of the dynamical errors are defined 

as  

( )
( )

*

, , ,

*

ind q d q d q

in m m

i i i dt

dt  

 = −


= −




 (3) 

Figure 6.9. The Nonlinear Optimal Control Structure of IPMSM with MTPA algorithm 
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Consider the state coordinates as a sum of steady state values 

and corresponding small deviations: 
, , 01 ,

i i i
d q d q d q

= +
, 

01m m m
  = + ,

, , 01 ,
i i i
ind q ind q ind q

= +
, 

01in in in
  = +  where the index ‘01’ denotes corresponding 

steady state values and   denotes deviations. Similarly, for 

control actions, disturbances and parameters: 

, , 01 ,
v v v
d q d q d q

= +
, 

, , 01 ,
L L L
d q d q d q

= +
, 

01
T T T
e e e

= + , 
01

T T T
f f f

= +
, 

01
T T T
l l l

= + . 

Substituting the definitions above into (2) and (3) with following 

subtracting the corresponding steady state equations and 

neglecting the second order small values gives three second order 

linearized models (1) which controllers are designed 

independently. Please note that for the current subsystems 

0m = and for the velocity subsystem *

e eT T= . In all three 

cases, the deviations of the time constants due to the parameters’ 

changes are neglected in the final linearized equations due to 

their multiplication by small variables’ deviation. 

The details of model (1) for the three cases are given below 

 
 

 
1 2

*

,

T

ind d
dTT

inq q q
T

ein m

i i
v

x x i i u v

T

 


  

 


 

 = = =  
 

X  (4) 

 
01 01

1 1 01 1 01
1

01 01

1 1 / ( )
0 1

, 0 1 , 1 / ( )
0

1 1 / ( )

d d sT

q q s

m m

T T R

b a T b T R
a

T T B

→

−

= = = − =

−

   
      

A B  (5) 

( ) ( )

( ) ( )
( ) ( )

*

01 01 01 01

*

01 01 01 01

*

01

T

d p m q q q q d s

T

q p m d d d d q s

T

m f m m

i n L i i L T R

i n L i i L T R

T T T B

   

   

  

 − +
 

 = − − + 


 − − − 

F  (6) 

Please note that in steady states 
*

, 01 ,d q d qi i=  then 

*

2 , , ,d q d q d qx i i i= = −  and ( )*

1 , ,d q d qx i i dt= − , respectively. For 

the velocity control, 
*

01m m =  then 
*

2 m m mx   = = −  and 

( )*

1 m mx dt = − . 

The cost function for system (1) leading to the LQR controller is 

selected in the following view 

( )2 2 2

1 1 2 2

0

min
u

J x x cu dt 


= + +  (7) 

where 1 , 2  and c  are positive weighting constants. 

Following the standard procedure based on functional Bellman 

equation, Hamilton-Jacobi-Bellman equation in closed form, 

assuming a quadratic form of the Lyapunov function and solving 

the algebraic Riccati equation gives the following equation of the 

each LQR controller as  

( ) ( )1 12 1 1 22 2 1 1 2 2u b c k x b c k x k x k x= − − = − −  (8) 

where, ( )( ) ( )2 2 2

22 1 1 1 1 1 2 1
2k a a b c b c b c = + + +  and 

12 1 1
k c b=  

The values of the gains can also be obtained numerically using 

‘lqr’ command in Matlab. 

B. Nonlinear Optimal Control Part Design 

The controller above is the LQR controller designed for 

the system linearized within a specific operating point. 

Once the operating point changes it is necessary to update 

the gains of the controller 
1k  and 

2k . To avoid using a 

look-up table, an alternative approach is proposed below 

based on measured coordinates.  

Assume that the gain coefficients 
1 2,k k in (8) are 

obtained for possible maximum values of time constants, 

1 1min 1 1min,a a b b= =  in (5) . For possible minimum 

values of time constants,
1a  is replaced by 

2a , 2 2maxa a=

, and 
1b  is replaced by 

2b , 2 2maxb b= . Then 

 
02 02

2 2 02 2 02

2

02 02

1 1 / ( )
0 1

, 0 1 , 1 / ( )
0

1 1 / ( )

d d s
T

q q s

m m

T T R

b a T b T R
a

T T B

−

= = → = − =

−

   
   
  

A B  (9) 

For the operating point ‘02’ the LQR controller is similar as 

in (8) but with different parameters denoted by the prime 

sign 

( ) ( )2 12 1 2 22 2 1 1 2 2u b c k x b c k x k x k x    = − − = − −  (10) 

For 
, , 0min , , 0 , , 0maxd q m d q m d q mT T T  , the gains of the 

controller should be adjusted between 
ik  and 

ik  . Then for 

an arbitrary time constant within the allowed range the 

controller is represented as  

( ) ( ) ( )( )1 1 2 2 1 1 1 2 2 2u k x k x k k x k k x   = − + = − + + +  (11) 

where 
1 2,k k   are new control inputs and equations for 

their update are to be derived based on optimal control 

theory. 

Substitute (11) into (1). Then the description of the 

control system for an arbitrary steady state not accounting 

for disturbances is as follows 

( )
1 2

2 2 2 2 2 2 2 1 1 2 2 1 1 2 2

x x

x a x b u a x b k x k x k x k x 

=

= + = − + + +
(12) 

The criterion of the generalized work of A.A. 

Krasovskiy used for the cost minimization as 

( ) ( )( ) ( ) ( )( )1 2

2 2 2 2

1 1 2 2 1 1 2 2
2 22 2

,
2 1 1 2 2 2 2 20

min
4 4k k

x x c k c k
J dt

b c x V x b c x V x 

    + + +
=   +   +  

 


(13) 

where, first four terms are similar as for the LQR design, 

the last two terms are added to obtain an explicit control 

solution and 
1 2,c c  are positive weighting constants. 

The same procedure as for the LQR design with 

Lyapunov function as a quadratic form gives the nonlinear 

optimal controls as 

( ) ( )
( ) ( )

1 2 1 1 4 1 5 2

2 2 2 2 4 1 5 2

k b c x k x k x

k b c x k x k x





= +

= +  (14) 

where ( )4 1 2 12k b k= , ( ) ( )( )5 2 4 2 2 22 2k k b k a= + − . 

Finally, based on (11) and (14) the NO controller can be 

represented in the following view (as shown in Figure 2) 

( ) ( ) ( )( )( )2 2

1 1 2 2 6 1 7 2 1 1 2 1

6 4 2 7 5 2,

u k x k x k x k x x c x c

k k b k k b

 = − + + + +

→ = =
 (15) 

The designed controller includes the linear (LQR) part 

which is a PI-controller with optimal parameters and the 

nonlinear optimal part which emulates the adjustments of 

1k  and 
2k  based on the operating conditions. 
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III. SIMULATION RESULTS 

 

In this section, the simulation results for FOC with MTPA 

Approach for IPMSMs are investigated with both conventional 

PI (in Figure 6.11) and NO controllers (in Figure 6.12) The 

parameters and specifications of simulated IPMSM [3] are 

shown in Table 6.5. The controllers are tuned with the gain 

parameters shown in Table 6.6. 

In simulations, the reference velocity is linearly increased 

to the rated value (2000 rpm) starting at 0.1 s and without load. 

After the system reaches the reference velocity, the load torque 

is applied as the rated torque value 1,67lratedT = Nm. 

The simulations are performed with the moment of inertia 

J=(0.004, 0.04) kgm² values for both PI and NO controllers. As 

expected, the conventional method is more sensitive to the 

variations of moment of inertia than the proposed method. 

Please note that the initial start happens when both NO and PI 

velocity controllers are saturated, so the difference will be not 

seen. The above conclusions are made based on the start region 

where there is no saturation (when the velocity is close to the 

reference value and there is overshoot) and the region 

corresponding to the step load applying. The oscillations seen 

in Figure 6.11b are because of the increased inertia. 
 

 

a b
Figure 6.11. Torque and velocity response of FOC with MTPA with PI Controllers  a) for Moment of Inertia J=0.004 kg.m²  

 b) for Moment of Inertia J=0.04 kg.m² 

a

. 

b

. 

Figure 6.12. Torque and velocity response of FOC under MTPA with NO Controllers a) for Moment of Inertia J=0.004 kg.m² 

 b) for Moment of Inertia J=0.04 kg.m² 
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IV. EXPERIMENTAL RESULTS 

 

The experimental verification is carried out on a 

laboratory-installed test rig shown in Figure 6.14, which is 

designed for testing IPMSM drives for novel optimal control 

approaches. The test rig consists of an under-test motor (Tirius 

IPMSM, three-phase, 4 pole, 12kW, 28 Nm, 3700 rpm, 560 

Vdc), an under-test drive (Semikron 3 power modules based 

three-phase IGBT inverter with 600 VDC), Real Time 

Simulators (dSPACE DS1104 and OPAL-RT OP5600 HIL), a 

load motor (Ashwoods IPMSM, three-phase, 4 pole, 

10kW,43Nm, 3250 rpm 560 Vdc), a load motor drive (KEB 

COMBIVERT F5 AC motor controller and drive unit, 30kW, 

305-500V,2-16kHz), resolver and Power Supply Units. 

In Figure 6.13, the experimental results of the proposed 

NO Control Method are shown. In Figure 6.13a, no load start-

up performance to 2000 rpm followed by gradually step 

increasing torque demand is demonstrated. The oscillations 

happening in speed curve for each torque shift are reasonable. 

Figure 6.13b shows d, q-axes current variations for the same 

pattern as in Figure 6.13a. Due to MTPA control 

characteristic, d-axis current increases in negative direction as 

torque demand increases. Thus, the reluctance torque 

contributes more to torque response. Therefore, the proposed 

NO control approach can be implemented with MTPA 

control. 

In Figure 6.15 torque and speed oscillations seen during 

torque shifts between 4 to 8 Nm. Table 6.4 shows specified 

gain coefficients of the controllers for the under-test motor. 

 

 

Figure 6.14. Experimental Rig 

Tirius 

IPMSM 

Ashwoods 

IPMSM 

Semikron 

Inverter KEB 

OP5600 

Software/

DS1104 

Figure 6.15. Experimental Data Zoom-in View of Figure 6.13a 

  Te=4-8 Nm Nr=2000 rpm 

b. 

a. 

Figure 6.13. Experimental Data  a.) Torque and Speed Response 

 b.) d, q axes currents 
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CONCLUSION 

This paper presents a nonlinear optimal control method for 

IPMSM drives. The IPMSM control configuration remains 

the same as for conventional drives with three PI controllers 

for d and q axes currents and velocity, but the controllers are 

replaced by the corresponding nonlinear optimal controllers. 

The proposed controllers include the linear part designed as 

conventional LQR controllers (PI controllers with optimal 

parameters) and a nonlinear optimal part. The linear part is 

designed for a specific operating point whereas the nonlinear 

part is designed using the Krasovskiy’s optimality criterion 

and emulates the automatic adjustments of the LQR gains 

according to different operating conditions. The description 

of the controllers is obtained in the explicit view providing 

easy upgrade of the conventional drives and their tuning. The 

proposed control possess some robustness properties with 

respect to parameters variations which was shown in 

simulation. The experimental validation of the concept is 

presented as well. 

V. APPENDIX 

Table 6.4 Gain Coefficients of Controllers for Test-rig      

 di

Controller 

qi  

Controller 

m  

Controller 

NO 

K1 8 8 1,2 

K2 6 6 0,2 

K6 0,4 0,8 0,12 

K7 0,3 0,6 0,02 

C1 15,6 15,6 694,45 

C2 27 27 25000 

Sat 35 175 29,167 

 

Table 6.5 The Parameters of Interior Permanent Magnet 

Synchronous Motor Used in Simulations 

Rated Torque rtT (Nm) 1.67 

Rated Current I
rt

(A) 5 

Rated Speed rtW  (rpm) 2000 

Rated Voltage rtV  (V) 97 

DC link Voltage dcV  (V) 150 

sR (Ω) 0.57 

qL (mH) 22.78 

dL (mH) 8.72 

af  (Wb) 0.1077 

pn  2 

Table 6.6 Gain Coefficients of Controllers for Simulation   

 
di

Controller 

qi  

Controller 

m  

Controller 

PI 
ki 125 285 285 

kp 1 4.36 4.36 

NO 

K1 300 300 7,9737 

K2 9,7041 10,1067 0,3478 

K6 0,0067 0.0067 0.1588 

K7 2,19e-04 2,15e-4 0,0042 

C1 0.001 0.001 0.01 

C2    0.001 0.001 0.01 

Sat    10 10 0.05 
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