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ofGraphical Abstract

Effective Matching of Patients to Clinical Trials using Entity Ex-
traction and Neural Re-ranking

Wojciech Kusa, Óscar E. Mendoza, Petr Knoth, Gabriella Pasi, Allan Han-
bury

A 39-year-old man came to the clinic with cough 
and shortness of breath that was not relieved by his 
inhaler. He had these symptoms for 5 days during 
the past 2 weeks. He doubled his oral 
corticosteroids in the past week. He is a chef with a 
history of asthma for 3 years, suffering from 
frequent cough... His past medical history is 
significant for seasonal allergic rhinitis in the 
summer. He doesn't smoke or use illicit drugs. His 
family history is significant for asthma in his father 
and sister. He currently uses inhaled corticosteroid 
(ICS) and fluticasone 500 mcg/salmeterol 50 mcg, 
one puff twice daily.

Current medical condition

Past medical condition

negated statements

Disease
Drug

Patient description example

Family medical histo
ry

Title: Salmeterol/Fluticasone Easyhaler in the Treatment of Asthma and COPD
Eligibility:
Main Inclusion Criteria:
• Male or female patients with asthma or COPD who have been using salmeterol/
fluticasone propionate combination treatment for at least 3 monthsbefore the study
• Age ≥ 18 years
• Written informed consent obtained.
Main Exclusion Criteria:
• Pregnant or lactating female patients
Participation in other clinical studies during the study.
• Known hypersensitivity (allergy) to salmeterol, fluticasone propionate or the excipient 
lactose.
Description: A prospective, open-label, non-interventional, multicentre study in adult 
patients with asthma or COPD who are treated with Salme-terol/fluticasone Easyhaler...

Clinical Trial example

1st Learning  objective: 
topical relevance

2nd Learning  objective: 
eligibility classification

Training

Epoch 1

Epoch 2

Epoch 3

Effective Matching of Patients to Clinical Trials using Entity Extraction and Neural Re-ranking

Neural
Re-ranking

Query 
formulation

Document 
enrichment

Query + 

Document +

1st stage retrieval 2nd stage  retrievalEntity extraction



Journal Pre-proof
Jo
ur

na
l P

re
-p

ro
ofHighlights

Effective Matching of Patients to Clinical Trials using Entity Ex-
traction and Neural Re-ranking

Wojciech Kusa, Óscar E. Mendoza, Petr Knoth, Gabriella Pasi, Allan Han-
bury

• We conduct several experiments for the patient-to-trial matching re-
trieval problem.

• Inclusion criteria section has the biggest influence on the score in lexical
models.

• Query and document enrichment techniques improve retrieval of rele-
vant trials.

• Age and gender-based filtering helped remove 26% ineligible trials.

• Novel training strategy for re-ranking further increases retrieval effec-
tiveness.
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Abstract

Introduction Clinical trials (CTs) often fail due to inadequate patient
recruitment. Finding eligible patients involves comparing the patient’s infor-
mation with the CT eligibility criteria. Automated patient matching offers
the promise of improving the process, yet the main difficulties of CT retrieval
lie in the semantic complexity of matching unstructured patient descriptions
with semi-structured, multi-field CT documents and in capturing the mean-
ing of negation coming from the eligibility criteria.

Objectives This paper tackles the challenges of CT retrieval by presenting
an approach that addresses the patient-to-trials paradigm. Our approach
involves two key components in a pipeline-based model: (i) a data enrichment
technique for enhancing both queries and documents during the first retrieval
stage, and (ii) a novel re-ranking schema that uses a Transformer network in
a setup adapted to this task by leveraging the structure of the CT documents.

Methods We use named entity recognition and negation detection in both
patient description and the eligibility section of CTs. We further classify
patient descriptions and CT eligibility criteria into current, past, and family
medical conditions. This extracted information is used to boost the im-
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retrieval. Furthermore, we propose a two-step training schema for the Trans-
former network used to re-rank the results from the lexical retrieval. The first
step focuses on matching patient information with the descriptive sections of
trials, while the second step aims to determine eligibility by matching patient
information with the criteria section.

Results Our findings indicate that the inclusion criteria section of the CT
has a great influence on the relevance score in lexical models, and that the
enrichment techniques for queries and documents improve the retrieval of
relevant trials. The re-ranking strategy, based on our training schema, con-
sistently enhances CT retrieval and shows improved performance by 15% in
terms of precision at retrieving eligible trials.

Conclusion The results of our experiments suggest the benefit of making
use of extracted entities. Moreover, our proposed re-ranking schema shows
promising effectiveness compared to larger neural models, even with limited
training data. These findings offer valuable insights for improving methods
for retrieval of clinical documents.

Keywords: clinical trials matching, query reformulation, TREC Clinical
Trials, clinical natural language processing, neural re-ranking, eligibility
criteria, information retrieval.

1. Introduction

Clinical trials (CTs) are crucial to the progress of medical science, specifi-
cally in developing new treatments, drugs, or medical devices [1]. Awareness
and access to these studies are still challenging both for patients and physi-
cians, making the recruitment of patients a significant obstacle to the success
of trials [2, 1].

Even if a sufficient number of patients is found, the recruitment pro-
cess requires screening the patients for eligibility, which is a labour-intensive
task [3]. Automated identification of eligible participants not only promises
great benefits for translational science [2] but also aids patients by allowing
them to be included in specific trials [4].

In recent years, several initiatives have been proposed to build automatic
systems for matching patients to CTs [5, 4, 6, 7]. The task has been defined
as an information retrieval problem under the patient-to-trials evaluation
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primarily due to the complexity of matching unstructured
patient descriptions with semi-structured, multi-field clini-
cal trial documents and capturing the meaning of negation
present in the inclusion and exclusion criteria. Existing ap-
proaches to this problem lack a balanced consideration of ef-
ficiency and effectiveness.

What is
already
known

Prior work focuses on using the topical relevance of patient
descriptions to queries instead of explicitly trying to model
the eligibility criteria.

What this
paper adds

This paper contributes by addressing these limitations and
striving to enhance patient-to-trial matching. It introduces
various techniques to handle complex eligibility criteria sen-
tences, including a data enrichment technique to improve
query and document representation, as well as a novel re-
ranking setup that uses a Transformer network and a spe-
cialised training procedure designed explicitly for the eligibil-
ity screening. Our findings demonstrate that resource-efficient
models can achieve comparable results to larger, more robust
models while consuming fewer resources. This research em-
phasises the potential for significant improvements in the effi-
ciency and effectiveness of patient-to-trial matching processes.

Table 1: Statement of Significance.

paradigm [8]. Here, the query is constituted by patient-related information,
either in the form of electronic health records (EHRs) or ad-hoc queries, and
the documents are the CTs [4].

This retrieval task involves the semantic complexity of matching the pa-
tients’ information with heterogenous, multi-fielded CT documents [9]. In
addition to this, the eligibility criteria often use complex language structures
(e.g. concepts can be negated twice) and medical jargon given in either
semi-structured or unstructured ways [10].

To date, the existing approaches have revealed a significant lack of balance
between efficiency and effectiveness. While pipeline-based models showcase
promising performance, the substantial model sizes required to achieve com-

3
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reproducibility. This work presents a system for CT matching that uses data
enrichment techniques for supporting CTs search with probabilistic lexical
model as fist retriever, and a re-ranking setup with a Transformer network
with a moderate size.

On the one hand, we develop a data enrichment process for both queries
and documents. It consists of entity recognition and negation detection mod-
ules, applied to both the patient’s description and the eligibility section of
CTs. The data enrichment process also provides the classification of both
patient’s descriptions and CT eligibility criteria into current, past and family-
medical conditions. The extracted information boosts the importance of af-
firmative and negative mentions of diseases and drugs for both the documents
and queries in the traditional retrieval scenario.

On the other hand, we define a training strategy for re-ranking trials
using a pre-trained language model in a two-step schema that leverages the
structure of CT by considering not only the traditional topical relevance
objective but also the eligibility criteria. Taking the result from our first
stage retrieval process, we then match patient’s information with descriptive
sections of the trials for re-ranking based on topical relevance. Later, we
further train this model by matching patient data with trial eligibility criteria
in an attempt to discriminate documents as eligible or excluded.

We evaluate our work on the TREC Clinical Trials track 2021 and 2022
collections, showing that our methods improve finding relevant trials. More
specifically, our contributions are as follows:

1. We evaluate the utility of individual sections of CT text on the perfor-
mance of the lexical retrieval system showing that the inclusion criteria
section alone contributes the most to the effectiveness of the search sys-
tem.

2. We introduce a new query and document enrichment model that uses
information extraction modules to handle challenges posed by unstruc-
tured EHR descriptions and eligibility criteria sections of CTs. The
additional data explicitly highlight sections of patients’ medical history
and establish a novel way of handling a negation from the eligibility
criteria. Rather than relying on dictionaries to find these entities, we
use neural network-based information extraction models.

3. We propose and develop an effective re-ranking setup adapted to CT
retrieval considering different learning objectives for training. We eval-
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as biomedical domain-focused versions.

2. Background

This section describes previous work on CTmatching with various paradigms,
approaches to extract information from clinical data and from patient-related
information, and neural re-ranking for CT retrieval.

2.1. Clinical trials matching

The TREC Clinical Trials track concerns the task of matching single
patients to clinical trials. Other tasks concerning CT matching mentioned in
the literature are cohort-based retrieval [11] and trial-to-trial retrieval [12].

In the context of the TREC CT track, patient-related information is
written as free-text, whereas the document collection consists of a snapshot
of ClinicalTrials.gov database2. Each clinical trial contains multiple fields,
including two titles (brief and official one), condition, summary, detailed
description, and eligibility criteria. The content of these fields can range
from structured (e.g. gender and age of eligible patients) through semi-
structured (e.g. eligibility criteria section) to unstructured (e.g. description
and summary). The eligibility criteria field contains inclusion and exclusion
criteria, a core aspect of the CT matching task. Trials were judged using a
graded relevance scale of three points: 0 if the patient is not relevant to the
CT, 1 if the patient is topically relevant but excluded based on the eligibility
criteria, and 2 when the patient fulfils the eligibility criteria.

The TREC CTs track differs from previous medical TREC tracks in sev-
eral aspects. TREC Precision Medicine 2017–2020 [6] is concerned with
matching CTs to a patient summary consisting of only the patient’s disease,
relevant genetic variants, and basic demographic information. On the other
hand, TREC CT topics consist of an unstructured patient summary. TREC
Clinical Decision Support 2014–2016 [13] used topics written similarly (free-
text patient descriptions), but the task was to match patients to PubMed
publications, instead of CT documents. Moreover, none of the previous tracks
used a graded relevance scale focused on eligibility.

Figure 1 provides an example of a patient’s EHR description and of the
sections from a relevant CT. Using a bag-of-words approach to tackle the

2https://clinicaltrials.gov
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Legend:  Disease | Drug  |  Nega�on  | Nega�on rela�on  |   Current MC  |  Past MC  |  Family MH

 Clinical Trial - NCT03755544
Title: Salmeterol/Flu�casone Easyhaler in the Treatment of 
Asthma and COPD
Eligibility:
Main Inclusion Criteria:
• Male or female pa�ents with asthma or COPD who have 
been using salmeterol/flu�casone propionate combina�on 
treatment for at least 3 monthsbefore the study
• Age ≥ 18 years
• Wri�en informed consent obtained.
Main Exclusion Criteria:
• Pregnant or lacta�ng female pa�ents
• Par�cipa�on in other clinical studies during the study.
• Known hypersensi�vity (allergy) to salmeterol, flu�casone 
propionate or the excipient lactose.
Descrip�on: 
A prospec�ve, open-label, non-interven�onal, mul�centre study 
in adult pa�ents with asthma or COPD who are treated with 
Salme-terol/flu�casone Easyhaler. During the study the 
Salmeterol/flu�casone Easyhaler will be used according to the 
Summary of Product  Characteris�cs. Clinical effec�veness of 
the treatment will be evaluated with change in asthma or COPD 
symptoms during 12 weeks treatment.

 Pa�ent Descrip�on - #23
A 39-year-old man came to the clinic with cough 
and shortness of breath that was not relieved by 
his inhaler. He had these symptoms for 5 days 
during the past 2 weeks. He doubled his oral 
cor�costeroids in the past week. He is a chef 
with a history of asthma for 3 years, suffering 
from frequent cough, wheezing, and shortness 
of breath and chest �ghtness. The symptoms 
become more bothersome within 1-2 hours of 
star�ng work every day and worsen throughout 
the work week. His symptoms improve within 
1-2 hours outside the workplace. Spirometry 
was performed revealing a forced expiratory 
volume in the first second (FEV1) of 63% of the 
predicted. His past medical history is significant 
for seasonal allergic rhini�s in the summer. He 
doesn't smoke or use illicit drugs. His family 
history is significant for asthma in his father and 
sister. He currently uses inhaled cor�costeroid 
(ICS) and flu�casone 500 mcg/salmeterol 50 
mcg, one puff twice daily.

Figure 1: An example of a clinical trial and a description of a patient eligible for this trial.
Highlighted items are described in detail in Section 3. Example adapted from Pradeep
et al. [16].

patient-to-trial matching problem may pose difficulties as both the patient’s
description and the CTs contain many irrelevant terms, thereby introducing
noise. Moreover, both can contain negated key terms (for instance, the ex-
clusion criteria), the handling of which is essential for deciding eligibility but
may not be trivial even when using n-grams or neural network-based mod-
els [14, 15]. Additionally, the sections of queries and documents may have
different importance because of their time dependency (i.e., past or present
conditions) and because they can refer to either patients or patients’ family
medical history. One can try to overcome these issues by structuring both
the query and documents, and extracting relevant items first.

Previous work attempted to solve a CT matching task using various lex-
ical and neural models. Leveling [17] annotated a corpus with terms from
medical dictionaries and with negations for retrieving trials for the TREC
Precision Medicine track. A large number of systems reported in the TREC
CT used variants of the Okapi BM25 model [18] or the Divergence from Ran-
domness (DFR) model [19] that has demonstrated potential in the biomedical

6



Journal Pre-proof
Jo
ur

na
l P

re
-p

ro
ofinformation retrieval field.

2.2. Information extraction from clinical data

Information extraction from clinical data has been an active area of re-
search in recent years. Previous work has focused on automatic extraction
of eligibility criteria from clinical trial protocols. For instance, Dasgupta
et al. [20] presented a method for identifying and segmenting eligibility crite-
ria into five semantic categories, including demographic information, health
status, treatment history, laboratory test reports, and lifestyle. The EliIE
system [21] was proposed for converting free-text eligibility criteria for clin-
ical research into a structured and formalised format using a 4-step process
including entity and attribute recognition, negation detection, relation ex-
traction, normalization of concepts and output structuring.

Other studies aimed to extract information from patients’ health records.
The development and uptake of NLP methods for processing free-text clinical
notes has been growing in recent years. A systematic review of the literature
by Sheikhalishahi et al. [22] showed that there is a significant increase in the
use of machine learning methods for NLP in clinical notes related to chronic
diseases, and that deep learning is an emerging methodology. The ConText
algorithm aims to determine whether conditions mentioned in clinical reports
are negated, hypothetical, historical, or experienced by someone other than
the patient [23]. The n2c2 n2c2/OHNL 2019 shared task [24] focused on
extracting family history information from clinical notes. Garcelon et al. [25]
utilised heuristics to detect medical history and negated terms in patients’
records.

Despite these efforts, there has been a lack of approaches that integrate
information extraction techniques to enhance both query and document rep-
resentation. Specifically, there is a lack of methods that effectively combine
the extracted terms to determine eligibility ranking. This presents an oppor-
tunity for further exploration in the field.

2.3. Neural approaches for CT

Several approaches using Transformer-based architectures and pre-trained
models, such as BERT [26], have achieved state-of-the-art effectiveness in
some of the biomedical information processing applications. In CT retrieval,
there have been multiple attempts to use BERT embeddings in both dual-
encoder and cross-encoder retrieval setups with different pre-trained models
such as BioBERT or ClinicalBERT [27, 28, 9]. These results correspond

7
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and have not outperformed multiple experiments under traditional retrieval
models [7, 29]. On the other hand, Pradeep et al. [16] proposed a multi-stage
neural ranking system for the CTs matching problem, relying on T5-based
models, currently with state-of-the-art results in multiple retrieval tasks, in-
cluding CT.

According to the findings presented in TREC CT 2021 [7], T5-based mod-
els currently outperform smaller transformers models in CT retrieval. In this
paper, we propose an effective training strategy that takes into account vari-
ous aspects of clinical trial retrieval, including topical relevance and eligibility
criteria, as separate learning objectives. We evaluate its quality both on the
general, pre-trained BERT model, as well as biomedical domain-focused ver-
sions. Our approach results in a strong competitor to T5-based models with
a much simpler architecture, as demonstrated by the official results reported
in TREC CT 2022 [29]. Specifically, our model performs second-best overall,
outperformed only by the model proposed by Pradeep et al. [16] in the best-
performing category. These findings suggest that BERT-based models with
our proposed training strategy can provide a viable alternative to T5-based
models in clinical trial retrieval.

3. Methodology

This section describes the steps for processing CTs’ and patients’ de-
scriptions used as input to probabilistic lexical models. We then define our
two-stage neural re-ranking pipeline.

3.1. Clinical trial processing and ranking

We parse the content of a clinical trial document to split it into specific
sections. The eligibility criteria section contains a crucial component of the
trial used to distinguish if a patient is eligible for a given trial. Our CT
processing is focused on making the eligibility criteria as fine-grained as pos-
sible so we can easily discriminate aspects referring to medical history and
drugs. We start by using parser based on heuristics to split the eligibility cri-
teria section of clinical trials into two lists containing inclusion and exclusion
criteria, respectively.

We further classify each sentence from inclusion and exclusion as con-
cerning one of the three sections: ‘current medical condition’, ‘past medical
condition’ and ‘family medical history ’. Our motivation is that admission

8
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have equal impact on the patients’ relevance to the trial and may even be
irrelevant to their eligibility. Similarly, clinical trials can have different types
of information stored in their eligibility section.

We then use a pre-trained entity extraction model together with an algo-
rithm for determining negation to detect affirmative and negative drug and
disease entities in both inclusion and exclusion sections. In the next step, we
remove double negations coming from negated exclusion criteria. For every
entity in the exclusion criteria, we swap their modifier (from affirmative to
negative and vice versa). For instance, the exclusion criterion ‘Patients who
are not smoking ’ becomes the inclusion criterion ‘Patients who are smoking ’.
This step may not always be correct; nevertheless, we found it to be a good
approximation, allowing us to collapse these two sections into one.

The final result is a single list of extracted entities, classified by their
section and modifier. All extracted keywords from a document Di can be
described by the set KDi

= {Acmc
i , Apmc

i , Afmh
i , N cmc

i , Npmc
i , N fmh

i }, where A
stands for a list with affirmative entities, N for negative entities, and cmc,
pmc and fmh for current medical conditions, past medical conditions, and
family medical history, respectively.

We can then enrich the CT documents representation by expanding them
with the extracted keywords. However, in order to preserve the semantic in-
formation about each extracted entity (section and modifier information),
we use prefixing with special tokens. Furthermore, as many of these entities
are multi-word expressions, we concatenate the tokens using the underscore
character ‘ ’ to create a single token. Specifically, we create new tokens by
adding them the prefixes ‘cmc’, ‘pmc’ and ‘fmh’ for each respective section
and additionally ‘no’ when an entity is negated (e.g. Npmc

i = [‘myasthenia
gravis’,‘shortness of breath’] becomes [‘pmc no myasthenia gravis’,
‘pmc no shortness of breath’]). We append the new tokens to the pre-
processed document and use the enriched document to create an index for
the lexical retrieval models.

3.2. Patient description processing

As we are essentially aiming to match the patient to the CT criteria, we
follow a similar approach to enrich the input query. A patient’s description is
split into the sections of current medical conditions, past medical conditions,
and family medical history. As for the trials, we run an entity and negation
detection algorithm for each section. Extracted keywords for query Qj can

9
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= {Acmc
j , Apmc

j , Afmh
j , N cmc

j , Npmc
j , N fmh

j }, where each
element contains a list of extracted entities. Finally, after tokenisation, the
query for lexical models containing the original patient description is enriched
by appending the extracted entities.

3.3. Filtering

Following approaches from previous work [17, 30, 9], we employ filtering
on the age and gender to eliminate trials for which patients would be excluded
based on the demographic criteria. We parse the age and gender information
from patient descriptions for all patients. In clinical trials, this corresponds to
‘minimum age’, ‘maximum age’ and ‘gender ’ fields. In this step, we remove
the trials for which the patient is ineligible based on these two criteria.

Furthermore, we try rule-based parsing to extract information about
smoking and alcohol consumption from both patients and clinical trials. Sim-
ilarly to the demographic filters, we use this information to filter out ineligible
patients.

3.4. Re-ranking

Taking advantage of the structure of the documents and the topic pro-
cessing discussed in Sections 3.1 and 3.2, respectively, we define a training
schema with two objectives. Here, inspired by the notion of curriculum learn-
ing, the approach aimed at decomposing complex knowledge and designing
a curriculum for learning concepts from simple to hard [31], we follow the
heuristic that the CT retrieval task can be decomposed into two sub-tasks.
First, we set the retrieval objective, which simply relies on discriminating
topical relevance (both eligible and excluded documents are relevant). Sec-
ond, we set the objective of eligibility classification (only eligible documents
are relevant).

We use the pre-trained language model BERT [26] with the standard
approach known as cross-encoder neural ranking model. For fine-tuning, a
linear combination layer is stacked atop the Transformer network, whose pa-
rameters are tuned with a ranking loss function. We use a pairwise loss func-
tion and train the model for re-ranking outputs from the process described
in previous sections.

Thus, the model is trained for these two objectives consecutively, such
that there are two instances of the same model that we optimise with the
following loss:

10



Journal Pre-proof
Jo
ur

na
l P

re
-p

ro
of1st Learning 

objective: topical relevance

2nd Learning 
objective: eligibility

classification

Patient
'conditions',
'brief_title',
'official_title',
'brief_summary',
'detailed_description'

Trial
Description

Patient
'criteria'

Trial
Description

(+) eligible and excluded

Training samples: 

(-) not relevant

Training

(+) eligible

Training samples: 

(-) excluded

Epoch 1 Epoch 2 Epoch 3

ranked 
CTs

Inference

Reranker 1 Reranker 2
Top-k

ranked CTs Final rank

Figure 2: Neural re-ranking setup.

L(q, d+, d−;ϕ) = max(0, 1− s(q, d+;ϕ) + s(q, d−;ϕ)), (1)

where d(+)/(−) denotes embedded-relevant or non-relevant documents to the
topic representation q, ϕ represents the model’s parameters with the final
linear layer, and s is the predicted score.

As shown in Figure 2, we match patient information with descriptive sec-
tions of the trials for re-ranking based on topical relevance (+d corresponds to
sections of relevant trials). We consider the eligibility classification a harder
task. Moreover, we hypothesise that for this task, the model could benefit
from the knowledge that it already has from the previous training. We fur-
ther train this model by matching patients’ information with criteria in an
attempt to discriminate documents as eligible or excluded (+d corresponds
to trials categorised as eligible, and −d corresponds to trials categorised as
relevant but discarded).

This process results in two different models. During inference time, we
follow a similar schema: we take the BM25 rank and re-rank twice the top-k
ranked trials using the two resulting models, respectively. When referring to
this re-ranking procedure we call it TCRR: Topical and Criteria Re-Ranking.

11
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This section details the datasets and baselines we have employed as well
as the evaluation procedure. Additionally, we discuss the implementation of
the methods described in the paper.

4.1. Dataset

The corpus released by TREC contain 375,580 clinical trials. In 2021, 75
topics (patient notes) were used, and 50 more were created in 2022. There are
35,832 relevance judgements in 2021 and 35,394 in 2022. More details of the
datasets can be found in Table A.7 of Appendix A. Clinical trial documents
released by TREC are in xml format and consist of several sections. In
our experiments we consider the following sections: brief title, official title,
description, summary, conditions and criteria.

For our experiments, we use the sets of topics as they where provided.
For neural re-ranking, we present experiments using the topics from 2021 for
training and from 2022 for testing and vice-versa. Additional splitting for
training and development for neural models is described in Section 4.4.

4.2. Evaluation

We follow the evaluation procedure from the TREC Clinical Trials track,
which is the standard evaluation procedure for ad-hoc retrieval tasks. As
the relevance assessment is given in a graded relevance scale (eligible, ex-
cluded, or not relevant), the performance of the models is measured using
normalised discounted cumulative gain (nDCG). We present results as re-
ported by TREC, using nDCG@5 and nDCG@10, Precision (P@10), and
Reciprocal Rank (RR).

We treat unjudged documents as non-relevant, ensuring that our results
are not biased towards models that retrieve a large number of unjudged doc-
uments. Furthermore, we focus on Precision as the primary metric for opti-
mising retrieval models. Our goal is to identify eligible trials, and Precision
provides strict feedback to achieve this aim.

4.3. Baselines

As discussed in Section 3.4, for our custom re-ranking we train two dif-
ferent models: TopicalRR and CriteriaRR. When used independently, we
consider them as baselines:

12
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tive is initialised with the weights of bert-base-uncased3 (as well as other two
domain-specific trained models: BioBERT4 and Clinical-BERT5).

CriteriaRR: the model trained for re-ranking based on the eligibility cri-
teria classification objective is initialised with the weights of the TopicalRR.
We further train this model.

Additionally, we consider the following two neural models as baselines:
TraditionalRR: the cross-encoder we use to compare our proposed train-

ing procedure with the traditional training, we train the from the same check-
point bert-base-uncased.

MonoBERT : one of the comparable models implemented from the TREC
CT track. It is based on the cross-encoder architecture and trained on data
drawn from the corpus in a weakly supervised fashion [29].

4.4. Implementation details

We use the ScispaCy [32] and medspaCy [33] to implement our entity
extraction experiments. We apply the spaCy NER model trained on the
bc5cdr dataset to detect disease and drug mentions.

We have decided to use the ConText algorithm [23] to determine whether
extracted entities were negative or affirmative. While more recent algorithms
are available for identifying assertions in clinical text [34], we opted for the
ConText algorithm due to its established track record and availability inside
the ScispaCy library. Moreover, as our approach is focused on enriching
not only 125 queries but also 375,000 clinical trial documents, an additional
criterion for selecting the ConText model was its scalability.

Text is lowercased, and tokenised with the spaCy’s en core sci lg
model; punctuation and stopwords are removed. As a main lexical retrieval
model, we use the BM25+ [35] “out-of-the-box”, i.e. without parameter
optimisation, implemented in the Rank-BM256 Python package. Further-
more, for the first two experiments, we also test two other lexical models,
namely TF-IDF [36] and DFR model based on inverse document frequency
with Bernoulli after-effect and H2 normalisation (In expB2) [19], both im-

3https://huggingface.co/bert-base-uncased
4https://huggingface.co/seiya/oubiobert-base-uncased
5https://huggingface.co/Tsubasaz/clinical-pubmed-bert-base-512
6https://github.com/dorianbrown/rank_bm25
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available as a separate open-source package8.
On the other hand, we use PyTorch Lightning [37] and Transformers9

to implement the neural re-ranking pipeline. As discussed in Section 3.4,
we train different models for re-ranking with different configurations (see
Section 4.3). The TopicalRR, after splitting the datasets into train (60%),
development (10%), and test (30%) is trained on 8192 samples from the
training set per epoch divided into batches of 16 samples. We further train
this model on 1024 samples with batches of 16 to get to the CriteriaRR.
Samples for these two models were selected as described in Section 3.4 and as
shown in Figure 2. We pick positive samples only present in BM25 rankings
as well as hard negatives from ranked-irrelevant or unlabeled documents.
We re-rank top-50 trials from the BM25 run10. Finally, to compare our
proposed training procedure with the traditional training of a cross-encoder,
we train the TraditionalRR from the same checkpoint bert-base-uncased, on
2048 samples, where relevant documents are only those categorised as eligible.

All neural models are trained for ten epochs, with early stopping based
on Precision. Our training was performed on an Nvidia Quadro RTX 8000
GPU.

5. Results

We begin by assessing the effectiveness of using clinical trial sections.
Subsequently, we examine the influence of extracted entities and filtering
techniques. Then, we conduct neural re-ranking experiments.

5.1. Clinical trials sections

We first evaluate the utility of different sections of CTs. We extracted
inclusion and exclusion sections for 91% of clinical trials. For the remaining
9% of trials, we assume that both criteria sections are empty. We create
several indexes and retrieval models with different combinations of sections

7http://terrier.org
8https://github.com/WojciechKusa/clinical-trials
9https://github.com/huggingface/transformers

10We ran experiments changing the cutoff from 20 to 100 with a step of 10 to find 50 as
the optimal cutoff.
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ble 2. The first eight rows represent results when only one section was used
to create an index, whereas the remaining rows present runs conducted on
the concatenations of selected sections. Results for In expB2 and TF-IDF
retrieval models are presented in Table B.8 of Appendix B.

Table 2: Impact of CT sections on the performance of the retrieval model. The first group
contains results using only a single section as a document representation, and the second
group represents results using several concatenated sections. All results use BM25+ as
the retrieval algorithm. ‘Criteria’ contains the value from the eligibility section, whereas
‘inclusion’ and ‘exclusion’ contains only the list of heuristically split section. Underlined
values indicate highest score within the group, bold values indicate highest score overall.
The identifier of each run is in the first column.

TREC CT 2021 TREC CT 2022

# Input sections nDCG@5 nDCG@10 P@10 RR nDCG@5 nDCG@10 P@10 RR

1. brief title .218 .205 .131 .298 .216 .189 .128 .297
2. official title .245 .215 .137 .293 .237 .205 .140 .370
3. description (desc.) .354 .317 .195 .408 .324 .277 .168 .381
4. summary (sum.) .332 .315 .192 .376 .346 .305 .220 .480
5. conditions (cond.) .168 .164 .109 .245 .165 .155 .102 .224
6. inclusion .405 .391 .252 .478 .373 .337 .230 .459
7. exclusion .120 .117 .048 .114 .169 .137 .068 .173
8. criteria .397 .367 .199 .411 .363 .338 .216 .437

9. brief title + official title (tit.) .270 .256 .172 .322 .261 .220 .150 .369
10. sum. + criteria + tit. .470 .445 .255 .467 .450 .427 .292 .542
11. desc. + criteria + tit. .490 .448 .259 .470 .426 .394 .258 .446
12. sum. + desc. + tit. .402 .386 .243 .443 .414 .381 .272 .491
13. sum. + desc. + tit. + cond. (all) .400 .380 .228 .437 .407 .379 .272 .473
14. all + inclusion .508 .462 .276 .505 .464 .437 .312 .520
15. all + exclusion .398 .367 .203 .395 .386 .363 .238 .451
16. all + criteria .491 .464 .272 .492 .465 .426 .290 .506

Among single section runs, the usage of the inclusion field alone yields the
highest results for Precision@10 and nDCG@5, both for 2021 and 2022 data.
Moreover, for 2021 topics, the inclusion section also achieves the highest
nDCG@10 and RR from all single topics, and it is on par with the run,
which uses all sections except criteria combined (run 6 versus run 13).

Notably, for 2022, the summary field achieves the highest RR among all
single-field runs. This is true for all three retrieval models. This can be caused
by having the first relevant trial more generic (i.e. covering broader or more
common diseases) and relevant but not necessarily specific to the patient’s
conditions. Figure C.4 of Appendix C shows a topic-by-topic comparison
for RR and P@10 for the BM25+ model. We can observe that there are still
some topics for which the model using the inclusion section achieves a higher
RR score than the summary field.

15



Journal Pre-proof
Jo
ur

na
l P

re
-p

ro
ofConcatenating more sections to create an index improves the on-average

nDCG scores. However, this does not always hold for the metrics that con-
sider the distinction between eligible and ineligible (P@10 and RR).

The exclusion section achieves the worst results from all single section
runs (run 7), even when compared to runs using only the title of a clinical
trial. Moreover, simply adding the text from the exclusion section for the
bag-of-words approaches decreases the retrieval performance when compared
to using the inclusion section only (run 16 versus 14). These outcomes
motivate our subsequent experiments and document enrichment techniques
described in Section 3.1, where we try to structure the knowledge contained
in the eligibility section to take advantage of the available data.

The results for In expB2 and TF-IDF (Table B.8 of Appendix B) models
follow a similar trend, with the differences for 2022 data even higher than for
the BM25+ model. This outcome shows that our findings can be generalised
to other lexical models.

5.2. Impact of extracted entities
To determine the impact of the extracted entities, we selected the opti-

mal configuration of input sections from the previous step, which used the
summary, description, titles, conditions, and inclusion criteria (run 14). We
use these sections as a base document representation and enriched it with
different combinations of extracted entities: c – only current medical condi-
tions, cf – current and family medical history, cp – current and past medical
conditions, cfp – current, family and past medical conditions.

Table 3: Experimental results for runs with index and query expanded with extracted
entities for BM25+ model. Letters describe usage of extracted affirmative and negative
medical entities for (c) current conditions, (p) past conditions, and (f) family history. Bold
values indicate highest score overall. The identifier of each run is in the first column.

TREC CT 2021 TREC CT 2022

# Model nDCG@5 nDCG@10 P@10 RR nDCG@5 nDCG@10 P@10 RR

14. all + inclusion .508 .462 .276 .505 .464 .437 .312 .520
16. all + criteria .491 .464 .272 .492 .465 .426 .290 .506

14a. + c .524 .480 .292 .542 .500 .459 .328 .528
14b. + cf .524 .481 .293 .542 .500 .460 .330 .528
14c. + cp .532 .478 .287 .555 .501 .460 .328 .521
14d. + cfp .532 .480 .288 .555 .502 .460 .328 .521

The results for the BM25+ model are presented in Table 3. Using ex-
tracted items from patients positively impacts the final score. The highest
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for the current and family medical history. The low impact of past medi-
cal condition can be explained by an infrequent occurrence of this data in
patient descriptions in the TREC dataset and the quality of the ConText
algorithm. Extracted entities contribute more positively to the measures
where judgements distinguish between eligible and ineligible patients. The
best-performing model (14d) comprises all available extracted data (affirma-
tive and negative entities for current, past and family medical history) to
enrich the index. This tells us that our proposed method can potentially
improve the retrieval with complex negated sentences. However, the relative
performance gain is low, and a detailed analysis is needed to understand how
it can be further improved.

An example of extracted entities is presented in Table 4. As can be
seen, the performance of both entity extraction and section classification
models generates both false positives and false negatives, which influences
the final retrieval result. Further fine-tuning on domain data could improve
the quality.

Table 4: Example entities extracted for Topic #48 from TREC CT 2021.

Topic #48: Fernandez is a 41 year man who is a professional soccer player. He came to
the clinic with itchy foot. Physical exam revealed localized scaling and maceration between
the third and fourth of his right toe. It became inflamed and sore, with mild fissuring. The
dorsum and sole of the foot was unaffected. There is no pus or tearing in the affected area. He
didn’t use ant topical ointment on the lesion and has no positive history for any underlying
disease such as DM. He smokes 15 cigarettes per day and drinks a beer per day. His family
history is positive for hyperlipidemia in her mother and MI in her father. He is in relation with
several partners and use condom during the intercourse. His physical exam and lab studies
were normal otherwise. Tinea pedis infection confirmed as his diagnosis by the observation
of segmented fungal hyphae during a microscopic KOH wet mount examination.

Section Entity Is negated

Current MC

itchy —
sore —

fissuring —
tearing ✓

Tinea pedis infection —
KOH —

Past MC DM ✓
Family MH hyperlipidemia —
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B.9 of Appendix B. The In expB2 model on TREC CT 2021 data is the
only one for which our query and document enrichment techniques are not
improving results. We hypothesise that this is the case as the starting model
(run 14) was already a very strong model compared to other baselines. For
the TF-IDF model, we can observe that the enrichment with current and
past medical entities yields the best results both for 2021 and 2022 data.

Figure C.5 of Appendix C presents a topic-by-topic analysis of the results
in terms of the number of relevant trials ranked in top 20 using lexical models.
We can observe an incremental gain both from extracted entities and filtering.

5.3. Effectiveness of filtering

Next, we test several filtering methods as described in Section 3.3. As
a base run, we take our best configuration from the previous experiment:
BM25+ run enriching data with current medical conditions and medical his-
tory of the patient and family (run 14d). Results for TREC CT 2021 are
presented in Table 5.

Table 5: Filtering results on TREC CT 2021 data. Letters describe the used filters:
(A) Age, (G) Gender, (S) Smoking and (D) Drinking. Bold values indicate highest score
overall. Superscripts denote significant differences in paired Student’s t-test with p ≤ 0.05.
The identifier of each run is in the first column.

# Model nDCG@5 nDCG@10 P@10 RR % filtered trials

a 14. 0.508 0.462 0.276 0.505 —
b 14d. 0.532 0.480 0.288 0.555 —

c 14d. + A 0.554af 0.509abdf 0.335abdf 0.603abdf 23.4%
d 14d. + G 0.537f 0.483f 0.288 0.556b 5.7%
e 14d. + AG 0.561abdf 0.513abcdf 0.337abdf 0.604abdf 26.3%
f 14d. + SD 0.526 0.475 0.284 0.546 0.7%
g 14d. + AGSD 0.555af 0.509abdf 0.335abdf 0.595abdf 26.7%

Our filtering results align with other researchers’ results, confirming that
utilising age and gender fields can improve the quality of the final matching.
The usage of both filters (run e) removes, on average, 26.3% trials from the
top 1000 retrieved documents for all topics of the 2021 collection, improving
the P@10 score by 4.9 percentage points over the unfiltered run. Out of
these two fields, the contribution of the age filter has more impact and is
significantly better than the base run.
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improve the results further (runs f and g). We grouped this filters together as
our algorithm did not identify any smoker, and only nine drinking patients
in TREC CT 2021 topics. Despite only these few mentions, we observe
deterioration of the results.

5.4. Neural re-ranking

Table 6 shows the results of the re-ranking procedure discussed in Section
3.4. We used the different models for re-ranking the results of a BM25 rank.
We report the evaluations on the 2022 data. Models were trained on the
2021 data. Result of the TCRR model corresponds to the official TREC CT
2022 evaluation [29].

Table 6: Neural re-ranking evaluation results on TREC CT 2022 data. Underlined values
indicate highest score among general models. Bold values indicate highest score overall.
†-marked models indicate that there is a significant improvement over BM25 baseline.

# Model nDCG@5 nDCG@10 P@10 RR

TREC median — 0.392 0.258 0.411
14 BM25all+inclusion 0.464 0.437 0.312 0.520
14d BM25all+inclusion+cfp 0.502 0.460 0.328 0.521

TopicalRR 0.558 0.529 0.414 0.630
CriteriaRR 0.382 0.387 0.294 0.428
TraditionalRR 0.453 0.437 0.364 0.508
MonoBERT 0.509 0.491 0.362 0.527

TCRR† 0.573 0.557 0.456 0.619

TCRR†
Bio 0.627 0.604 0.482 0.672

TCRRClinical 0.425 0.423 0.358 0.492
TCRRBlue 0.631 0.583 0.452 0.691

As we hypothesise, in the context of CTs, the model benefits from the
decomposition of the retrieval problem into two objectives, as it is experi-
enced by TCRR (see Section 3.4), the model exposed to the two learning
objectives and best performing. We also provide results for TopicalRR and
CriteriaRR, independently, which are the models exposed only to the first
(topical relevance) and second (eligibility classification) learning objectives.
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alRR.
For this set of experiments, we are mainly interested in the evaluation in

terms of Precision since, in a real scenario, only eligible trials are considered.
Given that on average other proposed systems perform poorly, as shown by
the TREC CT median results [7, 29], precision (P@10) anywhere near 50% is
regarded as a good result for this task. We analyse results from the proposed
approach and find a significant improvement between the performance of
TCRR models (TCRR and TCRRBio) and BM25 at a 95% confidence level.
On average, this approach allows Bert-based models to gather more relevant
documents than the selected baselines in the top 10.

We report results on different domain specific pre-trained models that we
trained following our proposed approach. Again, we evaluated the best per-
forming model, TCRRBio, in terms of Precision and found the improvement
statistically significant.
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Figure 3: Averaged per patient count of relevant (top) and excluded (bottom) trials de-
pending on a cut-off of K trials retrieved (x-axis) for TREC CT 2022 collection.
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and excluded trials depending on a cutoff point for the TREC CT 2022
collection. Both techniques applied to lexical models, namely extracting drug
and disease entities and filtering by age and gender, have a positive impact
in finding more eligible trials. However, only the run with filtering is able to
retrieve consistently fewer ineligible trials than the baseline run. We can also
see that, on average, our best non-neural run (14d-AG), retrieves twice as
many trials for which a patient is eligible than excluded. Similarly, the TCRR
neural re-ranking is further improving the number of relevant trials, but helps
in removing ineligible only for the first 15 trials. One possible explanation is
that we re-ranked only the top 50 trials retrieved by the first-stage ranker.

6. Discussion

In this work, we revisit the pipeline-based model for patient-to-CT match-
ing. First, we report an extensive set of experiments for the first stage re-
trieval and propose an effective enrichment procedure to get the best out
of the initial ranks. Second, we propose an adaptation of training a cross-
encoder to the CT problem, taking advantage of the structured nature of the
considered documents and the task.

We find that the inclusion criteria section has the most considerable im-
pact on the retrieval score for all three tested lexical models meaning that
these models cannot use all the available information. These outcomes mo-
tivate our further work in structuring queries and documents using entity
extraction and negation classification methods. The results show improve-
ments in finding relevant trials when applying data enrichment methods.

We show results for experiments on different configurations of our pipeline
and compare our approach with different models previously used for the task.
We focus on BERT-based models, which so far have not necessarily outper-
formed probabilistic lexical ranking models for the clinical trial matching
task. Even though the results in Table 6 also show how changing the initial
weights of the model can affect the overall performance (i.e., by choosing
domain-specific model like BioBERT), we show that the improvements of
our proposed approach are not due to the selection of a domain-specific pre-
trained model, which is the case of the TCRR.

These results also provide an idea of which pre-trained model fits the task
best. Overall, the TCRR initialised with BioBERT weights shows promising
results, while ClinicalBERT weights were not the best choice in this scenario.
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and queries showing gains in the models’ ability to find more eligible trials.
Furthermore, our novel re-ranking concerning eligibility shows additional im-
provement for this task, comparable to the more expensive approach using
the T5 architecture [16].

Our proposed re-ranking formula is different as it explicitly models the
eligibility decisions instead of using only the topical relevance. This dis-
tinguishes our study from the previous works concerning clinical trial re-
ranking [9].

Although this work focused on CT retrieval, we believe the approach can
also be applied to other IR tasks where first, they involve ranking documents
based on topics, and, in a second instance, the retrieval results are tailored
by considering more specific criteria or constraints. One example of such a
task is the selection of primary studies (citation screening) for the systematic
literature reviews.

There are several limitations of this study, both related to the dataset
and the models. Usage of the TREC CT collection implies that the patient
descriptions are relatively short, i.e., EHR admission note-style documents.
We acknowledge that our approaches could have problems handling longer
sequences.

Additional limitations are related to the amount of data available for
training and evaluating systems on the CT retrieval task. This issue, in
our study, explicitly affects the curriculum learning scenario in the eligibility
determination objective. It may limit the model in learning relevant patterns
needed to scale to different clinical settings or patient populations.

Furthermore, the topics are written only in English. This does not con-
cern clinical trials, for which the ClinicalTrials.gov database is the leading in-
ternational source. Nevertheless, multilingual medical retrieval may present
challenges for both lexical and neural models, as the nuances and complexities
of medical terminology can vary significantly across languages. Addressing
these limitations and developing strategies for multilingual medical retrieval
is an essential area for future research.

7. Conclusion

This paper presents an approach for clinical trial retrieval under the
patient-to-trial paradigm. We investigate the impact of individual clinical
trial sections showing that the ‘inclusion’ section alone contributes the most
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eligibility criteria for matching patients to clinical trials by combining input
from information extraction modules into a lexical retrieval model. The ex-
tracted drug and disease entities and their negations positively impact the
retrieval of eligible trials. On the other hand, filtering based on gender and
age proved to be successful in eliminating ineligible trials.

Additionally, we propose an effective training strategy for neural re-
ranking of clinical trials based on two distinct learning objectives. The first
objective is the traditional relevance objective, while the second objective fo-
cuses on giving importance to the eligibility criteria and involves a classifica-
tion objective that distinguishes between eligible and discarded samples. Our
results indicate that even with limited data, this model is capable of further
improving the Precision of our approach. Even though our proposed system
involves many single components, it showcases an alternative approach to
the clinical trial matching problem, emphasising the importance of eligibility
criteria. In future work, we plan to measure the impact of extracted entities
on neural re-ranking models.
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A summary of datasets is presented in Table A.7.

Table A.7: Statistics of TREC CT datasets from 2021 and 2022.

2021 2022

Documents 375,580 375,580
Topics (patient notes) 75 50
Avg. topic length (tokens) 133.4 105.9
Avg. topic length (sentences) 11.2 9.4

Total judgements 35,832 35,394
– Eligible (2) 5,570 3,939
– Excluded (1) 6,019 3,036
– Not relevant (0) 24,243 28,419

Unique trials judged 26,162 26,585

Appendix B. Other lexical models

Table B.8 presents results for the clinical trial documents sections impact
on the ranking with In expB2 and TF-IDF models.

Table B.9 shows results for the query and document enrichment experi-
ment with In expB2 and TF-IDF models.
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models. For each model, the first group contains results using only a single section as a
document representation, and the second group represents results using several concate-
nated sections. ‘Criteria’ contains the value from the eligibility section, whereas ‘inclusion’
and ‘exclusion’ contains only the list of heuristically split section. Underlined values in-
dicate highest score within the group, bold values indicate highest score overall for each
model. The identifier of each run is in the first column.

TREC CT 2021 TREC CT 2022

# Input sections nDCG@5 nDCG@10 P@10 RR nDCG@5 nDCG@10 P@10 RR

In expB2

1. brief title .174 .167 .112 .221 .222 .193 .134 .296
2. official title .194 .179 .109 .252 .245 .209 .146 .380
3. description (desc.) .354 .327 .200 .458 .341 .296 .186 .380
4. summary (sum.) .299 .288 .172 .313 .373 .322 .222 .511
5. conditions (cond.) .119 .119 .081 .172 .141 .135 .094 .196
6. inclusion .398 .370 .225 .445 .389 .345 .238 .485
7. exclusion .147 .131 .051 .134 .138 .133 .070 .142
8. criteria .386 .360 .192 .409 .347 .322 .224 .409

9. brief title + official title (tit.) .252 .235 .149 .325 .300 .248 .162 .423
10. sum. + criteria + tit. .454 .426 .227 .467 .474 .435 .286 .574
11. desc. + criteria + tit. .462 .437 .248 .419 .437 .417 .292 .441
12. sum. + desc. + tit. .441 .405 .252 .517 .455 .415 .282 .488
13. sum. + desc. + tit. + cond. (all) .440 .411 .252 .533 .463 .420 .282 .493
14. all + inclusion .518 .482 .281 .553 .506 .480 .346 .539
15. all + exclusion .395 .365 .203 .377 .425 .388 .254 .473
16. all + criteria .480 .455 .267 .441 .490 .449 .312 .508

TF-IDF

1. brief title .196 .172 .107 .253 .221 .193 .130 .305
2. official title .203 .181 .109 .256 .238 .200 .138 .353
3. description (desc.) .313 .280 .160 .396 .309 .272 .162 .387
4. summary (sum.) .281 .263 .147 .327 .336 .288 .196 .496
5. conditions (cond.) .124 .127 .087 .180 .152 .144 .094 .201
6. inclusion .411 .377 .229 .466 .383 .333 .232 .444
7. exclusion .145 .132 .053 .146 .139 .129 .072 .125
8. criteria .383 .364 .199 .421 .338 .316 .220 .405

9. brief title + official title (tit.) .235 .213 .129 .300 .276 .223 .146 .397
10. sum. + criteria + tit. .444 .411 .214 .436 .416 .389 .260 .497
11. desc. + criteria + tit. .458 .429 .232 .435 .403 .385 .264 .438
12. sum. + desc. + tit. .364 .335 .195 .429 .392 .354 .236 .480
13. sum. + desc. + tit. + cond. (all) .362 .332 .184 .435 .405 .358 .234 .505
14. all + inclusion .478 .446 .260 .481 .430 .406 .282 .474
15. all + exclusion .380 .345 .183 .381 .380 .342 .222 .454
16. all + criteria .482 .450 .248 .454 .437 .407 .274 .478

Appendix C. Topic-by-topic analysis

Figure C.4 shows topic-by-topic comparison for RR and P@10 for BM25+
using inclusion (run 6) summary (run 4) and summary, description, titles and
condition sections concatenated (run 13).

Figure C.5 presents the number of relevant trials at the top 20 retrieved
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entities for In expB2 and TF-IDF retrieval models. Letters describe usage of extracted
affirmative and negative medical entities for (c) current conditions, (p) past conditions,
and (f) family history. Bold values indicate highest score overall for each model. The
identifier of each run is in the first column.

TREC CT 2021 TREC CT 2022

# Model nDCG@5 nDCG@10 P@10 RR nDCG@5 nDCG@10 P@10 RR

In expB2

14. all + inclusion .518 .482 .281 .553 .506 .480 .346 .539
16. all + criteria .480 .455 .267 .441 .490 .449 .312 .508

14a. + c .499 .457 .272 .483 .515 .484 .340 .555
14b. + cf .491 .455 .272 .479 .524 .482 .342 .554
14c. + cp .494 .461 .267 .494 .521 .479 .336 .559
14d. + cfp .492 .457 .267 .490 .521 .475 .332 .547

TF-IDF

14. all + inclusion .478 .446 .260 .481 .430 .406 .282 .474
16. all + criteria .482 .450 .248 .454 .437 .407 .274 .478

14a. + c .484 .452 .259 .463 .496 .439 .302 .536
14b. + cf .481 .446 .259 .457 .493 .437 .302 .528
14c. + cp .483 .459 .261 .515 .475 .439 .306 .511
14d. + cfp .477 .453 .259 .508 .477 .439 .304 .517

trials for the three best BM25+ runs from each experiment.
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Figure C.4: Reciprocal Rank (top) and P@10 (bottom) comparison for a BM25+ model
with different document representations for TREC CT 2022 data.
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Figure C.5: Number of relevant trials in the top 20 for the three best BM25+ runs from
each experiment: 14 – baseline, 14d – further query and index enriched with extracted
entities, and 14d+AG – further filtered for age and gender.
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