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perform well on some test sets, they outperform those sequence learning model (vanilla-LSTM, 
GRU and Bi-RNN) in terms of the average values and average ranks of all evaluation criteria. 
Among these aggregated-feature-based models, the time delta feature (A-LSTM) outperforms 
others in terms of the average value and average rank, which verifies our assumption that using time 
information can well extract users' transactional behaviors and reveal fraudulent characteristics.  

In [16], the authors add new features to each transaction according to some pre-defined rules, 
and the value of a new feature is computed with an aggregation function applied to a subset of the 
preceding transactions. Their aggregation functions are restricted to two functions that are proposed 
in their cited work: the total amount spent and the number of transactions. Thus, we also use  

 
as the aggregation functions in our experiments, i.e., the total amount spent and the number of 
transactions. They also compute such pairs (sumSk and countSk) for each element in the power set of 
{country, merchant category, card entry mode} and a time horizon of 24 hours. Thus, we chose some 
similar features in our dataset, i.e., Card area, Transaction object and Client mac as our feature set, 
when we conduct our experiments. We have revised our paper to add some explanation in Section 
V-A to address your raised issues. 
Comment 3: Regarding the interpretability, it is a bit confusing. If I understood correctly, the 
user for each genuine transaction seems to have the same periodic behavior(why?). And for 
the fraudulent transactions, the step 43 seems especially significant (Also step 22 for the 
legitimate transactions).  
Answer: According to our current-historical module, hi = {ht−d, ht−d+1, ..., ht−1} is historical memory 
stored at each time step, where d represents the memory size. In order to extract the regularity of a 
user’s historical behaviors and their influence on current transaction, in each recurrent step, we 
compare hi with the current state of recurrent unit qt to get the score ot,i, and then ot,i and vt are 
multiplied and normalized as the final attention weights αt,i. Thus, transactions can be well 
represented in the attentional feature space.  

Note that not all legitimate transactions have the same periodic behavior, but the periodic 
behaviors are normalized to some time steps in the attentional feature space. As for the attentional 
feature space, although it has relatively low interpretability, we can observe which time steps are 
more important for the identification of the current transaction, i.e., whether there are obvious 
periodic transactional behaviors (steps 1, 22, 24 and 48). Specifically, if there are many time steps 
that have influence on the current transaction, we believe that this user has periodic transactional 
behavior.  

Considering that Fig.4 is dense (1000 transactions), we randomly select 10 transactions for a 
more intuitive display as shown below. 

                 
Fig. A. Legitimate transactions               Fig. B. Fraudulent transactions 
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As shown in Fig. A, for legitimate users, many time steps have an impact on the current 
transaction, which indicates that they usually have periodic transactional behaviors, and our model 
can extract and leverage this information to identify transactions. But in Fig. B, the current-historical 
attention module focuses on a few attention steps, which means that the transactional behaviors of 
fraudulent users are similar in terms of time information, i.e., as illustrated in our exploratory 
analysis, the vast majority of fraudsters conduct transactions within a short time interval, which 
indicates that the fraudsters tend to engage in intensive fraudulent activities. Overall, as shown in 
Figs. A and B, the difference between the heatmap of fraudsters and legitimate users is rather clear, 
which shows that our current-historical attention module can extract the different behavioral patterns 
of fraudsters and legitimate users. We have now added some explanation in Sec. VI-E. 
Comment 4: Typos: Table VI contains two rows of P_r instead of R_e for each month. “ A-
SLTM” in Section 5. 
Answer: Thanks for your reminding, we have now corrected these errors and tried our best to 
improve our manuscript. 
 
Response to Reviewer 4: 
Comment: The authors address a convincing and effective method for credit card fraud 
detection. In addition, they provided us good explanation of our comments, and add the 
corresponding contents to their paper. In general, I have no more suggestions for revision to 
this paper. But I have to point out that the font problems in your fig.1, and also your fig.4, 
have not be fully resolved. Please note that the font in your figures should be also set to the 
font used for contents, in other words, “Times Roman”, to ensure all components of your 
paper are consistent in look and feel. So I hope you redraw and carefully check the figures. 
Answer: According to your indicating this error. We have now modified the font in the figures, i.e., 
using “Times New Roman” in these figures. 
 
Response to Reviewer 5: 
Comment: Thanks for the authors kind reply. All of my questions have been solved. 
Answer: Thank you for your positive comments. 
 
 
 
 
 

Thank the Editor and reviewers again for the comments that help us improve this paper 
technically and presentation-wisely. 
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Learning Transactional Behavioral Representations
for Credit Card Fraud Detection

Yu Xie, Guanjun Liu, Senior Member, IEEE, Chungang Yan, Changjun Jiang, Mengchu Zhou, Fellow, IEEE and
Maozhen Li

Abstract—Credit card fraud detection is a challenging task
since fraudulent actions are hidden in massive legitimate be-
haviors. This work aims to learn a new representation for each
transaction record based on the historical transactions of users
in order to capture fraudulent patterns accurately and thus
automatically detect a fraudulent transaction. We propose a novel
model by improving Long Short-Term Memory with a time-
aware gate that can capture the behavioral changes caused by
consecutive transactions of users. A current-historical attention
module is designed to build up connections between current and
historical transactional behaviors, which enables the model to
capture behavioral periodicity. An interaction module is designed
to learn comprehensive and rational behavioral representations.
To validate the effectiveness of the learned behavioral repre-
sentations, experiments are conducted on a large real-world
transaction dataset provided to us by a financial company in
China as well as a public dataset. Experimental results and the
visualization of the learned representations illustrate that our
method delivers a clear distinction between legitimate behaviors
and fraudulent ones, and achieves better fraud detection perfor-
mance compared with the state-of-the-art methods.

Index Terms—Credit card fraud detection, Transactional be-
havioral representations, LSTM, Attention.

I. INTRODUCTION

W ITH the development of technology, credit card pay-
ment has become a popular payment mode worldwide.

However, transaction frauds often occur since fraudsters can
utilize some technological means (e.g., Trojan Horse and
Credential stuffing Attacks) to embezzle card accounts for the
use of unauthorized funds [1]. According to the Nilson Report,
the fraud-related losses worldwide were about $35 billion in
2020 [2]. Therefore, it is necessary for banks and credit-card-
related companies to take measures to combat credit card
fraud.

When a credit card fraud detection model is constructed
based on machine learning, the feature representation of trans-
action records is the core of model training [3]. Numerous
previous studies designed such models by using the original
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features like transaction time, location and amount in transac-
tion records or some aggregated features as their transactional
representations [4]–[10]. However, information provided by
these original or aggregated features is insufficient to identify
frauds [11]. Although the aggregated features can represent
some trading habits of users, some more important behavioral
information, e.g., the behavioral changes of users, are not fully
represented [12].

Usually, fraudulent behaviors hide behind massive legiti-
mate behaviors [13]. Fraudsters pretend to trade like legitimate
users in order to hoodwink a detection system. As a result, they
are considered as legitimate users by the system, especially
when only the transactional behavior of one single transaction
record of the fraudster (i.e., a snapshot of the fraudster) is
considered by such a detection system [14]. Therefore, we
believe that frauds can be better identified when considering
the consecutive transactions of users instead of just taking
a snapshot into account. Moreover, repeated and periodic
behaviors of users can also help a detection model distinguish
fraudulent transactional behaviors from legitimate ones, but
these behaviors were not well considered in the existing
models.

Based on the above idea, this work aims to learn a new
representation for each transaction record from the aspect of
historical consecutive transactions of users. Indeed, several
previous studies have attempted to learn such a representation
by utilizing a sequence learning model for a sequence predic-
tion task [15]–[17]. However, they have some limitations. For
instance, Long Short-Term Memory (LSTM) and its variants
are generally used but assume that the behavioral changes
caused by different intervals between the consecutive time
steps are fixed and time dependencies are relatively short [18].
At the same time, the correlation between current transaction
and historical transactions are not fully considered in these
models and thus they cannot well mine the features of trans-
actional behaviors.

In order to adapt to the non-fixed interval between con-
tinuous time steps in transactions, we augment a time-aware
gate to LSTM and make it act on other control gates to learn
the behavioral changes caused by different time intervals. For
example, there exist the following two cases: Case 1 where
user ui has conducted two transactions within an interval
of six months and Case 2 where user uj has conducted
two transactions within a time interval of 2 mins. Obvious-
ly, the two kinds of behavioral changes are different since
their firing intervals are different, but this difference was not
considered by the previous sequential learning models. For
Case 1, an ideal model should pay more attention to the
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current transaction because the transactional behavior of ui
possibly has changed greatly; but on the contrary, it should
pay more attention to the previous transactions for Case 2,
and if user uj conducts multiple transactions in a short time,
it should give an early warning to uj even when they all
seem legitimate. This work also designs a current-historical
attention module to build up the connections between current
transaction and historical ones, and capture possibly-repeated
behaviors. Each historical attention module is regarded as an
attention mechanism for the current time step. Additionally,
this work designs an interaction module to enable neural units
of each time step to learn more comprehensive and reasonable
representations.

A real-world credit card transaction dataset and a public
one are used in our experiments. The results show that
compared with the state-of-the-art methods, our method can
achieve better performance. By visualizing the low dimension-
al embedding vectors of legitimate and fraudulent behavioral
representations, it can be seen that the representations learned
by our method can better distinguish fraudulent and legitimate
transactions.

The rest of this paper is organized as follows. Section
II presents the related work. The preliminary is given in
Section III. Section IV illustrates the proposed model. The
experimental setup and results are introduced in Sections V
and VI, respectively. Section VII concludes this paper.

II. RELATED WORK

A. Recurrent Neural Networks

One of the limitations of the traditional neural network
is that it cannot learn coherently from long sequences. The
recurrent structures of solving this problem are neural net-
works with recurrent units (i.e., RNN), allowing information
to persist for a long time [19]. In the past few years, the
application of RNN to various problems achieved incredible
success: speech recognition, language modeling, translation,
image subtitle, etc., and their application scope is still ex-
panding [20]–[23]. One of the attractions of RNNs is that they
have abilities to connect previous information to the current
task. For example, using previous video frames may assist in
understanding the current frame.

However, RNN can not well solve the problem of long-
term dependence. Thus, many variants are proposed to im-
prove RNN, e.g., Long Short-Term Memory (LSTM) is a
very successful recurrent neural network and widely used
in many tasks [24]. LSTM is explicitly designed to avoid
long-term dependency problems, since remembering long-span
information is its default behavior. It contains a cell state
and three control gates, namely forget gate, input gate and
output gate. Another innovative variant of RNN is the Gated
Recurrent Unit (GRU) [25]. It combines forget and input
gates into an update gate, and also incorporates cell states
and hidden state. The resulting model is simpler and more
popular than the standard LSTM model. In addition, there
are some other effective variants. Update Gate RNN (UG-
RNN) [26] is designed to cope with long sequences. This
method adds a single gate to decide whether a given layer

should be hidden or updated, so as to improve the learning
performance and trainability of long sequences. The literature
[27] proposes a new LSTM variant, Time LSTM (T-LSTM),
to model sequential actions of users for recommendation.
It equips LSTM with the designed time gates to capture
users’ interests. HAINT-LSTM [18] modifies the forget gate
of traditional LSTM by considering the frequency of calls. A
self-historical attention mechanism is added to allow long-term
dependencies and more external information to be considered
in the transmission of neural units, such as profiles of users.
NHA-LSTM is an extension of HAINT-LSTM, where an
improved network embedding method, FraudWalk, is proposed
to construct embedding for nodes in interactive networks, and
thus it can reveal potential group frauds [28]. The literature
[16] employs LSTM to incorporate transaction sequences.
Some new features are added based on some pre-defined rules.
The time between two consecutive transactions in minutes
(time delta) is employed as additional feature to support a
time normalization on inputs. The work [29] proposes a novel
recurrent unit called Time-Aware LSTM to handle irregular
time intervals in longitudinal patient records. A long and
short-term memory is added in the recurrent unit to record
user behaviors. The work [30] adds a time attention module
in a recurrent neural unit and uses time data to extract the
characteristics of the click behaviors.

In summary, the following aspects are not fully considered
in previous neural-network-based transaction fraud detection
tasks: 1) behavioral changes of users caused by different
transaction time intervals are not well captured; 2) the con-
nections between current and historical transactions are not
fully captured; and 3) employing the combination of multi-
ple information to learn more comprehensive and reasonable
features is imperative.

B. Credit Card Fraud Detection

A typical fraud detection system generally consists of
an automatic fraud detection model and a manual analysis
process operated by business investigators [31]. The automatic
fraud detection model is to monitor all incoming transactions
and score them, which is generally produced by some data
mining techniques [32], [33]. The manual procedure is that
the business investigators review the suspicious transactions
with high fraud scores marked by an automatic fraud detection
model and then provide feedbacks (fraudulent or legitimate)
[8]. The construction of an automatic fraud detection model
can be based on expert-driven or data-driven methods or
their combination [34]. The expert-driven methods attempt
to identify specific fraud scenarios by analyzing historical
frauds and then form some rules representing some fraud
modes [35]. The data-driven methods are generally based on
machine learning algorithms to train a fraud detection model
[36]. For example, the literature [4] combines supervised and
unsupervised learning techniques for constructing credit card
fraud detection models, and presents a number of criteria
to compute outlier scores at different levels of granularity.
The literature [37] proposes an online boosting approach by
coupling it with the extremely fast decision tree as the base
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learner in order to ensemble them into a single online strong
learner for credit card fraud detection. The study [38] trains a
generative adversarial network to output mimicked minority
class examples, which are then merged with training data
into an augmented training set so that the effectiveness of a
classifier can be improved. However, most of them only use
the original features of transaction records to train a model.
The information provided by these original features fails to
well reflect the characteristics of transactions and thus the
performance of the trained model is not too good [12].

There have been some methods for transactional represen-
tations that are based on transaction aggregation strategies.
The study [3] uses an aggregation strategy to add new fea-
tures into original transaction records. The aggregation is to
group the transactions made in the recent hours according
to the related cardholder id and transaction type. Then, the
number of these grouped transactions, the total amounts spent
on these transactions and their average amount in different
time windows are calculated as new features. Several studies
[11], [39]–[42] followed the method in [3]. For example, the
aggregation method in [11] depends not only on cardholder
id and transaction type but also on country and merchant
code, thus leading to a much richer feature space than that
in [3]. They also create a new set of features based on
analyzing the periodic behavior of the time of a transaction
using the Von Mises distribution, which can analyze the
periodicity of transactional behaviors of users. Several studies
employ the representations of this method as their transactional
representations to deal with the fraud detection problem by
combining different machine learning algorithms [13], [14],
[43], [44]. The literature [45] presents a framework based
on the Hidden Markov Model to associate the likelihoods of
a transaction with its previous transactions sequence. These
likelihoods are used as additional features for fraud detection.

Although these aggregated features can provide rich in-
formation for the detection model, original classifiers limit
the ability of the detection model to automatically learn
complicated transactional behaviors of users.

III. PRELIMINARIES
In this section, the often-used notation and our real-world

transaction dataset are introduced. Then exploratory and the-
oretical analysis are exhibited to reveal the transactional be-
havioral characteristics of fraudsters, and the motivation of
our method is elaborated. Transactional expansion is finally
presented.

A. Notation

D A transaction dataset
G The transactional expansion set
gui The expansion of a transaction record xui
Lu The set of transaction records of a given user u
m The number of original features in a transaction record
n The number of transactions
nu The number of transaction records of a given user u
U A user set
xui The i-th transaction record of a given user u

TABLE I
ORIGINAL FEATURES OF TRANSACTION DATASETS

Attributes name Description
User id Users unique identity

Pay single limit
The limit on the amount of a single
transaction for a user

Pay accumulate limit
The limit of the user’s daily
accumulated transaction amount

Common phone User’s usual mobile phone number

Is common ip
Is IP commonly used when the
transaction occur

Card area The area for the card
Trade date Date of the transaction
Trade time Time of the transaction
Trade amount Amount of the transaction
Card balance Account balance before payment

Transaction object
Recipient number of a person or
a business

Client mac
The client MAC address when the
transaction occur

Label Legitimate or fraudulent transaction

B. Description of Real-world Dataset

We have obtained a large real-world transaction dataset
provided by a financial institution of China. The dataset con-
tains 5.12 million online transaction records of 107,192 users,
including 4.98 million legitimate transactions and 0.14 million
fraudulent ones. Each transaction record has 12 attributes (i.e.
original features) as shown in Table I. Each transaction record
contains a label, where 1 represents fraudulent transaction and
0 represents legitimate one.

C. Exploratory Analysis of Transactional Behaviors

Based on the real-world transaction dataset, we can reveal
the characteristics of fraudsters by answering 1) do users have
specific time regularity in their transactional activities? and 2)
do fraudsters have any unique behavioral patterns?

1) The attribute of Trade time of users: We separate the
transactions of legitimate users and fraudsters according to
their labels, count the ratio of the number of transactions per
half-hour to the total number of transactions, and display them
in a histogram. As shown in Fig. 1(a), the vast majority of
fraudulent transactions occur between 1:30 a.m. and 12:00
p.m., and there are almost no fraudulent transactions between
6:30 p.m. and 1:00 a.m., with the largest number of transac-
tions occurring at 9:30 a.m.. However, legitimate users conduct
a mass of transactions after 12:00 p.m., and there are many
transactions between 6:00 p.m. and 1:00 a.m.. This means that
the distribution of Trade time of legitimate users is relatively
uniform, while the fraudsters mainly trade in a fixed period of
time.

2) The behavioral patterns of fraudsters: In order to further
explore the differences of behavioral patterns between legit-
imate users and fraudsters, we first transform Trade time of
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each transaction record into a time stamp and then calculate
the time between two consecutive transactions for legitimate
users and fraudsters separately. Next, we get the bins of time
intervals and calculate the probability value of each bin, i.e.,
the ratio of the number of intervals in a bin to the total
number of intervals of legitimate users or the fraudsters is
counted, where the horizontal axis represents the logarithm of
the consecutive time intervals. As shown in Fig. 1(b), the vast
majority of fraudsters conduct transactions within a short time
interval, which indicates that the fraudsters tend to engage in
intensive fraudulent activities. However, the legitimate users
span a wide range of time intervals. In fact, short intervals of
consecutive transactions indicate that the users are engaged
in intensive and planned activities, and there is a strong
behavioral dependence between such transactions.

Based on the above analysis of the transactional behavioral
characteristics, we conclude that:

1) The transactions of fraudsters usually take place in a fixed
period of time.

2) The activities of fraudsters are manifested as mostly
intensive and planned transactions.

3) There is a great difference between the transactional
behaviors of fraudsters and those of legitimate users.

They motivate us to develop an effective and high-performance
model to conduct credit card fraud detection.

D. Theoretical Explanation
Data mining theories and technologies play an important

role in credit card fraud detection, as it is generally applied
to extract and reveal the hidden fraud patterns behind a
large number of transactions, where feature extraction is an
effective and representative one [40], [46]. Traditional methods
use statistical analysis and probability theory to extract and
identify useful information, and subsequently generate trans-
actional representations [47]. With the popularity of neural
networks, more and more studies employ neural-network-
based techniques to learn comprehensive transactional rep-
resentations [28], [30]. Compared with traditional regression
analysis, neural networks have no mode limitation in analysis
and can be detected automatically, especially when there are
correlation among transactions [48], [49]. In a word, neural-
network-based feature extraction techniques can be employed
to analyze the correlation among transactions and learn new
transactional representations to change the original feature
space for getting richer information [18], which enhances the
separability of fraudulent and legitimate transactions. From
the perspective of credit card fraud detection, fraudsters gen-
erally conduct continuous, intensive and planned transactions,
which means that the transaction behaviors of fraudsters and
legitimate users are very different in time interval. In addition,
with the passage of time, transaction behaviors of users will
change, i.e., the concept drift problem exists in fraud detection,
which means that the behavioral changes caused by different
intervals between the consecutive time steps cannot be fixed.
Thus, in our work, we propose a neural-network-based feature
extraction technique to construct our detection model, which
can learn informative transactional behavioral representations
to better identify frauds.

E. Transactional Expansion

Given a user u ∈ U and u’s transaction records Lu = {xu1 ,
xu2 , ..., xunu

}, each xui = (xui1 , xui2 , ..., xuim ) is an m dimensional
vector and m is the number of original features of transaction
records. To enable the model to learn the transactional be-
havioral representation for each transaction record from user’s
historical transactions, transactional expansion is performed
for each transaction record.

For the i-th transaction record xui in Lu, we first construct
a transaction group gui with d+ 1 elements:

gui = {xui−d, xui−d+1, ..., x
u
i },

where d represents the memory size and gui represents the
memory of xui . In order to equalize the lengths of all groups,
i.e., when i is less than or equal to d, we replicate the earliest
transaction record of the user. For example, for xu1 we have
gu1 = {xu1 , xu1 , · · · , xu1} in which the number of xu1 is d+ 1,
for xu2 we have gu2 = {xu1 , · · · , xu1 , xu2} in which the number
of xu1 is d, and for xud we have gud = {xu1 , xu1 , xu2 , · · · , xud−1,
xud} in which the number of xu1 is 2. In other words, for the
k-th element xui−d+k in gui , k ∈ (0, d), if i− d+ k ≤ 1, then
the element is xu1 . The idea of this design is inspired by the
conclusion of [16]: compared with the recent transactions, the
earliest transaction have less impact on the current transaction,
and thus have a weaker impact on learning the relationships
between the current transaction and its recent ones. Therefore,
Lu = {xu1 , xu2 , ...,xunu

} of user u is represented as a set
of transaction groups, i.e., gu = {gu1 , gu2 , ..., gunu

} is the
transactional expansion of Lu.

It is worth mentioning that for a transaction dataset, some
users have thousands of historical transactions, while some
have dozens only. If d equals the maximum number of a
user’s transactions, then for each transaction, its memory can
be expressed as the transactional behavior of all its historical
transactions. For a natural language processing task, many
studies set the length of each sentence be the longest one
so as to unify the length of inputs [50]–[52]. However, for
many users, the long memory enables the earliest transactional
behavior to get more attention if we set d as the number of
all transactions, which contradicts the common view that the
current transaction of a user is generally similar to her/his
recent transactional behavior. In addition, if d is set too small
(i.e., a short memory), e.g.,d = 2, it is difficult for this
case to reveal the historical transactional behaviors. Thus,
the representations cannot be learned sufficiently from the
historical transactions of users. Therefore, we choose n/|U |
as the value of d where n is the number of transactions in the
dataset and |U | is the number of users. Specifically, we show
the sensitivity of the parameter in Section VI-F to demonstrate
the rationality of this setting.

IV. PROPOSED MODEL

After performing the exploratory analysis of transactional
behaviors of users and the motivation of the model, we propose
a new Time-aware Historical-attention-based Long Short-Term
Memory (TH-LSTM) model, as shown in Fig. 2, to learn
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Fig. 1. Explorative Analysis of Transactional Behaviors.
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Fig. 2. Illustration of the proposed TH-LSTM.

the transactional behavioral representation for each transaction
record of users.

A. Structure of Recurrent Unit

Our exploratory analysis results reveal that fraudsters tend
to perform intensive and planned activities in a short period
of time, while the time spans of legitimate users are wider.
Therefore, it is essential to leverage the time intervals be-
tween consecutive transactions to express the motivation and
relevance of the transactional behaviors of users. One of the
limitations of traditional LSTM is that it only records the
chronological order of the inputs, but fails to consider the
changes of transactional behaviors caused by different time
intervals, which means that all the previous behaviors have
the same impact on the current transaction [53]. In fact, if
the last transaction occurred too long ago, the transactional

behavior of users may have changed a lot, then it may not
be as influential as their recent behavior. Thus, we try to
design a kind of recurrent unit that can capture the different
changes of behaviors according to the varied length of the time
intervals and transfer the information to the next recurrent unit.
Therefore, we embody this idea in a time-aware gate of the
recurrent unit. At each time step, a time-aware gate receives its
previous hidden state information, the current transaction and
the time interval between the current and previous transactions
of a user, and interacts with other control gates. The longer
the time interval, the less information in the previous time step
is considered and the more information of the current step is
stored in the memory of the recurrent unit. On the contrary, the
shorter the time interval, the more information of the previous
time step is stored in the memory of the recurrent unit.

Thus, the structure of our basic recurrent unit is designed
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as follows:

st = tanh(Wshht−1 +Wsxxt +Wst∆Tt−1,t + bs) (1)
ft = σ(Wfhht−1 +Wfxxt +Wfsst + bf ) (2)
s.t. Wfs < 0

it = σ(Wihht−1 +Wixxt +Wisst + bi) (3)
Tt = σ(WT hht−1 +WT xxt +WT sst + bT ) (4)
ζ = tanh(Wuhht−1 +Wuxxt +Wusst + bu) (5)
ct = ft ∗ ct−1 + it ∗ ζ + Tt ∗ st (6)
ot = σ(Wohht−1 +Woxxt +Wosst + bo) (7)

h̃t = ot ∗ tanh(ct) (8)

where ht−1 represents the output of the recurrent unit at the
(t− 1)-th time step and xt is the input of the recurrent unit at
the t-th time step. ∆Tt−1,t = Timestampt - Timestampt−1
is the value of time interval between the t-th and (t − 1)-th
transactions. ft, it, Tt and ot mean a forget gate, input gate,
time-aware gate and output gate, respectively. st represents
a time-aware state where the information of time interval is
stored. ζ is the generated candidate cell state and ct is the
new cell state. h̃t is the candidate hidden state of the recurrent
unit at the t-th time step. Wsh, Wfh, Wih, WT h, Wuh, Woh,
Wsx, Wfx, Wix, WT x, Wux, Wox, Wst, Wfs, Wis, WT s,
Wus and Wos are the weight matrices which can be randomly
initialized and then jointly learned during the learning process.
Their dimensions are based on the number of features of inputs
(vocabulary size) and the number of nodes in neural units
(num nodes). bs, bf , bi, bT , bu and bo are the bias vectors of
dimensions R1×num nodes. Parameter settings are described
in Section V-D. σ represents a sigmoidal nonlinear function
and tanh represents a tanh function [54]. ∗ is an element-wise
product.

B. Current-Historical Attention Module

As mentioned in Section I, we can find intensive and
planned transactional behaviors from the transactions of fraud-
sters. In addition, behavioral periodicity exists in transactions
of legitimate users. Thus, we try to reveal the correlation
between historical transactions and current one of users as
context information.

Recently, attention mechanism has become a research
hotspot in both industrial and academic domains [55]–[59].
Practitioners in the field of artificial intelligence have widely
applied attention-based models to speech recognition [21]
and natural language processing [22], [60], achieving great
success. The initial purpose of an attention mechanism is
to solve the problem of multi-dependencies and measure the
correlation among elements [23]. It is also essential to expose
the similarities and multi-dependencies among transactions
in this study’s context. Inspired by the philosophy of such
mechanism, we design a current-historical attention module in
our TH-LSTM to capture the repeated activities and behavioral
periodicity by building up the connections between current and
historical transactions of users. Considering the information
transmission characteristics of our designed recurrent unit, the
current-historical attention module can further captures the

regularity that may be forgotten by the recurrent unit in the
long historical memories.

qt = Concat(h̃t, ct) (9)
ot,i = tanh(Waqqt +Wahhi + ba) (10)

αt,i =
exp((ot,i)

T vt)∑t−1
i=t−d exp((ot,i)

T vt)
(11)

et =

t−1∑
i=t−d

αt,i ∗ hi (12)

where i ∈ {t−d, t−d+1, ...t−1} is the index of the historical
state of the recurrent unit. Thus hi = {ht−d, ht−d+1, ..., ht−1}
are historical memories stored by each time step, where d
represents the memory size. qt is the t-th state of the recurrent
unit. Here, the candidate hidden state of the recurrent unit h̃t
and the new cell state ct at the t-th time step are concatenated
as qt [18]. In order to score each historical state hi, we
compare it with the current state of recurrent unit qt to get
the scores ot,i, and further weight ot,i to avoid the model
paying too much attention to one behavior while ignoring
others, where vt is the importance weights which measure
the importance of ot,i [59]. ot,i and vt are multiplied and then
normalized as the final attention weights. et is the weighted
sum of all historical memories and represents the correlation
between historical behaviors and current transaction, which
contains the regularity of a user’s historical behaviors and the
influence of those on current transaction. Waq , Wah and ba are
the weight matrices and bias which can be randomly initialized
and then jointly learned during a learning process.

C. Interaction Module

Previous models focus on the last memory transferred from
the recurrent unit, but not fully consider the interaction of
multiple representative information [18]. In order to enable
the model to obtain a comprehensive and reasonable judgment
and to learn more effective transactional behavioral representa-
tions, we regard et as context information, h̃t as the regularity
and motivation of the user and gut as the original information,
and further interact them to get the transactional behavioral
representation of each transaction record.

ht = tanh(Whh̃t +Weet +Wgg
u
t + bh) (13)

where gut is the transactional expansion of xut . Wh, We and
Wg are the weight matrices which are randomly initialized
and then jointly learned during a learning process. bh is the
bias. h̃t, et and gut are first multiplied with their corresponding
weight matrix respectively and then the sum of them is fed
into a one-layer Muti-Layer Perception (MLP) to generate the
output of the current recurrent unit, which is passed to the
next recurrent unit. Based on the above process, the whole
recurrent neural unit in our model is finished.

D. Learning Process

For transaction dataset D, each transaction record xui is first
transformed into transactional expansion gui , and then fed to
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the model. After d time steps where d is the memory size,
the output hi of the last recurrent unit is regarded as the
transactional behavioral representation of a transaction record
xui , i.e., xui is represented as hi. Then, considering that credit
card fraud detection is a binary classification task, we add a
classification layer to the model.

ŷi = σ(Wihi + bi), i ∈ {1, 2, ..., n} (14)

Cross entropy loss [61] is employed as a loss function:

Loss = −
n∑

i=1

[yi log(ŷi) + (1− yi) log(1− ŷi)] (15)

where yi is the true label of transaction record xui and ŷi is
the predicted one. Wi and bi are a weight matrix and bias.
Therefore, the parameters of the model can be jointly learned
during a learning process.

E. Training Algorithm

Algorithm 1 illustrates the training process of our method.
The Adam optimization algorithm [62] is employed to min-
imize the loss function since it is commonly used in credit
card fraud detection.

Algorithm 1 Training algorithm of TH-LSTM.
Inputs: Transaction dataset: D; Batch generater: B; Network

parameters: θ; Size of each mini-batch: batch size; Num-
ber of batches: n batch; Number of epochs: n epoch;

Output: Trained model M ;
1: Conduct the transactional expansion: D −→ G;
2: Initialize the network parameters θ;
3: for each j ∈ {1, 2, ..., epoch} do
4: for each k ∈ {1, 2, ..., num batch} do
5: batch = next(B(batch size,G));
6: for each i in batch do
7: Compute hi and ŷi by (13) and (14)
8: end for
9: Compute the loss by (15)

10: Minimize the loss by Adam and update the net-
work parameters θ

11: end for
12: end for
13: return M ;

V. EXPERIMENTAL SETUP

In this section, the benchmark methods are first introduced.
Then we show our data partition. In addition, the evaluation
criteria of credit card fraud detection and the parameter
settings of the proposed model are presented.

A. Benchmark Methods

• Long Short-Term Memory (LSTM): This method is an
improved structure of RNN. It is mainly used to solve the
problem of gradient disappearance and gradient explosion
in the process of long sequence training, obtaining better
performance than vanilla RNN in dealing with longer

TABLE II
DATA PARTITION

Dataset #Legitimate #Fraudulent #Total
Jan. 656416 28175 666591
Feb. 657899 33762 691661
Mar. 226206 10601 264807
Apr. 1229764 23271 1243035
May. 1189117 27122 1216299
Jun. 1017816 24898 1042714

TABLE III
CONFUSION MATRIX OF CLASSIFICATION

Actual positive Actual negative
Predicted positive TP FP

Predicted negative FN TN

sequences. A memory cell and three control gate (forget,
input and output ones) are the basic components in LSTM
[24].

• Gated Recurrent Unit (GRU): This method is also a
widely-used RNN variant. In the structure of recurrent
neural networks, LSTM and GRU both use a gating
mechanism, but the latter uses fewer parameters and has
faster training speed. It contains a reset gate determining
how to combine the new input information with the
previous memory and an update gate defining how much
of the previous memory is saved to the current time step
[25].

• Bidirectional RNN (Bi-RNN): The basic idea of Bi-RNN
is that each training sequence consists of two RNNs:
forward connections and backward ones. Forward ones
help a model learn from previous representations, and
backward ones help a model learn from future represen-
tations [63].

• Update Gate RNN (UG-RNN): This innovative method
begins with a vanilla RNN and adds a single gate to
decide whether to carry over the hidden state or update,
which improves the learning performance and trainability
for long sequences [26].

• Aggregated-feature-based LSTM (A-LSTM): This
method integrates the state-of-the-art feature aggregation
strategies and phrases the fraud detection problem
as a sequence classification task. Long Short-Term
Memory (LSTM) network is employed in A-LSTM
to incorporate transaction sequences. A new feature
called tdelta is presented as an additional feature. Their
aggregation functions are restricted to two functions
that are proposed in their cited work: the total amount
spent and the number of transactions. Thus, we use
these two feature as the aggregation functions in our
experiments. They also compute such pairs (sumSk

and
countSk

) for each element in the power set of country,
merchant category, card entry mode and a time horizon
of 24 hours. Thus, we chose some similar features
in our dataset, i.e., Card area, Transaction object and
Client mac as our feature set, when we conduct our
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experiments [16].
• Spatio-Temporal Attention-based Neural Network (STA-

NN): This method presents an attention-based 3D con-
volution neural network for credit card fraud detection.
Temporal aggregated features and spatial aggregated ones
are generated, i.e., original transaction records are aggre-
gated into tensor format χ ∈ <N1,N2,N3 , where N1, N2

and N3 denote the dimensions of temporal, spatial and
feature slices, respectively [17].

• Homogeneity-oriented-behavior-analysis-based feature
engineering framework (HOBA): This method presents
a feature engineering framework based on homogeneity-
oriented behavior analysis (HOBA) to generate feature
variables for the fraud detection model. Deep learning
techniques are incorporated into the fraud detection
system to deliver good fraud detection performance [12].

• Aggregated-feature-based CNN (A-CNN): This method
proposes a CNN-based fraud detection framework to
extract the intrinsic patterns of fraud behaviors. It trans-
forms transaction records into a feature matrix for each
transaction, and thus the inherent interactions in time
series can be extracted for the CNN model. A new
feature called trading entropy is proposed to extract more
complex frauds. [15].

• Historical Attention-based and Interactive LSTM
(HAINT-LSTM): This method modifies the forget gate
of the traditional LSTM since the authors consider the
frequency of calls. A self-historical attention mechanism
is added to allow long-time dependencies and more
external information (such as personal profiles) is
considered in the transmission of neural units [18].

• Time LSTM (T-LSTM): This method adds specific in-
ner gating units in LSTM to extract interests of users
for recommendation, which are controlled by the time
interval between two actions. It has been widely-used in
predicting users next actions in recommendation systems
[27].

• Time Attention-based Heterogeneous RNN (TAH-RNN):
This method adds a time attention module in a recurrent
neural unit and uses time data to extract the characteristics
of the click behavior. The intuition of this idea is that
the time interval of click behavior denotes the degree of
interest or familiarity of a user [30].

B. Data Partition

In the construction of a credit card fraud detection model,
uncertainty lies in the great change in terms of the accuracy of
the trained model in practical applications [13]. For instance,
a trained model performs well on transactions that occurred
in the past month, but not in the current month. This case
is mainly caused by the diversity of users: 1) The types of
users are diverse; 2) The behavior of users is changing with
time; and 3) Fraudsters are constantly improving their fraud
strategies in order to deceive a fraud detection system In order
to verify a model through more reasonable and dependable
experimental results, and get closer to the real scene, we divide
the training set and the test set according to the Trading date

of a transaction dataset. Specifically, as shown in Table II, we
first utilize data in Jan. as the training set and data in Feb. as
the test set. Then, data in Feb. is used as training set and data
in Mar. as the test set, and so on.

C. Evaluation Criteria

Considering that fraud detection is regarded as an imbal-
anced classification task [64], the following commonly used
evaluation criteria are employed to evaluate the proposed
model:

Precision (Pr) =
TP

TP + FP

Recall (Re) =
TP

TP + FN

F1 =
2PrRe

Pr +Re

which are extracted by a confusion matrix as shown in Table
III. Specifically, precision (Pr) refers to how many detected
suspicious transactions are fraudulent. Recall (Re) means how
many fraudulent transactions are identified from all fraudulent
transactions in transaction dataset. F1 comprehensively evalu-
ates the performance of a fraud detection model. AUC, which
represents the area under the ROC curve, is also a commonly
used evaluation criterion in imbalanced classification tasks.
Thus, it is also considered in our credit card fraud detection
task to evaluate our model.

D. Parameter Settings

In our experiments, the size of mini-batch is set to 1000. The
number of units in TH-LSTM and training epochs in training
algorithm are set to 64 and 100, respectively. The number
of transactional features (vocabulary size) is 11 as shown in
Table I, where User id is used for transactional expansion and
dropped before inputting into the model. Besides, the dropout
technique [65] is used to prevent over-fitting and the dropout
ratio is set to 0.8. The learning rate in Adam optimization
algorithm is set to 0.001.

VI. EXPERIMENTAL RESULTS

In this section, the visualizations of the varied transactional
representations are first presented to give a more intuitive
view of the learning effectiveness among tested models. Then,
we evaluate the performance of the proposed model and the
benchmark methods. The Holm test is employed to further
compare the experimental results between the proposed model
and its peers. An ablation study is performed to verify the
effectiveness of each module of our model. We visualize the
normalized attention weights to provide the interpretability of
an attention module. Additionally, we evaluate the sensitivity
of memory size on the proposed model.
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A. The visualization of the Varied Transactional Representa-
tions

In order to show the learned transactional behavioral repre-
sentations more intuitively, we visualize the varied transaction-
al representations of different models on a two-dimensional
space by T-SNE [66] as shown in Fig. 3. Fig. 3(a) is the
original transactional representations, i.e., the original features
of transaction records. Figs. 3(b) - 3(l) are the learned trans-
actional representations of the benchmark methods. Fig. 3(m)
is the learned transactional behavioral representations of our
proposed model. The blue dots represent legitimate transac-
tions, and the red dots represent fraudulent ones. As shown in
Fig. 3(a), the representations of legitimate transactions and
fraudulent ones are all mixed together, which means that
the original transactional representations fail to disclose the
behavioral characteristics of legitimate users and fraudsters.
Figs. 3(b) - 3(l) illustrate that although the benchmark methods
can identify some characteristics of users’ behaviors, they
still fail to group the behaviors of fraudsters together, which
means that their learned transactional representations cannot
well identify the fraudulent behaviors precisely. However,
from Fig. 3(m), we can see that the fraudulent behaviors are
gathered together and represented in a group, and there is a
clear separation between legitimate and fraudulent behaviors,
which means that our proposed model can well identify the
characteristic of the most users’ behaviors by the learned
transactional behavioral representations.

B. Credit Card Fraud Detection

We compare the proposed model with its peers via a real-
world transaction dataset and a public one, which aims to
further evaluate the effectiveness of the learned transactional
behavioral representations and the proposed model for credit
card fraud detection. The experimental results on the real-
world transaction dataset are shown in Table IV. The best
results are highlighted in bold, and the higher, the better.
The results are based on the mean across 10 runs. In terms
of Pr and Re, the proposed model performs the best in
three different test sets and also on average value, which
means that it can well identify most fraudulent transactions
with only a few false positives. As for F1, the proposed
model performs best in all tested sets, and for AUC, the
proposed model performs the best in three different test sets
and also on average value. Training efficiency and inference
speed (the average time of training the model and detecting
transactions) are shown at the bottom of Table IV. As shown
in Table IV, although the time-aware gate, current-historical
attention module and interaction module are designed in our
neural unit, the training time of the model is not significantly
improved, which means that our model improves the detection
performance while the training efficiency is not reduced, i.e.,
our proposed architecture greatly improves the fraud detection
performance and the increase of model complexity does not
reduce the training efficiency.

We also compare the proposed model with its peers via
a public dataset containing 284,807 transactions made by
European cardholders in 2013. The aggregated-feature-based

detection methods (A-LSTM, HOBA and A-CNN) are not
suitable for the dataset because they need specific feature
names but the dataset does not provide. As shown in Table
V, our proposed model still performs best in terms of Pr, Re,
F1 and AUC.

Overall, in this work, we can conclude that: 1) differen-
t time intervals leads to different changes in transactional
behaviors of users. Prior aggregated features are generated
and added explicitly as additional features based on the time
window or time intervals [12], [15], [16]. We think that the
behavioral changes cannot be fully revealed by the basic fea-
ture engineering, i.e., the aggregated-feature-based detection
model; and 2) in the recent research, although the recurrent
networks and attention mechanism are not very interpretable,
they have achieved higher performance in speech recognition,
language modeling, translation, image subtitles [16], [21]–
[23], and their application scope is also expanding. For credit
card fraud detection, recurrent networks can well reveal the
sequential transactional behaviors of users and achieve higher
performance based on our previous work [20]. Thus, according
to the analysis and experiments, 1) although basic feature
engineering is simple and efficient in fraud detection, it still not
very sufficient in revealing behavioral changes and fraudulent
behaviors; and 2) our proposed model is superior to the basic
feature engineering.

C. Statistical Test

To further compare the results between the proposed model
with its peers, both Friedman test [67] and Holm test [68]
are performed, where the proposed model is used as a control
method. Usually, a small p-value indicates the fact that one
algorithm is significantly better than another. The significance
level is set as 0.1. The average rank is shown at the bottom of
Table IV, and the p-value of the Holm test for comparisons is
shown in Table VI. The performance of the proposed model
is significantly better than its peers in terms of Pr, F1 and
AUC. Considering that it performs the best on average value
and average rank in terms of all evaluation criteria, we can
conclude that its performance is significantly better than its
peers.

D. Ablation Study

To further prove the performance of the proposed model,
an ablation study is performed to verify the effectiveness of
each module of our model. Specifically, we test the model
containing only the time-aware gate, the current-historical
attention module and the interaction module (abbreviated as
M1,M2 and M3 for convenience), respectively. M0 represents
the traditional LSTM. As shown in Table VII, M1+M2+M3
gets the best performance followed by M1+M2, and both M1
and M2 greatly improve the detection performance of M0.
These experiments mean that each module of the proposed
model well extracts the transactional behaviors of users, and
the integration of these modules obtains the best detection per-
formance by integrating the learned transactional behavioral
representations.
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TABLE IV
CREDIT CARD FRAUD DETECTION PERFORMANCE OF TWELVE METHODS

Train Test Criteria STA-NN A-LSTM HOBA A-CNN LSTM GRU Bi-RNN UGRNN HAINT-LSTM T-LSTM TAH-LSTM TH-LSTM

Jan. Feb.

Pr 0.761 0.831 0.828 0.835 0.874 0.837 0.864 0.823 0.844 0.847 0.883 0.921
Re 0.960 0.963 0.956 0.952 0.823 0.911 0.933 0.989 0.917 0.925 0.922 0.972
F1 0.849 0.892 0.888 0.890 0.848 0.872 0.897 0.898 0.879 0.884 0.902 0.946

AUC 0.874 0.920 0.913 0.916 0.905 0.943 0.956 0.969 0.946 0.926 0.952 0.980

Feb. Mar.

Pr 0.884 0.914 0.963 0.949 0.919 0.913 0.879 0.871 0.962 0.917 0.915 0.939
Re 0.729 0.668 0.642 0.661 0.609 0.692 0.705 0.656 0.539 0.696 0.678 0.711
F1 0.784 0.772 0.770 0.779 0.732 0.787 0.782 0.749 0.691 0.791 0.779 0.810

AUC 0.859 0.810 0.837 0.839 0.797 0.837 0.840 0.816 0.767 0.840 0.844 0.850

Mar. Apr.

Pr 0.586 0.564 0.571 0.572 0.552 0.585 0.483 0.594 0.576 0.578 0.568 0.613
Re 0.990 0.996 0.995 0.994 0.995 0.959 0.958 0.954 0.995 0.995 0.994 0.996
F1 0.736 0.720 0.726 0.726 0.710 0.727 0.642 0.732 0.730 0.731 0.723 0.759

AUC 0.957 0.960 0.957 0.954 0.954 0.943 0.923 0.941 0.958 0.958 0.956 0.964

Apr. May.

Pr 0.839 0.941 0.954 0.905 0.768 0.831 0.928 0.891 0.971 0.872 0.973 0.982
Re 0.945 0.840 0.818 0.812 0.943 0.893 0.894 0.834 0.829 0.945 0.849 0.887
F1 0.889 0.888 0.881 0.856 0.847 0.861 0.910 0.862 0.894 0.907 0.907 0.932

AUC 0.919 0.919 0.907 0.941 0.955 0.938 0.945 0.911 0.913 0.965 0.933 0.945

May. Jun.

Pr 0.970 0.918 0.872 0.893 0.937 0.784 0.916 0.845 0.971 0.854 0.824 0.946
Re 0.858 0.947 0.945 0.972 0.856 0.941 0.909 0.969 0.910 0.930 0.925 0.972
F1 0.911 0.932 0.907 0.931 0.895 0.856 0.912 0.903 0.940 0.891 0.872 0.959

AUC 0.928 0.956 0.935 0.946 0.925 0.958 0.950 0.975 0.953 0.956 0.953 0.983

Average value

Pr 0.808 0.834 0.838 0.831 0.810 0.790 0.814 0.805 0.865 0.814 0.833 0.880
Re 0.896 0.883 0.871 0.878 0.845 0.879 0.880 0.880 0.838 0.898 0.874 0.908
F1 0.834 0.841 0.834 0.836 0.806 0.821 0.829 0.829 0.827 0.841 0.837 0.881

AUC 0.907 0.913 0.910 0.919 0.907 0.924 0.923 0.922 0.907 0.929 0.928 0.944

Average rank

Pr 7.400 7.400 6.200 6.400 7.000 8.600 7.800 8.600 3.600 6.800 6.200 2.000
Re 5.200 4.600 6.800 6.800 8.200 7.400 7.000 6.800 8.800 4.600 7.400 2.400
F1 5.800 6.600 7.600 6.800 11.000 8.200 5.600 6.600 6.600 5.400 6.200 1.000

AUC 7.400 6.400 8.800 7.400 8.800 6.400 6.000 7.000 7.200 3.800 5.400 1.600
Training efficiency (ms) 96.86 107.62 102.95 99.67 72.69 113.09 80.09 90.47 95.42 130.26 114.62 100.97

Inference speed (ms) 0.027 0.027 0.027 0.027 0.027 0.027 0.027 0.018 0.027 0.027 0.036 0.027

TABLE V
PERFORMANCE OF DIFFERENT MODELS ON A PUBLIC DATASET

Criteria STA-NN LSTM GRU Bi-RNN UGRNN HAINT-LSTM T-LSTM TAH-LSTM TH-LSTM
Pr 0.502 0.501 0.501 0.500 0.501 0.501 0.500 0.501 0.504
Re 0.664 0.560 0.608 0.771 0.675 0.682 0.830 0.888 0.996
F1 0.571 0.529 0.550 0.607 0.575 0.578 0.624 0.641 0.669

AUC 0.499 0.499 0.500 0.502 0.501 0.500 0.499 0.501 0.504

TABLE VI
p-VALUE OF HOLM TEST (SIGNIFICANCE LEVEL = 0.1) BETWEEN TH-LSTM AND ITS PEERS

STA-NN A-LSTM HOBA A-CNN LSTM GRU Bi-RNN UGRNN HAINT-LSTM T-LSTM TAH-LSTM
TH-LSTM (Pr) 0.14305 0.14305 0.21466 0.21466 0.17000 0.04180 0.09878 0.04180 0.48290 0.17648 0.21466
TH-LSTM (Re) 0.70921 0.70921 0.33917 0.33917 0.09673 0.28486 0.33917 0.33917 0.04802 0.70921 0.28486
TH-LSTM (F1) 0.10589 0.09841 0.02972 0.06807 0.00013 0.01592 0.10589 0.09841 0.09841 0.10589 0.09841

TH-LSTM (AUC) 0.08705 0.15825 0.01505 0.08781 0.01592 0.15825 0.15825 0.12069 0.08781 0.29258 0.19126
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(a) Original features of transaction
records

(b) STA-NN (c) A-LSTM (d) HOBA

(e) A-CNN (f) LSTM (g) GRU (h) Bi-RNN

(i) UG-RNN (j) HAINT-LSTM (k) T-LSTM (l) TAH-LSTM

(m) TH-LSTM

Fig. 3. Explorative View of Transactional Behaviors (blue and red colors (dots) represent legitimate and fraudulent transactions, respectively).

TABLE VII
ABLATION STUDY

Test Criteria M0 M1 M2 M1+M2 M1+M2+M3

Feb.
Pr 0.868 0.857 0.886 0.926 0.925
Re 0.825 0.984 0.973 0.955 0.977
F1 0.846 0.916 0.928 0.940 0.950

Mar.
Pr 0.919 0.941 0.929 0.928 0.925
Re 0.602 0.618 0.662 0.694 0.711
F1 0.727 0.746 0.773 0.794 0.804

Apr.
Pr 0.554 0.575 0.582 0.590 0.608
Re 0.994 0.996 0.995 0.995 0.996
F1 0.711 0.729 0.734 0.741 0.755

May.
Pr 0.796 0.823 0.853 0.886 0.879
Re 0.903 0.907 0.914 0.962 0.994
F1 0.846 0.863 0.882 0.922 0.933

Jun.
Pr 0.858 0.905 0.949 0.920 0.942
Re 0.935 0.924 0.917 0.978 0.980
F1 0.895 0.915 0.939 0.948 0.961

E. Interpretability of Attention Weights

As mentioned in Section III-C, legitimate transactional
behaviors differ much from fraudulent ones, which is al-
so the motivation of designing a current-historical attention
module. This module extracts the relationships between the
users’ historical transactions and the current one, and adds
this information to the transactional representations. In order
to evaluate the effectiveness of our attention module and
provide the interpretability of periodicity of users’ behaviors,

a heatmap is employed to visualize the normalized attention
weights for both legitimate and fraudulent transactions. We
randomly select 2000 transactions with 1000 legitimate ones
and 1000 fraudulent ones. Each row in Fig. 4 represents a
transaction record, and the vertical axis denotes the number
of attention steps. As shown in Fig. 4, there is a great
difference between the transactional behaviors of fraudsters
and legitimate users. The periodic behaviors are normalized
to some time steps in the attentional feature space. In the
representations of attentional feature space, although the atten-
tional feature space is not very interpretable, we can observe
which time steps are more important for the identification of
current transaction, i.e., whether there are obvious periodic
transactional behaviors. Specifically, if there are many time
steps that have influence on the current transaction, we believe
that this user has periodic transactional behavior. It can be seen
from Fig. 4(a) that the motivation of the current transaction
is well-captured by the current-historical attention module at
step 1, 11, 22, 24 and 48, i.e., some regular trading habits of
legitimate users are extracted by the module. For fraudulent
behaviors, the prominent periodicity is not found in Fig. 4(b),
but the recent intensive fraudulent behaviors are extracted by
attention module at step 43, which is also consistent with our
conclusion in the exploratory analysis that the recent activities
of fraudsters are intensive and planned.

Overall, since the researchers still have great differences
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(a) Legitimate Transactions

(b) Fraudulent Transactions

Fig. 4. Visualization of normalized attention weights.

on the interpretability of attention module [69]–[71], and our
purpose is to learn effective transactional behavioral repre-
sentations to better detect frauds, we mainly focus on the
following aspects: 1) the difference between the heatmap
of fraudsters and legitimate users is obvious, which shows
that our current-historical attention module can extract the
different behavioral patterns of fraudsters and legitimate users;
2) after the current-historical attention module maps h̃t to a
new feature space, since the features of this feature space
are not very interpretable, we try to visualize the normalized
attention weights to verify whether the current-historical at-
tention module can extract the periodicity of legitimate users
and intensive behaviors of fraudsters which are presented in
exploratory analysis of transactional behaviors; and 3) al-
though the transactional representations learned by the current-
historical attention module are not very interpretable, our
ablation study shows that the detection performance of our
model is greatly improved by adding the current-historical
attention module, which shows the effectiveness of the current-
historical attention module.

F. Parameter Sensitivity

In order to evaluate the sensitivity of memory size on the
proposed model, we set different memory sizes for com-
parison. As shown in Table VIII, when the memory size
increases, the performance of the proposed model is improved,
which means that it is effective to learn fraudulent behavioral
patterns from historical transactional behaviors of users. The
performance of the model does not continue to improve when
the memory size is greater than 50, which demonstrates that
it is feasible to set the memory size to n/|U |, where n is 5.12
million and |U | is 107,192.

TABLE VIII
SENSITIVITY OF MEMORY SIZE

Memory Pr Re F1 AUC
10 0.973 0.847 0.906 0.923
20 0.982 0.870 0.923 0.935
30 0.977 0.882 0.927 0.941
40 0.974 0.891 0.931 0.945
50 0.972 0.901 0.935 0.950
60 0.973 0.898 0.934 0.949
70 0.975 0.901 0.936 0.950
80 0.974 0.899 0.935 0.949

VII. CONCLUSION

In this paper, we propose a new model to learn the
transactional behavioral representations for each transaction
record of users. A time-aware gate is augmented to LSTM
to learn the behavioral changes brought by different time
intervals. A current-historical attention mechanism is proposed
and employed to build up the connections between current
transaction and historical transactions of users to help the
model capture behavioral periodicity of users. In addition, an
interaction module is designed to enable the model to learn
more comprehensive and rational representations. The visual-
ization of the learned transactional behavioral representations
and the experiments on a real-world transaction dataset and
a public one convincingly demonstrate the superiority of our
model. Our future work intends to apply our model to other
sequence classification tasks such as telecom fraud detection
and handle how to learn behavioral representations of new
users.
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your metrics with calibration,” in International Symposium on Intelligent
Data Analysis. Springer, 2020, pp. 457–469.

[65] N. Srivastava, G. Hinton, A. Krizhevsky, I. Sutskever, and R. Salakhut-
dinov, “Dropout: a simple way to prevent neural networks from over-
fitting,” The journal of machine learning research., vol. 15, no. 1, pp.
1929–1958, 2014.

[66] V. D. M. Laurens and G. Hinton, “Visualizing data using t-sne,” Journal
of Machine Learning Research, vol. 9, no. 2605, pp. 2579–2605, 2008.

[67] M. Friedman, “The use of ranks to avoid the assumption of normality
implicit in the analysis of variance,” Publications of the American
Statistical Association., vol. 32, no. 200, pp. 675–701, 1939.

[68] S. Holm, “A simple sequentially rejective multiple test procedure,”
Scandinavian Journal of Statistics., vol. 6, no. 2, pp. 65–70, 1979.

[69] S. Serrano and N. A. Smith, “Is attention interpretable?” arXiv preprint
arXiv:1906.03731, 2019.

[70] S. Jain and B. C. Wallace, “Attention is not explanation,” arXiv preprint
arXiv:1902.10186, 2019.

[71] S. Wiegreffe and Y. Pinter, “Attention is not not explanation,” arXiv
preprint arXiv:1908.04626, 2019.

Yu Xie received the B.E degree from the School of
Computer, Qingdao University, Qingdao, Shandong,
China, in 2017. He is currently pursuing the Ph.D.
degree with the Department of Computer Science
and Technology, Tongji University, Shanghai, China.
His current research interests include credit card
fraud detection, machine learning, deep learning,
big data, ensemble learning and natural language
processing.

Guanjun Liu (M’16-SM’21) received the Ph.D.
degree in computer software and theory from Tongji
University, China, in 2011. He was a Post-Doctoral
Research Fellow with the Singapore University of
Technology and Design, Singapore, from 2011 to
2013, and a Post-Doctoral Research Fellow with the
Humboldt University zu Berlin, Germany, from 2013
to 2014, supported by the Alexander von Humboldt
Foundation. He is currently a Professor with the
Department of Computer Science, Tongji University.

Chungang Yan received the Ph.D. degree in com-
puter science and technology from Tongji University,
Shanghai, China. She is currently a Professor with
the Department of Computer Science and Technolo-
gy, Tongji University. Her current research interests
include Petri net, formal method, credibility com-
puting, intelligence computing, and service-oriented
computing.

Changjun Jiang received the Ph.D. degree from
the Institute of Automation, Chinese Academy of
Science, Beijing, China, in 1995. He is currently
the leader of the Key Laboratory of the Ministry
of Education for Embedded System and Service
Computing, Tongji University, Shanghai, China. He
is an IET Fellow and an Honorary Professor with
Brunel University London. He has been the recipient
of one international prize and seven prizes in the
field of science and technology.

Mengchu Zhou (Fellow, IEEE) received his Ph. D.
degree from Rensselaer Polytechnic Institute, Troy,
NY in 1990 and then joined New Jersey Institute
of Technology where he is now a Distinguished
Professor. His interests are in Petri nets, automation,
Internet of Things, and big data. He has over 900
publications including 12 books, 600+ journal papers
(500+ in IEEE transactions), 29 patents and 29 book-
chapters. He is Fellow of IFAC, AAAS, CAA and
NAI.

Maozhen Li is a Professor in the Department of
Electronic and Computer Engineering, Brunel Uni-
versity London, UK. He is also a Visiting Professor
of Tongji University, Shanghai, China. He received
the PhD from the Institute of Software, Chinese
Academy of Sciences in 1997. His main research
interests include high performance computing, big
data analytics and intelligent systems with applica-
tions to smart grid, smart manufacturing and smart
cities. He has over 180 research publications in these
areas including 4 books. He has served over 30 IEEE

conferences and is on the editorial board of a number of journals. He is a
Fellow of the British Computer Society (BCS) and the Institute of Engineering
and Technology (IET).

This article has been accepted for publication in IEEE Transactions on Neural Networks and Learning Systems. This is the author's version which has not been fully edited and 

content may change prior to final publication. Citation information: DOI 10.1109/TNNLS.2022.3208967

© 2022 IEEE. Personal use is permitted, but republication/redistribution requires IEEE permission.

See https://www.ieee.org/publications/rights/index.html for more information.


	答复信
	bare_jrnl
	Introduction
	Related Work
	Recurrent Neural Networks
	Credit Card Fraud Detection

	PRELIMINARIES
	Notation
	Description of Real-world Dataset
	Exploratory Analysis of Transactional Behaviors
	Theoretical Explanation
	Transactional Expansion

	Proposed model
	Structure of Recurrent Unit
	Current-Historical Attention Module
	Interaction Module
	Learning Process
	Training Algorithm

	Experimental Setup
	Benchmark Methods
	Data Partition
	Evaluation Criteria
	Parameter Settings

	Experimental results
	The visualization of the Varied Transactional Representations
	Credit Card Fraud Detection
	Statistical Test
	Ablation Study
	Interpretability of Attention Weights
	Parameter Sensitivity

	Conclusion
	References
	Biographies
	Yu Xie
	Guanjun Liu
	Chungang Yan
	Changjun Jiang
	Mengchu Zhou
	Maozhen Li





