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Feasibility of software‑based 
assessment for automated 
evaluation of tooth preparation 
for dental crown by using 
a computational geometric 
algorithm
Sangjun Han 1,10, Yuseung Yi 2,10, Marta Revilla‑León 3,4,5, Burak Yilmaz 6,7,8 & 
Hyung‑In Yoon 6,9*

The purpose of this study was to propose the concept of software‑based automated evaluation (SAE) 
of tooth preparation quality using computational geometric algorithms, and evaluate the feasibility 
of SAE in the assessment of abutment tooth preparation for single‑unit anatomic contour crowns by 
comparing it with a human‑based digitally assisted evaluation (DAE) by trained human evaluators. 
Thirty‑five mandibular first molars were prepared for anatomical contour crown restoration by 
graduate students. Each prepared tooth was digitized and evaluated in terms of occlusal reduction 
and total occlusal convergence using SAE and DAE. Intra‑rater agreement for the scores graded 
by the SAE and DAE and inter‑rater agreement between the SAE and DAE were analyzed with the 
significance level (α) of 0.05. The evaluation using the SAE protocol demonstrated perfect intra‑rater 
agreement, whereas the evaluation using the DAE protocol showed moderate‑to‑good intra‑rater 
agreement. The evaluation values of the SAE and DAE protocols showed almost perfect inter‑rater 
agreement. The SAE developed for tooth preparation evaluation can be used for dental education and 
clinical skill feedback. SAE may minimize possible errors in the conventional rating and provide more 
reliable and precise assessments than the human‑based DAE.

Abutment tooth preparation should be performed in accordance with the fundamental principles of contemporary 
fixed prosthodontics for successful  restorations1. The tooth structure should be preserved whenever possible, but 
optimal reduction is mandatory for restoration with a clinically acceptable  prognosis2. Fixed restorations require 
sufficient reduction to achieve an appropriate thickness and shape with structural  stability3. Tooth preparation 
with an optimal degree of taper is also essential to ensure proper retention and resistance of the fixed dental 
prosthesis and the absence of  undercuts4.

One of the most critical components of clinical dental education is understanding the principles of tooth 
preparation in  prosthodontics5. It is imperative that the student receives consistent and accurate feedback from 
the faculty members to improve their clinical performance before proceeding with actual patient  care5,6. However, 
several factors contributed to disagreements in the evaluation of the students’ work, including subjective 
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grading scales and insufficiently calibrated raters, which consequently failed to provide consistent and reliable 
 feedback6–8. To address the factors that contribute to the lack of consistency in evaluation and promote more 
reliable assessment by faculty, the faculty calibration and well-defined grading criteria have been  implemented9. 
Despite these improvements, inter-rater and intra-rater assessments by visual inspection with human eyes may 
not be consistent, and faculty members still frequently mark unacceptable student work as acceptable, and 
evaluation of the same work on different occasions has led to inconsistencies in grading being  observed10–12.

To overcome these shortcomings, a human-based digitally assisted evaluation (DAE) using three-dimensional 
(3D) inspection and metrology software has been considered as an alternative which addresses the weaknesses 
of conventional visual  inspection5,13–15. This method involves a thorough assessment by trained specialists, 
who evaluate the scanned data of abutment tooth preparation assisted by digital measurement with visually 
calculated  scales13–15. Several studies have found that faculty evaluations using digital assessment software such 
as E4D Compare (E4D Technologies, Richardson, TX, USA), CEREC PrepCheck (Dentsply Sirona, Bensheim, 
Germany), and Prepassistant (Kavo, Biberach, Germany) show higher consistency than traditional assessment 
 methods5,6,8–13,16–19. However, the inherent limitation of human-based evaluation remains a lack of consistency in 
the metrics manually assigned by raters, as well as discrepancies between  raters16–19. Recently, a group of dental 
researchers and software engineers developed a novel software-based approach for the assessment of abutment 
tooth preparation with automated evaluation based on a computational geometric algorithm. Using software-
based automated evaluation (SAE), the computational geometric algorithm determines the area to be evaluated 
and proceeds with automated evaluation, including digital measurements of the prepared tooth dimensions in 
a mathematically optimized model.

Therefore, the purpose of this study was to propose the concept of SAE of tooth preparation quality using 
computational geometric algorithms and to evaluate the feasibility of SAE in the assessment of abutment tooth 
preparation for single-unit anatomic contour crowns by comparing it with DAE by trained human evaluators. 
The null hypotheses of this study were: 1) there would be no differences in intra-rater agreement between the 
SAE and DAE, and 2) there would be no differences in the scores graded by the SAE and DAE.

Results
The SAE operated robustly for all the prepared teeth, and the results in terms of the evaluation criteria are 
listed in Table 1. The average amount of occlusal reduction at the cusp tip was approximately 1.39 mm for the 
mesiobuccal (MB) cusp, 1.60 mm for the distobuccal (DB) cusp, 1.88 mm for the mesiolingual (ML) cusp, and 
1.59 mm for the distolingual (DL) cusp. The average values of TOC were 26.44° and 18.60° in the mesiodistal 
(MD) and buccolingual (BL) planes, respectively. The average width of the preparation margin area was reported 
as 0.36 mm. The SAE assessment showed a complete agreement with the results.

The SAE and DAE scores for each criterion are listed in Table 2. The assessment using SAE showed identical 
scores in each round (1–3) of assessment. No significant differences were found between the rounds evaluated 
using the DAE for any of the evaluation criteria. Furthermore, there were no significant differences between 
SAE and DAE scores (p > 0.05).

The intra-rater agreement for each evaluation method (SAE and DAE) is shown in Fig. 1. The SAE showed 
perfect agreement for every evaluation criterion. The DAE showed moderate-to-good intra-rater reliability, 
moderate reliability for the MB and DB cusps, BL TOC of axial wall taper assessments, good reliability for ML 
and DL cusps of occlusal reduction assessments, and MD TOC of axial wall taper assessments. None of these 
criteria exhibited excellent reliability.

The inter-rater agreements between the SAE and DAE scores differed depending on the evaluation criteria 
(Fig. 2). For occlusal reduction assessments, almost perfect agreement was found for the evaluation of the ML 
and DL cusps, and substantial agreement was found for the evaluation of the MB and DB cusps. For axial wall 
taper assessments, the evaluation of the BL TOC showed substantial agreement, whereas moderate agreement 
was found for the MD TOC assessments.

Discussion
The results of this study support the validity of SAE in education and suggest the possibility of its clinical 
application in the assessment of tooth preparation for anatomic contour crowns. Intra-rater agreement showed 
that the faculty assessments using DAE were not always consistent, whereas the assessments with SAE showed 
perfect agreement for all evaluation criteria. Therefore, the first null hypothesis is rejected.

This study revealed that the evaluation consistency could be improved using SAE, which minimizes human-
based biases or errors in measurement. In the DAE assessment, the evaluation of functional cusp (MB and DB 
cusps) reduction showed a lower intra-rater agreement than the other evaluation criteria. The mandibular buccal 
cusp preparation has a more complex shape than the other areas owing to the application of the functional cusp 
bevel. Thus, it is difficult for the faculty to consistently find the measurement reference point in the scanned 
preparation image through visual inspection. This weakness can be overcome with the use of mathematical 
algorithm-based software that finds a tangential line from the cusp tip on the anatomical tooth to the prepared 
tooth and defines the closest perpendicular location to the prepared tooth.

In addition to occlusal reduction in the cusp area and other evaluation criteria, consistent scores can be 
derived through the designation of measurement points based on the algorithm. The calculation of the weighted 
Cohen’s kappa between the SAE and DAE graded scores graded showed a moderate to almost perfect inter-rater 
agreement of > 0.5. Therefore, the second null hypothesis cannot be rejected; however, further evaluation is 
required in terms of other evaluation parameters, such as minimum reduction. Generally, the evaluator designates 
measuring points in the central fossa where the amount of reduction is anticipated to be the least. However, the 
actual minimum reduction is not always observed in the central fossa. Nevertheless, it was difficult to specify 
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Table 1.  Assessment of tooth preparation quality by software-based automated evaluation (SAE). MB 
mesiobuccal, DB distobuccal, ML mesiolingual, DL distolingual, MD mesiodistal, BL buccolingual.

Dataset no

Occlusal reduction (mm) Axial wall taper (◦)

Margin width (mm)MB cusp DB cusp ML cusp DL cusp MD plane BL plane

1 1.09 1.28 1.65 1.40 25.03 9.81 0.38

2 1.65 2.03 2.10 1.74 39.21 40.39 0.33

3 1.32 1.75 1.59 1.52 27.89 10.52 0.42

4 1.93 1.92 2.70 1.92 25.92 21.76 0.26

5 1.59 1.76 1.66 1.72 29.51 21.89 0.31

6 1.19 1.67 1.77 1.84 35.52 27.02 0.29

7 2.12 2.62 2.04 1.61 39.11 31.25 0.38

8 1.31 1.57 2.18 1.68 26.00 14.09 0.34

9 1.42 1.65 1.67 1.51 31.47 13.32 0.37

10 1.00 1.64 1.63 1.16 34.71 27.10 0.45

11 1.25 1.42 1.41 1.24 33.70 14.05 0.32

12 1.18 0.98 1.67 1.52 25.31 13.97 0.46

13 1.14 1.30 2.16 1.60 19.02 24.57 0.26

14 1.02 1.07 1.61 1.01 23.29 09.36 0.35

15 1.59 2.18 1.32 1.04 22.42 15.54 0.42

16 1.65 1.70 2.55 2.22 21.25 17.06 0.55

17 1.49 2.10 2.49 1.99 28.96 19.02 0.28

18 1.35 1.31 2.06 1.39 21.84 14.08 0.18

19 1.35 1.22 2.19 1.93 19.70 17.09 0.51

20 1.67 1.70 2.26 1.87 31.29 12.68 0.24

21 1.03 1.21 1.53 1.25 19.74 22.71 0.40

22 1.06 1.16 1.51 1.72 23.96 25.79 0.31

23 1.23 1.53 1.70 1.61 22.25 00.79 0.36

24 0.61 0.86 1.92 1.42 18.12 03.55 0.42

25 1.51 1.83 2.14 1.62 23.90 19.31 0.37

26 1.04 1.38 1.46 1.40 30.26 28.30 0.36

27 1.61 1.95 1.91 1.82 33.83 30.04 0.40

28 0.97 0.64 1.16 0.73 23.43 17.80 0.23

29 1.41 1.37 1.65 1.58 12.84 20.41 0.32

30 1.19 1.45 1.45 1.41 23.45 11.98 0.30

31 1.82 2.09 2.09 1.66 25.07 25.20 0.30

32 2.21 2.26 2.24 1.79 31.45 30.89 0.39

33 1.74 1.85 2.65 2.35 18.69 38.33 0.63

34 2.07 2.19 2.26 2.13 22.27 11.24 0.28

35 0.81 1.09 1.36 1.15 34.68 14.25 0.41

Table 2.  Scores of digitally assisted evaluation (DAE) and software-based automated evaluation (SAE) 
according to each criterion (mean ± standard deviation). MB mesiobuccal, DB distobuccal, ML mesiolingual, 
DL distolingual, MD mesiodistal, BL buccolingual. ¶ p-value calculated from the Kruskal–Wallis H test for 
DAE evaluation values. † p-value calculated from the Mann–Whitney test between SAE and DAE; statistically 
significant difference (p < .05) is marked with an asterisk (*).

Protocol DAE SAE

Evaluation round #1 #2 #3 Mean p-value¶ #1 (#2, #3) p-value†

Occlusal reduction

 MB cusp 1.03 ± 0.45 1.17 ± 0.62 1.11 ± 0.58 1.11 ± 0.55 0.508 1.20 ± 0.58 0.373

 DB cusp 1.20 ± 0.68 1.23 ± 0.60 1.14 ± 0.65 1.19 ± 0.64 0.861 1.26 ± 0.66 0.575

 ML cusp 0.77 ± 0.73 0.97 ± 0.79 0.80 ± 0.76 0.85 ± 0.76 0.506 0.74 ± 0.74 0.479

 DL cusp 1.20 ± 0.72 1.17 ± 0.62 1.14 ± 0.69 1.17 ± 0.67 0.924 1.23 ± 0.60 0.715

Axial taper

 MD plane 1.20 ± 0.83 1.14 ± 0.81 1.06 ± 0.73 1.13 ± 0.79 0.689 0.86 ± 0.69 0.061

 BL plane 1.17 ± 0.82 1.26 ± 0.89 1.20 ± 1.83 1.21 ± 0.84 0.860 1.29 ± 0.83 0.646
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the point at which the minimum reduction could be detected by visual inspection. In future studies on SAE, the 
minimum reduction can be defined as the smallest value among the vertical distances from the anatomically 
intact tooth to the prepared tooth. A software-based assessment using a geometric algorithm may be used to find 
the point where the minimum reduction was made and can measure objective and precise values.

The traditional evaluation of tooth preparation relies on rater judgment based on visual inspection. Although 
current virtual assessment tools can improve objectivity and consistency in faculty evaluations, there remains 
significant subjectivity and a lack of inter-rater  reliability5,13. This novel software-automated approach based on 
mathematical algorithms could eliminate the subjective intervention of raters and provide more reliable and 
precise assessments. SAE showed a high degree of agreement compared with human-based evaluation (DAE), 
demonstrating that SAE assessments can be used for both clinical evaluation and dental education instead of 
DAE.

Algorithm-based evaluations can improve the quality of restorative treatments by providing immediate 
quantitative feedback during abutment tooth preparation. Yamaguchi et al. introduced an algorithm-based 
evaluation method for predicting the debonding probability of resin composite  crowns20. They developed a 
deep learning-based model utilizing a convolutional neural network (CNN) by training 6480 abutment images 

Figure 1.  Intra-rater agreement (interclass correlation coefficient, Cronbach’s α) between scores graded 
using software-based automated evaluation (SAE) and scores graded by digitally assisted evaluation (DAE). 
Excellent: > 0.9; Good: 0.75–0.90; Moderate: 0.50–0.75; Poor reliability: < 0.5.

Figure 2.  Inter-rater agreement [weighted Cohen’s kappa coefficient (κ)] between scores graded using 
software-based automated evaluation (SAE) and digitally assisted evaluation (DAE). Almost perfect: 0.81–1.00; 
Substantial: 0.61–0.80; Moderate: 0.41–0.60; Fair: 0.21–0.40; Slight: 0.01–0.20; and No agreement: ≤ 0.
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restored with resin composite crowns collected retrospectively. However, this prediction model may not be able 
to identify all abutment-related factors causing the debonding of  crowns20. Using the geometric algorithm for this 
software-based evaluation, the numerical data of the prepared tooth related to the retention and resistance of the 
dental crown—such as the convergence angle and height of the abutment—can be calculated, and the possibility 
of crown debonding can be numerically evaluated by applying the verified criteria for each contributing 
 factor21–23. Additionally, deep-learning-based dental crown design methods have recently been developed, 
using an algorithm that selects an appropriate design for many  databases24,25. By integrating the computational 
geometric algorithm used in this study, the prepared abutment for crown restoration can be evaluated to predict 
the probability of failure, and used to design an anatomical contour crown with a better prognosis.

The SAE protocol with mathematical algorithms still has several limitations that need to be improved. 
Marginal integrity, damage to adjacent teeth, and quality of reduction (smoothness or waviness) cannot be 
measured at the current technological level. Another issue is the complexity of grading; the SAE assessment is 
based on evaluation criteria, and each score must be weighted to derive a final score. These limitations can be 
overcome through the development of algorithms involved, and further research should be conducted to apply 
various evaluation criteria. Within the limitations of this feasibility study, the SAE developed for the assessment 
of abutment tooth preparation can be used in clinical dental education. This SAE can minimize possible errors 
in conventional human-based evaluations and provide more reliable and precise assessments than DAE.

Materials and methods
Data acquisition of abutment tooth geometry. A standardized mandibular right first molar acrylic 
resin tooth (Simple Root Tooth Model A5A-200; Nissin Dental Products, Kyoto, Japan) was used to develop 
the SAE. The resin tooth was prepared in accordance with the requirements for anatomic contour crowns 
with a 1.5-mm occlusal reduction, 1–1.5-mm axial reduction with rounded internal line angles, and 1-mm 
circumferential chamfer finish line. The prepared abutment was then digitized under ambient light condition 
by an intraoral scanner (i500, iScan version 1.2.0.1; Medit, Seoul, South Korea) with a reported precision of 
25-µm, by a single evaluator with 10 years of clinical experience in digital dentistry and the scan was stored in 
standard tessellation language file (STL) format. The scanner was calibrated according to the manufacturer’s 
instructions, and calibration was performed for each scan process. As the intraoral scanner has been reported to 
have a similar level of congruence in 3D data as a laboratory scanner, digitization with the intraoral scanner may 
also be considered  reliable26,27. The scanning process for each abutment was performed continuously in a single 
attempt, based on a reliability map with display mode, to verify complete  scanning28. Before tooth preparation, 
the original anatomical form of the resin molar was recorded as a reference for the tooth preparation assessment. 
Subsequently, the 3D scan data of the abutment resin tooth (before and after tooth preparation) were used to 
develop the SAE using a computational geometric algorithm and mathematical modelling.

Detection of tooth preparation margin. First, the axial wall evaluation area was defined by identifying 
the preparation margins. The three-dimensional scan data were obtained using the piecewise flat surface method, 
using geometrical properties that represent the ‘sharpness’ can find the preparation margin. Sharpness can be 
observed in two aspects: sharpness at each vertex and sharpness at each edge. The sharpness of each vertex is 
expressed as a Laplacian that is related to the surrounding vertices (Eq. 1, Fig. 3A), and sharpness at the edge is 
expressed as the relationship between the two faces near the edge (Eq. 2, Fig. 3B)29.

Figure 3.  Schematic diagram of algorithms to define marginal location of tooth preparation. (A) Laplacian with 
cotangent weights, which approximates mean curvature of vertices on a piecewise flat surface, was used to find 
boundary vertices on the preparation surface. (B) When connecting vertices at marginal locations, edge length 
was adjusted to represent sharpness of edge. By taking advantage of adjusted edge length, the calculated path 
accurately followed features of located preparation margins.
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Figure 4.  Process of defining tooth preparation margin based on geometric algorithm. When the shortest 
distance to the tooth model was smaller than the error bound, each search point was updated with the 
vertex located on the crown area (blue vertices). When the shortest distance was bigger than the threshold 
(orange vertex and dark blue arrow), it was assumed to be around the preparation margin (A,B). Among the 
neighborhood vertices (yellow and green), the vertex with the biggest Laplacian value (red) was determined 
as the vertex on the preparation margin (C,D). By connecting the intentionally distorted distance field, the 
preparation margin can be mathematically detected (E,F).
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The images of both the anatomically intact and prepared tooth models were registered, and the software 
determined 12 initial search vertices in the root area. The shortest distance between the initial search vertices 
of the anatomical tooth model and the prepared tooth was calculated. If the shortest distance was smaller than 
the error bound (ε), the search point was updated with the vertex located in the crown area (Fig. 4A,B), and the 
calculation of the shortest distance from the new search point to the prepared tooth was repeated. If a position 
was found beyond ε, it was considered to be at the preparation margin (Fig. 4C). By comparing the Laplacian 
values of adjacent vertices, the vertex with the largest Laplacian value was determined as the vertex on the tooth 
preparation margin (Fig. 4D). To determine the preparation margin more accurately, the dimensions were 
intentionally distorted by closely adjusting the distances around the sharp edges. The final tooth preparation 
margin was determined mathematically by identifying the shortest path connecting all 12 vertices (Fig. 4E,F). 
The preparation margin area was defined as the circular band-shaped area above the preparation margin until 
the axial wall area began. The approximate average preparation margin width was calculated by projecting the 
margin area in the path of insertion of the prosthesis to form a flat band-shaped area and dividing the band area 
by the average length of the long and short perimeters (Fig. 5).

Definition of the axial reduction area. The upper boundary of the preparation margin area was defined 
by finding the intersection polylines between the prepared tooth and translating surface generated by the 

Figure 5.  Process of defining width of preparation margin area. (A) Width of preparation margin area can be 
defined as a circular band-shape region above the preparation margin (green line) until axial wall area begin 
(red line). (B) Average width of margin area can be approximately calculated from the outer perimeter (green 
line), inner perimeter (red line), and area between the perimeters generated by projecting the margin in the 
direction of the path of insertion.

Figure 6.  Process of defining the axial area of prepared tooth based on the preparation margin area. (A) The 
lower (red line) and upper (blue line) boundaries of axial area of prepared tooth were geometrically generated 
from the location of the preparation margin (black line). (B) The lower boundary (dashed red line) was defined 
by finding the intersection polylines between the prepared tooth model and translating surface generated by 
the preparation margin. The upper boundary (dashed blue line) was defined as the intersection between the 
prepared tooth model and the curved surface generated by group of vertices that internally divide the points of 
the vertices on the surface generating the lower boundary and flat surface on the occlusal side (solid grey line).
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preparation margin (Fig. 6A). The lower boundary of the axial area is defined as the area directly above the 
preparation margin. When defining the upper boundary of the axial wall area, the height of the axial wall can 
differ for each prepared surface (buccal, lingual, mesial, and distal). Generally, the axial wall height of the buccal 
and lingual surfaces is greater than that of the mesial and distal surfaces. Considering this anatomic condition, 
the upper boundary of the axial wall was defined as the intersection between the prepared tooth model and the 
curved surface generated by a group of vertices that internally divided the points of the vertices on the surface, 
generating the lower boundary (Fig. 6B, dotted red line) and flat surface on the occlusal side (Fig. 6B, black line).

The axial wall area was divided into buccal (B) , lingual (L) , mesial (M) , and distal (D) areas. Total occlusal 
convergence (TOC) was obtained by summing the average tapers of the contralateral area: buccal (B) and lingual 
(L) average tapers, and mesial (M) and distal (D) average tapers (Fig. 7). The average taper was calculated using 
the following equation (Eq. 3):

(3)
TB,L,M,D = 90◦ −

1

AB,L,M,D

∑

f∈B, L, M, D

af cos
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∣

∣
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TOCBL = TB + TL, TOCMD = TM + TD

Figure 7.  Representative image of total occlusal convergence (TOC) calculation algorithm. −→p  is direction of 
insertion path, af  is area of face f, and −→nf  is normal direction of af  . Taper T is calculated for each surface (Mesial, 
Distal, Buccal, Lingual) using area weighted average taper. TOC for the mesiodistal (MD) plane is calculated by 
adding Taper of M and Taper of D, and TOC for buccolingual (BL) plane is calculated by adding Taper of B and 
Taper of L. Grades A (2 points, green, ‘Acceptable’), B (1 point, yellow, ‘Marginally acceptable’), and C (0 point, 
red, ‘Unacceptable’) were color-marked, based on evaluation criteria for tooth preparation.
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The average taper T was defined as the sum of the area-weighted taper, and the taper of each face f  was 
calculated using the path of insertion −→p  , area of the face af  , and the sum of the area of the face af  for each 
side (buccal, lingual, mesial, and distal) AB,L,M,D , and normal of the face −→nf  . The TOC of the buccolingual and 
mesiodistal planes was evaluated as the sum of the opposing average tapers.

Definition of occlusal reduction area. Seven standard points (each on the five cusp tips and two 
marginal ridge areas) were identified on the occlusal surface of each abutment tooth with an intact anatomical 
structure (before preparation). A geometric line was drawn from each standard point to the corresponding point 
on the occlusal surface of the prepared tooth, allowing the formation of a line perpendicular to the prepared 
surface. The boundary formed by the intersecting points on the occlusal surface of the prepared tooth passing 
through the closest path between the perpendicular lines was used to define the occlusal reduction area of the 
prepared tooth (Fig. 8A). Cusp reduction was defined as the shortest distance from the cusp tip of the anatomical 
tooth model to that of the prepared tooth model. To optimize the process of determining the shortest distance, 
a bounding volume hierarchy and priority queue were  used30.

Establishment of color‑coded grade system for SAE. After the development of the SAE using a 
computational geometric algorithm and mathematical modelling, the grading system of the SAE was established 
according to the criteria for tooth preparation assessment (Table 3). The assessment scores were visualized and 
color-coded into three different grades: A (green), B (yellow), and C (red), according to the evaluation criteria 
(Fig. 8B). The points assigned to each grade category were: 2 points for grade A (acceptable), 1 point for grade B 
(marginally acceptable), and 0 point for grade C (unacceptable).

Feasibility of SAE for tooth preparation assessment: comparison with DAE. A total of 
35 mandibular right first molar resin teeth (Simple Root Tooth Model A5A-200; Nissin Dental Products, 
Kyoto, Japan), which had been prepared by thirty-five graduate dental students and submitted to as part of 
the fulfillment for routine practical examination, were retrospectively collected and completely anonymized. 
Evaluation and approval by an institutional review board was not required. Each resin tooth was carefully 
prepared according to the requirements of the anatomical contour crown restoration. Each prepared abutment 
tooth was then digitized under ambient light conditions using an intraoral scanner (i500, iScan version 1.2.0.1; 

Figure 8.  (A) Process of defining occlusal area and implementing an optimized algorithm to evaluate occlusal 
reduction dimension. Cusp reduction was defined as shortest distance from cusp tip of anatomical tooth 
model to that of prepared tooth. (B) Grades A (2 points, green, ‘Acceptable’), B (1 point, yellow, ‘Marginally 
acceptable’), and C (0 point, red, ‘Unacceptable’) were color-marked, based on the evaluation criteria for tooth 
preparation.

Table 3.  Evaluation criteria of abutment tooth preparation for anatomic contour crown restoration.

Evaluation criteria (point) Acceptable (2) Marginally acceptable (1) Unacceptable (0)

Occlusal reduction

 Mesiobuccal (MB) cusp 1.5–2.0 mm 1.0–1.5 mm or 2.0–2.5 mm  < 1.0 mm or > 2.5 mm

 Distobuccal (DB) cusp 1.5–2.0 mm 1.0–1.5 mm or 2.0–2.5 mm  < 1.0 mm or > 2.5 mm

 Mesiolingual (ML) cusp 1.0–1.5 mm 0.5–1.0 mm or 1.5–2.0 mm  < 0.5 mm or > 2.0 mm

 Distolingual (DL) cusp 1.0–1.5 mm 0.5–1.0 mm or 1.5–2.0 mm  < 0.5 mm or > 2.0 mm

Axial wall taper (total occlusal convergence, TOC)

 Mesiodistal (MD) plane TOC 6°–20° TOC 0°–6° or 20°–30° TOC > 30° or < 0° (undercut)

 Buccolingual (BL) plane TOC 6°–20° TOC 0°–6° or 20°–30° TOC > 30° or < 0° (undercut)
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Medit, Seoul, South Korea) by a single evaluator with 10 years of clinical experience in digital dentistry and 
stored in STL format. Considering the limited angle and focal distance of the small target area, an intraoral 
scanner was used to digitize the  tooth31,32. Before each scanning procedure, the scanner was calibrated according 
to the manufacturer’s instructions.

For SAE assessment, the scan data of each prepared tooth were uploaded and automatically assessed in 
terms of tooth preparation quality using the software tested in this study. All the necessary information for the 
evaluation criteria for tooth preparation was displayed with no intervention by human evaluators. The reported 
data are presented according to the evaluation criteria (Table 3).

For the assessment using DAE, each prepared tooth was assessed by two board-certified prosthodontists who 
were full-time faculty members and had worked as evaluators of practical examinations for graduate students, 
by using inspection and metrology software (Medit Compare, Medit, Seoul, South Korea). This software was 
designed to analyze, align, measure (including distance, area, length, and angle), and compare 3D data. The 
human-based evaluation was conducted three times, with a washout period of one week interval between each 
evaluation. In each round, the prepared teeth were randomly assigned to an evaluator (Research Randomizer; 
https:// www. rando mizer. org/). Tooth preparation quality was scored identically to the SAE system according to 
each evaluation criterion (Table 3). The score for each quality assessment was determined based on the agreement 
between the two evaluators. For each assessment, the scanned data of the abutment tooth with intact occlusal 
anatomy (before preparation) and those of the prepared abutment tooth were superimposed using inspection 
software (Medit Compare). Superimposition of the two datasets was conducted after verifying the alignment in 
the synchronized coordinate space. Using ‘Align with selected area’ function, the initial alignment was performed 
by manually designating the same reference area for each scan data, and 3D superimposition was completed by 
the best-fit alignment using iterative closest point algorithm between the point clouds of digitized data. Each 
evaluator carefully marked the measurement points to evaluate the superimposed scan data. The distance or 
angle between the points was measured virtually based on the location of the marked points. For the occlusal 
reduction evaluation, a human evaluator designated each cusp tip and central fossa on the reference scan image 
of the abutment tooth with intact occlusal anatomy. By connecting the designated cusp tip and the corresponding 
cusp point on the scan image of prepared tooth, the inspection software (Medit Compare) tangentially builds 
a 2-dimensional plane passing through this line and measures the distance by using the ‘Measure distance by 
two points’ function. The distance between the cusps of the abutment tooth before preparation and those of the 
prepared tooth was used as the amount of occlusal reduction. The reduction was scored based on the evaluation 
criteria listed in Table 3. The axial wall taper was evaluated using the ‘Create sections’ and ‘Measure angle by four 
points’ functions in the software. A human evaluator marked the reference lines that passed vertically through 
the center of each buccal and lingual surface of the scan data of the prepared tooth along the long axis. The 
software automatically calculated the angle between these lines as the TOC values in the BL and MD planes, and 
the measured values were scored according to evaluation criteria (Table 3).

Statistical analysis. The intra-rater agreement of the three evaluation scores for each criterion graded using 
SAE and DAE was analyzed by calculating the interclass correlation coefficient (ICC, Cronbach’s α). An ICC 
value of > 0.9 was considered to indicate excellent reliability, while 0.75–0.90 indicated good; 0.50–0.75 indicated 
moderate; and < 0.5 indicated poor  reliability33. The inter-rater agreement between the scores from the SAE 
and DAE protocols was analyzed by calculating the weighted Cohen’s kappa coefficient (κ) for each evaluation 
criterion. A Cohen’s κ value of 0.81–1.00 was considered almost perfect agreement; 0.61–0.80 was considered 
substantial; 0.41–0.60 was considered moderate; 0.21–0.40 was considered fair; 0.01–0.20 was considered slight; 
and ≤ 0 was considered no  agreement34. Statistical analyses were performed using the R software (ver. 4.1.2), with 
a significance level (α) of 0.05.

Data availability
The datasets generated and/or analyzed in the current study are available from the corresponding author upon 
reasonable request.

Received: 24 March 2023; Accepted: 20 July 2023

References
 1. Shillingburg, H.T., Hobo, S., Whitsett, L.D., Jacobi, R. & Brackett, S.E. Fundamentals of fixed prosthodontics. 3rd edn. (Quintessence 

Publishing, 1997).
 2. Goodacre, C. J., Bernal, G., Rungcharassaeng, K. & Kan, J. K. Clinical complications in fixed prosthodontics. J. Prosthet. Dent. 90, 

31–41 (2003).
 3. Rosenstiel, S.F., Land, M.F. & Fujimoto, J. Contemporary fixed prosthodontics. 5th edn. 169–221 (Mosby Inc., 2015).
 4. Dodge, W. W., Weed, R. M., Baez, R. J. & Buchanan, R. N. The effect of convergence angle on retention and resistance form. 

Quintessence Int. 16, 191–194 (1985).
 5. Renne, W. G. et al. E4D compare software: An alternative to faculty grading in dental education. J. Dent. Educ. 77, 168–175 (2013).
 6. Kateeb, E.T., Kamal, M.S., Kadamani, A.M., Abu Hantash, R.O. & Abu Arqoub, M.M. Utilising an innovative digital software to 

grade pre-clinical crown preparation exercise. Eur. J. Dent. Educ. 21, 220–227 (2017).
 7. Feil, P. H. & Gatti, J. J. Validation of a motor skills performance theory with applications for dental education. J. Dent. Educ. 57, 

628–633 (1993).
 8. Sadid-Zadeh, R. & Feigenbaum, D. Development of an assessment strategy in preclinical fixed prosthodontics course using virtual 

assessment software-Part 1. Clin. Exp. Dent. Res. 4, s86–s93 (2018).
 9. Commission on dental accreditation. Accreditation Standards for Dental Education Programs. https:// case. edu/ dental/ sites/ case. 

edu. dental/ files/ 2018- 04/ Predo ctoral_ Progr am_ Stand ards. pdf (2013).
 10. Haj-Ali, R. & Feil, P. Rater reliability: Short- and long-term effects of calibration training. J. Dent. Educ. 70, 428–433 (2006).

https://www.randomizer.org/
https://case.edu/dental/sites/case.edu.dental/files/2018-04/Predoctoral_Program_Standards.pdf
https://case.edu/dental/sites/case.edu.dental/files/2018-04/Predoctoral_Program_Standards.pdf


11

Vol.:(0123456789)

Scientific Reports |        (2023) 13:11847  | https://doi.org/10.1038/s41598-023-39089-3

www.nature.com/scientificreports/

 11. Fuller, J. L. The effects of training and criterion models on inter-judge reliability. J. Dent. Educ. 36, 19–22 (1972).
 12. Sharaf, A.A., Abdel Aziz, A.M. & El Meligy, O.A.S. Intra‐ and inter‐examiner variability in evaluating preclinical pediatric dentistry 

operative procedures. J. Dent. Educ.71, 540–544 (2007).
 13. Gratton, D. G., Kwon, S. R., Blanchette, D. & Aquilino, S. A. Impact of digital tooth preparation evaluation technology on preclinical 

dental students’ technical and self-evaluation skills. J. Dent. Educ. 80, 91–99 (2016).
 14. Hamil, L. M., Mennito, A. S., Renne, W. G. & Vuthiganon, J. Dental students’ opinions of preparation assessment with E4d compare 

software versus traditional methods. J. Dent. Educ. 78, 1424–1431 (2014).
 15. Mays, K. A. & Levine, E. Dental students’ self-assessment of operative preparations using CAD/CAM: A preliminary analysis. J. 

Dent. Educ. 78, 1673–1680 (2014).
 16. Taylor, C. L., Grey, N. J. A. & Satterthwaite, J. D. A comparison of grades awarded by peer assessment, faculty and a digital scanning 

device in a pre-clinical operative skills course. Eur. J. Dent. Educ. 17, e16–e21 (2013).
 17. Jorquera, G., Sanchez, J. P., Sampaio, C. S., Atria, P. & Fernandez, E. Improvement preclinical and clinical skills for dental 

preparations using assisted training software. Eur. J. Dent. Educ. 25, 856–863 (2021).
 18. Schepke, U. et al. Digital assessment of a retentive full crown preparation—An evaluation of prep Check in an undergraduate 

pre-clinical teaching environment. Eur. J. Dent. Educ. 24, 407–424 (2020).
 19. Miyazono, S., Shinozaki, Y., Sato, H., Isshi, K. & Yamashita, J. Use of digital technology to improve objective and reliable assessment 

in dental student simulation laboratories. J. Dent. Educ. 83, 224–232 (2019).
 20. Yamaguchi, S. et al. Predicting the debonding of CAD/CAM composite resin crowns with AI. J. Dent. Res. 98, 1234–1238 (2019).
 21. Jørgensen, K. D. The relationship between retention and convergence angle in cemented veneer crowns. Acta Odontol. Scand. 13, 

35–40 (1955).
 22. Heintze, S. D. Crown pull-off test (crown retention test) to evaluate the bonding effectiveness of luting agents. Dent. Mater. 26, 

193–206 (2010).
 23. El-Mowafy, O. M., Fenton, A. H., Forrester, N. & Milenkovic, M. Retention of metal ceramic crowns cemented with resin cements: 

Effects of preparation taper and height. J. Prosthet. Dent. 76, 524–529 (1996).
 24. Ding, H. et al. Morphology and mechanical performance of dental crown designed by 3D-DCGAN. Dent. Mater. 39, 320–332 

(2023).
 25. Tian, S. et al. DCPR-GAN: Dental crown prosthesis restoration using two-stage generative adversarial networks. IEEE J. Biomed. 

Health Inform. 26, 151–160 (2021).
 26. Mangano, F. et al. Congruence between meshes and library files of implant scanbodies: An in vitro study comparing five intraoral 

scanners. J. Clin. Med. 9, 2174 (2020).
 27. Donmez, M. B. et al. Effect of computer-aided design and computer-aided manufacturing technique on the accuracy of fixed partial 

denture patterns used for casting or pressing. J. Dent. 130, 104434 (2023).
 28. Medit Help Center. https:// suppo rt. medit. com/ hc/ en- us/ artic les/ 36002 53120 31- Model- displ ay- mode (2022).
 29. Pinkall, U. & Polthier, K. Computing discrete minimal surfaces and their conjugates. Exp. Math. 2, 15–36 (1993).
 30. Johnson, D.E. & Cohen, E. A framework for efficient minimum distance computations. Proceedings 1998 IEEE International 

Conference on Robotics and Automation. Cat. No. 98CH36146 (1998).
 31. Kim, Y. K., Han, J. S. & Yoon, H. I. Evaluation of intaglio surface trueness, wear, and fracture resistance of zirconia crown under 

simulated mastication: A comparative analysis between subtractive and additive manufacturing. J. Adv. Prosthodont. 14, 122–132 
(2022).

 32. Kim, Y. K., Yoon, H. I., Kim, D. J. & Han, J. S. Comparative analysis on intaglio surface trueness, wear volume loss of antagonist, 
and fracture resistance of full-contour monolithic zirconia crown for single-visit dentistry under simulated mastication. J. Adv. 
Prosthodont. 14, 173–181 (2022).

 33. Koo, T. K. & Li, M. Y. Guideline of selecting and reporting intraclass correlation coefficients for reliability research. J. Chiropr. Med. 
15, 155–163 (2016).

 34. McHugh, M. L. Interrater reliability: The kappa statistic. Biochem. Med. (Zagreb) 22, 276–282 (2012).

Acknowledgements
This study was supported by the Creative-Pioneering Researchers Program of Seoul National University.

Author contributions
S. H. and Y.Y. conducted the research and laboratory methodology. S.H. performed statistical analyses. S. H. 
and Y. Y. drafted the manuscript. B.Y. and M.R.L. edited the manuscript. H.I.Y. and B.Y. contributed to the study 
design, data interpretation, paper revision, and research supervision. All the authors have reviewed and approved 
the final manuscript.

Competing interests 
The authors declare no competing interests.

Additional information
Correspondence and requests for materials should be addressed to H.-I.Y.

Reprints and permissions information is available at www.nature.com/reprints.

Publisher’s note Springer Nature remains neutral with regard to jurisdictional claims in published maps and 
institutional affiliations.

Open Access  This article is licensed under a Creative Commons Attribution 4.0 International 
License, which permits use, sharing, adaptation, distribution and reproduction in any medium or 

format, as long as you give appropriate credit to the original author(s) and the source, provide a link to the 
Creative Commons licence, and indicate if changes were made. The images or other third party material in this 
article are included in the article’s Creative Commons licence, unless indicated otherwise in a credit line to the 
material. If material is not included in the article’s Creative Commons licence and your intended use is not 
permitted by statutory regulation or exceeds the permitted use, you will need to obtain permission directly from 
the copyright holder. To view a copy of this licence, visit http:// creat iveco mmons. org/ licen ses/ by/4. 0/.

© The Author(s) 2023

https://support.medit.com/hc/en-us/articles/360025312031-Model-display-mode
www.nature.com/reprints
http://creativecommons.org/licenses/by/4.0/

	Feasibility of software-based assessment for automated evaluation of tooth preparation for dental crown by using a computational geometric algorithm
	Results
	Discussion
	Materials and methods
	Data acquisition of abutment tooth geometry. 
	Detection of tooth preparation margin. 
	Definition of the axial reduction area. 
	Definition of occlusal reduction area. 
	Establishment of color-coded grade system for SAE. 
	Feasibility of SAE for tooth preparation assessment: comparison with DAE. 
	Statistical analysis. 

	References
	Acknowledgements


