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A B S T R A C T

There exist a high demand to provide explainability to artificial intelligence systems, where decision making
models are included. This paper focuses on crowd decision making using natural language evaluations from
social media with the aim to provide explainability. We present the Explainable Crowd Decision Making based
on Subgroup Discovery and Attention Mechanisms (ECDM-SDAM) methodology as an a posteriori explainable
process that captures the wisdom of crowds that is naturally provided in social media opinions. It extracts
the opinions from social media texts using a deep learning based sentiment analysis approach called Attention
based Sentiment Analysis Method. The methodology includes a backward process that provides explanations to
justify its sense-making procedure by applying mainly the attention mechanism on texts and subgroup discovery
on opinions. We evaluate the methodology in the real case study of the TripR-2020Large dataset for restaurant
choice. The results show that the ECDM-SDAM methodology provides easy understandable explanations that
elucidates the key reasons that support the output of the decision process.
. Introduction

Decision Making (DM) models support people in making a decision.
hey establish a ranking of alternatives based on the evaluations of a
roup of experts, usually to get the best alternative [1]. Crowd Decision
aking (CDM) is defined as a large-scale DM model for leveraging

he wisdom of crowds without the need of a consensus process [2].
t captures the smart collective opinions from the natural language
valuations provided by a massive number of people. This kind of free
valuations are analyzed through sentiment analysis (SA) [3], which
llows to distill the opinions of the experts from natural language texts.

This paper relies on CDM based on social media opinions, as the
atural way to get the crowd opinions in the current digital word
ith people connected by social media. These platforms are packed
ith natural language reviews containing the opinions of billions of
eople scattered throughout the world who constitute a wise group
ue to their independence, diversity and decentralization. The reviews
ith the identified opinions can be the input data for CDM, since they

onstitute a source of wisdom where the experts are the social media
sers and the alternatives are the entities advertised on the platforms.
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E-mail addresses: czuheros@ugr.es (C. Zuheros), emcamara@decsai.ugr.es (E. Martínez-Cámara), viedma@decsai.ugr.es (E. Herrera-Viedma),

akatib@kau.edu.sa (I.A. Katib), herrera@decsai.ugr.es (F. Herrera).

Decision-making models are applied in a wide range of disci-
plines [4–6]. We argue that from a practical point of view these models
can be enhanced when they provide some details of their operations.
When people ignore why the decision model selects an alternative as
the best one, they do not trust on it. We claim that DM methods have to
shed more light on the information elements that support their outputs
so that people further trust them.

Explainable artificial intelligence (XAI) aims to develop more ex-
plainable models while maintaining high accuracy, as well as allowing
humans to understand and trust them [7]. There are two closely related
significant concepts in XAI [8]: (1) interpretability, as the ability to
provide meaning in understandable terms to humans; and (2) explain-
ability, as an interface between humans and a decision maker that is
simultaneously an accurate proxy of the decision maker and compre-
hensible to humans. Concerning DM, and so CDM, it is suitable to talk
about explainability when the mechanism itself is not interpretable
but an additional explanatory algorithm is necessary [9]. Despite the
research efforts, explainability in this context still lack usability when
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implemented in practice since users see it as a tool designed for
engineers rather than a useful tool for them [10]. Informative and
detailed explanations should be included to enhance stakeholders trust
the systems.

In this paper, we propose the Explainable Crowd Decision Mak-
ing based on Subgroup Discovery and Attention Mechanisms (ECDM-
SDAM) methodology as an a posteriori explainable process that cap-
tures the wisdom of crowds. It is rooted in CDM as it manages un-
constrained natural language opinions as expert evaluations posted by
social media users. We profit that groups as a whole, such as these
users, are more intelligent than an elite few [11]. The ECDM-SDAM
is an a posteriori explainable CDM since it has a backward mechanism
that provides easy understandable natural language explanations that
unveil the relevant information for the decision process, by introducing
two key elements:

• Attention mechanisms. The methodology analyzes reviews to
elicit the expert opinions using an innovative sentiment analysis
method (SAM) based on multi-task deep learning and attention
mechanism that we propose and call it Attention based Sentiment
Analysis Method (ASAM). The weights of the attention mecha-
nisms stand out the relevant sentences provided by the experts
behind the decision reported.

• Subgroup discovery (SD). The methodology involves this tech-
nique, which discovers interesting relationship between objects,
to identify the relevant aspect terms associated to particular
criteria for the decision reported. The opinions that refer to a
specific criterion of an alternative are extracted and represented
in a novel table that we proposed and call it Bag of Opinions by
Criteria (BOC), so we apply SD on them.

The ECDM-SDAM methodology workflow consists in three steps,
amely: (1) obtaining the expert opinions, where opinions are extracted
y the proposed ASAM model and represented into the proposed BOC
ables; (2) crowd decision making, which conducts the DM mechanism
tself carrying out a collective aggregation and an exploitation phase;
nd (3) explainable backward process, that generates explanatory texts
hat highlight the aspect terms, criteria and sentences that the method-
logy focused on to reach the solution. The meaningful sentences are
dentified through the attention mechanism of the ASAM model while
he relevant aspect terms are identified applying SD algorithms on the
OC tables.

The main contributions of the proposed ECDM-SDAM methodology
re:

• To provide easy-to-understand explanations in natural lan-
guage. It automatically generates plain texts that, on the one
hand highlight the strengths on the best alternative, and on the
other hand show the weaknesses of the lowest ranked alternative.
Both texts are detailed and easy to understand due to their
conciseness, clarity and itemized structure.

• To manage high quality input data. The methodology handles
user opinions as high quality experts evaluations since: (1) they
are unconstrained, completely free and can be provided in nat-
ural language, which is in line with human reasoning; and (2)
they capture the wisdom of the crowd as they come from social
media users who are a large group of diverse, independent and
decentralized individuals.

• To highlight the relevant information for the decision. The
methodology itself is informative, pointing out what it has fo-
cused on to select an alternative as the best and an alternative as
the worst, identifying: (1) its most relevant criteria, e.g., food or
drinks; (2) its most relevant aspect terms associated to a particular
criterion, e.g., rice or water ; and (3) its most relevant sentences
provided by the experts.
2

We evaluate the ECDM-SDAM methodology in a real case study.
Specifically, it analyzes the restaurants from the TripR-2020Large
dataset [2] to identify the best one and to explain the reached solution.
This dataset is suitable to evaluate the methodology, since it contains
quality evaluations that allows automatically provide explanations
understandable to humans.

This paper is structured as follows. Section 2 introduces the basis
of our proposal through a review on using opinions for DM, CDM,
explainability in DM, attention mechanisms, and SD. Section 3 presents
the ECDM-SDAM methodology detailing its three steps. Section 4 solves
the case of study from TripR-2020Large by applying the methodology.
Section 5 exposes some concluding remarks and future work.

2. Background

This section presents the basic concepts related to the ECDM-SDAM
methodology. Section 2.1 exposes the use of social media opinions
for decision making. Section 2.2 focuses on crowd decision making
and Section 2.3 on explainability in DM. The explanation provided by
ECDM-SDAM is mainly achieved by using attention mechanisms (see
Section 2.4) and SD (see Section 2.5).

2.1. Using social media opinions for decision making

Social media are crowded of natural language evaluations contain-
ing opinions, which can be used as input data for CDM. These opinions
are very significant and worthwhile to process given the intense use of
such platforms by billions of users to express their experiences. This is a
natural environment to get the wisdom of crowds in the current digital
word. In this context, an opinion is given by [12]: (1) an aspect term
or aspect as the target of opinion, (2) a category as a group of similar
aspects, and (3) a polarity as the sentiment value.

TripAdvisor is a well known social media website where users share
their opinions on travels. Zuheros et al. [2] created and released the
TripR-2020Large1 dataset which contains real reviews from restau-
rants advertised on TripAdvisor with manually annotated opinions.
The reviews are natural language texts written in English, optionally
complemented by numerical ratings associated to particular criterion.
The texts are divided into sentences and each sentence presents all the
user opinions at the aspect level. It contains thousands of opinions that
can be used for evaluating CDM models. Thus, we will evaluate our
methodology into the TripR-2020Large dataset.

An example of a brief real natural language evaluation from the
TripR-2020Large dataset is given by: ‘‘Classic and always a great atmo-
sphere. Amazing wine list also’’. It consists of two sentences and each
of them presents an opinion. The first sentence presents a positive
pinion on the aspect atmosphere regarding the category ambience of

a restaurant, so the first opinion can be represented by (atmosphere,
ambience, positive). The second sentence presents a positive opinion on
the aspect wine list regarding the category drinks, so the second opinion
can be represented by (wine list, drinks, positive). The evaluations can be
nalyzed by a SAM to extract the opinions, which feed a CDM model
here criteria correspond to the extracted opinion categories.

There are several studies that take advantage of opinions and social
edia to create decision models. In the following, we analyze shortly

hem: (1) Punetha et al. [13] present an unsupervised SA system that
akes it easier for customers to make purchasing decisions based on

motions of reviews, by combining multi criteria DM and game theory,
2) Tayal et al. [14] propose a multi criteria DM for multi-aspect based
ersonalized ranking of the products from e-commerce websites taking
nto account the customer preferences, (3) Zhu et al. [15] develop

method for dynamic collaboration between public and experts in
arge-scale group emergency DM via text data from social media, (4)

1 https://github.com/ari-dasci/OD-TripR-2020Large

https://github.com/ari-dasci/OD-TripR-2020Large
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Morente-Molinera et al. [16,17] extract valuable information from
debate texts taking place on social media using DM and lexicon-based
approaches, (5) Zuheros et al. propose in [12] a DM methodology that
considers TripAdvisor natural language reviews as expert evaluations
where opinions are extracted by a semantic understanding process,
and in [2] a DM model that captures the wisdom of the crowd that
is naturally offered on this social media, and (6) finally, there exist
a prominent stream of studies emerging in this field that show its
value [18–20]. These studies are hardly comparable since they are
highly diverse, using different types of input data, analyzing opinions
at different levels of processing, lacking in explainability, and in some
cases not performing opinion processing per se.

2.2. Crowd decision making

The wisdom of crowds [11] states that groups, under the right
circumstances, are remarkably intelligent and are often smarter than
the smartest people in them. Even if many people in the group are
not especially well-informed, a collectively robust decision can be
reached. The necessary conditions for the crowd to be wise are the
independence, the diversity, and the decentralization of the group.
Thus, the forced interaction between group members is inappropriate.

Our hypothesis is that the natural way to capture the wisdom of
the crowd, in the current scenario of the digital society, is to extract
the opinions that are published on social media by means of natural
language processing. The opinions can be the input of a DM system
so that it harness the wisdom of crowds. There exists some studies
that already connect such fields: the wisdom of the crowd, DM, and
social media. Herrera-Viedma et al. [21] present the challenges of social
networks for DM frameworks guided by the wisdom of the crowd.
Verasius et al. [22] plan to analyze social media to better capture the
wisdom of crowds for their proposed tourism chatbot, which returns
the preferred sites ranked based on the judgment of the crowds from
questionnaires.

A novel approach in DM integrates the wisdom of crowds to better
capture the natural collective intelligence, leading to the Crowd Deci-
sion Making (CDM) [2]. The concept of CDM refers to DM models that
leverage the wisdom of the crowd by integrating unconstrained evalua-
tions of a large amount of people. It captures the natural knowledge of
a wise group of individuals since it avoids the consensus processes and
handles free natural language texts by incorporating SA tools. Social
media platforms are perfect environments for CDM, since they allow
to evaluate varied entities through natural language reviews and to
connect people around the world who are independent, diverse and
decentralized.

2.3. Explainability in decision making

Explainability can be understood as an interface between humans
and a decision maker that is at the same time both an accurate proxy
of the model and comprehensible to humans [7]. The goal of including
it in DM models is to underpin their sense-making procedure to make
relevant information available and understandable, making wider their
applicability in real environments.

In the literature, we find some initial studies that try to incorporate
explainability into DM models [23,24]. For example, Toni et al. [25]
provide explanations to understand the underpinning mechanisms of
DM models using dispute trees by means of computation argumen-
tation. However, we cannot find DM models that manage opinions
from natural language evaluations and that incorporate explainability
mechanisms to justify their achieved ranking of alternatives.

How to fix the idea of explainability in DM is still a challenge as
it is discussed in [26] and there are some difficulties to overcome:
(1) to provide explanations easily understandable in natural language;
(2) to highlight the reasons behind the best alternative instead of
making pairwise comparisons between the best option and the rest of
3

alternatives; and (3) to manage free expert evaluations. a
2.4. Attention mechanisms in natural language processing

Natural language processing (NLP) is the interdisciplinary field of
artificial intelligence and linguistic for understanding and generating
human language. The attention mechanism was first introduced in NLP
by Bahdanau et al. [27] as an extension to the encoder–decoder model
to cope better the dependencies on long sentences avoiding to squash
all the information. The main idea is to generate a weight distribution
associated to the input sentence so that relevant words have higher
values [28].

A wide range of attention mechanisms have been proposed for
tackling NLP tasks. This work focuses on SA, the NLP task concerned
with determining the author’s attitudes toward an object or the general
emotional tendencies of texts [3]. Therefore, we establish two cate-
gories that involve attention mechanism in NLP based on the SA task:
(1) methods for sentence encoding [29] and (2) methods for SA [30,
31]. For example, Huang et al. [32] provide sentence representations
by means of self-attention methods based on different window sizes.
Regarding SA, Zhang et al. [3] recognize the general attitude of texts
by including transformers into a multitask network.

There is much discussion about whether attention mechanisms offer
the explanation of neural network models [33,34]. We agree with Feng
et al. [23] that attention scores provide plausible rationales for their
use at practical level, even though they may not provide a complete
internal justification for the behavior of the model.

2.5. Subgroup discovery

Subgroup discovery (SD) is a widely used technique focused on
discovering interesting relationships between objects in a dataset with
respect to an specific property of interest, to which they should have
the most unusual statistical characteristics [35]. The extracted patterns
consists of induced subgroup descriptions known as rules, which take
the form antecedent → consequent so that the antecedent is a set of
eatures and the consequent is a value of the target variable of interest.

The metrics used in SD rely on association rules [36]. Consider a
ule R: X → Y, the number of total instances N of a dataset, and a func-
ion n(x) to count the frequency of x in the dataset. The most common
valuation metrics are: (1) the support, that measures the frequency of
ules containing both X and Y by 𝑆𝑢𝑝𝑝𝑜𝑟𝑡(𝑅) = 𝑛(𝑋 ⋅ 𝑌 )∕𝑁 , and (2) the
onfidence, that provides the likelihood of Y appearing in those rules
hat contain X by 𝐶𝑜𝑛𝑓𝑖𝑑𝑒𝑛𝑐𝑒(𝑅) = 𝑛(𝑋 ⋅𝑌 )∕𝑛(𝑋). Additionally, a metric
o measure the level of unusualness of a rule is the normalized weighted
elative accuracy (NWRAcc) which is computed by

𝑊𝑅𝐴𝑐𝑐(𝑅) =
𝑊𝑅𝐴𝑐𝑐(𝑅) − 𝐿𝐵(𝑅)
𝑈𝐵(𝑅) − 𝐿𝐵(𝑅)

where 𝑊𝑅𝐴𝑐𝑐(𝑅) = 𝑛𝐶𝑜𝑛 ⋅ [𝐶𝑜𝑛𝑓𝑖𝑑𝑒𝑛𝑐𝑒(𝑅) − 𝑛𝐴𝑛𝑡], 𝑛𝐶𝑜𝑛 = 𝑛(𝑌 )∕𝑁 ,
𝐴𝑛𝑡 = 𝑛(𝑋)∕𝑁 , 𝑈𝐵(𝑅) = (1 − 𝑛𝐴𝑛𝑡) ⋅ 𝑛𝐴𝑛𝑡 and 𝐿𝐵(𝑅) = (1 − 𝑛𝐴𝑛𝑡) ⋅
−𝑛𝐴𝑛𝑡). NWRAcc values greater than 0.5 mean there is a good level of
nusualness.

. Explainable crowd decision making methodology

We propose the Explainable Crowd Decision Making based on Sub-
roup Discovery and Attention Mechanisms (ECDM-SDAM) methodol-
gy as a CDM model [2] able to explain the result it reaches. It captures
he wisdom of the crowd available on social networks from natural
anguage expert evaluations and provides an explanation that justifies
ne alternative being chosen as the best by identifying its strongest
oints. Additionally, it offers a negative explanation for the worst alter-
ative to identify its weakest points. The methodology is composed of
hree steps namely, obtaining the expert opinions (see Section 3.1), crowd
decision making (see Section 3.2), and explainable backward process (see
ection 3.3). Fig. 1 depicts the steps of the methodology.

The ECDM-SDAM methodology obtains the final evaluation after
nalyzing the evaluations by extracting their most relevant information.



Information Fusion 97 (2023) 101821C. Zuheros et al.

I
a
a
w
o
s
t
t
s
r
p
t
o
(
c
t
s
i
d
b
t
n

3

a
o
s
t
w
p
𝑖
s
m
I
𝑡
h

3

i
T
e
t
a
b
n
a
s

I
w
w

M
o

i
m
V
w
o

w
u
w
s
a

𝑀

w
o
o
w
m
e

O
o
o
l
i
p
i

(
b
b
v
n
d
e

𝑂

w
o

t
t

Fig. 1. Workflow of the ECDM-SDAM methodology.

t considers user reviews from social media platforms as expert evalu-
tions of a DM problem. These reviews are analyzed by a sentiment
nalysis method based on an attention mechanism that we call ASAM,
hich infers the opinions of the users at aspect level. We represent the
pinions into a table structure that we call BOC. Then, the crowd deci-
ion making process is performed by conducting a collective evaluation
hat aggregates the opinions of all users and by carrying out an exploita-
ion process that obtains the classification of the alternatives. The last
tep of the methodology conducts a backward process to explain the
eached solution. It identifies the relevant information for the decision
rocess to select an alternative as the best and generates explanatory
exts in natural language. The explanation generation process is carried
ut through three stages, which are integrated into the final evaluation:
1) the most relevant criteria are extracted taking into account the
ollective evaluation and the importance of the criteria for the users, (2)
he most relevant aspect terms are extracted by identifying in the BOC
tructures the opinion objects with the greatest positive and negative
nfluence for each alternative and criterion by applying a subgroup
iscovery algorithm, and (3) the most relevant sentences are extracted
y selecting the utterances from the expert text evaluations that have
he highest weights in the attention mechanism of the ASAM neural
etwork.

.1. Obtaining the expert opinions

The objective of the ECDM-SDAM methodology is to rate a set of
lternatives 𝑋 = {𝑥1,… , 𝑥𝑛}, which are evaluated by a massive number
f users of a social network platform. These users are considered as the
et of experts 𝐸 = {𝑒1,… , 𝑒𝑙}. We crawl all their reviews about the al-
ernatives, which are written in plain text and optionally supplemented
ith numerical ratings, provided on the website. We collect the text
rovided by the expert 𝑒𝑘, 𝑘 = 1,… , 𝑙 for evaluating the alternative 𝑥𝑖,
= 1,… , 𝑛 into the element 𝑡𝑘𝑖 . There may be lack of information as

ome experts may not evaluate all the alternatives, so some element 𝑡𝑘𝑖
ay not exist. This stage analyzes the texts to infer the expert opinions.

n Section 3.1.1, we explain how we extract the opinions expressed in
𝑘
𝑖 by means of the novel ASAM model, and we describe in Section 3.1.2
ow we represent such opinions into the novel BOC table.

.1.1. Opinion extraction with the ASAM model
The natural language texts 𝑡𝑘𝑖 contain a great amount of valuable

nformation about what the user 𝑒𝑘 thinks about the alternative 𝑥𝑖.
he ECDM-SDAM methodology infers the expert opinions from these
lements at aspect level, so it actually conducts an aspect-based sen-
iment analysis (ABSA) task. Particularly, we build a SAM based on
ttention mechanisms to extract the opinions, that we call Attention
ased Sentiment Analysis Method (ASAM). It is a multi-task neural
etwork model, inspired by DOC-ABSADeepL [12], that incorporates
novel attention mechanism. Fig. 2 presents its architecture and,

ubsequently, we describe its main components:
4

{

nput layer. The model analyzes 𝑠-length reviews {𝑤1,… , 𝑤𝑠}. The
ords 𝑤𝑟, 𝑟 = 1,… , 𝑠 are represented by word embeddings so that each
ord is a 𝑑-dimensional vector 𝐰𝐞𝑟 = (𝑤𝑒𝑟1,… , 𝑤𝑒𝑟𝑑 ).

ultitask-learning. The model analyzes the input sentences to infer the
pinions by means of two blocks of information processing:

• The aspect and category processing block. It is responsible of
inferring the aspect terms, which we call them aspects, and its as-
sociated category. We apply a Bidirectional Gated Recurrent Unit
(BiGRU) and the novel attention mechanism that we subsequently
describe.

• The polarity processing block. It is responsible of extracting the
sentiment values. We apply a Bidirectional Long Short Term Mem-
ory (BiLSTM), the novel attention mechanism, a fully-connected
layer, and a dropout layer to prevent over-fitting.

The attention mechanism applied in both blocks aims at dynam-
cally pointing out the relevant features of the input sentence. The
echanism is based on the scaled dot-product attention proposed by
aswani [37]. It considers as input the output of the BiGRU or BiLSTM
hich is a matrix 𝑋 = [𝐱1,… , 𝐱𝑠] ∈ R𝑠×2ℎ𝑟𝑛𝑛 where ℎ𝑟𝑛𝑛 is its number
f units. The attention mechanism outputs a vector of weights 𝛼 as

follows:

𝛼 =

(

−
|

|

|

|

|

|

𝑞𝑋𝑇
√

𝑑𝑋

|

|

|

|

|

|

)𝑇

(1)

here 𝑞 ∈ R1×2ℎ𝑟𝑛𝑛 is a parameter learning vector initialized by an
niform distribution and 𝑑𝑋 is the dimension of 𝑋. The vector of
eights 𝛼 manifests the attention assigned to each word of the input

entence. Finally, we compute the attention matrix by multiplying 𝛼
nd the corresponding BiLSTM or BiGRU output as follows:

= 𝛼𝑋,𝑀 ∈ R𝑠×2ℎ𝑟𝑛𝑛 . (2)

The attention mechanism allows the network to learn the relevant
ords. When predicting aspects and categories, the model should focus
n one type of words while predicting polarities should focus on an-
ther sort. For example, nouns usually correspond to terms and entities
hile adjectives and adverbs tend to express sentiments. The ASAM
odel captures this phenomenon by including an attention layer for

ach block separately.

utput layer. The model has three classification layers so that each
ne provides a component of an opinion: (1) the aspect layer points
ut whether the input word is an opinion aspect term; (2) the category
ayer provides the category to which the aspect term belongs in case the
nput word expresses an opinion; and (3) the polarity layer indicates a
ositive, negative or neutral sentiment about the identified aspect term
n case the user has expressed an opinion.

We represent the opinions extracted by the ASAM model as a vector
𝑎𝑠𝑝𝑒𝑐𝑡, 𝑐𝑎𝑡𝑒𝑔𝑜𝑟𝑦, 𝑝𝑜𝑙𝑎𝑟𝑖𝑡𝑦), where 𝑎𝑠𝑝𝑒𝑐𝑡 is the term of interest identified
y the aspect layer, 𝑐𝑎𝑡𝑒𝑔𝑜𝑟𝑦 is the category to which the aspect term
elongs identified by the category layer, and 𝑝𝑜𝑙𝑎𝑟𝑖𝑡𝑦 is the sentiment
alue of the opinion identified by the polarity layer. ASAM analyzes the
atural language text 𝑡𝑘𝑖 provided by the expert 𝑒𝑘 to the alternative 𝑥𝑖
elivering 𝑞𝑘𝑖 opinions. We define the set of opinions associated to the
xpert 𝑒𝑘 and the alternative 𝑥𝑖 inferred from 𝑡𝑘𝑖 by:

𝑝𝑖𝑛𝑖𝑜𝑛𝑠𝑘𝑖 = {𝑜𝑝(𝑡𝑘𝑖 )1,… , 𝑜𝑝(𝑡𝑘𝑖 )𝑞𝑘𝑖 }, 𝑞
𝑘
𝑖 ∈ N (3)

here 𝑜𝑝(𝑡𝑘𝑖 )𝑞𝑘𝑖 = (𝑎𝑠𝑝𝑒𝑐𝑡(𝑡𝑘𝑖 )𝑞𝑘𝑖 , 𝑐𝑎𝑡𝑒𝑔𝑜𝑟𝑦(𝑡𝑘𝑖 )𝑞𝑘𝑖 , 𝑝𝑜𝑙𝑎𝑟𝑖𝑡𝑦(𝑡𝑘𝑖 )𝑞𝑘𝑖 ) is the 𝑞𝑘𝑖 -nth
pinion of the expert 𝑒𝑘 for the alternative 𝑥𝑖.

We consider the categories identified by the ASAM model as criteria
hat we join to the criteria that experts evaluate directly on the website
hrough numerical ratings. The set of criteria is compiled into 𝐶 =

𝑐1,… , 𝑐𝑚}.
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.1.2. Opinion representation with the BOC table
Once the opinions are extracted from the natural language texts 𝑡𝑘𝑖 ,

e represent them into a table that we call bag of opinions by criteria
r BOC. It captures all the opinions provided by the experts about an
lternative based on a particular criterion. First, we collect the opinions
eferring to the criterion 𝑐𝑗 for the alternative 𝑥𝑖 by:

𝑂𝑝𝑖𝑛𝑖𝑜𝑛𝑠𝑖(𝑐𝑗 ) = {𝑜𝑝1,… , 𝑜𝑝𝑔} =
𝑙

⋃

𝑘=1
𝑂𝑝𝑖𝑛𝑖𝑜𝑛𝑠𝑘𝑖 (𝑐𝑗 ) (4)

where 𝑂𝑝𝑖𝑛𝑖𝑜𝑛𝑠𝑘𝑖 (𝑐𝑗 ) = {𝑜𝑝(𝑡𝑘𝑖 )1,… , 𝑜𝑝(𝑡𝑘𝑖 )𝑞𝑘′𝑖
}, 𝑞𝑘′𝑖 ≤ 𝑞𝑘𝑖 such that 𝑜𝑝(𝑡𝑘𝑖 )ℎ =

(𝑎𝑠𝑝𝑒𝑐𝑡(𝑡𝑘𝑖 )ℎ, 𝑐𝑗 , 𝑝𝑜𝑙𝑎𝑟𝑖𝑡𝑦(𝑡𝑘𝑖 )ℎ), ℎ = 1,… , 𝑞𝑘′𝑖 compiles the opinions pro-
vided by the expert 𝑒𝑘 for evaluating the alternative 𝑥𝑖 on the criterion
𝑐𝑗 . When no expert evaluates 𝑐𝑗 for 𝑥𝑖, then 𝑂𝑝𝑖𝑛𝑖𝑜𝑛𝑠𝑖(𝑐𝑗 ) = {∅}.

The opinions collected into 𝑂𝑝𝑖𝑛𝑖𝑜𝑛𝑠𝑖(𝑐𝑗 ) refers to the criterion 𝑐𝑗
of the alternative 𝑥𝑖. These opinions may evaluate different aspects
and entail different opinion polarity meanings. We collect all the as-
pects that appear in at least one opinion from the non-empty set
𝑂𝑝𝑖𝑛𝑖𝑜𝑛𝑠𝑖(𝑐𝑗 ) = {𝑜𝑝1, … , 𝑜𝑝𝑔} into a set of aspects 𝐴𝑠𝑝𝑒𝑐𝑡𝑠𝑖(𝑐𝑗 ) =
{𝑎𝑠𝑝𝑖(𝑐𝑗 )1, … , 𝑎𝑠𝑝𝑖(𝑐𝑗 )𝑔′}, 𝑔′ ≤ 𝑔. Furthermore, such opinions are
associated to particular sentences from 𝑡𝑘𝑖 , that we collect into the set
of sentences 𝑆𝑒𝑛𝑡𝑒𝑛𝑐𝑒𝑠𝑖(𝑐𝑗 ) = {𝑠𝑒𝑛𝑡1, … , 𝑠𝑒𝑛𝑡𝑔′′}, 𝑔′′ ≤ 𝑔. We define the
BOC table to capture the aspect terms and polarities of the opinions
from the sentences that evaluate the criterion 𝑐𝑗 of the alternative 𝑥𝑖 as
follows:

Definition 1 (Bag of Opinions by Criteria (BOC)). Let 𝑂𝑝𝑖𝑛𝑖𝑜𝑛𝑠𝑖(𝑐𝑗 ) =
{𝑜𝑝1,… ,𝑜𝑝𝑔} be a non-empty set collecting all the expert opinions
provided to the alternative 𝑥𝑖 for the 𝑐𝑗 criterion, let 𝐴𝑠𝑝𝑒𝑐𝑡𝑠𝑖(𝑐𝑗 ) =
{𝑎𝑠𝑝𝑖(𝑐𝑗 )1, … , 𝑎𝑠𝑝𝑖(𝑐𝑗 )𝑔′}, 𝑔′ ≤ 𝑔 be its associated set of aspect terms,
and let 𝑆𝑒𝑛𝑡𝑒𝑛𝑐𝑒𝑠𝑖(𝑐𝑗 ) = {𝑠𝑒𝑛𝑡1, … , 𝑠𝑒𝑛𝑡𝑔′′}, 𝑔′′ ≤ 𝑔 be its associated
set of sentences. We define a bag of opinions by criteria (BOC) as a
table that captures the opinions of each sentence as rows of vectors.
It presents each opinion 𝑜𝑝𝑢, 𝑢 = 1,… , 𝑔, as an array (𝑠𝑒𝑛𝑡𝑢, 𝑎𝑠𝑝𝑖(𝑐𝑗 )𝑢1,
𝑎𝑠𝑝𝑖(𝑐𝑗 )𝑢2, … , 𝑎𝑠𝑝𝑖(𝑐𝑗 )𝑢𝑔′ , 𝑝𝑜𝑙𝑢) such that 𝑠𝑒𝑛𝑡𝑢 is the sentence to which
𝑜𝑝𝑢 belongs, 𝑎𝑠𝑝𝑖(𝑐𝑗 )𝑢𝑣 ∈ {0, 1} ∀𝑣 = 1,… , 𝑔′ are binary features
representing the presence or absence of the aspect 𝑎𝑠𝑝𝑖(𝑐𝑗 )𝑣 in 𝑜𝑝𝑢, and
𝑝𝑜𝑙𝑢 indicates whether the opinion sentiment is negative or positive. We
merge two rows by summing the aspect terms elements when they have
the same sentence and polarity elements.

Table 1 shows an abstract representation of a BOC. It collects the
opinions provided by all the experts for each alternative regarding each
criterion 𝑐𝑗 , 𝑗 = 1,… , 𝑚, so we build 𝑚 tables for each alternative.
We represent the BOC associated to the alternative 𝑥𝑖 concerning the
criterion 𝑐𝑗 as 𝐵𝑂𝐶𝑖(𝑐𝑗 ). If no expert evaluates criterion 𝑐𝑗 for the
5

alternative 𝑥𝑖, then 𝐵𝑂𝐶𝑖(𝑐𝑗 ) = {∅}. i
Table 1
Abstract representation of a BOC table, which compiles the opinions of all the experts
referring a criterion of an alternative.

Sentence asp1 asp2 ... aspg′ Polarity

𝑠𝑒𝑛𝑡1 with one positive opinion to
𝑎𝑠𝑝2

0 1 ... 0 positive

𝑠𝑒𝑛𝑡2 with one positive opinion to
𝑎𝑠𝑝1

1 0 ... 0 positive

𝑠𝑒𝑛𝑡2 (again) with one negative
opinion to 𝑎𝑠𝑝2

0 1 ... 0 negative

... ... ... ... ... ...

𝑠𝑒𝑛𝑡𝑔′′ with positive opinions to
𝑎𝑠𝑝1 and 𝑎𝑠𝑝𝑔′

1 0 ... 1 positive

3.2. Crowd decision making

Experts evaluate the alternatives through reviews written in plain
text optionally complemented by numerical ratings. The previous step
extracts the expert opinions from the texts. At this moment, the ECDM-
SDAM methodology focuses on selecting the best alternative through
a CDM model. It leverages the wisdom of the crowds from a large
number of people without a consensus process following the traditional
scheme of DM models, which are composed of two main phases: (1) an
aggregation step to combine all the expert evaluations into a collective
evaluation (see Section 3.2.1) and (2) an exploitation step to rank the
alternatives providing the ranking solution (see Section 3.2.2).

3.2.1. Collective aggregation
The opinions of all the expert evaluations are represented into the

BOC tables. Specifically, for each alternative 𝑥𝑖, 𝑖 = 1,… , 𝑛, there are
𝑚 tables 𝐵𝑂𝐶𝑖(𝑐𝑗 ), one per criterion 𝑐𝑗 , 𝑗 = 1,… , 𝑚, collecting the
expert opinions. According to Definition 1, each table has associated
a particular set of aspect terms 𝐴𝑠𝑝𝑒𝑐𝑡𝑠𝑖(𝑐𝑗 ) = {𝑎𝑠𝑝𝑖(𝑐𝑗 )1, … , 𝑎𝑠𝑝𝑖(𝑐𝑗 )𝑔′}.
The collective aggregation of the experts measures the balance between
the positive and the negative opinions by focusing on the aspects and
the polarity component of the BOC tables. Particularly, we obtain the
collective evaluation by taking into account the frequency of aspects
associated with a positive sentiment among the total of opinions.
Hence, we build a collective textual evaluation (CTE) 𝑛 × 𝑚 matrix
such that each element 𝑐𝑡𝑒𝑖,𝑗 , 𝑖 = 1,… , 𝑛, 𝑗 = 1,… , 𝑚 is computed
by aggregating all the elements of the non-empty 𝐵𝑂𝐶𝑖(𝑐𝑗 ) table as
follows:

𝑐𝑡𝑒𝑖,𝑗 =

∑𝑔′
𝑝=1 𝐹𝑟𝑒𝑞(𝑎𝑠𝑝𝑖(𝑐𝑗 )𝑝, 𝑝𝑜𝑠𝑖𝑡𝑖𝑣𝑒)
∑𝑔′

𝑝=1 𝐹𝑟𝑒𝑞(𝑎𝑠𝑝𝑖(𝑐𝑗 )𝑝)
∈ [0, 1] (5)

where 𝐹𝑟𝑒𝑞(𝑎𝑠𝑝𝑖(𝑐𝑗 )𝑝) is the amount of elements of the BOC table in
hich the aspect 𝑎𝑠𝑝𝑖(𝑐𝑗 )𝑝, 𝑝 = 1,… , 𝑔′, is present with wherever polar-

ty for the alternative 𝑥 and the criterion 𝑐 , and 𝐹𝑟𝑒𝑞(𝑎𝑠𝑝 (𝑐 ) , 𝑝𝑜𝑠𝑖𝑡𝑖𝑣𝑒)
𝑖 𝑗 𝑖 𝑗 𝑝
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is associated to positive polarity. When 𝐵𝑂𝐶𝑖(𝑐𝑗 ) = {∅}, then 𝑐𝑡𝑒𝑖,𝑗 is
a not available value. The 𝑐𝑡𝑒𝑖,𝑗 values higher than 0.5, respectively
lower, represent there is a predominant collective positive sentiment,
respectively negative, for 𝑥𝑖 about 𝑐𝑗 .

Optionally, experts provide numerical ratings to evaluate the al-
ternatives. We collect them into an individual numerical evaluation
(𝐼𝑁𝐸𝑘) matrix for each expert 𝑒𝑘, 𝑘 = 1,… , 𝑙. Traditionally, these val-
ues are provided in a five point likert scale. When an expert evaluates
the same criterion of an alternative several times through numerical
ratings, we average them. Then, we aggregate the 𝐼𝑁𝐸 matrices to get
a collective numerical evaluation (CNE) 𝑛 × 𝑚 matrix by averaging the
existing 𝑖𝑛𝑒 values and transforming them to the interval [0, 1]:

𝑐𝑛𝑒𝑖,𝑗 =

∑𝑙′
𝑘=1 𝑖𝑛𝑒

𝑘
𝑖,𝑗 − 𝑙′

4𝑙′
∈ [0, 1], (6)

here 𝑙′ ≤ 𝑙 is the amount of experts that evaluate the alternative 𝑥𝑖
n criterion 𝑐𝑗 through numerical ratings. When 𝑙′ = 0, then 𝑐𝑛𝑒𝑖,𝑗 is a
ot available value.

Finally, we build the collective evaluation (CE) matrix which com-
iles the textual and numerical evaluations of all the experts for the
lternative 𝑥𝑖 related to criterion 𝑐𝑗 . Thus, it aggregates the CTE and
he CNE matrices by:

𝑒𝑖,𝑗 =
𝑐𝑡𝑒𝑖,𝑗 + 𝑐𝑛𝑒𝑖,𝑗

2
∈ [0, 1]. (7)

We capture the missing information as follows. If the 𝑐𝑡𝑒𝑖,𝑗 value is not
available, then 𝑐𝑒𝑖,𝑗 = 𝑐𝑛𝑒𝑖,𝑗 , and if the 𝑐𝑛𝑒𝑖,𝑗 value is not available, then
𝑐𝑒𝑖,𝑗 = 𝑐𝑡𝑒𝑖,𝑗 .

3.2.2. Exploitation
It obtains the final evaluation of each alternative by aggregating the

evaluations of all its criteria, and orders them giving rise to the ranking
of alternatives. We weight the criteria according to their importance
for the experts [2]. Particularly, we compute the weight 𝜔𝑗 associated
to the criterion 𝑐𝑗 , 𝑗 = 1,… , 𝑚, through the relative frequency of
𝑛_𝑒𝑣𝑎𝑙𝑢𝑎𝑡𝑖𝑜𝑛𝑠(𝑐𝑗 ), that is the sum of opinions and numerical ratings
provided to 𝑐𝑗 , among the total of evaluations 𝑛_𝑡𝑜𝑡𝑎𝑙 by:

𝜔𝑗 =
𝑛_𝑒𝑣𝑎𝑙𝑢𝑎𝑡𝑖𝑜𝑛𝑠(𝑐𝑗 )

𝑛_𝑡𝑜𝑡𝑎𝑙 . (8)

The evaluation for each alternative 𝑥𝑖, 𝑖 = 1,… , 𝑛 is computed by
eans of a weighted average of the collective evaluation associated
ith the criteria by the criteria weight. Then, we build the final
valuation (fe) vector by:

𝑒𝑖 =
𝑚
∑

𝑗=1
(𝜔𝑗 × 𝑐𝑒𝑖,𝑗 ) ∈ [0, 1] (9)

here 𝜔𝑗 is the weight associated to the criterion 𝑐𝑗 obtained by Eq. (8).
e obtain the final ranking of the alternatives that solves the DM

roblem ordering the𝑓𝑒𝑖 values. The first element of the ranking is the
est alternative.

.3. Explainable backward process

The ECDM-SDAM methodology is an a posteriori explainable pro-
ess because it is based on a backward mechanism that allows to
artially explain its final solution. It focuses on the final ranking
nd provides an explanatory text justifying why certain alternative
s chosen as the best in the ranking, which we named 𝑥𝑏𝑒𝑠𝑡. This
rovides a positive explanation for the best alternative that focuses
n identifying its strongest or most beneficial points. Additionally, the
CDM-SDAM methodology provides a negative explanatory text for
he worst alternative in the ranking, that we named 𝑥𝑤𝑜𝑟𝑠𝑡, in order
o identify its main points to improve. Both explanatory texts, the
ositive for 𝑥𝑏𝑒𝑠𝑡 and the negative for 𝑥𝑤𝑜𝑟𝑠𝑡, shed light on identifying
he criteria, the aspect terms, and the sentences that have the greatest
mpact on their evaluations. Subsequently, we describe the three stages
f the explainable backward process that provide the three elements
6

dentified into the texts:
• Stage 1: Identifying relevant criteria. It extracts relevant infor-
mation associated to criteria by analyzing the collective evalua-
tions (see Section 3.2.1). The CE matrix provides the collective
evaluation and their values can be interpreted as [0, 1] ratings
that measure how good is a criterion for an alternative con-
sidering all the expert evaluations. A criterion may achieve a
perfect score of one into the CE matrix, but it may contribute
very little to the final score of the alternative. It is necessary
to weight up the collective evaluation of each criterion with its
importance to understand its impact on each alternative. Thus,
we build a weighted collective evaluation (WCE) matrix such as
the collective evaluation is weighted on criteria (see Eq. (8)) by:

𝑤𝑐𝑒𝑖,𝑗 = 𝜔𝑗 × 𝑐𝑒𝑖,𝑗 . (10)

This stage identifies the most beneficial criterion for the best
alternative 𝑥𝑏𝑒𝑠𝑡 and the most detrimental criterion for the last
alternative 𝑥𝑤𝑜𝑟𝑠𝑡 based on the 𝐶𝐸 and the 𝑊𝐶𝐸 matrices. Re-
garding 𝑥𝑏𝑒𝑠𝑡, it provides the fragment of the positive explanatory
text that identifies the most beneficial criterion as the one with
the highest value into the 𝑊𝐶𝐸 matrix by:

𝐵𝑒𝑠𝑡𝐶𝑟𝑖𝑡𝑒𝑟𝑖𝑜𝑛 = 𝑎𝑟𝑔𝑚𝑎𝑥𝑗 (𝑤𝑐𝑒𝑥𝑏𝑒𝑠𝑡 ,𝑗 ). (11)

We focus on that criterion for 𝑥𝑏𝑒𝑠𝑡 and provide the collective
evaluation as a rating score in the interval [0, 10], since it is more
natural for humans, by computing:

𝑅𝑎𝑡𝑖𝑛𝑔 = 100 × 𝑐𝑒𝑥𝑏𝑒𝑠𝑡 ,𝐵𝑒𝑠𝑡𝐶𝑟𝑖𝑡𝑒𝑟𝑖𝑜𝑛. (12)

It provides the following item from the explanatory text: ‘‘Its
criterion of greatest interest, [𝐵𝑒𝑠𝑡𝐶𝑟𝑖𝑡𝑒𝑟𝑖𝑜𝑛], reaches a rating of
[𝑅𝑎𝑡𝑖𝑛𝑔] out of 10’’.
Regarding the negative explanatory text, it identifies the most
detrimental criterion as the one with the lowest value into the
𝑊𝐶𝐸 matrix for 𝑥𝑤𝑜𝑟𝑠𝑡 by 𝑊 𝑜𝑟𝑠𝑡𝐶𝑟𝑖𝑡𝑒𝑟𝑖𝑜𝑛 = 𝑎𝑟𝑔𝑚𝑖𝑛𝑗 (𝑤𝑐𝑒𝑥𝑤𝑜𝑟𝑠𝑡 ,𝑗 ).
It provides the extract of the explanatory text: ‘‘Its most detrimental
criterion is [𝑊 𝑜𝑟𝑠𝑡𝐶𝑟𝑖𝑡𝑒𝑟𝑖𝑜𝑛]’’.

• Stage 2: Identifying relevant aspect terms through subgroup
discovery. The methodology already identifies the most signifi-
cant criterion associated with 𝑥𝑏𝑒𝑠𝑡 and 𝑥𝑤𝑜𝑟𝑠𝑡. This stage identifies
the aspect terms associated with these criteria that have the
greatest impact for both alternatives. We handle it by applying SD
techniques into the BOC tables (see Section 3.1.2), as they identify
the evaluated aspect terms for each criterion and alternative.
The SD method finds the population subgroups, which are aspect
terms of the opinions provided by the experts, that are statistically
interesting with respect to a property of interest, that is the
polarity of the opinions. We consider two sorts of subgroups to
discover based on the target of interest: aspect terms with positive
polarity for 𝑥𝑏𝑒𝑠𝑡 and aspect terms with negative polarity for 𝑥𝑤𝑜𝑟𝑠𝑡.
We apply the Apriori-SD algorithm [38] since it is a classic com-
petitive SD method for working with binary categorical features,
such as the elements of the BOC tables. Furthermore, in contrast
to traditional SD methods, it provides smaller rule sets for better
understanding and the individual rules have higher coverage
and significance. The main peculiarity of Apriori-SD relies on
the post-processing rule subset selection where it considers the
WRAcc metric to evaluate the quality of the induced rules. In our
proposal, we adapt such produce to sort rules from best to worst
based on the NWRAcc metric, then it decreases the weight of the
covered samples by the best rules, and repeats the process until all
the samples from the BOC tables are covered or there are no more
rules which are previously produced by the apriori algorithm with
a minimal support and confidence.
Regarding the positive explanatory text, this stage generates as-
sociation rules from the opinions provided to the best alter-

native regarding its best criterion, i.e, from 𝐵𝑂𝐶𝑥𝑏𝑒𝑠𝑡 ,𝐵𝑒𝑠𝑡𝐶𝑟𝑖𝑡𝑒𝑟𝑖𝑜𝑛,
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whose consequent is positive. We compile the antecedent aspect
terms with highest support and named it 𝑃𝑜𝑠𝑖𝑡𝑖𝑣𝑒𝐴𝑠𝑝𝑒𝑐𝑡𝑠. It pro-
vides the following extract of the explanatory text: ‘‘The [list of
𝑃𝑜𝑠𝑖𝑡𝑖𝑣𝑒𝐴𝑠𝑝𝑒𝑐𝑡𝑠] stand out positively’’.
Regarding the negative explanatory text, we perform a similar
procedure on the 𝐵𝑂𝐶𝑥𝑤𝑜𝑟𝑠𝑡 ,𝑐𝑗 , ∀𝑗 = 1,…𝑚 tables collecting all
the aspects terms to improve into 𝑁𝑒𝑔𝑎𝑡𝑖𝑣𝑒𝐴𝑠𝑝𝑒𝑐𝑡𝑠, and it pro-
vides the following extract of the explanatory text: ‘‘The [list of
𝑁𝑒𝑔𝑎𝑡𝑖𝑣𝑒𝐴𝑠𝑝𝑒𝑐𝑡𝑠] stand out negatively’’.

• Stage 3: Identifying relevant sentences through attention
mechanisms. We analyze the ASAM model (see Section 3.1.1)
to identify the sentences with higher impact on the decision
process of the methodology. Its attention mechanism assign two
weights to each input word: one associated to the aspect and
category processing block, and another associated to the polarity
processing block. Independently for both types of weights, we
normalized them so that all the reviews have the same impor-
tance. We average both types of weights to get the final attention
weight for each word, as it results in a better quality solution than
considering only one weight. Let 𝑆𝑒𝑛𝑡𝑒𝑛𝑐𝑒𝑠′ = 𝜔1,… , 𝜔𝑠′ , 𝑠′ ≤ 𝑠 be
a sentence of a 𝑠-length review, such as each word 𝜔𝑣, 𝑣 = 1,… , 𝑠′

has associated a final attention weight 𝐴𝑡𝑡𝑒𝑛𝑡𝑖𝑜𝑛(𝜔𝑣). We assign
the sentence attention weight by:

𝐴𝑡𝑡𝑒𝑛𝑡𝑖𝑜𝑛(𝑆𝑒𝑛𝑡𝑒𝑛𝑐𝑒𝑠′ ) =
∑𝑠′

𝑣=1 𝐴𝑡𝑡𝑒𝑛𝑡𝑖𝑜𝑛(𝜔𝑣)
𝑠′

. (13)

We build sentence rankings to compile the succinct meaningful
sentences based on their attention scores. These rankings can be
generated based on different filters that can be combined: (1) by
the alternative that evaluates the sentence, (2) by the sentiment
expressed by the sentence, and (3) by the criterion evaluated by
the sentence. This way, we can build a ranking with the most
important sentences that evaluate positively certain alternative
based on a particular criterion. Furthermore, we can combine
multiple rankings. We denote by Ranking the ranking of interest.
This stage provides the following extract for the positive explana-
tory text: ‘‘[Number of most significant sentences to show] of the
expert evaluations that most benefit this alternative [to change by the
topic of interest] being selected as the best are: [list of Ranking]’’.
This stage provides the following extract for the negative explana-
tory text: ‘‘[Number of most significant sentences to show] of the
expert evaluations that most harm this alternative [to change by the
topic of interest] being selected as the last one are: [list of Ranking]’’.

. Case of study: choice of a restaurant

This section presents the use of the ECDM-SDAM methodology in
real case of study for choosing restaurants. Section 4.1 obtains the

xpert opinions. Section 4.2 develops the CDM model to get the rank-
ng of the restaurants. Section 4.3 presents the explainable backward
rocess to understand the reached solution.

.1. Obtaining the expert opinions

We use the TripR-2020Large2 dataset to evaluate the ECDM-SDAM
ethodology. The TripR-2020Large dataset is composed of reviews

rom 4 London restaurants posted by 132 users through the TripAdvisor
latform [2]. The set of alternatives is 𝑋 = {𝑥1, 𝑥2, 𝑥3, 𝑥4} = {Oxo Tower
estaurant , J. Sheekey , The Wolseley , The Ivy} and the set of experts is
= {𝑒1,… , 𝑒132}. They provide 474 natural language reviews com-

osed of 2,522 sentences and optionally supplemented by numerical
atings in a five point likert scale.

2 https://github.com/ari-dasci/OD-TripR-2020Large
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We process the opinions of the reviews with the ASAM model (see
Section 3.1.1). It is trained on the training set of the SemEval-2016
dataset,3 since it is a widely used aspect based sentiment analysis
dataset on the restaurant reviews domain [39]. We set 𝑠 = 200 input
words since most of the sentences of this dataset are less than 200
words. We use the 𝑑 = 300 dimensional FastText word embeddings
trained on Common Crawl.4 The remaining hyper-parameters are ℎ𝑟𝑛𝑛 =
128 for both LSTM and GRU layers, 𝑑𝑟𝑜𝑝𝑜𝑢𝑡 = 0.1, 𝑏𝑎𝑡𝑐ℎ_𝑠𝑖𝑧𝑒 = 4,
nd 𝑒𝑝𝑜𝑐ℎ𝑠 = 50 with earlystopping. Table 2 shows the results of
he ASAM model tested on the testing set of SemEval-2016 and on the
ripR-2020Large dataset. We compare it with the results obtained by
he DOC-ABSADeepL model [2] and conclude that the proposed model,
alled ASAM, better identifies all the components of the opinions.

We collect the categories identified by ASAM into the set of criteria
= {𝑐1, 𝑐2, 𝑐3, 𝑐4, 𝑐5, 𝑐6} = {restaurant, food, service, ambience, drinks,

ocation}. TripAdvisor allows users to rate the first three criteria using
umerical ratings.

The BOC tables collect the extracted opinions (see Section 3.1.2).
e build 6 tables, one per criterion, associated to each restaurant, re-

ulting in 24 BOC tables. They have a wide variety of aspects associated
nd at least one sentence with one opinion, so there are no empty
ables. For example, the BOC table associated to the 𝑥4 restaurant and
he 𝑓𝑜𝑜𝑑 criterion collects 181 sentences related to 144 aspects. Fig. 3
hows excerpts of the reviews provided by experts who evaluate 𝑥4,
he opinions extracted by ASAM, and part of the 𝐵𝑂𝐶4(𝑓𝑜𝑜𝑑) table.
ote that the first sentence is not included in the BOC table since the
xtracted opinion refers to the service criterion instead of food.

.2. Crowd decision making

The 𝐵𝑂𝐶𝑖(𝑐𝑗 ) table collects the opinions of all the experts provided
o the restaurant 𝑥𝑖, 𝑖 = 1,… , 𝑛 referring to criterion 𝑐𝑗 , 𝑗 = 1,… , 𝑚. We
ggregate all their elements by means of Eq. (5) to obtain the collective
extual evaluation for this criterion and restaurant. For example, the
𝑡𝑒 value associated to the BOC table from Fig. 3, which is a reduction
f the actual 𝐵𝑂𝐶4(𝑓𝑜𝑜𝑑) table due to its large actual dimension, is
𝑡𝑒 = 1+1+1+1

1+1+2+1 = 4
5 = 0.8. We perform this process for all the BOC tables

getting the CTE matrix.
The collective aggregation also takes into account the optional nu-

merical ratings provided by the experts to certain criteria. We aggregate
the numerical values provided to the restaurant 𝑥𝑖 and criterion 𝑐𝑗
through Eq. (6) getting the 𝐶𝑁𝐸 matrix. For example, the 𝑐𝑛𝑒 value
associated to the numerical ratings provided by the three experts from
Fig. 3 is 𝑐𝑛𝑒 = 3+5−2

4×2 = 0.75. We aggregate the 𝐶𝑇𝐸 and the 𝐶𝑁𝐸
matrices through Eq. (7) getting the 𝐶𝐸 matrix, which is shown in
Fig. 4. It manifests that location is an absolute positive criterion for
all the considered restaurants and all of them are high quality.

The exploitation step analyzes the CE matrix to generate the final
ranking by weighting the criteria based on their importance for the
experts. We compute the criteria weights by means of Eq. (8) getting
𝑤1 = 0.3, 𝑤2 = 0.34, 𝑤3 = 0.22, 𝑤4 = 0.03, 𝑤5 = 0.08 and 𝑤5 = 0.03. For
xample, the weight associated with the food criterion is 𝑤2 = 1,073

3,172 =
0.34 since experts provide 3,172 evaluations, of which 1,073 refer to
food. The ECDM-SDAM methodology obtains the final evaluation value
for each restaurant by means of Eq. (9) getting 𝑓𝑒1 = 0.868, 𝑓𝑒2 = 0.91,
𝑓𝑒3 = 0.881 and 𝑓𝑒4 = 0.912. Thus, the final ranking is 𝑥4 > 𝑥2 > 𝑥3 >
𝑥1, i.e., The Ivy>J. Sheekey>The Wolseley>The Oxo Tower.

3 http://alt.qcri.org/semeval2016/task5/
4 https://fasttext.cc/docs/en/english-vectors.html

https://github.com/ari-dasci/OD-TripR-2020Large
http://alt.qcri.org/semeval2016/task5/
https://fasttext.cc/docs/en/english-vectors.html
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Table 2
Quality of the ASAM model trained on the training set of the SemEval-2016 dataset and tested on
the test set of the SemEval-2016 and the TripR2020-Large datasets.

SemEval-2016 TripR-2020Large

Aspect
(%F1)

Category
(%F1)

Polarity
(%Acc)

Aspect
(%F1)

Category
(%F1)

Polarity
(%Acc)

DOC-ABSADeepL 72.5 69.74 72.72 66.7 68.84 72.02

ASAM 80.27 71.8 74.4 75 69.96 73.37
Fig. 3. Opinions extracted from 3 reviews evaluating the 𝑥4 restaurant by the ASAM model, and representation of the opinions associated to the food criterion using the BOC
table.
Fig. 4. Collective Evaluation matrix.

.3. Explainable backward process

The ECDM-SDAM methodology conducts a backward process to
utomatically point out the relevant information of its sense-making
rocedure. It provides a positive explanatory text to justify why the
estaurant The Ivy is the best in the ranking and a negative explanatory
ext to justify why the restaurant The Oxo Tower is the worst one. In

the following, we describe how both texts are generated through the
three stages of the backward process.

• Stage 1: Identifying relevant criteria. We build the WCE matrix
(see Fig. 5), as explained in Eq. (10), and we focus on the values
from The Ivy and The Oxo Tower restaurants. The criterion that
has the greatest positive impact for The Ivy is food, so it is the
BestCriterion. The CE matrix (see Fig. 4) shows the collective
rating for that criterion is 8.9 in the interval [0, 10]. Regarding The
Oxo Tower, we note that drinks criterion is the most detrimental,
so it is the WorstCriterion.

• Stage 2: Identifying relevant aspect terms through subgroup
discovery. We apply the Apriori-SD algorithm to the 𝐵𝑂𝐶4(𝑓𝑜𝑜𝑑)
table associated to The Ivy and extract the association rules with
positive consequent in order to identify the most beneficial aspect
terms referring its best criterion, the food. We also apply Apriori-
SD to the 𝐵𝑂𝐶1(𝑐𝑗 ), 𝑗 = 1,… , 𝑚 tables associated to The Oxo Tower
and extract the rules with negative consequent to identify all the
aspect terms that are negatively evaluated by the experts. Table 3
lists the rules for both types of extracted rules. For example, the
rule pie → positive indicates that pie is one of the most positively
valued foods for The Ivy. The rules of each kind of subgroup,
the positive and negative ones, are sorted in descending order
based on the NWRAcc metric since it is the one considered at the
8

Apriori-SD rule subset selection. We collect relevant aspect terms
avoiding trivial ones such as meal and menu for the food criterion.
Then, the PositiveAspects set contains pie, crab, steak tartare, and
liver. The Oxo Tower has only four rules with negative consequent,
which again proves that it is also high quality. Its corresponding
NegativeAspects set is composed of acoustics, manager, and waiter
since drinks is dropped for being a trivial aspect term for the drink
criterion.

• Stage 3: Identifying relevant sentences through attention
mechanisms. This stage identifies the sentences that have the
most positive influence for The Ivy and the most negative influ-
ence for The Oxo Tower using the attention mechanism from the
ASAM model. It has two attention layers that provide an attention
weight for each input word. For example, Fig. 6 shows the atten-
tion weights that it assigns to an input sentence from The Oxo
Tower restaurant. The attention layer from the aspect and category
processing block focuses on the nouns service and desserts, which
actually matches with aspects terms of two different opinions. The
attention layer from the polarity processing block highlights the ad-
jectives great and delicious, which represent positive sentiments.
We average both kinds of weights and compute the sentence
weight as shown in Eq. (13) for all the opinion sentences provided
by the experts.
We generate two rankings of positive sentences for The Ivy in
order to have varied judgments, one about the best criterion, the
food, and another about the overall restaurant. They are shown
in Table 4 as Ranking 1 and Ranking 2, respectively. The first
sentences of both rankings constitute the Ranking shown in the
positive explanatory text. Additionally, we generate a ranking
with negative judgments for The Oxo Tower restaurant without
specifying any criteria, which is shown as Ranking 3 of Table 4.

Fig. 7 consolidates the information generated through the three
previous steps by showing the two explanatory texts automatically
generated by the ECDM-SDAM methodology for the case study.

5. Conclusions

This paper proposes the ECDM-SDAM methodology as an a pos-
teriori system to support people making decisions that automatically

generates explanations to justify its achieved result and captures the
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Fig. 5. Weighted Collective Evaluation matrix with identified criteria from the explanations.
Fig. 6. Attention weights visualization of the two attention layers of the ASAM model. The intensity of the color indicates the relevancy or the attention value of the word.
Fig. 7. Explanatory texts provided by the ECDM-SDAM methodology to justify its final ranking.
Table 3
Significant rules extracted from the BOC tables using the Apriori-SD algorithm.

Restaurant Rule NWRAcc Support Confidence

The Ivy {meal} → positive 0.52 0.027 1
The Ivy {pie} → positive 0.51 0.022 1
The Ivy {crab} → positive 0.51 0.022 1
The Ivy {menu} → positive 0.51 0.022 1
The Ivy {steak tartare} → positive 0.508 0.16 1
The Ivy {liver} → positive 0.508 0.16 1

The Oxo Tower {drinks} → negative 1 0.036 1
The Oxo Tower {acoustics} → negative 0.75 0.023 1
The Oxo Tower {manager} → negative 0.58 0.018 1
The Oxo Tower {waiter} → negative 0.58 0.018 1

wisdom of crowds available on social media. We consider opinions from
unconstrained texts posted on social media as expert evaluations and
design the explainable decision procedure.

The methodology incorporates two key novel components. Firstly,
the ASAM neural network extracts the expert opinions and allows to
identify the meaningful sentences provided by the experts through its
attention mechanism. Secondly, the BOC tables represent the opinions
and allow to identify the most relevant aspect terms associated with
each criterion and alternative by applying SD algorithms on them. The
methodology also identifies the most outstanding criteria and offers a
positive explanation for the best alternative in the ranking as well as a
negative explanation for the worst.

The experimental study manifests that the ECDM-SDAM methodol-
ogy is adequate for solving decision problems from a practical point of
view, since it analyzes the real data from the TripR-2020Large dataset.
9

Table 4
Significant top 3 positive and negative sentences.

Ranking 1
Positive sentences for
The Ivy (food criterion)

1. Good service and delicious food.
2. Food and service as always terrific.
3. The food, service and sense of occasion was
truly perfect.

Ranking 2
Positive sentences for The
Ivy (restaurant criterion)

1. Constantly the best
2. Always very good
3. Will definitely revisit for a special occasion.

Ranking 3
Negative sentences for The
Oxo Tower (any criterion)

1. Not worth the trip
2. Poor service, meagre portions
3. Overall, therefore, it is poor value and plays to
the tourist market.

It is competitive and adequate as its achieved ranking matches the
ranking obtained in [2]. In that previous study only the final ranking
is provided, whereas the ECDM-SDAM methodology is able to explain
why that result is obtained which makes it much more reliable.

The experimental study may state the following conclusions:

1. The explainability of DM models is essential for their wider use.
2. The ECDM-SDAM methodology provides easily understandable

explanations of its sense-making mechanism.
3. Attention mechanisms and SD techniques are suitable for design-

ing explainable DM models.
4. The ECDM-SDAM methodology captures the wisdom of crowds

and can handle quality unconstrained natural evaluations using

SA.
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5. The ASAM model is competitive since it results on the TripR-
2020Large and SemEval-2016 datasets outperforms previous
studies.

As future work we plan to explore different areas of work. First,
egarding to the database, it is necessary to create more datasets for
DM with natural language opinions to encourage the development of
ew studies to take advantage of this profitable environment where
atural representations of opinions are offered. Second, another inter-
sting avenue would be to integrate large language models (LLM) to
esign hybrid evaluation models since they have achieved a remarkable
erformance on different NLP tasks. A possibility is to use nanoPALM,
model inspired by nanoGPT, that achieves state-of-the-art few-shot

esults across hundreds of tasks with a high efficient training of very
arge neural networks [40]. Others models that can be integrated
re SpikeGPT [41] and LLaMA [42]. We will intend to use LLMs to
ummarize the evaluations and to provide relationships between them.
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