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ZUSAMMENFASSUNG 

Komplexe Berechnungen im Gehirn werden durch das Zusammenspiel von exzitatorischen 

und hemmenden Neuronen in lokalen Netzwerken ermöglicht. In kortikalen Netzwerken, wird 

davon ausgegangen, dass hemmende Neurone, besonders Parvalbumin positive Korbzellen, 

ein dichtes, unspezifisches „blaket of inhibition― generieren. Dieser Sichtpunkt wurde vor 

kurzem durch Befunde dünner und strukturierter Inhibition infrage gestellt, jedoch ist die 

präzise funktionelle Relevanz und Organisation einer solchen Konnektivität weiterhin unklar. 

Der mediale entorhinale Kortex und das Präsubiculum sind zwei benachbarte Regionen des 

Gyrus parahippocampalis, die starkes räumliches Tuning vorweisen, mit hoher Anzahl an 

Gitter- und Kopfrichtungszellen. Hemmende Feedbackschleifen, unter anderem von 

Korbzellen, tragen, so glaubt man, stark zur Entstehung von Gitterzellenaktivität im 

entorhinalen Kortex, und zur Rücksetzung des Kopfrichtungssignals und Neuerscheinung 

von Gitterzellen im Präsubiculum bei. Diese Eigenschaften weisen auf eine komplexe und 

reiche hemmende Konnektivität hin, und motivieren eine detaillierte Studie der Zell- und 

Netzwerkeigenschaften in diesen Arealen. 

In dieser Dissertation, präsentiere ich die Ergebnisse unserer Studie morphologischer, 

physiologischer und Netzwerkeigenschaften Parvabumin positiver Korbzellen, in Schichten II 

und III des entorhinalen Kortexes und Präsubiculums der Ratte. Im entorhinalen Kortex 

haben wir Korbzellen in der dorsalen und ventralen Zone beschrieben und festgestellt, dass 

diese in beiden morphologisch und physiologisch ähnlich, jedoch in ihrer Konnektivität zu 

Prinzipalzellen dorsal stärker als ventral verbunden sind. Dieser Unterschied korreliert gut 

mit dorsoventralen Veränderungen der Gitterzellenphysiologie, was suggeriert, dass 

hemmende Korbzellen eine Rolle in der Modulierung dieser Orientierungszellen spielen. 

Ähnlich zeigen wir im Presubiculum, wo Prinzipalzellen nicht direkt miteinander, sondern 

indirekt über Interneurone verbunden sind, dass inhibitorische Konnektivität eine essenzielle 

Rolle im lokalen Netzwerk spielt. Hemmung im Presubiculum ist aber deutlich spärlicher ist 

als im entorhinalen Kortex, was suggeriert, dass ein unterschiedliches Prinzip der lokalen 

Netzwerkorganisation vorherrscht.  

Um diesen Unterschied zu studieren, haben wir Morphologie und Netzwerkeigenschaften 

Präsubiculärer Korbzellen analysiert und ein charakteristisches räumlich organisiertes 

Konnektivitätsprinzip in dieser Region gefunden. Prinzipalzellen werden über ein 

vorherrschendes reziprokes Motif gehemmt, in dem mehrere Neurone über ein einziges 

Interneuron verbunden sind. Diese Hemmung wird durch die polarisierte Struktur der 

Korbzellaxone ermöglicht, die von den eher sphärischen entorhinalen Korbzellen nicht 

vorgewiesen wird. Unsere Netzwerksimulationen zeigen, dass solch eine polarisierte 

Inhibition Kopfrichtungs-Tuning, verglichen mit einem „blanket of inhibition― verbessert. 

Insgesamt zeigen unsere Ergebnisse, dass inhibitorische Konnektivität im medialen 

entorhinalen Kortex und im Presubiculum unterschiedlich strukturiert ist. Dies ist 

wahrscheinlich, spezifischer funktioneller Anforderungen an den jeweiligen lokalen 

Netzwerken zur Folge. Letztlich stelle ich die Hypothese auf, dass für lokale inhibitorische 

Konnektivität eine Abweichung von „blanket of inhibition― zur „maßgeschneiderten― Inhibition 

zur Lösung spezifischer computationeller Probleme vorteilhaft sein kann. 
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ABSTRACT 

Local microcircuits in the brain mediate complex computations through the interplay of 

excitatory and inhibitory neurons. For cortical microcircuits, it is generally assumed that 

inhibitory neurons, particularly fast-spiking parvalbumin basket cells, mediate a dense and 

non-selective ―blanket of inhibition‖. This view has been recently challenged by reports of 

sparse and structured inhibitory connectivity, but the precise organization and functional 

relevance of such connectivity remain unresolved. 

The medial entorhinal cortex and presubiculum are two neighboring parahippocampal 

regions with a high degree of spatial tuning, including grid and head direction cell activity. 

Feedback inhibitory microcircuits involving fast-spiking interneurons are proposed to 

contribute substantially to the emergence of grid cell firing in the entorhinal cortex. In the 

presubiculum, they are thought to be fundamental for resetting the head direction signal and 

mediating de novo grid cell activity. These characteristics suggest a rich and complex 

inhibitory connectivity, motivating the study of the underlying cellular and microcircuit 

properties that mediate local network computations in both regions. 

In this thesis, I present the results of our studies examining the morphologic, physiological 

and network properties of fast-spiking parvalbumin basket cells in the superficial medial 

entorhinal cortex and presubiculum of the rat. Characterizing these interneurons in the dorsal 

and ventral medial entorhinal cortex, we found basket cells of the two subregions to be 

morphologically and physiologically similar, yet more likely to be connected to principal cells 

in the dorsal compared to the ventral region. This difference is closely correlated with dorso-

ventral changes in grid physiology, suggesting a role for inhibition from fast-spiking basket 

cells in grid activity modulation. Our findings further indicated that inhibitory connectivity is 

also essential for local computation in the presubiculum, solely mediating interactions 

between principal cells, which themselves lack direct interconnectivity. Interestingly though, 

we found that in this region, local inhibition is much lower than in the medial entorhinal cortex, 

suggesting a different organizational principle for the two inhibitory microcircuits. 

To study this difference we analyzed the morphology and microcircuit properties of fast-

spiking basket cells in the presubiculum and found a characteristic spatially organized 

connectivity principle. Inhibition of principal cells is organized in a predominant reciprocal 

motif, where multiple neurons inhibit each other via a single interneuron. This inhibition is 

facilitated by the polarized axons of the presubicular fast-spiking basket cells, a feature that 

was not shared by interneurons in the medial entorhinal cortex, which showed a much more 

spherical structure. Our network simulations showed that such polarized inhibition can 

improve head direction tuning of principal cells in comparison to a ―blanket of inhibition‖. 

Overall our results show that inhibitory connectivity is differently organized in the medial 

entorhinal cortex and the presubiculum, likely due to specific functional requirements of the 

local microcircuit. As a conclusion to the studies presented in this thesis, I hypothesize that a 

deviation from the ―blanket of inhibition‖, towards a region-specific, tailored inhibition can 

provide solutions to distinct computational problems. 

KEYWORDS 

[Medial Entorhinal Cortex], [Microcircuit], [Presubiculum], [Parvalbumin Basket Cells], 

[Structured Inhibition], [Tailored Inhibition] 
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CHAPTER I: INTRODUCTION 

 

In this section I will introduce some of the basic theoretical and methodological background 

underlying the research presented in this dissertation. First, I will briefly introduce some of 

the basic concepts about neurons and nervous tissue and how neurons can form local 

microcircuits and large-scale networks capable of processing and representing information. I 

will present the basic experimental approaches used in the study of these neural circuits from 

a historic and modern perspective, with a particular focus on the methods used for the 

research presented in this thesis. Finally, I will introduce the parahippocampal gyrus, explore 

its functional relevance and structure and take a more detailed look at the two key 

subregions the presubiculum and the medial entorhinal cortex, which were at the centre of 

our scientific work. 

 

 

OF NEURONS AND MICROCIRCUITS 

Introduction to the brain 

The brain is a complex neural structure and a main part of the nervous system in most 

multicellular organisms. It is composed of nerve tissue, characteristically capable of receiving 

inputs and, in turn, generating output signals. Compared to simple ad-hoc (action-reaction) 

responses, such as reflexes, the brain generates a coordinated output including external 

sensory, internal propioceptive and mnemonic information. To accomplish this, the brain is 

structured as a network of stations or regions, which signal onto each other, allowing for 

different, progressively more complex processes to take place. The outputs from this type of 

processing, not only evoke a much more finely tuned response to specific sensory stimuli, 

but also allows for a novel mode of evolutionary adaptation. Compared to special adaptation, 

which organisms achieve through genetic and epigenetic alterations over the course of many 

generations of natural selection, the brain enables adaptation at the individual level. This is 

known as learning in behavioural terms, or plasticity, at the level of neuronal networks and 

synapses (Prochiantz, 2010). This allows an organism to, throughout alterations in their 

brain; modulate their behaviour before a previously experienced situation, providing an 

important evolutionary advantage in the form of behavioural flexibility. Throughout the course 

of the history of multicellular organisms this has led to the emergence of more and more 

complex and capable brains, despite their very high energetic and anatomical costs (Mink et 

al., 1981; Tomasi et al., 2013). 
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Figure 1.1.- Exemplary representation of neuron morphology. (A) Scheme of a prototypical neuron. (B) Light 

microscopic image of a biocytin filled, intracellularly stained excitatory neuron, a pyramidal cell of the 

hippocampus, emulating a Golgi staining. (A,B) Roman numerals indicate the main morphological structures of a 

neuron: I.- Soma, II.- Axon, III.- (Basal) Dendrites, IV.- Apical Dendrite. (C,D) Representative morphological 

reconstructions of an excitatory (C) and an inhibitory neuron (D) of the hippocampal formation. Somata and 

dendrites are shown in black, axons in red and blue respectively,  as well as AP traces and firing patterns of the 2 

cell types. The layering is indicated with a dotted line. Note the spiny dendrites and projecting axon in (C) 

compared to the smooth dendritic arbour and heavily locally collateralizing axon in (D).  

 

Excitable membranes, neurons and neural communication 

To enable an efficient and fast flow of information, nervous tissue relies on bioelectric signals. 

These signals are generated and propagated throughout specialized cellular membranes, 

often referred to as ―excitable membranes‖. Cell membranes are lipidic structures, and do not 

easily allow for the flow of charged particles. Instead the exchange of charged particles 

across the membrane usually takes place through a number of specific ion channels and 

pumps that are permeable to these ions. Excitable membranes present a specialized subset 

of these molecules, capable of selectively and transiently altering their conductance to 

certain ions. Thus, given an ionic gradient across an excitable membrane, changes in ion 

permeability can lead to a sudden in- or outflow of charged particles across the membrane, 

resulting in the generation of a net bioelectric current (Neumann and Bernhardt, 1977; 

Schoffeniels and Neumann, 1980). 

Excitable membranes are characteristic of neurons, the cells that represent the most basal 

functional unit of the brain. Neurons are highly specialized in the use of bioelectric signals as 

a means of communication and integration of information. For that, they actively generate an 

ionic gradient between the extracellular milieu, where positively charged sodium (Na+) ions 

are concentrated, and their intracellular compartment, in which they sequester most of the 

potassium (K+) and chloride (Cl-) ions. This produces a net negative charge across the 

neuron's cell membrane of about -60 to -80 mV. This membrane potential is not static though, 

and is constantly increasing and decreasing in response to excitatory and inhibitory signals, 

(mostly) from other neurons. These signals respectively either increase, or decrease the 

likelihood to fire an action potential (AP); an electric signal that arises from the concerted 

activation of many membrane channels. APs are unitary all-or-nothing events (there is 
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nothing like a half- or quarter-AP) that only trigger when the neuron's resting membrane 

potential is increased beyond a certain threshold, known as threshold potential. They serve 

as the main information carrier between neurons, as given the right circumstances, they can 

travel quickly and reliably over long distances (Bois-Reymond, 1848; Neumann and 

Bernhardt, 1977; Schuetze, 1983; Purves et al., 2012). 

Communication itself takes place at the synapses which are cell-to-cell junctions by which 

two neurons interact. When an AP reaches the synapse it can induce the release of 

transmitter molecules (neurotransmitters) at the presynaptic terminal that cross the synaptic 

cleft and interact with receptors of the postsynaptic element propagating the signal to the 

next neuron in the network. Depending on their type, the effect of neurotransmitters can vary 

greatly, having differing temporal kinetics and effects (e.g. hyperpolarizing or depolarizing). 

The specific physiological properties and inner molecular structure of the synapse can further 

adjust their output in terms of strength, reliability and effectiveness, amongst many other 

parameters. Thus neuronal communication, allows for a high degree of dynamics and 

modulation of a signal, as it travels throughout the network. 

Furthermore, the effect of synaptic signalling is strongly dependent on the physiological and 

morphological properties of the neurons. Stereotypical neurons can be subdivided into three 

functional compartments, with the cell body or soma as the main compartment from which 

axon and dendritic tree emerge. The axon is the main output structure of the neuron. APs are 

generated at the base of the axon, in a region known as the axon hillock, and travel through 

the excitable membrane of the axonal projection which also contains the presynaptic 

terminals. Postsynaptic elements are mainly located at the dendrites and the soma, the main 

receiving parts of the neuron (although some axo-axonic synapses do exist). However, this 

morphology is very flexible and there is a great deal of heterogeneity in the anatomical 

structure of neurons allowing them to specialize according to very specific biological needs. 

Physiologically, neurons also show a great deal of diversity, with cells showing differences in 

their sensitivity, reliability, resistance to noise and many other characteristics. All of these 

parameters allow individual neurons to not simply act as relays for a signal travelling through 

their network, but also transduce and modulate this information, based on its type, strength, 

origin, and coincidence detection with other inputs (Purves et al., 2012). 

 

Types of neurons and neuron classification 

Despite a great heterogeneity in the anatomy and physiology of neurons across the brain, 

most brain areas contain only specific subsets of cells with defined characteristics. These 

neurons are oftentimes functionally and morphologically specialized for a given region, 

resulting in a great deal of diversity in of neuron populations throughout the whole brain. To 

be able to understand and organize this expansive complexity, neuroscientists have invested 

great effort to identify and classify different neuron types. These classifications are centred 

around commonly shared anatomical and physiological traits, and attempt to subdivide 

neurons in broad types that split into increasingly narrow and unique subpopulations (Ramón 

y Cajal, 1909; Bota and Swanson, 2007). One of the most basal of these classifications is the 

division between neurons that are primarily excitatory, or inhibitory. In the following section, 

we will discuss these two neuron types in detail. However, already at this, very basal, level 

there are substantial differences in distribution and function depending on brain region. For 

instance while in the cerebral cortex excitatory long-range projection cells constitute the main 
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bulk of all neurons and locally projecting inhibitory neurons only account for a small 

subpopulation, in the striatum both long-range, and locally projecting neurons are inhibitory. 

Thus to keep the contents of this section relevant, continuing from here I will specifically 

focus on the cerebral cortex when talking about neuron types and their classification. 

 

Excitatory neurons 

The mammalian cortex is a laminated structure, composed of 6 layers of differing cellular 

makeup. Excitatory neurons are the most prominent, making up to approximately 80% of all 

neurons in most cortical regions (DeFelipe et al., 2013; Huang, 2014). Most cortical 

excitatory neurons possess spiny dendrites and long projection axons that are usually 

myelinated and present little local branching (collateralization) targeting adjacent neurons. 

Instead they mainly innervate distant neurons, either in neighbouring layers, or oftentimes in 

different regions. For this they are also referred to as ―projection neurons‖, and they generally 

exercise the function of integrating and relying information across the brain. As they 

constitute the vast majority of the neuron population, and due to their role as main output 

units, excitatory neurons are oftentimes referred as the principal cells (PrCs) of the cortex 

(Figure 1.1B,C). 

Historically, cortical PrCs have been classified according to a wide variety of different 

anatomical, physiological and immunological criteria. For instance a common classification 

system divides cortical PrCs according to their axonal targets into locally projecting (including 

layer IV and layer VI neurons), cortico-cortical and cortico-thalamic projection neurons, and 

subcerebral (pyramidal tract) projection neurons. Yet other types of classification focus 

instead on the presence of certain molecular markers, including reelin, nNos or vGlut1 

expression, or the morphological appearance of the cells (e.g. pyramidal cells (PC), spiny 

stellate cells (SC), etc.) (Zeng and Sanes, 2017). More recently classification efforts for PrCs 

have been relying on their transcriptomic profile. From this approach it has been possible to 

identify over a dozen of unique PrC subpopulations, some of which closely overlap with well-

known subtypes previously identified through molecular markers or anatomical means (Tasic 

et al., 2016). It will be interesting to see how impactful and prevalent new generation 

sequencing combined with transcriptomic analysis for neuron classification will become in the 

years to come. Over all, the prevalence and usefulness of any one, or a combination of these 

classifications differs strongly depending on the brain region and type of research conducted. 

In general, excitatory neurons can present a remarkable variety of phenotypes and projection 

specificity oftentimes tailored to their function in specific regions. However, in their intrinsic 

electrophysiological properties, excitatory neurons exhibit little variation compared to other 

neuron types. Thus, historically and from a functional point of view, excitatory they are 

considered a relatively homogenous population of neurons. 

 

Inhibitory neurons 

A very different picture is found in inhibitory neurons. These neurons use the 

neurotransmitter gamma-aminobutyric acid (GABA) to hyperpolarize and thus inhibit their 

targets. They are generally less prevalent than their excitatory counterparts, representing 

only about 20% of the cortical neuron population. Morphologically they usually present 
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smooth or aspiny dendrites and round cell bodies. Generally, their axonal arbours are local, 

collateralizing in the surroundings of the neuron, rather than projecting to distant regions. For 

this reason they are often referred to as interneurons (INs, Figure 1.1.C) though a small 

population of excitatory INs (e.g. in the spinal cord, cerebellum) does exist. Contrary to 

excitatory neurons, which are mainly responsible for propagating a signal throughout the 

network, INs are essential for the gating and modulation of the information flow (Somogyi 

and Klausberger, 2005; Klausberger and Somogyi, 2008). 

INs can be subdivided into many subgroups. However, as opposed to PrCs, INs classified in 

different groups present great functional and morpho-physiological variability (Freund and 

Buzsáki, 1998; Markram et al., 2004; DeFelipe et al., 2013; Pelkey et al., 2017; Booker and 

Vida, 2018). We will briefly discuss the major classes and types, with their main 

characteristics, as a basic understanding of these will be important in the upcoming sections. 

Historically, INs have been grouped based on a structure-function principle, depending on 

their preference establishing synaptic contacts and targets. This resulted in a broad 

subdivision into one of three classes: soma-targeting, dendrite-targeting, or axon-targeting 

INs. The hippocampus is one of the brain regions where this classification is most easily 

achieved because this region has a simple laminated structure, where PrCs have their cell 

bodies located within a single layer (stratum pyramidale) and their axons and dendrites are 

mainly oriented in opposite directions (respectively: stratum oriens and stratum radiatum and 

lacunosum moleculare). Such an anatomical structure also leads to clear morphological 

distinction and spatial localization of INs targeting different subcellular compartments in this 

region. Thus, making a classification based on morphological criteria prevalent and very 

useful in this region. 

 

 

Figure 1.2.- Cell-type specific interactions of PrCs and INs build the local microcircuit. (A) Scheme 

depicting a PrC (PC) and INs belonging to the main subtypes described throughout the cortex (colors). The INs 

are depicted projecting to the main subcellular compartments and cell types that are preferentially targeted by 

each respective IN subtype (eg. the SOM IN is projecting to the distal portion of the PC dendrites). Abbreviations: 

PC: pyramidal cell, PV: parvalbumin, SOM: somatostatin, 5HT3aR: serotonin receptor 3a positive INs. VIP, CCK 

and NPY (vasopressin, colecystochinin and neuropeptide Y respectively) are main subgroups of 5HT3aR INs. (B) 

Schemes of basic feedforward and feedback excitation respectively on top and inhibition respectively on the 

bottom. PrCs depicted as red triangles and INs as blue circles. (C) Scheme illustrating to possible types of 

microcircuit wiring of two excitatory and two inhibitory neurons and the resulting output from these respective 

networks. Note how the additional connection of each PC to the contralateral IN in the bottom microcircuit is 

enough to change the prototypical output from a winner-takes-all to a synchronous activation type of firing. 
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However, in the more complex 6-layered isocortical brain regions, such as the sensory 

cortices is it more difficult to establish a clear classification based on the convergence of 

functional and structural aspects. In that case, a prevalent approach to characterize INs is 

according to the presence of specific molecular markers, the two most important ones being 

parvalbumin (PV) and somatostatin (SOM), which express in a mostly non-overlapping 

manner in INs, allowing to establish two major, relatively homogenous subgroups of PV-

positive and SOM-positive INs. The remaining INs form a more heterogeneous population, 

but most of them express the serotonin receptor 3a (5HT3aR). Thus the subdivision 

according to markers: PV, SOM, and 5HT3aR, accounts for most INs throughout all cortical 

areas of the brain (Figure 1.2A) (Rudy et al., 2011). 

Importantly, the anatomical and immunological classifications show a substantial 

convergence. Particularly the presence of PV is very common in soma-targeting INs, 

whereas dendrite targeting INs usually have SOM, suggesting that these classifications are 

both functionally and biologically meaningful. 

I would like to briefly take the chance to talk about one of the most prominent IN types; a 

subpopulation of PV INs oftentimes referred to as PV- or PV fast-spiking (FS) basket cells 

(BC). They represent about 20-30% of all inhibitory INs in most cortical regions, although this 

number could be as high as 50% in some layers. They are characterized by their dense and 

profusely branching axonal projections that contact the cell bodies and proximal dendrites of 

neighbouring neurons, and are thus soma-targeting, according to the morphological 

classification (Wang, 2002; Markram et al., 2004; Rudy et al., 2011; Tremblay et al., 2016). In 

doing so, their axons sometimes form nest like structures that resemble small baskets 

(hence the name basket cell). BCs that have PV are also usually FS, capable of producing 

AP trains of very high frequencies (above 180Hz) (Bartos et al., 2002; Booker and Vida, 

2018). Due to their perisomatic inhibition, BCs are essential for the brain's homeostasis, as 

they can generate strong inhibitory control, crucial for regulating AP generation in other cells 

and entraining, maintaining, or interrupting synchronous activity amongst populations of 

excitatory cells (Jones and Buhl, 1993; Pouille, 2001; Bartos et al., 2007; Berggaard et al., 

2018). As such, BCs play an essential role in regulating neuronal ensembles and they have 

been shown to be critical for controlling a large number of higher order executive functions, 

including attention, working memory and other cognitive processes (DeFelipe, 1997; 

Somogyi et al., 1998; Markram et al., 2004; Sohal et al., 2009). In the parahippocampal 

gyrus, BCs are key for the proper regulation of many processes, for instance regulating the 

emergence of spatial tuning in specific PrC populations, as we will examine in upcoming 

sections (Couey et al., 2013; DeFelipe et al., 2013; Buetfering et al., 2014; Shipston-

Sharman et al., 2016). 

 

Introduction to microcircuits 

In addition to its cellular makeup (e.g. number of cells, neuron subtypes, etc.) the 

computational capacity and functions of a given brain region are strongly influenced by the 

structure of the underlying microcircuit. Neuronal microcircuitry, or network connectivity, is 

the overarching term used to describe the wiring pattern by which different neurons are 

connected to one another. This connectivity not only determines the flow of information, but 
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through the interconnection of neurons of different kinds, forms the substrate that enables 

complex neural signalling (Buzsaki, 1984; van Vreeswijk and Sompolinsky, 1996; Isaacson 

and Scanziani, 2011).Technically a microcircuit could be defined as, as little as two individual 

neurons, or as many as thousands of cells connected to each other. However, due to the 

complexity of interconnectivity at the larger scale, detailed studies of network connectivity are 

mostly centred on discrete subsets of neurons, usually involving a handful of cells. 

At this level, some of the most simple and well-studied are feedforward and feedback motifs 

involving two or three individual cells. Feedforward motifs involve chains of neurons each 

signalling to cells further downstream of themselves (Isaacson and Scanziani, 2011; Bakshi 

and Ghosh, 2017). For instance, an excitatory neuron activating another excitatory neuron 

further downstream represents the simplest instance of feedforward excitation. Following this 

premise, this motif could be extended to create a more complex microcircuit; for instance 

adding a third excitatory neuron downstream of the second would result in a chain motif. The 

simplest example of feedforward inhibition would be given by this same microcircuit, but with 

the second neuron in the chain being inhibitory instead of excitatory (Figure 1.2B, top). 

Feedback motifs instead involve neurons signalling back to upstream neurons, instead of 

more downstream cells: two excitatory neurons connected to each other represent the 

simplest example of feedback excitation, while two excitatory and one inhibitory neuron could 

form a simple feedback inhibitory motif, where the first excitatory cell activates the second, 

which in turn activates the inhibitory neuron, which itself inhibits that first most upstream cell 

(Figure 1.2B, bottom) (van Vreeswijk and Sompolinsky, 1996; Isaacson and Scanziani, 2011). 

Simple microcircuits represent the building blocks of more complex ones, which are 

oftentimes composed of combinations of these feedforward and feedback motifs (Sporns and 

Kötter, 2004). Amongst these more complex motifs, some of the most well-known include for 

example convergent and divergent motifs, where several neurons connect to the same, aka. 

―converge‖, onto a single more downstream neuron, or a single neuron ―diverges‖, signalling 

to multiple downstream cells simultaneously. Other important motifs of similar complexity 

include for example lateral inhibition, where a neuron activating causes its neighbouring 

neurons to become inhibited and mutual inhibition, which involves several neurons that each 

are able to inhibit each other through connections to various downstream INs (Bakshi and 

Ghosh, 2017; Koyama and Pujala, 2018). 

These types of microcircuit motifs have important functional implications, as their wiring 

patters can have a dramatic impact on the output of the neurons partaking in them and by 

extension the compound output of brain regions housing these neurons. To be able to 

visualize this concept, I would like to introduce an example of two network motifs, comprising 

two PrCs and two INs, and exemplify the output difference in two different wiring scenarios. 

In the first case, each PrC is connected only to respectively one IN, and each IN respectively 

to the other PrC. In the second scenario, instead both PrCs are connected to both INs, while 

the INs’ connections are still to the same, one PrC (Figure 1.2C). 

Looking at the outputs of these two microcircuits, when driven by an excitatory input, the 

expected outcomes might be as follows. The first microcircuit would result in the inhibition of 

one of the PrCs, and the continuous activation of the other until the excitatory drive subsided. 

A so called winner-takes-all scenario, in which both PrCs would be competing via the IN they 

are respectively connected to. The winner is likely decided depending on which of the two 

PrCs was driven by a stronger drive as both are trying to inhibit each other. On the contrary, 

in the second microcircuit each PrC activation not only inhibits the neighbouring PrC, but also 
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the original PrC itself, through feedback inhibition. The expected outcome here is thus more 

likely a synchronous stop-and-go pattern, wherein both PrCs activate simultaneously during 

a narrow time window, and then inhibit as both the INs become active. 

While the inputs and the neurons involved in processing them are the same in both of the 

presented microcircuits, the differing connectivity patterns can result in a completely different 

output, with different types of functionality. For example, an output like the one generated by 

the first microcircuit could be useful to de-noise a broad input signal such as the thalamic HD 

input to the PrS (Preston-Ferrer et al., 2016; Peyrache et al., 2017; Peng et al., 2021), 

whereas the second microcircuit, could instead be relevant to produce concerted patterns of 

activity, such as those underlying the generation of brain waves. Thus it is clear that studying 

the properties and structure of local neuron connectivity is essential to understand the 

processing and output generated in specific brain regions. 

To conclude, the brain is a complex chain of integrative centres in which different 

computations occur. These computations happen as a consequence of the interplay between 

different specialized cells, neurons of different types. The output from each of these centres 

or regions is dependent on the cellular makeup and microcircuit architecture, which might be 

at times substantially specialized and of varying complexity, depending on specific functional 

requirements. In the following sections we will explore how neuroscience research has 

progressed conceptually and methodologically to allow for an in-depth study of these specific 

neuron types and microcircuit structures. 

 

 

STUDY OF NEURONS AND MICROCIRCUITS: A HISTORICAL PERSPECTIVE 

Whole neuron visualization pioneers new avenues for brain research 

Form and function are inherently linked in any biological system, but nowhere is this more 

obvious than in the brain. Neurons communicate via highly ramified axonal and dendritic 

trees and the structure and composition of these processes is the key to the brain's function 

of integration, transduction and transmission of information. Thus, the study of neurons and 

microcircuits is intrinsically tied to the study, not only of their physiological and genetic 

properties, but also their morphology and anatomical characteristics. 

This approach was first pioneered by Santiago Felipe Ramon y Cajal, at the turn of the 19th 

century. Ramon y Cajal was the first to identify neurons as the structural and functional unit 

of the nervous system and describe the morphology of neurons in detail, by utilizing the 

staining technique developed by Camillo Golgi (Golgi, 1873; Ramón y Cajal, 1909). He 

generated remarkably precise 2D neural reconstructions, including depictions of axons and 

dendrites that are considered to the present day as very accurate and detailed. In fact, from 

these very precise images, Ramon y Cajal was able to infer many of the fundamental 

principles that underlie the function of neural systems, including the directional flow of 

information within and between neurons, the existence of diverse microcircuit motifs, and the 

specificity of neuron-to-neuron connectivity. Furthermore, this research laid the foundation of 

what would become the standard for the study of neural morphology that is still in use in the 

present day: histological preparation, followed by microscopic visualization and subsequent 

neuronal tracing. 
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Cajal's method provided an important conceptual advancement to neurobiological research, 

and considerable improvements were made during the following decades with de 

development of more sensitive and specific staining techniques. However, the approach 

faced a fundamental technical limitation, as it was inadequate to precisely describe the 

nuances of neural communication and functionally examine neural tissue in detail. For that a 

different approach was required, one capable of probing the neural tissue's electrical and 

chemical properties. 

 

The physiological approach 

The origins of electrophysiology can arguably be traced back to the 18th century with Luigi 

Galvani's discovery of the bioelectric properties of biological tissue, but it was throughout the 

20th century that the key breakthroughs that made a detailed interrogation of the electrical 

properties of neurons possible. Much of this work was pioneered by the invention of 

techniques for recording bioelectric signals from live cells, most notably the invention of thin 

recording microelectrodes (Ling and Gerard, 1949) an the voltage clamp technique by Cole, 

Hodgkin and Huxley, considered by many the fathers of modern computational neuroscience 

(Hodgkin et al., 1952; Huxley and Hodgkin, 1952). However, perhaps the most significant 

breakthrough in this field came to be during the late 1970s, when Erwin Neher and Bert 

Sakmann, first utilized fine glass capillaries in combination with a recording electrode to 

isolate membrane patches and then measure the flow of current through the membrane's ion 

channels (Neher and Sakmann, 1976). This approach, aptly called "patch-clamp" has since 

these early recordings experienced a wide variety of modifications, resulting in techniques 

such as sharp electrode recordings, perforated patch or cell-attached recordings, each with 

advantages and disadvantages.  However, it is arguably the whole-cell recording, also 

pioneered by Sakmann and Neher, in the 1980s, which has become the most widespread. 

This procedure consists in the establishment of a gigaOhm seal between a recording 

electrode and a cell membrane, which is then ruptured allowing access to record current 

flows from the intracellular space. The simplicity of this technique, combined with the more 

faithful recording of a cells electrical signals and comparatively little damage inflicted to the 

recorded neurons (Li et al., 2003) has allowed the whole-cell recording technique to become 

one of the most prominent methods to study neuronal physiology to the present day 

(Cahalan and Neher, 1992). 

However, while electrophysiological recordings allow to characterize cells physiologically, it 

quickly became obvious that obtaining a complete picture of the functional connectivity in the 

brain would require marrying the physiological and morphological identity of neurons, a task 

made difficult by the high variability between neurons. In some regions it was possible to 

surmise the identity of recorded neurons by the location of their cell bodies, but an approach 

capable of assessing the morphological and physiological profile of individual neurons was 

required in order to extend this type of analysis to the broader regions of the cortex. First 

attempts at combining neuroanatomy and physiology started already during the 1980s with 

the development of intracellular dyes like HRP and Lucifer yellow that could be used in 

combination with the intracellular recording technique. However, all of these came with 

various problems, such as affecting the cellular homeostasis of the neuron, or having only 

limited intracellular diffusion, making it very challenging to obtain accurate, consistent results. 

These problems would not be overcome until the development of the biocytin labelling by 

William Armstrong and Kyoi Horikawa. 
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Developing the gold standard of neuron and microcircuit studies 

In the 1990s, William Armstrong was investigating different types of hypothalamic neurons, a 

cell population which had proven to be hard to visualize with staining techniques available at 

the time. To overcome this problem, Armstrong became interested in the idea of labelling the 

cells using intracellular biotin, as the biotin-avidin interaction was the backbone of the very 

successful ABC (avidin-biotin-peroxidase) staining approach for immunocytochemistry. 

Armstrong tried a number of biotinilating approaches, to little success at first. However, the 

breakthrough would soon follow, when Kyoi Horikawa joined Armstrong’s work, suggesting to 

use the lysine-biotin complex, better known as biocytin as the base of the staining. The 

intracellular filling and subsequent visualization using labelled avidin was hugely successful, 

producing the first accurate combined physiological and morphological characterization of 

vasopressin and oxytocin sensitive hypothalamic neurons (Horikawa and Armstrong, 1988; 

Smith and Armstrong, 1990; Thomson and Armstrong, 2011). 

Contrary to other staining procedures, biocytin staining brought in several advantages. It is 

biocompatible, thus it doesn't interact with neuron's physiological or morphological properties. 

Further biocytin is small and can easily diffuse throughout the cell, allowing to stain even the 

finest processes, which had been difficult for prior dyes such as HRP. Finally, the wide 

availability and specificity of the biocytin-avidin interaction, gave this approach a clear edge 

over other intracellular dyes in terms of ease, cost, signal strength and signal-to-noise ratio. 

All in all, the biocytin staining is the first intracellular dye to allow for a near flawless matching 

of the morphological and physiological properties of neurons, becoming quickly considered 

by many, as the Golgi staining of the 20th century. Today this approach is considered the 

gold standard of morpho-physiological studies and its many variants, including from single-, 

and multi-cell recordings are used routinely for applications both in vitro and in vivo. 

Throughout this thesis's work, this combined approach was the main methodological 

cornerstone. We utilized it to characterize properties of individual cells, and microcircuit 

interactions of pairs and clusters of multiple neurons in two important brain regions adjacent 

to the hippocampus. Using the highly sensitive biocytin labelling we were able to produce 

detailed morphological reconstructions of complex axonal arbours in single FS INs, as well 

as groups of interconnected PrCs and INs, and correlate those to functional implications 

between cell types across these regions. 

 

 

THE PARAHIPPOCAMPAL GYRUS AND THE REPRESENTATION OF SPACE 

The parahippocampal gyrus: a key component of the hippocampal formation 

Towards the early 20th century, neuroanatomists of the time identified that the cerebral 

cortex was not a histologically homogenous structure (Vogt, 1903; Brodmann, 1909). Instead 

they subdivided it into two types of cytoarchitecturally distinct regions: the isocortex, the type 

of cortex that made up most of the brain, and the allocortex (different cortex), based on the 

considerable divergence in lamination they presented. Not only does this carry structural 

implications, but it is also strongly reflective of the brain’s evolutionary history; as layering 

seems to be directly correlated with both: information processing capabilities, and 

evolutionary age. In fact from a phylogenetic perspective, the two oldest types of cortex in 
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the brain, the archi- and the paleocortex, can both be classified as allocortical. Conversely 

the more ―modern‖ neocortex represents the isocortical portions of the brain (Table 1.1). One 

of the most prominent and thoroughly studied examples of allocortex in the brain is the 

hippocampal formation, composed of the hippocampus proper and the surrounding 

parahippocampal regions (Figure 1.3A). These regions include the presubiculum (PrS), 

parasubiculum (PaS), medial entorhinal cortex (mEC) and lateral entorhinal cortex (lEC), all 

of which are 6-layered periallocortical (a specific subtype of allocortex) regions of varying 

complexity (Insausti et al., 2017).  

 

Table 1.1: Classification of the types of cortex 

Type Layers Example Regions 

Archicortex 3 Hippocampus 

Periallocortex 6 PrS and mEC 

Proisocortex 6 Perirhinal Cortex 

Isocortex 6 Association Cortex 

*Table created after (Insausti et al., 2017) 

 

The parahippocampal regions are one of the main entry points of information to the 

hippocampus, a brain area of great physiological and historical importance, found to be 

crucial for the formation and conscious recollection of past experiences and events. These 

and many other factors, including its simple 3-layered structure, have ensured that the 

hippocampus became and remains the centre stage of much neurobiological research. While 

connectivity within the hippocampus is complex, with afferents and efferents occurring at 

various levels, the main flow of information traverses the so-called tri-synaptic loop, which 

originates and ends in the entorhinal cortex (localized in the parahippocampal gyrus in 

humans and other mammals, Figure 1.3B). As a key hippocampal input/output structure, the 

parahippocampal regions represent an important node between the hippocampus and other 

brain regions. 

However, not all the parahippocampal regions contribute equally to this network. Main 

projections to the hippocampus arise from the lEC and mEC, two anatomically and 

functionally distinct subdivisions of the entorhinal cortex. Both the mEC and lEC project 

towards various regions of the hippocampus, including the dentate gyrus (DG), through the 

tri-synaptic loop, but also the CA1 and CA3, through less canonical pathways. They 

themselves receive hippocampal projections directly from CA1 as part of the tri-synaptic loop 

and through the Subiculum (Figure 1.3B,C). Currently, it is widely accepted, that the mEC, 

and its upstream regions, the PaS and PrS are the main contributors of spatial information, 

whereas the lEC contains information regarding object processing, attention and motivation. 

For the purpose of this dissertation, I will from now however, only focus onto the spatial 

domain of the parahippocampal regions and specifically on the mEC and PrS, as they are 

the main players investigated throughout all of the research performed in my studies. 
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Figure 1.3.- The hippocampal formation and its local network. (A) Scheme depicting a rodent brain with an x-

ray visualization the hippocampi (blue, white) and the parahippocampal gyrus (ochre). (B) Horizontal slice of the 

hippocampal formation depicting the hippocampus proper and the parahippocampal regions. The main flow of 

information comprising the hippocampus, the PrS (blue) and the mEC (green) are depicted with red arrows. (C) 

Scheme showing the main input-output connectivity to and from the PrS and the mEC to the hippocampus (lower 

grey square) including: Sub Subiculum, and DG dentate gyrus, and other cortical regions, respectively: PoC 

postrhinal cortex, OC olfactory cortex, DT dorsal thalamus, RsC retrosplenial cortex, Am amygdale, PeC 

perirhinal cortex, PfC prefrontal cortex. 

 

The hippocampal spatial navigation machinery  

The idea that the brain harboured a representation of the surrounding environment was first 

described by Edward C. Tolman, who coined the term "cognitive map" from his behavioural 

trials in 1948. However, actual experimental evidence of a spatial map representation in the 

brain was first attained in the 1970’s, when John O’Keefe and John Dostrovsky 

demonstrated the existence of hippocampal cells that responded specifically to the current 

position of an animal. Those cells fired whenever the animal entered a specific location in 

space, the neuron's place field, and were thus aptly named "place cells" (O’Keefe and 

Dostrovsky, 1971; O’Keefe, 1979; O’Keefe et al., 1998).Place cells appeared prominently in 

CA1 and were not topographically, meaning that two neighbouring place cells need not have 

adjacent place fields. However, they were organized along the dorso-ventral axis of the 

hippocampus: place cells were more numerous in the dorsal area than in the ventral area. 

Posterior research actually showed that the reduced number of place cells in the ventral 

region also correlated with a dorso-ventral change in place field size, ultimately leading to 

neurons having broader place fields in the ventral domain. 

The peculiarities in the organization and distribution of place cells along the hippocampus 

quickly prompted the question as to the origin of the signal that generated spatial modulation 

in those neurons. This question, however, would require another 30 years of research to be 

answered. At the turn of the millennium, lesion studies performed by Maybritt and Edvard 

Moser showed that the CA1 was able to retain place cells, when all inputs other than those 

arising at the entorhinal cortex had been severed. Further in vivo recordings from different 

regions in the mEC finally revealed the existence of further types of spatially modulated 

neurons, first in the dorsal, but later also in the ventral mEC. Most notably out of these are 

grid cells (GCs), which I will discuss in broader detail in the upcoming section, but also head-

direction (HD) and border cells. Thus, the mEC was quickly identified as the main candidate 

to be the source of the hippocampal place cell signal. 
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Structure and composition of the medial entorhinal cortex and the presubiculum 

The mEC and its upstream parahippocampal regions are all involved in the generation and 

transmission of spatially modulated information into the hippocampus. They share a number 

of functional and structural features, but also prominently diverge in terms of the complexity 

of their cellular makeup and microcircuit components, as well as the origin of their afferent 

projections and information content. 

Anatomically, the PrS and the mEC are six layered, presenting three superficial layers 

(layers I to III) and two deep layers (layers V and VI) divided by the lamina dissecans (layer 

IV). The PrS's main input structures are the dorsal thalamic nuclei (anterodorsal and 

laterodorsal) and the retrosplenial cortex, making it the first relay for vestibular and head 

direction information entering the hippocampal formation. Consequently the PrS is the most 

upstream hippocampal region to show spatially tuned neurons, specifically GCs and HD cells. 

The PrS integrates and forwards this information directly into the superficial layers of the 

mEC, which acts as the main gateway for spatial information into the hippocampus proper 

(Figure 1.3B,C). The mEC receives additional projections from the prefrontal and olfactory 

cortices, the perirhinal and postrhinal cortices and the retrosplenial cortex all of which provide 

strong spatial and sensory information (Figure 1.3C). As previously mentioned, the mEC also 

prominently shows spatially modulated neurons, being particularly known for its preeminent 

and diverse subset of GCs in layers II and III. 

In terms of their cellular makeup, the PrS and mEC have been thoroughly studied in mice 

and rats. The PrS is mainly composed of a relatively homogenous population of excitatory 

PrCs, which can be classified anatomically as PCs although differences in spiking behaviour 

and neuropeptide expression between individual PCs have been observed. By contrast the 

mEC presents a much richer population of PrCs, containing up to potentially 4 anatomically 

different subtypes of excitatory PrCs. These have been reported to be either of SCs, PCs, or 

one of two in-between forms (Fuchs et al., 2016). 

Due to their large content in spatially modulated neurons, the PrS and the mEC play a crucial 

role in allowing to encode the location of an animal in the surrounding environment. Most 

prominent in the PrS and mEC are GCs and HD cells. GCs are characteristic for forming a 

regular triangular or hexagonal activity pattern, which much like place cells are, is organized 

in a non-topographic manner and when visualized forms a grid-like structure (Hafting et al., 

2005). GCs can present substantial differences in terms of the scale of their grids, including 

distance between, and size of, the grid nodes, and in fact, prominently do so along the dorso-

ventral axis of the mEC, as we will discuss in upcoming sections. Functionally this 

divergence has been postulated to be relevant for the representation of different spatial 

distances and scales. HD cells are especially prominent in the PrS. They receive their name 

from their characteristic firing behaviour, which only occurs when the head of a freely moving 

animal, points in a narrow range of angles (aka. a direction) in the horizontal plane (Valerio 

and Taube, 2012). Cellularly both GCs and HD cells are PCs in the PrS, while in the mEC, 

SCs as well as PCs have been shown to be spatially modulated. 

In terms of inhibitory neurons, both regions exhibit a rich variety of IN subtypes, in line with 

most other cortical areas. These include examples of PV INs, such as BCs and axo-axonic 

cells, as well as SOM (e.g. Martinotti cells) and 5HT3aR positive IN populations distributed 

across the various neural layers. 
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Microcircuitry of the medial entorhinal cortex and the presubiculum 

Despite a relatively similar anatomical structure and neuronal composition, the emergence of 

specific types of spatially tuned neurons and the functional output of the PrS and the mEC, 

suggest very different and complex microcircuit architectures. Although not yet fully 

described, the PrS seems to present a clear directionality of the primary flow of information, 

from the superficial to the deep layers (Caballero-Bleda and Witter, 1993; Honda and 

Ishizuka, 2004). Consequently, the density of extrinsic input axons in the superficial PrS is 

high, while the local connectivity is comparatively sparse. Many of these inputs to the PrS 

carry spatial information as previously explained, which leads to the emergence of spatially 

modulated neurons, primarily in layers II and III. This type of spatial tuning seems to be 

partially inherited from upstream thalamic and retrosplenial regions, with specific PrC to IN 

connectivity within the PrS that supports and further modulates this signal (van Groen and 

Wyss, 1992; Kononenko and Witter, 2012; Viejo and Peyrache, 2020). A clear example is the 

interplay between PrCs and SOM Martinotti Cells, which by feedback inhibition seem to 

contribute to the maintenance of HD firing (Simonnet et al., 2017). By contrast the deep 

layers of the PrS exhibit higher overall local connectivity, and less spatial tuning of individual 

neurons. Further, they are responsible for most of the outwards projections from the PrS. 

The flow of information within the mEC is more complex than in the PrS. Most of the input is 

received in the superficial layers I, II and III, and much like in the PrS, spatially modulated 

cells emerge in these layers. From here information is sent two ways, into the hippocampal 

formation via the DG, and towards the deep layer V (Canto et al., 2008; Witter et al., 2017). 

Interestingly, PCs and SCs in the superficial mEC region do not form monosynaptic 

connections amongst each other, but rather connect via local inhibitory INs, suggesting a role 

of inhibitory connectivity for the functional connectivity of the local network (Couey et al., 

2013; Fuchs et al., 2016; Witter et al., 2017). Axons from CA1 and Subiculum, carrying 

output information from the hippocampus loop back into the mEC, projecting to layers V and 

VI. Main outputs from the mEC to other cortical areas emerge from layer V pre-eminently, but 

axons also project back onto neurons in layers II and III, thus establishing a feedback loop 

(Amaral and Witter, 1989; Witter and Amaral, 1991). Further complexity arises from the 

dorso-ventral differences in the microcircuit of the mEC. For instance, a rare type of 

GABAergic projection neurons have been identified in the dorsal portion of the mEC, but 

seem to be lacking in the ventral region (van Haeften et al., 1997). Similarly, recent 

comparative studies of the dorsal and ventral mEC suggest differences in the strength of 

inhibition as well as the properties of spatially modulated grid cells along this axis (Beed et al., 

2013; Berggaard et al., 2018). These findings highlighting that our understanding of the 

connectivity in the mEC is as of yet not fully complete, and warrants further investigation. 

 

 

 

 

 



 

22 
 

Motivation and Aims 

As may have become evident throughout this introduction, the study of local brain structures, 

neurons and microcircuits lays at the foundation of our understanding of neuroscience. 

Knowing how, and which cells connect and interact with each other allows us to generate 

hypotheses about, and unravel the inner workings of the brain, including many of its higher 

order functions. 

The hippocampal formation is a classical target for the study of memory and memory-related 

questions in neuroscience, and the parahippocampal regions, including the mEC and PrS 

have become the centre stage of current research on the brain's inner spatial navigation 

system. However, the full extent of their neuronal structures and their associated functional 

relevance still remains a topic of heated investigation. As highlighted throughout this 

introduction, much about the neuronal composition and network structure of the mEC and 

PrS, regarding neurons populating these regions, and microcircuit structure underlying their 

organization is still only partially described. Here is where the work in this thesis docks to the 

current state of the art of scientific knowledge. 

I aim to provide a clearer picture of the properties and organization of the inhibitory network 

underlying the neuronal microcircuit in these regions, describing its properties at the single 

neuron and local connectivity levels. Throughout the following pages, I will first explore the 

basic structure of the PrS, in a study that clearly highlighted unique features of this region. 

Then I will look at how in the mEC, important differences in the PV BC inhibitory microcircuit 

provides a biological substrate for the observed functional variability across the dorso-ventral 

axis of this region. Finally, I will go back to the PrS, and applying the lessons learned 

throughout the two previous studies, I will explore the properties of the microcircuit and show 

how an anatomically determined connectivity can enhance the sharpening of head direction 

in the PrS, overall highlighting the advantage of a finely tuned local inhibitory microcircuit for 

the functional output of various brain regions. 
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Chapter II: Layer-Specific Organization of Local 

Excitatory and Inhibitory Synaptic Connectivity in 

the Rat Presubiculum 

 

Background and Main Research Questions 

The PrS is the entry point of spatial information from the anterodorsal and laterodorsal 

thalamus into the hippocampal formation (van Groen and Wyss, 1990, 1992), providing 

strong projections to the mEC (Caballero-Bleda and Witter, 1993; Honda and Ishizuka, 2004; 

Canto et al., 2008; Canto and Witter, 2012; Kononenko and Witter, 2012). Accordingly PrCs 

in the PrS present head direction (Taube et al., 1990; Taube, 2007; Peyrache et al., 2015; 

Tukker et al., 2015; Preston-Ferrer et al., 2016) and grid firing activity (Boccara et al., 2010). 

However, the emergence and maintenance of spatially modulated firing in the PrS is complex 

and not yet fully understood, likely requiring external drive and an appropriate intrinsic 

network topology (Bonnevie et al., 2013; Winter et al., 2015; Rowland et al., 2016).  

To elucidate the network properties underlying the emergence of spatially tuned activity most 

studies have focused on the mEC (Burgalossi et al., 2011; Schmidt-Hieber and Häusser, 

2013; Rowland et al., 2016). While proposed models for GC generation in the mEC are 

varied (Fuhs, 2006; McNaughton et al., 2006; Bush and Burgess, 2014; Solanka et al., 2015), 

either recurrent excitatory or recurrent inhibitory connections are generally assumed to play a 

major role in their establishment and maintenance (Couey et al., 2013; Pastoll et al., 2013; 

Buetfering et al., 2014; Fuchs et al., 2016). As a simpler, upstream subregion in the 

parahippocampal cortex, the PrS is a suitable candidate to examine the validity of these 

assumptions. 

The intrinsic properties of excitatory and inhibitory cells in the PrS have been studied in rats 

and mice (Abbasi and Kumar, 2013; Simonnet et al., 2013; Nassar et al., 2015; Preston-

Ferrer et al., 2016), revealing excitatory PCs as the sole PrC type, in addition to a variety of 

IN subtypes, including FS PV-positive cells. However, the microcircuit structure of the PrS is 

largely unknown. Classical connectivity studies suggest that connectivity within the 

presubicular deep layers is higher than within superficial layers although direct and more 

detailed evidence is lacking so far (Funahashi and Stewart, 1997).Thus in the present study, 

we chose a systematic approach to analyze the synaptic network topology of the PrS by 

performing simultaneous multiple whole-cell recordings from PCs and INs in acute rat brain 

slices. 
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Main Results 

Classification of pyramidal cells and interneurons 

To analyze the local network connectivity, we performed multiple whole-cell recordings of up 

to 8 cells simultaneously in acute brain slices of VGAT-YFP transgenic rats aged P19–P35. 

We recorded cells in all layers of the PrS and examined their electrophysiological properties 

(Figure 2.1A,B). Of the 762 cells recorded, we could unambiguously classify 223 cells as 

PCs (n = 156) or INs (n = 67) by the clear presence or absence of YFP-expression. This 

allowed us to perform a discriminant analysis using the YFP-expression as a grouping 

variable and 8 electrophysiological properties as independent variables creating two 

separate groups comprising 511 PCs and 251 INs, respectively. This discrimination based on 

the electrophysiological parameters yielded a very clear separation of the 2 groups with only 

few cells having a probability between 0.3 and 0.7 of belonging to either of the clusters 

(Figure 2.1C). 

 

 

Figure 2.1.- Electrophysiological properties and morphology of PCs and INs in the PrS. (A) Representative 

AP traces and firing patterns of the 2 cell types. (B) Table of electrophysiological parameters for each cell type 

including p-values from statistical comparison using Mann–Whitney U Test. (C) Histogram showing the probability 

of a cell belonging to the IN cluster calculated by the discriminant analysis. Red and blue bars represent cells with 

confirmed VGAT-YFP expression. Note the good separation of PCs and INs, the almost complete lack of VGAT-

YFP expression in the PC cluster and its reliable expression in the IN cluster. Gray bars represent cells in which 

the YFP-expression was not rigorously determined. Cells with a probability higher than 0.5 were classified as INs, 

cells with a lower probability as PCs. Two representative samples of morphologically reconstructed cells are 

shown (PC with red axon, IN with blue axon). (D) An overview image of a Nissl-stained section of the PrS 

illustrates the separation between superficial layers (green) and deep layers (orange) at 600 µm, corresponding to 

the cell sparse layer IV. The scale bar indicates 100 µm steps. A schematic overview in the corner depicts the 

region relative to the hippocampus. (E) Number of recorded cells plotted against their depth measured from pia. 

IN in blue and PC in red. Lines indicate the distinction in superficial (green) and deep layers (orange). 
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The electrophysiological parameters between PCs and INs differed significantly except for 

their input resistance (Figure 2.1B, mean ± standard error of mean). PCs had a lower RMP 

(PC -73.9 ± 0.4 mV vs. IN -66.9 ± 0.8 mV, p < 0.001), a broader AP duration (PC 1.10 ± 0.02 

ms vs. IN 0.56 ± 0.01 ms, p < 0.001) and a lower AP de- and repolarisation rate (maximal 

depolarization rate: PC 221 ± 4 V/s vs. IN 250 ± 5 V/s, p < 0.001; maximal repolarisation 

rate: PC -66 ± 1 V/s vs. IN -137 ± 4 V/s, p < 0.001). INs exhibited a fast and strong AHP 

(latency: 1.9 ± 0.1 ms; amplitude: -15.7 ± 0.3 mV), while PCs mostly lacked any short-latency, 

fast AHP resulting in a much larger latency of the negative peak after the APs (15.0 ± 0.3 ms, 

p < 0.001). Furthermore, INs exhibited a much higher discharge frequency, both at 350 pA 

stimulation (PC 36.8 ± 0.7 Hz vs. IN 106 ± 3 Hz, p < 0.001) and at the maximum sustained 

stimulation of 1.3 nA (PC 90.5 ± 2.7 Hz vs. IN 204 ± 8 Hz, p < 0.001). We also observed 22 

neurons with an initial burst of APs. We included these neurons into the PC group. In fact, 

these cells exhibited electrophysiological properties similar to those of PCs, but had a more 

depolarized RMP (bursting PC −64.6 ± 1.9 mV vs. regular PC -73.3 ± 0.4 mV, p < 0.001) in 

good agreement with previous reports (Simonnet et al., 2013). In contrast to previous studies, 

however, we found these bursting neurons throughout all layers and not restricted to layer IV 

(Simonnet et al., 2013) or the superficial layers (Abbasi and Kumar, 2013). 

Given reports of a functional separation of the PrS, we also subdivided the PrS in superficial 

and deep layers using the cell sparse region at 600 µm as a boundary (Figure 2.1D), 

corresponding to the layer IV (Canto et al., 2008; Simonnet et al., 2013). 

 

Layer-Specific Synaptic Excitatory and Inhibitory Connectivity in the Presubiculum 

Simultaneous recordings from up to 8 cells allowed us to screen up to 56 possible synaptic 

connections at once. Using this approach, a total of 4250 possible connections were tested 

and subdivided into 4 different synaptic categories: PC-PC, PC-IN, IN-PC and IN-IN. 

We first analyzed the probability of the 4 types of synaptic connections in all layers (Figure 

2.2A), finding that connections between PCs were almost absent in the superficial layers, but 

increased in probability toward the deeper layers. In contrast, connection probability between 

PCs and INs was higher in the superficial layers and lower in the deeper layers supporting 

our functional separation of the PrS (Figure 2.1D). We pooled the connections (Figure 2.2B) 

and found that the PC-PC connectivity in the deep layers (3.9%, 33/854) was markedly 

higher than in the superficial layers (0.4%, 4/1020, p < 0.001). In contrast, PC-IN connection 

probability was higher in the superficial (20%, 101/506) than in the deep layers (12.8%, 

57/446, p = 0.003) and significantly higher than PC-PC connection probability (superficial 

layer p < 0.001, deep layer p < 0.001). The same was observed for IN-PC connections 

(superficial 19.8%, 100/506 vs. deep 9.9%, 44/446, p < 0.001). The connectivity among INs 

was evenly distributed between superficial and deep layers (superficial 12.1%, 31/256 vs. 

deep 10.7%, 23/216, p > 0.05). We also found 4 pairs of INs which seemed to be electrically 

coupled (1 FS-FS pair in superficial layer, 3 NFS-NFS pairs in deep layers). 
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Figure 2.2.- Layer-specific excitatory and inhibitory connectivity in presubicular circuits. (A) Of the total 

4250 possible connections tested, exact positions of the pre- and postsynaptic cells were determined for 3160 

tested connections. In the diagrams, each circle or dot represents a tested connection: a green dot indicates a 

detected synaptic connection in the superficial layers, an orange dot a connection in the deep layers, and the 

open gray circles depict tested connections without synaptic coupling. For each tested connection type, the depth 

of the presynaptic cell measured from the pial surface along the dendritic axis (vertical axis) was plotted against 

the intersomatic distance between the cells (values above horizontal axis). The black, red, and blue lines 

represent the connection probability of each synaptic type, calculated as the ratio of observed to tested 

connections (values below horizontal axis), plotted against the distance to pia (vertical axis) as a moving average 

of 2 values. The division between superficial and deep layers is shown as a dotted line at 600 µm. (B) The 

connection probability as a function of intersomatic distance in each layer is shown for the different synaptic 

groups. Asterisks with arrows depict statistically significant distance-dependent decrease of connection probability 

calculated using the Cochran-Armitage test, **p < 0.01. The adjacent bar graphs depict the pooled connection 

probability in the superficial (green bars) and deep layers (orange bars). Numbers indicate found and tested 

connections. Statistical comparisons between the layers were calculated using Fisher's exact test, **p < 0.01, ***p 

< 0.001. 

 

Next we analyzed the distance-dependence of the connections and calculated the 

intersomatic distance as the Euclidian distance using all 3 spatial axes. Z-distances 

contributed only marginally with a narrow distribution of z-positions around 42 ± 12 µm below 

surface (mean ± standard deviation). Among pyramidal neurons, the connection probability 

was highest for cells within 50 µm of each other (superficial layer: 0.6%, 1/172; deep layers: 

8.8%, 13/148). We found that the probability of connections tended to decrease toward 
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greater intersomatic distances for all 4 connection types (Figure 2.2B). The distance 

dependent decrease in connection probability was statistically significant in deep layers for 

PC-PC (p = 0.008) and for IN-IN (p = 0.009) and in superficial layers for PC-IN connections 

(p = 0.002). When all layers were considered, there was a significant decrease with distance 

for all synaptic groups: PC-PC (p = 0.007), PC-IN (p < 0.001), IN-PC (p = 0.03), and IN-IN (p 

= 0.004). To rule out that the previously observed layer-specific difference in connection 

probability was due to the significant distance-dependence, we tested for conditional 

independence using the Mantel-Haenszel test. It showed that the observed layer-specific 

differences are still statistically significant despite the distance-dependence: PC-PC p < 

0.001, PC-IN p = 0.02 and IN-PC p = 0.001. Although we observed an age-dependent 

decrease of connectivity in two age groups (P19-P23 and P24-P35), the observed layer-

specific differences persisted between them (PC-PC p < 0.001, PC-IN p = 0.004, IN-PC p < 

0.001). 

 

 

Figure 2.3.- Classification of FS versus NFS INs. (A) Confocal images of slice with 8 recorded cells (white 

circles). Upper left: YFP-expression in yellow was found in 3 cells (arrows). Upper right: PV-immunostaining in 

green revealed 2 immunopositive cells (green arrow: PV-positive; yellow arrow: PV-negative). Lower left: Biocytin 

staining in red shows further 5 PCs without YFP- or PV-expression. Lower right: Overlay of all 3 channels. (B) 

Example AP traces and firing patterns of each IN class. (C) Table of electrophysiological parameters for the 2 IN 

classes. Statistical comparison for each parameter was performed using Mann–Whitney U test. 1Firing 

frequencies were determined for a subset of cells. (D) Histogram showing the probability of a cell belonging to the 

FS cluster calculated by the discriminant analysis. Colored bars represent 50 INs for which PV-expression was 

investigated (green bars: PV-positive; yellow bars: PV-negative), gray bars represent INs not stained for PV. Cells 

with a probability higher than 0.5 were classified as FS INs, cells with a lower probability as NFS INs. (E) 

Distribution of IN classes across the layers as classified based on electrophysiological properties. Left: Absolute 

numbers of INs classified as FS INs (dark blue bars) and NFS INs (light blue bars) plotted against their depth 
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measured from the pia. Right: Proportion of the 2 classes of recorded INs plotted against their depth. (F) IN class 

distribution across the layers in immunohistochemically stained slices. Left: Proportion of PV-positive INs (green 

bars) and PV-negative INs (yellow bars) plotted against their depth. Right: Cell density of PV-positive INs plotted 

against their depth. 

Properties of fast-spiking and non fast-spiking interneurons 

To examine the divergence in connectivity of INs, we focused on a simple classification by 

comparing FSINs to NFS INs (Figure 2.3A–C). This approach was motivated by the assumed 

critical role of FS PV INs in the modulation of GC and HD cell activities (Couey et al., 2013; 

Buetfering et al., 2014; Tukker et al., 2015). To detect FS INs, we immunostained a subset of 

50 INs for PV (Figure 2.3A) and performed a discriminant analysis based on their 

electrophysiological properties, yielding a group of 81 FS INs and another group of 170 NFS 

INs (Figure 2.3D). 

The two IN classes differed in their electrophysiological properties (mean ± standard error of 

mean) except for RMP and AHP amplitude (Figure 2.3C). FS INs exhibited significantly lower 

input resistance (FS 172 ± 8 MΩ vs. NFS 439 ± 30 MΩ, p < 0.001), lower AP half width (FS 

0.41 ± 0.01 ms vs. NSF 0.63 ± 0.01 ms, p < 0.001), higher AP de- and repolarisation rates 

(maximal AP depolarization rate: FS 272 ± 10 V/s vs. NFS 239 ± 6 V/s, p = 0.004; maximal 

AP repolarisation rates: FS -168 ± 7 V/s vs. NFS -123 ± 3 V/s, p < 0.001), shorter latency of 

fast AHP (FS 1.23 ± 0.04 ms vs. NFS 2.15 ± 0.13 ms, p < 0.001) and higher firing 

frequencies (at 350 pA: FS 149 ± 5 Hz vs. NFS 87 ± 2 Hz, p < 0.001; at maximum sustained 

stimulus: FS 301 ± 12 Hz vs. NFS 165 ± 7 Hz, p < 0.001). 

In the recorded sample, the 2 classes of INs had comparable distributions in superficial 

layers (32.6% FS) and deep layers (31.9% FS) (Figure 2.3E). Similarly, quantification of PV 

INs among the YFP-expressing cells in immunolabeled slices yielded comparable 

proportions of 35.2% in the superficial and 33.3% in the deep layers, respectively (Figure 

2.3F). Thus, the layer-specific ratio of FS INs within the IN population determined by our 

discrimination analysis corresponded well to the immunohistochemically determined 

proportion of PV-positive cells (Figure 2.3F), indicating unbiased samples. Despite the 

comparable relative proportions of PV-positive cells, their density was over 2-fold higher in 

the superficial (11.119 ± 1029 mm3) than in the deep layers (4734 ± 637 mm3). Morphological 

reconstructions of superficial layer INs revealed multipolar somato-dendritic morphology with 

smooth dendrites spanning multiple neighbouring layers and dense axonal arborisation in 

layer II (Figure 2.4A-D). Furthermore, axons of PV INs formed basket-like structures around 

somata of putative PCs (Figure 2.4E,F), similar to those of basket cells in other cortical areas 

(Markram et al., 2004). 

 

Connectivity of fast-spiking and non fast-spiking interneurons 

Following the classification of the INs, we analyzed their subtype-specific connectivity and 

found no significant subtype-specific differences in their functional connection probability 

(Figure 2.5A). Instead, common layer-specific differences could be observed irrespective of 

IN classification: connection probabilities were higher in superficial than in deep layers, 

although this trend was not statistically significant for the PC–FS group (Figure 2.5A). Thus, 

our analysis of FS and NFS INs indicates that IN diversity does not challenge our results and 

general approach to assess network topology in the PrS. 
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Figure 2.4.- Morphological reconstructions of immunohistochemically identified INs. (A) Reconstruction of 

LII PV-positive interneuron with axon colored in green. Fast spiking firing pattern is shown on the upper right side. 

Stainings in the lower left corner show the cell body positive for biocytin (red), VGAT-YFP (yellow) and PV (green). 

Dotted lines roughly depict layer borders. Respective scale bars apply to firing patterns, reconstructions and cell 

body stainings of panel (A) to (D). (B) Reconstruction of LII PV-negative cell with axons colored in yellow. (C) LIII, 

PV-positive cell. (D) LIII PV-negative cell. (E) Biocytin-labelled (red) presynaptic varicosities of PV IN from panel 

(A) form axonal basket-like structures around somata of PCs (asterisk). (F) Axonal baskets of PV IN from panel C. 
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Figure 2.5.- Connectivity and reciprocity 

of interneuron subtypes. (A) 

Unidirectional connection probability for IN 

excitation and PC inhibition shown for 

different IN subtypes (dark blue: FS; light 

blue: NFS) and layers (green: superficial; 

orange: deep). Statistical comparisons 

between the layers were calculated using 

the Fisher's exact test, *p < 0.05, **p < 

0.01, ***p < 0.001. (B) Observed 

probability of reciprocal pair in each layer 

(green and orange bars) compared with 

the expected reciprocal rate under the 

random assumption (gray bar). Error bars 

represent standard deviation assuming 

binomial distribution. Statistical difference 

was assessed using the binomial test, ***p 

< 0.001, **p < 0.01. Right: Example 

calculation for expected reciprocal rate 

under the assumption that unidirectional 

connections are independently established. 

(C) Unidirectional connection probability 

between INs for each subtype and layer. 

(D) Reciprocal rate between INs compared 

with the random probability as described in 

(C), *p < 0.05. (E) Schematic figure of the 

connection probabilities between the 

different cell types in the superficial and 

deep layers of the PrS. Transmission 

properties are represented by modified 

traces that depict the mean of the 

postsynaptic amplitude, PPR and half-

width for each synaptic group. 

 

Since attractor network models of 

grid and HD activity require 

bidirectional recurrent connectivity 

(Couey et al., 2013; Pastoll et al., 

2013; Solanka et al., 2015), we 

searched for reciprocally 

connected pairs and calculated 

their probability by considering the 

number of tested pairs. No 

reciprocal connections were found 

between PCs in the superficial 

layers, while the reciprocal rate 

was 0.9% in deep layers (Figure 

2.5B). This was higher than 

expected, if we presume that reciprocal pairs arise from random and independent 

unidirectional connections with an experimentally determined probability of 3.9% (3.9% × 

3.9% = 0.15%). For deep PC-PC connections, the higher reciprocity was indeed statistically 
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significant (p = 0.004). Reciprocal connections between PC-FS and PC-NFS pairs were also 

significantly overrepresented irrespective of the layer (Figure 2.5B). Finally, recurrent 

inhibitory connections are also involved between different PCs through an IN, such as a PC > 

IN > PC connection. We found 43 PC > FS > PC (30 in superficial and 13 in deep layers) and 

101 PC > NFS > PC connections (70 in superficial and 31 in deep layers), which is more 

than the number of reciprocal pairs highlighting the importance of this connectivity pattern. 

We further analyzed the connectivity among INs (Figure 2.5C). The connection probability 

was comparable between layers for FS-FS (7.0% for superficial vs. 8.3% for deep layers, 

respectively), NFS-FS (17.5%, 17.6%), and NFS-NFS connections (9.9%, 11.6%), but not for 

FS-NFS (superficial 17.5% vs. deep 3%, p > 0.05). No reciprocal pairs were found between 

FS INs (Figure 2.5D). To analyze whether both IN types can be targeted by a single PC, 135 

PCs were identified which were simultaneously recorded with both FS and NFS INs. Of these 

12 cells connected onto both IN classes. 

 

Synaptic properties of the different cell types along the dorso-ventral axis 

Since GC activity in the PrS was reported in the dorsal region (Boccara et al., 2010) and 

since the mEC has an inhibitory gradient along the dorso-ventral axis (Beed et al., 2013), we 

asked whether the PrS also exhibits a dorso-ventral divergence of network topology. 

Although variations of connection probabilities between ventral and dorsal recordings were 

present, the general principles of connectivity described above for the superficial and deep 

layers could be confirmed in both subregions of the PrS (Table 2.1). 

Despite variations of connection probabilities between the ventral and dorsal region (Table 1 

and Supplementary Table 1), we could confirm that the overall layer-specific difference in 

connectivity was still statistically significant in all subgroups (Mantel-Haenszel test: PC-PC p 

< 0.001, PC-FS p = 0.048, PC-NFS p = 0.019, FS-PC p = 0.044, NFS-PC p = 0.004). PC-PC 

connectivity in both regions was sparse in the superficial layers and higher in the deep layers 

(ventral: superficial 0.3% vs. deep 3.6%, p < 0.001; dorsal: superficial 0.7% vs. deep 4.2%, p 

= 0.009). 

Synaptic connections between the different cell types did not only differ in their probabilities, 

but also in the amplitude of their postsynaptic responses (Table 2.1). As for target cell-

specific differences, excitation onto INs in dorsal superficial layers is stronger onto FS than 

NFS INs (PC-FS 1.4 [0.58;3.1] mV vs. PC-NFS 0.18 [0.13;0.23] mV, p < 0.001). Likewise, 

PC inhibition in dorsal superficial layers is also stronger by FS than NFS INs (FS-PC -0.58 [-

0.66;-0.52] mV vs. NFS-PC -0.19 [-0.33;-0.12] mV, p = 0.001). Furthermore, excitation onto 

FS was stronger than onto PC in dorsal deep layers (PC-FS 0.55 [0.22;0.71] mV vs. PC-PC 

0.32 [0.14;0.47] mV, p = 0.011). 
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Table 2.1: Synaptic connectivity and strength 

Subdivision Connectivity Peak Amplitude [mV] 

Synapse Region Layer Found Tested Probability Median [IQR] n 

PC–PC 

Ventral 
Superficial 2 746 0.3% 0.33 [0.19;0.46] 2 

Deep 19 524 3.6% 0.32 [0.14;0.47] 19 

Dorsal 

Superficial 2 274 0.7% 0.22 [0.13;0.31] 2 

Deep 14 330 4.2% 0.17 [0.1;0.25] 14 

PC–FS 

Ventral 
Superficial 23 124 18.5% 2.31 [0.24;6.36] 23 

Deep 10 60 16.7% 0.57 [0.21;2.22] 10 

Dorsal 

Superficial 14 35 40.0% 1.4 [0.58;3.31] 14 

Deep 12 80 15.0% 0.55 [0.22;0.705] 12 

PC–NFS 

Ventral 
Superficial 37 243 15.2% 0.47 [0.22;1.78] 37 

Deep 24 219 11.0% 0.43 [0.135;1.1] 24 

Dorsal 

Superficial 27 104 26.0% 0.18 [0.13;0.23] 27 

Deep 11 87 12.6% 0.36 [0.1;1.3] 11 

FS–PC 

Ventral 
Superficial 32 124 25.8% −0.33 [−0.77;−0.19] 18 

Deep 11 60 18.3% −0.13 [−0.17;−0.09] 2 

Dorsal 

Superficial 7 35 20.0% −0.58 [−0.66;−0.52] 7 

Deep 4 80 5.0% −0.42 [−0.51;−0.31] 4 

NFS–PC 

Ventral 
Superficial 42 243 17.3% −0.2 [−0.68;−0.11] 23 

Deep 22 219 10.0% −0.28 [−0.38;−0.09] 15 

Dorsal 
Superficial 19 104 18.3% −0.19 [−0.33;−0.12] 19 

Deep 7 87 8.0% −0.19 [−0.33;−0.12] 7 

 

We additionally analyzed synaptic transmission properties and found evidence for layer- and 

cell type-specific differences in PPR. In contrast there were no differences in the kinetics: 

neither the duration of postsynaptic potentials nor their onset latency showed significant 

layer- or region-specific differences. However, we found cell type-specific latency differences 

in connections involving FS INs in different regions and layers. 

In summary, functional differences in excitatory and inhibitory synaptic transmission for 

different connection types, layers and regions were identified. We confirmed that the 

observed layer-specific connectivity existed regardless of intraregional variability. 
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Conclusions 

In this study, we assessed the network topology and the unitary synaptic properties between 

PCs and INs in the rat PrS and found layer-specific differences in connectivity in the 

superficial and deep layers. Connectivity in the deep PCs resembled that of other 

parahippocampal subregions (Dhillon and Jones, 2000), while in the superficial layers, there 

was an almost complete lack of recurrent excitation. This is in contrast to other 

parahippocampal regions, like the mEC, where a lack of connections between SCs is 

accompanied by specific connectivity between other excitatory cell types. 

Further, in the superficial layers, PC-IN reciprocity was considerably overrepresented, both 

for FS and NFS INs; remarkable, considering that overall inhibitory connectivity in the PrS 

was low (5-25%) compared to other parahippocampal regions (40-60%). Thus our results 

indicate that INs in the PrS do not provide a simple "blanket of inhibition", instead presenting 

a connectivity pattern possibly reflecting region specific principles of network organization. 

Overall, our results indicate that, spatial tuning of PCs, such as HDs and GCs, in the PrS 

must be generated solely through interaction with inhibitory cells. Further, they can emerge in 

a structure with a relatively simple, and rather low intralaminar connectivity, in combination 

with non-random features such as an overrepresentation of reciprocity. Thus, we highlight 

that the superficial PrS represents a suitable network to investigate the essential 

mechanisms required for spatial tuning of neurons. 
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Chapter III: Parvalbumin Interneurons are Differen-

tially Connected to Principal Cells in Inhibitory 

Feedback Microcircuits Along the Dorso-Ventral 

Axis of the Medial Entorhinal Cortex 

 

Background and Main Research Questions 

The mEC is the primary entry point of spatial information to the hippocampus, with LII/III 

neurons projecting to the DG, as well as to the CA1-CA3 areas (Varga et al., 2010; Witter et 

al., 2017). As such, spatially modulated neurons, prominently GCs, have been described in 

layers II and III and layer V (Sargolini, 2006; Boccara et al., 2010). In the mEC, GCs are 

PrCs, comprising reelin-containing SCs and calbindin-containing PCs (Sargolini, 2006; Tang 

et al., 2014; Tennant et al., 2018). 

Although PrCs in LII/III of the mEC are interconnected, their connectivity is sparse (Winterer 

et al., 2017). Instead, most of the local network is maintained by GABAergic inhibitory INs, 

which comprise ~20% of all neurons in the mEC (Couey et al., 2013; Buetfering et al., 2014; 

Berggaard et al., 2018). Of particular interest here is the subpopulation of PV BCs, which 

produce FS trains of APs and mediate both feed-forward and feedback inhibition onto the 

perisomatic compartments of PrCs (Jones and Buhl, 1993; Varga et al., 2010; Berggaard et 

al., 2018), which have been proposed to mediate the emergence of spatially tuned grid firing 

(Fyhn et al., 2007; Couey et al., 2013; Miao et al., 2017). PV BCs represent about 30-40% of 

all INs, controlling the precise timing of APs in PrCs and contributing to the generation of 

coherent network oscillations (Pouille, 2001; Bartos et al., 2007). Due to these characteristics, 

PV BCs have been proposed as a key component of GC organization, as both stable grid 

firing and spatial organization are dependent on IN activity (Pastoll et al., 2013; Miao et al., 

2017). 

GCs appear throughout the dorso-ventral extent of the mEC (Ray et al., 2014), indicating that 

the spatial tuning of PrCs is maintained along this axis, however, grid fields are not uniform, 

but show a gradient in the scale and size. In the dorsal mEC, grid fields are small with higher 

spatial resolution, whereas in ventral mEC, grid fields are larger; perhaps corresponding to 

different roles in spatial navigation (Hafting et al., 2005; Brun et al., 2008). The underlying 

cellular and network mechanisms leading to physiological divergence of grid field size along 

the dorso-ventral axis are not yet fully understood. 

One potential explanation for the divergence in grid activity could be the distinct strength of 

GABAergic PV BC mediated inhibition along the dorso-ventral axis of the mEC. The density 

of PV BCs is similar in the dorsal and ventral subregions, but the power, and extent of their 

inhibition, is greater in the dorsal compared to the ventral area (Beed et al., 2013), forming a 

gradient which correlates with the divergence in grid physiology. 
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However, despite their well-known role, exerting control over local network activity and 

potential involvement in the spatial tuning in PrCs, little is known about the electrophysiology, 

neuroanatomy, and local connectivity of PV BCs in the mEC. Therefore, in this study we set 

out to examine the morphology, intrinsic physiology and synaptic connectivity of PV BCs in 

the dorsal and the ventral mEC in a comparative manner. For this we performed whole-cell 

patch clamp recordings from single PV BCs as well as synaptically coupled pairs of INs and 

PrCs in acute rat brain slices, combined with post-hoc visualization and morphological 

analysis. 

 

 

Main Results 

To investigate the anatomical and physiological diversity among PV BCs at the cellular level, 

which could underlie differences in inhibitory output along the dorso-ventral axis of the mEC 

(Beed et al., 2013), we performed whole-cell patch-clamp recordings from the dorsal and the 

ventral mEC in acute brain slices (Figure 3.1A). PV BCs were selected in LII/III based on 

their expression of Venus-YFP and multipolar appearance of their cell bodies, when 

observed under the epifluorescent microscope. During the recordings, we identified 98 FS 

INs (45 cells in the dorsal and 53 cells in the ventral mEC from 40 rats), out of which 89 were 

subsequently confirmed to be immunoreactive for PV with morphological features of BCs 

(Figure 3.1B,C).  

 

Similar intrinsic physiological properties and excitability of layer II and III parvalbumin 

basket cells in dorsal and ventral medial entorhinal cortex 

A possible explanation for the differences in lateral inhibition between dorsal and ventral 

mEC (Beed et al., 2013) may arise from INs possessing divergent intrinsic excitability. To 

investigate this possibility, we characterized both the passive and active properties of the 

recorded INs. PV BCs showed no difference in any of their passive properties between 

dorsal and ventral mEC: their resting membrane potential, membrane resistance, time-

constant and cell capacitance (Table 3.1). In response to suprathreshold depolarizing current 

pulses, PV BCs consistently fired non-accommodating trains of APs at high frequency in both 

dorsal and ventral mEC; Figure 3.1D). There was no apparent difference in the excitability of 

PV BCs between the two subregions in terms of the voltage threshold, rheobase or their 

maximum firing frequency at 1 nA either (Table 3.1). Finally, given that the excitability of a 

given neuron is directly related to its synaptic input, we asked whether the spontaneous 

excitatory postsynaptic currents (EPSCs) arriving onto PV BCs in the dorsal mEC were 

stronger than those arriving in the ventral mEC (Figure 3.1E). We observed no difference in 

either amplitude or frequency of spontaneous EPSCs between the two IN groups (Figure 

3.1E-G). Together, these data show that PV BCs display comparable intrinsic excitability and 

spontaneous excitatory synaptic inputs, independent of their location along the dorso-ventral 

axis of the mEC. 
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Table 3.1: Passive and active physiological properties of dorsal and ventral PV BCs 

* Measured from threshold. 

 

 

 Dorsal Ventral p-value 

Passive properties    

Resting membrane potential [mV] -66.0 ± 1.7 (25) -67.7 ± 1.6 (32) 0.46 

Input resistance [MΩ] 83.1 ± 8.0 (25) 95.3 ± 8.0 (28) 0.29 

Membrane time constant [ms] 11.5 ± 1.5 (17) 14.9 ± 2.7 (23) 0.87 

Membrane capacitance [pF] 16.7 ± 2.9 (13) 13.1 ± 1.4 (16) 0.28 

    

Active properties    

Rheobase [pA] 205.3 ± 48.2 (11) 164.7 ± 34.9 (15) 0.5 

Voltage threshold [mV] -38.2 ± 1.0 (11) -40.8 ± 1.2 (15) 0.1 

AP amplitude [mV]* 53.5 ± 3.6 (11) 64.4 ± 4.0 (15) 0.07 

AP rise time [ms] 0.99 ± 0.55 (11) 0.33 ± 0.19 (14) 0.57 

AP maximum rise rate [mV/ms] 308.2 ± 27.2 (11) 326.1 ± 16.1 (15) 0.56 

AP maximum decay rate [mV/ms] 185.1 ± 20.0 (11) 161.1 ± 14.3 (15) 0.96 

Half-height width [ms] 0.44 ± 0.04 (11) 0.49 ± 0.03 (15) 0.22 

Fast AHP amplitude [mV]* -20.4 ± 0.94 (12) -21.1 ± 0.79 (15) 0.58 

Discharge frequency at 1 nA [Hz] 298.0 ± 30.9 (16) 252.1 ± 17.5 (22) 0.21 

    

Spontaneous synaptic input    

Spontaneous EPSC frequency [Hz] 12.2 ± 6.8 (25) 14.4 ± 7.6 (32) 0.38 

Spontaneous EPSC amplitude [pA] -35.5 ± 25.7 (25) -38.3 ± 23.4 (32) 0.73 
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Figure 3.1.- Morphology and physiological signature of fast-spiking PV BCs in the dorsal and ventral mEC. 

(A) Representative confocal images from the slices of the dorsal (left panel) and ventral mEC (right panel) 

immunostained for PV (in green pseudocolor) and counterstained by DAPI (grayscale). Higher magnification 

images illustrate the superficial LI-III of the mEC corresponding to the white rectangles in the overview images in 

the separate channels. (B,C) Reconstructions of biocytin-filled fast-spiking PV BCs recorded in LII/III of the dorsal 

(B) and ventral mEC (C). Soma und dendrites of the INs are depicted in black, axons in red; boundaries of the LI-

LIII are indicated by dotted lines. Insets on the right illustrate the PV immunoreactivity (in green) in the biocytin 

filled somata of the INs (Bioc, grayscale). (D,E) Voltage responses of the two visualized INs to hyperpolarizing 

(-500 to -100 pA) and depolarizing current pulses (500 and 1000 pA, 500 ms duration, see inset in the middle). 

Note the fast-spiking non-accommodating AP discharge pattern in response to the strong depolarizing current 

pulse in both INs. (F,G) Summary bar charts of the amplitude (F) and frequency of spontaneous EPSPs in dorsal 

(―D‖, red bars) and ventral PV BCs (―V‖, blue bars). Data from individual neurons are superimposed as open 

circles; numbers of recorded neurons are indicated in parenthesis under the bars. 
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Dorsal and ventral parvalbumin basket cells show similar dendritic and axonal 

morphologies 

Another plausible explanation for dorso-ventral differences in lateral inhibition might be a 

divergence in PV BC morphology; allowing individual neurons to receive and transmit 

information to narrower vs. wider fields of the mEC. Therefore, we next analyzed the 

morphology of the recorded and visualized neurons (Figure 3.1B and C). PV BCs from both 

dorsal and ventral mEC had 3 - 9 aspiny or sparsely spiny primary dendrites emerging from 

the soma, spanning layers LI to LIII, often with a dendritic tuft reaching the pial surface. The 

axon emerged typically from the soma and formed a dense local arbor in LII/III around the 

cell bodies of neighbouring neurons, consistent with the INs being BCs (Figure 3.1B,C). 

While we observed differences in their morphology, including the extent of the axon, this 

variability was similarly present in both dorsal and ventral mEC. 

To determine if the distributions of dendritic or axonal arbors were different between dorsal 

and ventral mEC, we reconstructed a subset of the INs and performed morphometric 

analysis (Figure 3.2). PV BCs from the dorsal mEC had a total dendritic length of 4.8 ± 0.3 

mm (22 PV BCs from 18 rats), comparable to those in the ventral mEC with 4.4 ± 0.3 mm (21 

PV BCs from 17 rats; p = 0.29, Mann-Whitney U test; Figure 2A). Sholl analysis revealed a 

higher number of segments in proximal dendrites of dorsal PV BCs at 100-200 µm of the 

soma compared to ventral INs (Figure 3.2B,F). To examine the extent, symmetry, and 

distribution of dendrites, we next analyzed the dendritic volume density (Figure 3.2C). 

Superimposing PV BC dendritic arbors with the somata as reference point, we calculated the 

mean volume density for the reconstructed neurons. This analysis revealed no discernible 

differences in the distribution pattern between the two groups for the transverse and vertical 

axes (Figure 3.2C Insets) confirming that dendrites in dorsal and ventral PV BCs had very 

similar density distributions. A quantitative comparison of the volume density maps revealed 

that dendrites of reconstructed neurons in dorsal and ventral regions are highly similar (r = 

0.75, 2D correlation coefficient). 
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Figure 3.2.- Neuroanatomical properties of PV BCs in the dorsal and ventral mEC. (A,B) Summary bar 

charts of the length of dendrites (A) and axons (D) of dorsal (―D‖, red bars) and ventral PV BCs (―V‖, blue bars). 

Data from individual neurons is superimposed as open circles; numbers of analyzed neurons are indicated in 

parenthesis under the bars. (B,E) Sholl analysis of the dendritic (B) and axonal arbors (E) of dorsal (in red) and 

ventral PV BCs (in blue). Sholl radius was set to 25 µm and significance was tested using Fischer’s exact test; 

Asterisks indicate significant differences at the level of p = 0.05. (C,F) Cumulative heat maps of the spatial 

densities of dendritic (C) and axonal distributions (F) for dorsal (left) and ventral PV BCs (right). Individual INs 

viewed in the plane of the slices were aligned with their somata to the middle of the plots. The color code for the 

density (in arbitrary units) is on the left. One-dimensional density plots on the right and bottom illustrate the spatial 

integrals of the densities along the X- and Y-axes, respectively, for dorsal (in red) and ventral INs (in blue). (G) A 

confocal image of axon collaterals of intracellularly-filled PV BC displaying varicosities in the dorsal (left) and 

ventral mEC (right). (H) Summary bar chart of the density of varicosities along axon collaterals of PV BCs from 

the dorsal (―D‖, red bars) and ventral mEC (―V‖, blue bars). Data from individual neurons are superimposed as 

open circles; numbers of analyzed neurons are indicated in parenthesis under the bars. Statistical significance: *p 

< 0.05 and ***p < 0.001. 

 

We next performed the same analysis of the axonal distribution of PV BCs along the dorso-

ventral axis of the mEC. The mean axon length in dorsal PV BCs was 12.9 ± 1.7 mm (22 INs 

from 18 rats) and of ventral cells was 16.3 ± 2.4 mm (19 INs from 14 rats), which was not 

statistically different (p = 0.35, Mann-Whitney U test; Figure 2D). Sholl analysis (Figure 2E) 

and volume density plots of the axonal distributions (Figure 3.2F) showed very similar spatial 

structure and distribution of the axons. This was further reflected by a high correlation 
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between the volume density maps for dorsal and ventral INs (r = 0.91, 2D correlation 

coefficient) as well as strongly overlapping transverse and vertical projections of the density 

distributions (Figure 3.2F, Insets). 

 

Table 3.2: Morphological properties of dorsal and ventral PV BCs 

 

As the length and distribution of the axon were not different between the two subregions, we 

next examined the density of boutons along the axon of PV BCs, as an indicator for the 

number of synapses formed. In the dorsal mEC, we found a high density of putative inhibitory 

boutons on PV BC axons (mean density: 0.41 ± 0.01 µm-1, 87 axon segments from 10 cells 

from 9 rats), 41% higher than that in the ventral mEC (mean density: 0.30 ± 0.01 µm-1, 85 

axon segments from 10 PV BCs from 10 rats; p < 0.0001, Student’s t-test on cell averages; 

Figure 3.2G,H). As such, a higher number of synapses may be formed by the axon of dorsal 

PV BCs. Indeed, estimates using the obtained density values of putative synaptic boutons 

and the corresponding axonal lengths of the INs indicated that the number of potential 

synaptic contacts made by dorsal INs was 7512 ± 51, in ventral PV BCs this estimate was 

lower at 5127 ± 39 (p = 0.023, Student’s t-test). 

Taken together, these data demonstrate that the dendritic distribution of PV BCs show minor 

regional specific differences along the dorso-ventral axis of the mEC. Despite the axon of PV 

BCs displaying a comparable length and broadly similar lateral distribution in both mEC 

subfields, the number of putative synapses formed by this axon is greater in the dorsal mEC. 

 

 

 

 

 Dorsal Ventral p-value 

Dendrites    

Total dendriticlength [µm] 4,828.4 ± 328.6 (22) 4,357.8 ± 343.2 (21) 0.29 

Lateral extent [µm] 418.1 ± 25.2 (21) 429.5 ± 27.5 (19) 0.59 

Vertical extent [µm] 425.9 ± 22.6 (21) 402.5 ± 30.8 (19) 0.46 

Dendriticfield [µm
2
] 184,609 ± 15,815 (21) 181,726 ± 22,509 (19) 0.92 

    

Axon    

Total axonal length [µm] 12,919 ± 1,737 (21) 16,332 ± 2,418 (19) 0.35 

Lateral extent [µm] 411.5 ± 31.0 (21) 430.5 ± 30.9 (19) 0.67 

Vertical extent [µm] 377.4 ± 27.3 (21) 421.3 ± 37.0 (19) 0.34 

Axonal field [µm
2
] 158,754 ± 14,854 (21) 189,212 ± 22,513 (19) 0.43 

Varicosity density [1/µm] 0.41 ± 0.01 (10) 0.30 ± 0.01 (10) <0.0001 
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Parvalbumin basket cells along the dorso-ventral axis of the medial entorhinal cortex 

are differentially connected to principal cells 

Given these anatomical differences, particularly in putative synapse number, we next asked 

whether the functional connectivity of PV BCs and PrCs was divergent between the dorsal 

and ventral mEC. To address this, we performed paired recordings from identified PV BCs 

and neighbouring PrCs from both subregions (Figure 3.3A). APs elicited in the presynaptic IN 

resulted in short-latency unitary IPSCs in 59% of the simultaneously recorded PrC sat 60 mV 

holding potential (47 connections from 81 tested pairs from 23 rats; Figure 3.3B). Bath 

application of the competitive GABAA agonist GABAzine (10 µ) reduced these fast outward 

synaptic currents by 96% (peak amplitude 1.5 ± 0.1 pA vs. 39.8 ± 22.7 pA under control 

conditions, 10 BC-PrC pairs, p = 0.026, Student’s t-test), confirming that they were meditated 

by ionotropic GABA receptors. 

 

 

Figure 3.3.- Connectivity of recorded IN-PrC pairs shows greater coupling probability in the dorsal mEC. 

(A) Morphological reconstructions of a dorsal and a ventral synaptically-coupled PV BC-PrC pair. PV BC somata 

and dendrites are in black, axons in red; for PrCs only soma and dendrites are shown in cyan; boundaries of the 

LI-III are indicated by dotted lines. Insets on the bottom illustrate the PV immunoreactivity (in green pseudocolor) 

in the biocytin filled somata of the BCs (Bioc, grayscale). (B) Representative traces illustrate presynaptic APs 

evoked in PV BCs (upper traces) and short latency unitary IPSCs in concurrently recorded synaptically coupled 

PrCs (lower traces, averaged trace in black, individual IPSCs are superimposed in gray) in the dorsal (left) and 

ventral mEC (right). (C) Summary bar chart of the connectivity of PV BCs onto PrCs in the dorsal (―D‖, red bars) 

and ventral mEC (―V‖, blue bars). (D) Summary bar chart of the unitary IPSC amplitudes in the dorsal (―D‖, red 

bars) and ventral mEC (―V‖, blue bars). Individual amplitude data from the pairs are superimposed as open circles 
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on the bars. Numbers of analyzed simultaneous BC-PrC recordings are indicated in parenthesis under the bars. 

Statistical significance: **p < 0.01. 

 

When we divided the synaptically-coupled pairs between subregions of the mEC, we found 

that the probability of a unitary connection from dorsal PV BCs onto local PrCs was very high 

at 76% (29 coupled of 38 tested pairs from 16 rats). In contrast, the connectivity of ventral 

mEC PV BCs onto PrCs was substantially lower at 41% among the tested pairs (18 coupled 

of 44 tested pairs from 14 rats; p = 0.0001, Fisher’s exact test; Figure 3.3C).  

The amplitudes from unitary IPSCs produced by PV BCs showed a log-normal distribution, 

with the majority of the amplitudes occurring between 5 and 100 pA and a long tail that 

reached up to 250 pA. However, despite the marked differences in connectivity between 

dorsal and ventral mEC, the average amplitudes of unitary IPSCs with 30.6 ± 5.1 pA (29 

pairs from 19 rats) in the dorsal mEC and 65.4 ± 8.6 pA in the ventral mEC (18 pairs from 10 

rats, p = 0.16, Mann-Whitney U test, Figure 3.3D) were not sufficiently different to reach 

statistical significance due to the high variability in both samples. The apparent failure rate of 

transmission at synapses between PV BCs and PrCs in dorsal (17 ± 4%, 29 pairs) and 

ventral mEC (10 ± 3%, 18 pairs) was comparable (p = 0.11, Mann-Whitney U test). In 

addition, the IPSC kinetics from both regions were also similar with respect to onset latency 

(Dorsal: 2.2 ± 0.2 ms, 29 pairs; Ventral: 2.1 ± 0.1 ms, 18 pairs; p = 0.85, Student’s t-test), 20-

80% rise-time (Dorsal: 0.65 ± 0.1 ms, 29 pairs; Ventral: 0.60 ± 0.1 ms, 18 pairs; p = 0.47, 

Mann-Whitney U test), and decay time-constant (Dorsal: 5.2 ± 0.5 ms, 29 pairs; Ventral: 5.3 

± 0.6 ms, 18 pairs; p = 0.33, Student’s t-test). Finally, no difference was found in short-term 

plasticity in terms of paired-pulse depression (Dorsal: 0.81 ± 0.03, 29 pairs; Ventral: 0.72 ± 

0.04, 18 pairs; p = 0.11, Student’s t-test). Taken together, our paired recording results 

converge with the morphological data demonstrating that functional synaptic connectivity is 

higher in the dorsal than in the ventral mEC.  

In 8 of the simultaneously recorded pairs (5 in the dorsal and 3 in the ventral mEC), we 

observed that connectivity between BCs and PrCs was reciprocal (Figure 3.4A,B). These 

reciprocally connected pairs had a smaller mean unitary IPSCs (24.6 ± 15.6 pA) than the 

non-reciprocally connected BC-PrC pairs (55.5 ± 60.4 pA, 39 pairs, p = 0.015, Student's t-

test Welch's corrected; Figure 3.4A, C). We observed no statistically significant difference in 

EPSC amplitude of reciprocally connected BC-PrC pairs (-110.8 ± 91.9 pA) compared to 

non-reciprocal BC-PrC pairs (-55.6 ± 47.6 pA, 6 pairs, p = 0.21, Mann-Whitney U). 

Consequently, the ratio of excitation vs. inhibition for reciprocal connections with 4.5 ± 4.6 

was considerably higher than the ratio of EPSC and IPSC amplitudes for non-reciprocally 

connected neurons (1.1 ± 1.4, p = 0.01; Figure 3.4D). These results suggest that mEC PV 

BC microcircuits might be wired for competitive interactions whereby selected PrCs involved 

in reciprocally coupling with BCs are able to effectively recruit perisomatic inhibition to 

suppress neighbouring PrCs. 
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Figure 3.4.- Reciprocal IN-PrC pairs in the mEC show higher excitation and lower inhibition than non-

reciprocal pairs. (A) Schemes and representative traces illustrating the observed connectivity patterns of BC-

PrC pairs: a reciprocally connected pair (left panel), a unidirectionally connected pair (middle panel) displaying 

only a unitary EPSC in the BC (bottom left trace, in gray) and unidirectionally connected PrC-BC pair (right panel) 

displaying only unitary IPSC in the PrC (top right trace in cyan). The representative presynaptic APs and the 

evoked unitary synaptic responses (average of 10 traces) are illustrated side-by-side in the BCs (left traces, in 

gray) and PrC (right traces, in cyan). (B) Bar chart of the total number of connected PV BC and PrC pairs 

(reciprocal connections, in gray). (C) Summary bar chart of the unitary IPSC and EPSC amplitudes for reciprocal 

and non-reciprocal connections. Individual peak amplitude data from the pairs are superimposed as open circles 

on the bars. (D) Ratio of excitation vs. inhibition in non-reciprocal (NR, white bar) vs. reciprocal pairs (R, gray bar). 

Statistical significance: *p < 0.05. 
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Connectivity onto identified pyramidal cells and stellate cells  

It has previously been shown that different PrC subtypes, PCs and SCs, receive differential 

input from PV BCs in the mouse (Fuchs et al., 2016). Therefore, we next asked whether we 

observed similar differences in target cell specificity in our sample of PV BC-PrC pairs in 

juvenile rats. Simultaneously recorded PrCs were classified, grouping them based on their 

morphology and physiological properties (Figure 3.5A; Table 3.3) by applying a cluster 

analysis as previously described (Fuchs et al., 2016) (Figure 3.5B). In good agreement with 

clearly identifiable examples of PCs and SCs among our reconstructed PrCs (Figure 3.5C,E), 

we observed two well-defined clusters emerging in this analysis, which corresponded to PCs 

(35 cells) and SCs (40 cells; Figure 3.5B). In 7 PrCs, there was insufficient data to perform 

the cluster analysis and these cells were excluded from further analysis. We did not observe 

clustering corresponding to intermediate cell types as previously reported in mice (Fuchs et 

al., 2016).  

 

Table 3.3: Passive and active physiological properties of PCs and SCs 

 Stellate cells Pyramidal cells p-value 

Passive properties    

Resting membrane potential [mV] -59.4 ± 0.8 (22) -62.0 ± 1.2 (23) 0.06 

Input resistance [MΩ] 94.3 ± 11.6 (22) 162.0 ± 20.0 (23) <0.01 

Membrane time constant [ms] 13.3 ± 0.8 (21) 23.7 ± 2.4 (20) <0.001 

Membrane capacitance [pF] 185.7 ± 23.4 (20) 209.5 ± 35.5 (21) 0.51 

    

Active properties    

Rheobase [pA] 90.9 ± 10.2 (22) 89.1 ± 11.7 (23) 0.91 

Voltage threshold [mV] -39.8 ± 0.8 (22) -41.7±1.0 (23) 0.28 

AP amplitude [mV]* 78.1 ± 1.6 (22) 83.8 ± 1.9 (23) <0.05 

AP maximum rise rate [mV/ms] 346.1 ± 19.4 (22) 433.3 ± 31.8 (23) <0.05 

AP maximum decay rate [mV/ms] 111.1 ± 19.1 (22) 81.8 ± 3.8 (23) 0.15 

Half-height duration [ms] 0.92 ± 0.03 (22) 1.11 ± 0.05 (23) < 0.05 

Fast AHP amplitude [mV]* -10.7 ± 0.4 (22) -10.4 ± 0.6 (23) 0.65 

Discharge frequency at 250 pA [Hz] 34.0 ± 2.9 (22) 39.7 ± 2.6 (23) 0.15 

Voltage sag [mV]** -9.2 ± 0.8 (38) -6.3 ± 0.8 (32) < 0.05 

Inter-spike interval ratio** 0.36 ± 0.05 (38) 0.61 ± 0.05 (32) < 0.01 

Depolarizing afterpotential [mV]** 2.4 ± 0.3 (38) 1.6 ± 0.3 (32) 0.13 

Latency to first AP at 205 pA [ms]** 19.6 ± 3.3 (38) 46.8 ± 8.4 (32) < 0.01 

* Measured from threshold. 

**Parameter used for PCA. Inter-spike interval ratio was calculated from the first and the second interval. 
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Figure 3.5.- Properties of synaptic coupling of SCs and PCs to PV BCs. (A) Voltage responses of a 

pyramidal cell (PC, top) and a stellate cell (SC, bottom) to hyperpolarizing (-500 to -100 pA, 500 ms duration) and 

a suprathreshold depolarizing current pulses (500 pA). (B) Dendrogram illustrates the separation of two 

subpopulations of PrCs corresponding to PCs (in cyan) and SCs (in ocher) by cluster analysis. (C,E) 

Morphological reconstructions of a synaptically-coupled PV BC-PC (C) and a PV BC-SC pair (E). PV BC somata 

and dendrites are in black, axons in red; for the PrCs only soma and dendrites are shown (PC in cyan; SC in 

ocher); boundaries of LI-LIII are indicated by dotted lines. Insets on the bottom illustrate the PV immunoreactivity 

(in green pseudocolor) in the biocytin filled IN somata (Bioc, grayscale). (D) Electrophysiological data from a 

reciprocally connected BC-PC pair. Representative trace illustrates presynaptic APs evoked in a PV BC (top 

trace) and the short latency unitary IPSCs in the concurrently recorded PC (upper middle trace, averaged 

response in black, individual IPSCs are superimposed in gray). Similarly, presynaptic APs evoked in the PC 



 

46 
 

(lower middle trace) were followed by short latency unitary EPSCs in the concurrently recorded IN (bottom trace). 

(F) Electrophysiological data from a reciprocally connected BC-SC pair as illustrated in (D). (G) Summary bar 

chart of the connection probabilities between PV BCs and PCs and SCs in the mEC. (H,I) Bar charts of the 

amplitudes (H) and paired pulse ratios (I) of unitary IPSCs and EPSCs between PV BCs and synaptically coupled 

PCs and SCs. Individual values from the pairs are superimposed as open circles on the bars. 

 

Analysis of the synaptic connectivity between PV BCs and PrCs on the basis of this 

classification demonstrated that the connection probability was independent of whether the 

postsynaptic target was a PC (Figure 3.5C,D) or a SC (Figure 3.5E,F). The average 

connection probability onto PCs was 55% (18 coupled of 35 tested pairs from 20 rats) and 

onto SCs it was comparable at 60%. (24 coupled of 40 tested pairs from 17 rats; p = 0.66, 

Fisher's exact test; Figure 3.5G). In contrast, the connection probability from PrCs onto PV 

BCs was substantially lower at 17% for PCs (6 coupled of 35 tested pairs) and similarly low 

at 20% for SCs (8 coupled of 40 tested pairs, p = 0.78, Fisher's exact test; Figure 5G).  

Finally, we examined whether the connectivity and synaptic properties of PV BCs onto PrC 

subtypes was different between dorsal and ventral mEC. From dorsal PV BCs we found 

connection probabilities of 77% onto PCs (10 coupled of 13 tested pairs from 8 rats) and 

78% onto SCs (14 coupled of 18 tested pairs from 11 rats), which was not different between 

the two target cell types (p = 1.0, Fisher's exact test). The connection probability of ventral 

PV BCs was 36% onto PCs (8 coupled of 22 tested pairs from 12 rats) and 46% (10 coupled 

of 22 tested pairs from 11 rats) onto SCs, consistent with the overall lower probability of 

connectivity in this region (see above), but with no significant difference between the two PrC 

subtypes (p = 0.54, Fisher's exact test). 

We observed no overt differences in any underlying property of the unitary synaptic 

responses recorded in classified PrC subtypes, as the amplitude of IPSCs recorded in SCs 

was 55.2 ± 12.8 pA and in PCs was 37.7 ± 11.8 pA (p = 0.35, Student’s t-test). Similarly, the 

amplitude of EPSCs in PV BCs was similar whether they resulted from inputs from SCs (-

83.4 ± 22.8 pA) or from PCs (-108.7 ± 56.8 pA; p = 0.83, Mann-Whitney U test; Figure 3.5H). 

Finally, there was no observed statistical difference in the IPSC paired-pulse ratio produced 

by INs (IN-SC: 0.74 ± 0.03, IN-PC: 0.81 ± 0.07, p = 0.59) or EPSCs (SC-IN: 0.69 ± 0.06, PC-

IN: 0.44 ± 0.13, p = 0.09, Mann-Whitney U test; Figure 3.5I).  

Together, these data show that that the reciprocal connectivity between PV BCs and PrCs is 

independent of PrC type in the juvenile rat. However, the observed differences in the 

connection probability of PV BCs onto PrCs along the dorso-ventral axis may enable these 

INs to produce more robust lateral inhibition in dorsal mEC microcircuits. 
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Conclusions 

In this study we provided the first thorough description of the morphology, physiology, and 

connectivity of PV BCs in the rat mEC, with respect to the dorso-ventral axis. While we 

observed minimal differences in PV BC intrinsic physiology or dendritic and axonal 

morphology along this axis, our data reveals that PV BCs in the supragranular layers of the 

mEC innervate local PrCs to a greater extent in the dorsal, as compared to ventral mEC. 

This higher inhibitory connectivity will provide stronger inhibition and tighter spatial tuning as 

observed in the dorsal mEC. Conversely, low connectivity, and hence weaker inhibition 

would allow PrCs to discharge over a wider spatial field, as observed in the ventral mEC, 

thus providing a biological substrate for the divergent grid cell firing along the dorso-ventral 

axis of the mEC. 

Furthermore, we examined the difference in connectivity and specificity for the main PrC 

types in the PrS, SCs and PCs. Recent studies have indicated that SCs and PCs can both 

show GC activity (Domnisoru et al., 2013; Schmidt-Hieber and Häusser, 2013; Tang et al., 

2014; Sun et al., 2015), implying that their connectivity to inhibitory neurons that modulate 

this type of spatial tuning is likely to be similar. Accordingly we found no difference between 

the connectivity to PV BCs between these two subsets of neurons, further supporting these 

reports of GC activity in both cell types. 

Finally, our results suggest that the inhibition from PV BCs in the mEC is carefully tuned 

along the dorso-ventral axis, to support the emergence of divergent grid field activity. Thus 

while local connectivity in the mEC might not only rely on the inhibitory microcircuit alone, as 

is the case in the superficial layers of the PrS, our results indicate that PV BC mediated 

connectivity is a primordial component of the connectome in the mEC. Our data suggests 

that careful wiring of inhibitory PV BCs might be pivotal for the modulation of GC activity, 

allowing an accurate representation of spatial information in the mEC. 
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Chapter IV: Spatially Structured Inhibition Defined 

by Polarized Parvalbumin Interneuron Axons 

Promotes Head-Direction Tuning 

 

Background and Main Research Questions 

The local connectivity in the superficial layers of the PrS, is strongly determined by the 

underlying inhibitory network (Peng et al., 2017). Specifically perisomatic inhibition, mediated 

by PV BCs is generally assumed to be dense and random in cortical regions (Packer and 

Yuste, 2011), including the mEC (Grosser, Barreda et al., 2021), which shares many 

functional and anatomical similarities with the PrS. Such a "blanket of inhibition" could arise 

from the axodendritic overlap of a symmetrical dense PV BC axon with neighbouring PrCs, 

following the so-called "Peter's rule". Such inhibition could mediate gain control and maintain 

balance of excitation and inhibition (Fino and Yuste, 2011; Isaacson and Scanziani, 2011; Hu 

et al., 2014). 

This principle has been challenged by reports of non-random structured inhibitory 

connectivity in several brain regions (Schmidt-Hieber and Häusser, 2013; Rieubland et al., 

2014; Espinoza et al., 2018), revealed by motif analysis applied to multineuron recordings 

(Milo et al., 2002). While the computational implications underlying these non-random 

network motifs are not yet resolved, in the visual cortex spatially organized connectivity 

between INs and PCs has recently been identified as a key principle for computation of 

direction selectivity (Rossi et al., 2020). In the PrS, sparse, non-random connectivity of INs, 

suggests that the connectivity of PV BCs might also be determined by unconventional 

network principles. However, whether such structured inhibition is relevant for directional 

tuning, the main functional determinant of the PrS, remains to be established. 

As the main cortical recipient of HD information, integrating spatial and visual cues from the 

anterodorsal thalamus, and retrosplenial cortex (Taube, 2007; Peyrache et al., 2017, 2019; 

Viejo and Peyrache, 2020) the PrS processes HD signals before passing them to the 

downstream mEC. Similar to GC activity in the aforementioned region, HD firing is 

hypothesized to rely on continuous attractor networks based on either recurrent excitation or 

inhibition (Couey et al., 2013; Pastoll et al., 2013; Shipston-Sharman et al., 2016; Simonnet 

et al., 2017). However, the specifics of the implementation of these networks remain largely 

unknown, and most models utilize specific connectivity in abstract feature spaces, generally 

ignoring constraints from the anatomical space. 

Recent studies have shown that spatially defined connectivity for HD in Drosophila 

melanogaster is implemented as a compass-shaped network (Kim et al., 2017) prompting the 

question of whether structured connectivity in mammals follows similarly spatially structured 

organizations (Brecht et al., 2014). The superficial PrS, with its non-random inhibitory 

network, lack of recurrent excitation (Simonnet et al., 2013; Peng et al., 2017), and prominent 

head direction activity it is the ideal network to examine these principles. Therefore, in this 

study, we analyzed its connectivity, cellular anatomy, and computational capacity through 

multineuron patch-clamp recordings in combination with detailed morphological 

reconstructions. 
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Main Results 

Multipatch recordings reveal heterogeneous distribution of synaptic Interneuron 

connections 

In our previous study, we first described the network topology in the superficial PrS through 

multineuron patch-clamp recordings. In this study, we extended the analysis, focusing on 61 

previously recorded clusters (762 neurons), containing various INs and PCs patched in close 

proximity. Upon detailed examination, we found that while individual INs in these clusters 

presented reciprocal connections to multiple PCs, others lacked such high interconnectivity 

(Figure 4.1A,B). To further explore this apparent unequal distribution of connectivity, we 

separated the INs in groups with either: zero, one, or more than one observed incoming or 

outgoing connection and counted these connections for each group. Out of 132 recorded INs 

in the superficial layers, 42% had zero connections, 20% had one connection, and 38% had 

more than one connection. The latter highly connected group of INs accounted for 87% (173 

of 199) of all detected connections (Figure 4.1D). 

Such a heterogeneous distribution could emerge from an IN subtype-specific connectivity. To 

rule out IN diversity as a major source for this heterogeneity, we analyzed FS INs and NFS 

INs separately. The classification as FS was based on electrophysiological parameters 

trained on the PV staining of a subset of neurons (38). Regardless of whether the INs were 

FS (n = 43) or NFS (n = 89), we still observed that a minority of neurons of the respective 

subtype (FS, 47% and NFS, 34%) were responsible for most of the observed outgoing and 

incoming connections (FS, 90% and NFS, 85%; Figure 4.1D). We further excluded that the 

probability of an IN being weakly or highly connected depended on the intersomatic distance 

or cell depth, i.e., soma distance to slice surface, and also excluded slice variability as the 

major cause for the inhomogeneous distribution. Together, the apparently skewed inhibitory 

connectivity is a feature of both IN subsets in the superficial PrS. 

https://advances.sciencemag.org/content/7/25/eabg4693#F1
https://advances.sciencemag.org/content/7/25/eabg4693#F1
https://advances.sciencemag.org/content/7/25/eabg4693#ref-38
https://advances.sciencemag.org/content/7/25/eabg4693#F1
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Figure 4.1 Second-order motifs highlight recurrent inhibitory connectivity. (A) Schematic of a cluster of two 

INs (in blue) and three PCs (in red) with their firing patterns. (B) Matrix of current-clamp traces of neurons of the 

cluster. Four APs were evoked in each neuron consecutively to detect correlated postsynaptic responses in the 

other neurons. Dark blue and dark red traces indicate reciprocal connections of IN #1. Light red and light blue 

traces indicate absent connections of IN #5. PSP: postsynaptic potential. (C) Lines indicate the outgoing (left) and 

incoming (right) connection probabilities of all INs (blue), FS INs (green), and NFS INs (orange) for different 

distance bins (number of tested connections in each bin: 0 to 50 μm, n = 96; 50 to 75 μm, n = 121; 75 to 100 

μm, n = 100; > 100 μm, n = 94). (D) Stacked bar plots show the relative fraction of INs belonging to groups with 

either zero, one, or more than one connection (left bar). Numbers indicate the number of cells in each group. The 

adjacent bar shows the relative fraction of connections assigned to each group; numbers indicate the number of 

connections. (E) Gray box plots indicate the distribution of motif counts generated by the distance-dependent 

random model normalized to the mean random count; outliers beyond the whiskers are not visualized. Note that 

the random median count for the super-reciprocal motif for FS and NFS is zero due to its low probability and 

skewed random distribution. Framed colored bars indicate the ratio of observed motifs in the data relative to the 

mean number of simulated motifs for different subtypes of INs. Numbers above bars indicate the count of the 

respective motif in the dataset. *p < 0.05, **p < 0.01, and ***p < 0.001. 
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Presubicular interneurons form reciprocal connections with pyramidal cells 

constituting building blocks of a recurrent inhibitory network 

To further investigate this heterogeneously distributed connectivity, we focused on the 

neurons with more than one connection and used an advanced motif analysis to quantify the 

occurrence of distinct connectivity patterns (Milo et al., 2002). We analyzed second-order 

motifs comprising any possible combination of two synaptic connections (inhibitory or 

excitatory and incoming or outgoing) made by an individual neuron (Zhao et al., 2011; 

Espinoza et al., 2018). By comparing motifs from our dataset with simulations based on a 

distance-dependent random connectivity (Rieubland et al., 2014), we found that the 

reciprocal, convergent, divergent, and chain motifs involving a single IN with two PCs were 

significantly overrepresented (observed count versus mean random count ± SD: reciprocal, 

39 versus 18 ± 4, p < 0.001; convergent, 59 versus 27 ± 7, p < 0.001; divergent, 59 versus 

25 ± 7, p < 0.001; chain, 87 versus 52 ± 10, p = 0.001; see Materials and Methods for 

random simulation and statistical test; Figure 4.1E). In contrast, complementary motifs 

involving a PC at the center and two INs as partners were found as often as expected in 

random simulations (convergent, 17 versus 15 ± 5, p = 0.17; divergent, 20 versus 15 ± 5, p = 

0.11; chain, 31 versus 28 ± 6, p = 0.29; Figure 4.1E). As the overrepresented second-order 

motifs can be combined into a specific super-reciprocal motif - one IN connecting reciprocally 

to two PCs - we investigated its occurrence in the dataset. We found 15 instances of this 

super-reciprocal motif, which is significantly more than expected (observed count versus 

mean random count: 15 versus 3, p = 0.005; Figure 4.1E) and present in both IN subtypes 

(FS, 6 versus 1, p = 0.008; NFS, 9 versus 1, p = 0.006). 

Together, we have found a prominent occurrence of specific recurrent inhibitory motifs in a 

subset of INs that does not arise from subtype-specific or distance-dependent connectivity. In 

contrast, a large fraction of INs does not seem to participate in the local microcircuit, which is 

biologically implausible. Therefore, we hypothesize that this could result from a deviation of 

the principle of blanket of inhibition. The observed unequal distribution of IN connectivity may 

arise from a specific directional axon morphology and the sampling bias of our multipatch 

approach that provides recordings from one geometrical plane. To investigate this hypothesis 

in a homogeneous population of INs with regard to morphology, physiology, and molecular 

profile, we primarily focused on PV FS cells. 

 

Overlap of pyramidal cells with an asymmetrical parvalbumin interneurons axon 

determines synaptic connectivity 

We performed additional recordings from FS INs and confirmed their neurochemical identity 

through immunolabeling against PV. We showed that almost all were PV positive (28 of 32 

recorded FS INs, 15 in cluster, 12 in paired, and 5 in single-cell configuration). In these 

experiments, we recorded clusters with multiple PCs but only a single IN, optimized to obtain 

detailed 3D reconstructions (Figure 4.2A). The axonal arbor of reconstructed PV INs 

exhibited dense areas of collaterals non-uniformly distributed around the PV-positive cell 

body (Figure 4.2A). We calculated the density distribution of the axonal arbor (Figure 4.2B) 

and observed substantial differences in its overlap with PC dendrites and cell bodies (Figure 

4.2D). Since this heterogeneity in axodendritic overlap likely determines local connectivity 

between PV IN and PCs, we calculated an axonal overlap score based on the colocalization 

of soma and dendrites of PCs with the PV IN axon. 

https://advances.sciencemag.org/content/7/25/eabg4693#F1
https://advances.sciencemag.org/content/7/25/eabg4693#F1
https://advances.sciencemag.org/content/7/25/eabg4693#F1
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Figure 4.2.- Spatial overlap of PV IN axon and PC somato-dendritic domain correlates with synaptic 

connectivity. (A) Representative reconstruction of a biocytin-filled cluster composed of a single PV IN (soma and 

dendrites in black and axon in blue) and six PCs (in red, without axon). Inset (top): FS firing pattern elicited by 

step current stimulation. Inset (bottom): High-magnification confocal image of the biocytin labeling (white) (left) 

and PV immunological signal (green) in the IN soma (right). (B) Density distribution of the PV IN axon (blue 

gradient) superimposed on the reconstruction of the IN soma and dendrites (in black) and PC somata (red 

gradient). (C) Scheme depicting synaptic connections and corresponding postsynaptic responses recorded from 

neurons of the cluster in (A). Excitatory connections are in red, and inhibition is in blue. Scale bars, 100 ms 

(horizontal) and 1 mV (vertical). (D) Bar graph of the IN axon overlap scores for the PCs. Synaptic connections of 

the PCs with the PV IN are schematically illustrated below the x axis. (E) Summary box plots of the overlap 

scores for the PC-PV IN pairs from all recorded clusters. The bars represent pairs with reciprocal connection 

(blue/red, n = 12), only inhibition (blue, n = 5), only excitation (light red, n = 4), or without connections (gray, n = 

21). Dotted line indicates the threshold of 0.1 separating high and low overlap scores, **p < 0.01 and ***p < 0.001, 

Mann-Whitney U test. (F) Stacked bar plots show the fraction of excitatory connections (light red, only excitation; 

red/blue, excitation and inhibition) among pairs with low versus high overlap scores (left pair of bars) and among 

pairs with inhibitory connection versus those lacking inhibitory connection (right pair of bars). Numbers indicate 

absolute counts of pairs in these groups. **p < 0.01 and ***p < 0.001, Fisher’s exact test. 
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We found that pairs with inhibition, including those with reciprocal excitation, were associated 

with a high axonal overlap score (overlap score > 0.1; Figure 4.2E). In contrast, pairs with no 

inhibition showed a low overlap score (overlap score < 0.1; Figure 4.2E). This pattern of 

inhibitory connectivity is in good agreement with Peters’ rule. We observed that pairs with 

high IN axonal overlap scores also exhibited a markedly higher excitatory connectivity (high 

versus low overlap: 69% versus 19%, p = 0.002, Fisher’s exact test; Figure 4.2F). 

Furthermore, most excitatory connections were found in the presence of inhibition (71% 

versus 16%, p < 0.001; Figure 4.2F). We hence hypothesize that the establishment of 

excitatory connections is largely promoted by the inhibitory connectivity and the underlying IN 

axonal overlap, forming the basis for the overrepresented super-reciprocal motif found in the 

network (Figure 4.1C). 

 

Presubicular parvalbumin interneurons exhibit a polarized morphology oriented 

toward different directions 

To further investigate the asymmetrical axonal distribution, we reconstructed PV INs from 

LII/III of the mEC (n = 10), which also contains spatially modulated cells but exhibits a dense 

and random inhibitory connectivity, and compared their axonal morphology to our set of 

presubicular PV INs (n = 10). Visual examination indicated that presubicular PV IN axons 

showed a polarized spatial distribution in contrast to a more radially symmetrical axon of 

mEC PV INs (Figure 4.3A). To quantify these differences, we generated 3D polar plots, from 

which we could calculate measures of the axons’ deviation from a spherical shape: a polarity 

index and the measure of eccentricity. Both of these demonstrated that axons of PV INs in 

the PrS had a more polarized structure than in the mEC (polarity index PrS versus mEC, 

means ± SD: 10.5 ± 3.6 versus 6.5 ± 2.8, p = 0.007; eccentricity: 0.7 ± 0.1 versus 0.5 ± 0.1, p 

= 0.009, Mann-Whitney U test; Figure 4.3B). The finding of axonal polarization poses the 

question of whether all PV INs are aligned in the same direction or whether there is a broad 

distribution of orientations. 

To address this question, we recorded and filled six pairs of neighboring PV INs in five slices 

of the PrS (Figure 4.3C). Reconstructions of these pairs revealed that the long axes of the 

polarized axons showed independent orientations (Figure 4.3C). Moreover, when the polar 

plots for 12 PV INs were superimposed (7 from cluster, 2 from paired, 3 from single-cell 

recordings), aligned according to anatomical landmarks, the axonal distributions evenly 

covered all directions in 3D space (Figure 4.3D). In summary, while the axons of individual 

PV INs show a high level of polarization, at the population level, they can mediate 

perisomatic inhibition across the presubicular space by covering all possible directions. 
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Figure 4.3.- Presubicular PV INs present polarized axon morphologies with distinct orientations. (A) Top: 

3D reconstructions of a biocytin-filled presubicular PV IN (soma and dendrites in black), with a polarized axon (in 

blue) and a PV IN from the mEC with a circular axonal distribution (in green), viewed from the pial surface. Dotted 

lines indicate cut slice surface. Bottom: Polar plots (bottom) of the axonal distribution binned at 10°. (B) Box plots 

show polarity index (top) and eccentricity (bottom) for PrS (n = 12) and mEC IN axons (n = 16, **p < 0.01, Mann-

Whitney U test). (C) Left: 3D reconstruction of two neighboring presubicular PV INs viewed from the pia (axons in 

blue and orange). Inset (middle): Firing patterns of the two PV INs elicited by step current stimulation with 

frequency indicated in the respective color. Right: Corresponding polar plot of the IN axons highlights their near-

orthogonal orientation in the slice. (D) Summary polar plots of presubicular PV IN axons [pair from (C) and 

additional 10 PV INs, total n = 12] viewed from three perspectives in 3D space. Dotted lines indicate the slice 

surface. 
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Polarized morphology and overlap-dependent connectivity rule also largely applies to 

the heterogeneous group non fast-spiking interneurons 

To investigate whether the same structure-function principle applies to NFS INs, we 

reconstructed recorded clusters with a single NFS IN and multiple PCs and calculated the IN 

axonal overlap scores of these pairs. Consistent with the findings for FS PV INs, inhibitory 

connections by NFS INs were associated with a high overlap score, whereas pairs with no 

connections showed low scores (reciprocal and unidirectional inhibitory versus not connected 

pairs, means ± SD: 0.35 ± 0.3 versus 0.03 ± 0.02, p < 0.001, Mann-Whitney U test). Similarly, 

a high axonal overlap score was also associated with a higher excitatory connectivity (high 

versus low overlap: 50% versus 6%, p = 0.007, Fisher’s exact test). Despite representing a 

more heterogeneous group, the axon morphology of NFS INs also exhibited strong 

polarization, as found in PV INs (polarity index NFS versus FS, means ± SD: 11.1 ± 7.9 

versus 10.5 ± 3.6; eccentricity: 0.7 ± 0.1 versus 0.7 ± 0.1). Superimposed polar plots aligned 

to anatomical landmarks also showed that NFS IN axons are broadly distributed along 

directions in 3D space. These findings indicate that the identified structure-function principle 

is not only exclusive to PV INs but can also be extrapolated to INs of the diverse NFS group. 

 

Super-motifs organized along polarized parvalbumin interneurons axons prompt a 

computational comparison of different network architectures 

Following the structure-function connectivity principle established experimentally, we 

constructed spatial network models implementing structured recurrent inhibitory connectivity 

constrained along the extent of the respective perisomatic inhibitory IN axon. We simulated 

the postprocessing of HD input inherited from the upstream anterodorsal thalamic nucleus, a 

prominent function of the PrS. The spatial organization of the thalamic input is as of yet 

unknown; therefore, we modeled the topography of HD preference among PCs by Perlin 

(simplex) noise (Figure 4.4A). This allowed us to vary forms of input organization between 

―salt-and-pepper‖-like and more structured maps. For the spatial network, we placed 3600 

PCs and 400 INs on a uniformly spaced grid onto a 2D neural sheet (900 μm by 900 μm) and 

connected the cells according to the empirically observed connectivity rule (Figure 4.4B): 

PCs within the spatial reach of axonal clouds of a neighboring IN were connected 

reciprocally. For the network with spatially structured inhibition, we considered polarized IN 

axons that were approximated by an ellipsoid shape with a long axis of 200 μm and a short 

axis of 50 μm (Figure 4.4B, left), resembling the morphological reconstructions of PV INs. 

Each IN could thus target a specific subset of neighboring PCs defined by its orientation 

relative to the thalamic input structure. In the model, we assumed that the ellipsoids are 

oriented to maximize the diversity of HDs within their spatial reach. As a comparison, we 

constructed a blanket of inhibition network with area-equivalent circular IN axons of 100 μm 

diameter. We analyzed the different network models to explore the potential computational 

advantage of the microcircuit architecture found in the PrS versus a "blanket of inhibition". 
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Figure 4.4.- Comparison of polarized and circular IN axon morphology in a spatial network model. (A) 

Topography of HD preference (colors) among PCs in a model of the PrS superficial layers is simulated by 2D 

simplex noise. (B) Spatial network connectivity is determined by either a polarized or circular IN morphology. 

Polarized INs are oriented to maximize the diversity of HD preferences among connected PCs. Area-equivalent 

circular INs model an unspecific blanket of inhibition. (C,D) Firing rates for different HDs and HDIs of an 

exemplary PC [triangle in (D)] and IN [circle in (D)] in the networks of polarized (dotted) and circular (solid) INs. 

Spatial maps of firing rates among PCs (top) and INs (bottom) for networks with no inhibition, polarized, and 

circular INs provided with exemplary HD input at 0°. (E) Distribution of HDI of all PCs (red) and INs (blue) in the 

above networks with either polarized (top) or circular (bottom) INs. Thick lines indicate the mean HDI of the 

respective neuron population (polarized: PC, 0.83 and IN, 0.44; circular: PC, 0.68 and IN, 0.57). (F) Mean HDI of 

PCs (red) and INs (blue) in network models with polarized (dark) or circular (light) INs for HD input topographies 

of different correlation lengths. Vertical line indicates the correlation length (37 μm). 
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Simulation of network activity for different head directions reveals that ellipsoid 

axonal clouds mediate stronger tuning than circular axons 

Polarized INs suppressed PC firing more effectively at non-preferred HDs and less at 

preferred HDs compared to circular INs, improving the signal and reducing the noise, thereby 

increasing the HD index (HDI) (Figure 4.4C). At the network level, this resulted in sharper 

boundaries between PC populations with different HD preferences on the neural sheet in the 

model with polarized INs in contrast to the blanket of inhibition model with circular INs (Figure 

4.4D). Polarized INs themselves developed a broader HD tuning compared to circular INs as 

they sampled from more diversely tuned PCs (Figure 4.4C,D). Thus, the disparity in HD 

tuning between PCs and INs was substantially increased in networks with polarized 

compared to circular axon morphology (Figure 4.4E). The difference in HD tuning via 

polarized INs depended on the relationship of the spatial scale of the input topography to the 

size of the IN axonal clouds rather than on the specific input map. Notably, we observed that 

the polarized model outperformed the circular model at correlation lengths between 25 and 

100 μm, the upper end corresponding to approximately half of the long axis of the ellipsoid 

axons (Figure 4.4F). Together, our simulations indicate that, for a topographically organized 

HD input, polarized perisomatic inhibition via PV INs can improve computational performance. 

 

 

Conclusions 

In this study, we showed that microcircuits of the PrS are dominated by super-reciprocal 

connectivity motifs organized by the polarized axons of PV INs. We characterized this 

connectivity rule, demonstrating that the individual directions of these axons constrain the 

interaction of PV INs to specific subsets of PCs providing a substantial advantage of this 

spatial connectivity rule for the tuning of HD activity. 

Furthermore, we showed that this morphologically determined connectivity principle was also 

applicable for INs outside of the PV subgroup, although to a lesser extent. This is likely due 

to the increased variability amongst non-PV INs, compared to the largely homogenous group 

of PV INs. 

The connectivity principle shown in this study departs from the common paradigm of a 

"Blanket of Inhibition" which is generally assumed for cortical areas. In contrast to the mEC in 

the PrS INs target specific subsets of PCs with their polarized axonal projections, allowing for 

a function-specific connectivity. In our simulations, we permitted our INs to sample selectively 

from neighbouring PCs with more diverse HD preferences, which enhanced the directional 

tuning of the individual PCs, while at the same time leading to more broadly tuned INs. 

Taken together, we showed that the microcircuit organization of the PrS exemplifies a way, 

of how specific microcircuit structures of inhibitory connectivity, can generate region-specific 

tailored computations. 
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Discussion and Lookout 

 

Throughout this thesis's work, I provided a comprehensive description of the inhibitory 

network of FS BCs in the parahippocampal regions of the PrS and mEC in rats. Utilizing a 

combined electrophysiological and morphological approach, our studies show that these 

networks present a series of region-specific characteristics at the individual neuron and 

synaptic connectivity levels. Further, these characteristics can have functional relevance 

shaping the output of the local microcircuit. Thus, our results indicate that the organization of 

the local inhibitory network in the mEC and PrS is strongly tailored to support the local 

computations at the microcircuit level. 

 

 

Local Inhibitory Connectivity is Essential for Spatial Tuning 

The superficial layers of the mEC and PrS play an important role encoding spatial 

information, most prominently mediated by spatially modulated GCs and HD cells in layers II 

and III (Hafting et al., 2005; Sargolini, 2006; Couey et al., 2013; Tang et al., 2014; Preston-

Ferrer et al., 2016; Tennant et al., 2018). In the mEC the generation and maintenance of this 

spatial tuning has been shown to potentially rely on feedback inhibition mediated by PV BCs 

both experimentally and computationally (Fyhn et al., 2007; Couey et al., 2013; Pastoll et al., 

2013; Shipston-Sharman et al., 2016). This is further supported, by the lack of recurrent 

excitation, neither within PC nor SC populations, indicating a strong reliance on inhibitory 

elements to modulate the output of the local microcircuit (Couey et al., 2013; Pastoll et al., 

2013; Fuchs et al., 2016; Witter et al., 2017). In our first study, (Peng et al., 2017), we 

showed that also in the superficial PrS, inhibitory connectivity is central for the microcircuit 

structure, as recurrent excitation between PrCs is absent. Thus, in LII/III of the PrS local 

interactions of PrCs rely solely on recurrent inhibition. 

However, GCs with similar properties emerge throughout the PrS, including layers that do in 

fact show recurrent excitation (Boccara et al., 2010), and the superficial layers of the mEC 

also present a low level of PrC-PrC connectivity mediated by intermediate PC and SC cell 

types (Fuchs et al., 2016). Reciprocal excitation is thus not incompatible with spatially 

modulated grid and HD cells, and a degree of involvement of excitatory connectivity in the 

emergence of spatial tuning cannot be excluded. However, the complete absence of 

reciprocal excitation in the superficial PrS, indicates that a local microcircuit can potentially 

solely rely on inhibitory connectivity to mediate the emergence of spatially modulated firing 

behaviour. 

Further in the here presented second study (Grosser, Barreda et al., 2021), we provided 

additional evidence of the involvement of PV BCs mediated inhibition in the modulation of 

grid firing. GC activity in the mEC, presents a dorso-ventral gradient of size and spacing of 

firing fields. This divergence has been correlated with a gradient of decreasing inhibitory 

power from PV BCs along this axis (Beed et al., 2013; Buetfering et al., 2014). Our results 

showed lower connectivity of PV BCs onto PrCs of the ventral region of the mEC, compared 

to the dorsal domains. Such a difference in inhibitory connectivity could allow PrCs in the 
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ventral mEC to discharge over a wider spatial field, due to the weaker level of inhibition 

whereas the higher dorsal connectivity could contribute to tighter spatial tuning, leading to 

smaller firing fields. 

Over all, the observations made in our studies (Peng et al., 2017) and (Grosser, Barreda et 

al., 2021) provide strong evidence suggesting that the inhibitory connectivity at the 

microcircuit level is critically involved in the emergence and modulation of grid and HD firing. 

Our results further indicate that differences in the inhibitory microcircuit might have profound 

effects on the properties and tuning of spatially modulated activity. 

 

 

From “Blanket” to Structured Inhibition 

The importance of local feedforward, and feedback connectivity for the emergence of cortical 

microcircuit computation is well established (Olsen et al., 2012; Keller et al., 2020). However, 

it is often assumed to be mediated mainly by excitatory neurons. Inhibitory connectivity is 

instead primarily associated with the balance of excitation (Hensch and Fagiolini, 2004; 

Sadeh and Clopath, 2021), and the loss of inhibition is oftentimes related to overexcitability 

and epilepsy (McCormick and Contreras, 2001; Maglóczky and Freund, 2005). Accordingly 

cortical inhibition, particularly by PV BCs has been described as a ―blanket of inhibition‖: a 

broad unspecific signal that suppresses the activity of many neighbouring neurons (Fino and 

Yuste, 2011; Karnani et al., 2014). This theory relies strongly on a dense and random 

inhibitory connectivity, facilitated by the extensive, profuse and symmetrical axonal 

distribution of PV BCs. Following the axodendritic overlap rule, known as ―Peter’s Rule‖, this 

axonal configuration allows cortical BCs to inhibit the majority of neurons within their 

proximity, thus mediating a strong and unspecific inhibition to their neighbours (Peters and 

Feldman, 1976). However, recent studies in the visual cortex of mammals have proposed 

that inhibitory connectivity could be organized in a different manner than proposed by the 

―blanket of inhibition‖ (Lee et al., 2012; Wilson et al., 2017, 2018; Rossi et al., 2020). 

In the mEC a dense and random connectivity for PV BCs has been described (Couey et al., 

2013). However, while ranging up to 70% in the dorsal domains, PV BCs in the mEC show a 

broad range of connection probabilities, with a much lower 40% connectivity in the ventral 

region. Aiming to better characterize this difference, in our second study we provided a 

thorough description of physiological and morphological properties of PV BCs in the dorsal 

and ventral mEC. Interestingly, while we showed a considerable heterogeneity between 

individual neurons, there were no systematic differences between dorsal and ventral BCs in 

their anatomical and intrinsic physiological features. In fact, the only systematic difference 

observed was in the number/density of axonal boutons along axon collaterals. In the cortex 

there are several subpopulations of PV BCs, such as large, narrow, or net BCs (Somogyi et 

al., 1983; Kisvárday et al., 1985; Jones and Buhl, 1993). We did not attempt to classify the 

recorded PV BCs, which might explain some of the morphological and physiological 

divergence within our samples. However, in the absence of any distinct morphological 

differences that might suggest an overrepresentation of any particular subtype of PV BC, we 

concluded that the divergence between dorsal and ventral PV BCs could not be explained by 

different subtypes. Instead, our results suggest that there must be different connectivity 

principles governing the interactions of PV BCs and PrCs in the dorsal and ventral mEC. 
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Similarly in our PrS study (Peng et al., 2017), we demonstrated that PV BC connectivity was 

substantially different from the canonical ―blanket of inhibition‖. Multipatch recordings in 

different layers of the PrS showed important differences in terms of PV BC connection 

probabilities, which were in all cases low in comparison to other cortical regions. Even in the 

superficial layers, which showed about twofold higher connectivity than the deep layers, PV 

BC connection probabilities were consistently below ~25%. While hard to reconcile with the 

concept of a ―blanket of inhibition‖, such a sparse connectivity has been proposed as the 

substrate of functional connectivity in the cortex (Clay Reid and Alonso, 1995; Alonso et al., 

1996; Song et al., 2005). By a limiting the number of synaptic connections between 

neighboring neurons specific connectivity motifs can emerge in the local microcircuit, which 

have been shown to underlie important local cortical computations. In line with this 

hypothesis, we demonstrated that connectivity in the superficial layers of the PrS was highly 

non-random, with connectivity motifs favoring inhibition strongly overrepresented in the local 

microcircuit. This was true for all examined IN types, but especially prominent for PV BCs. 

Combined with the sparse local connectivity, this clearly shows that inhibition from PV BCs in 

the PrS is structured likely mediating specific feature computations of the presubicular 

microcircuit. 

The canonical ―blanket of inhibition‖ is a suitable model for cortical regions where inhibition 

from PV BCs is optimized for gain control and output gating of neighbouring neurons. 

However, reports of structured inhibition have recently challenged this model. The results 

from our studies (Grosser, Barreda et al., 2021) and (Peng et al., 2017) suggest that 

inhibition from PV BCs can adopt a range of connectivity properties, possibly indicating 

regional specializations to mediate or facilitate local area-specifc computations. 

 

 

A Spatially Defined Connectivity Principle for PV BCs 

In our studies in the mEC and PrS we identified that the connectivity of PV BCs in the 

superficial layers of these periallocortical regions presented clear features, setting them apart 

from each other and from the canonical ―blanket of inhibition‖ described for cortical inhibitory 

connectivity. Thus, in our third study (Peng, Barreda et al., 2021) we focused on assessing 

these apparent disparities, by identifying crucial anatomical and functional aspects that 

govern local PV BC connectivity in the PrS. 

The dense and random connectivity assumed for a ―blanket of inhibition‖ relies on the 

profuse, symmetrical axonal arbours of PV BCs and ―Peter’s Rule‖. We found that in the PrS 

PV BCs presented dense, but ―asymmetric‖, prominently polarized axonal projections. By 

directing their axonal arbours towards different directions, this configuration could allow PV 

BCs to target specific groups of neighbouring neurons, without violating ―Peter’s Rule‖. Thus 

they promote a function-specific connectivity based on the spatial organization of inhibition: a 

spatially defined connectivity principle. For comparison, we examined the morphology of PV 

BCs in the mEC, which in their axonal distribution and random reciprocal connectivity show 

features much more similar to those expected for a ―blanket of inhibition‖ (Couey et al., 2013; 

Grosser, Barreda et al., 2021). Here we found that different than in the PrS axonal arbours 

were much more, but not fully, symmetrical. This suggests that the connectivity principle 

found in the PrS might not be applicable for the mEC. Nevertheless, the divergences in PV 
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BC connection probability along the mEC indicates that specific wiring principles must be in 

place, perhaps relying less on axonal structure and instead modulated by other factors such 

as the functional pruning of synapses. 

In simulations utilizing the previously identified spatially defined connectivity principle we 

observed improved sharpening of HD representation, compared to a ―blanket of inhibition‖. 

Recent studies in the mammalian visual cortex have shown structured inhibition for direction 

selectivity of sensory inputs (Acharya et al., 2016; Rossi et al., 2020), and similar 

observations have been made for the direction selectivity of visual inputs in the HD system of 

Drosophila melanogaster (Fisher et al., 2019). While the involvement of PV BCs in these 

systems remains an open debate, the spatially defined connectivity principle identified in the 

PrS could represent a possible solution for the establishment of functionally relevant 

reciprocal inhibition. As such, our observations in the mammalian PrS, might indicate an 

overarching principle for structured inhibitory connectivity integrating directional inputs. 

 

 

An Inhibition Tailored for Local Computation 

PV BCs represent one the most prominent populations of inhibitory INs in the cortex, and are 

responsible for a number of biological functions. In cortical regions with prominent reciprocal 

excitation, inhibitory connectivity from PV BCs is essential for maintaining the balance of 

excitation, contrast filtering and gating of synaptic output (McCormick and Contreras, 2001; 

Hensch and Fagiolini, 2004; Sadeh and Clopath, 2021). In the mEC they are crucially 

involved in the emergence of spatially tuned firing and its modulation (Beed et al., 2013; 

Couey et al., 2013; Grosser, Barreda et al., 2021). In the PrS, the local microcircuit shows 

even further reliance on them, as they are the sole means of interaction between PrCs in the 

superficial layers (Peng et al., 2017). These clear functional and structural divergences 

prompt the question as to whether one universal wiring principle can be applied to PV BCs in 

different areas, or they instead follow region-specific connectivity rules. 

Throughout the scientific work presented in this thesis and published in our studies (Peng et 

al., 2017; Peng, Barreda et al. 2021; Grosser, Barreda et al., 2021), we identified unique 

anatomical and local microcircuit properties of PV BCs in the mEC and the PrS. Overall, our 

results suggest that not all inhibitory ―blankets‖ are cut from same cloth. Rather, that 

inhibitory connectivity can be organized in various ways to fit different functions and the local 

network architecture, be it structured according to a spatially defined connectivity principle, 

like in the PrS, or adjusted to modulate the tuning of neighbouring neurons, like in the mEC. 

The organization of PV BC inhibitory connectivity can be tailored to offer optimized solutions 

for region specific computational needs. Whether our findings are extendable to broader 

regions of the brain, or instead represent specializations unique to the periallocortical regions 

remains to be studied. 
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Abstract
The presubiculum is part of the parahippocampal spatial navigation system and contains head direction and grid cells
upstream of the medial entorhinal cortex. This position within the parahippocampal cortex renders the presubiculum
uniquely suited for analyzing the circuit requirements underlying the emergence of spatially tuned neuronal activity.
To identify the local circuit properties, we analyzed the topology of synaptic connections between pyramidal cells and
interneurons in all layers of the presubiculum by testing 4250 potential synaptic connections using multiple whole-cell
recordings of up to 8 cells simultaneously. Network topology showed layer-specific organization of microcircuits consistent
with the prevailing distinction of superficial and deep layers. While connections among pyramidal cells were almost absent
in superficial layers, deep layers exhibited an excitatory connectivity of 3.9%. In contrast, synaptic connectivity for inhibition
was higher in superficial layers though markedly lower than in other cortical areas. Finally, synaptic amplitudes of both
excitatory and inhibitory connections showed log-normal distributions suggesting a nonrandom functional connectivity. In
summary, our study provides new insights into the microcircuit organization of the presubiculum by revealing area- and
layer-specific connectivity rules and sets new constraints for future models of the parahippocampal navigation system.

Key words: grid cells, head direction cells, log-normal, multipatch recording, network topology

Introduction
The Spatial Navigation System

The parahippocampal cortex is an essential part of the mam-
malian spatial navigation system and contains several specia-
lized subregions. Among these is the presubiculum, a 6-layered
cortex that receives input from different brain areas such as
the retrosplenial cortex, the subiculum and the anterodorsal

and laterodorsal thalamus (Van Groen and Wyss 1990; Wyss
and Van Groen 1992). By transmitting vestibular and head dir-
ectional information, these projections enable neurons in the
presubiculum to tune their activity to the animal’s head direc-
tion (Taube et al. 1990; Taube 2007; Peyrache et al. 2015; Tukker
et al. 2015; Preston-Ferrer et al. 2016). In turn, the presubiculum
itself provides strong projections to the medial entorhinal
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cortex (MEC) (Caballero-Bleda and Witter 1993; Honda and
Ishizuka 2004; Canto et al. 2008, 2012; Kononenko and Witter
2012), which also contains head direction cells downstream of
the presubiculum (Taube 1995; Sargolini et al. 2006). Grid cells,
representing another type of spatial information, were first
described in the MEC (Hafting et al. 2005), but have also been
found in the pre- and parasubiculum (Boccara et al. 2010). In
contrast to head direction representation, grid cell activity has
so far only been described in the parahippocampal cortex.
Lesion studies indicate that interconnectivity and interdepend-
ence of the spatially tuned regions, including the presubiculum,
is complex and not fully understood (Liu et al. 2004; Cauter
et al. 2008; Bonnevie et al. 2013; Winter et al. 2015). However, it
can be concluded that navigational tuning of neuronal activity
requires both external drive and an appropriate intrinsic net-
work topology (Bonnevie et al. 2013; Rowland et al. 2016).

To elucidate the network properties underlying the emer-
gence of grid cell activity, most studies have focused on the
MEC (Burgalossi et al. 2011; Schmidt-Hieber and Häusser 2013;
Rowland et al. 2016). Proposed models for grid cell generation
include various continuous attractor network models and oscil-
latory interference models (Zhang 1996; Fuhs and Touretzky
2006; McNaughton et al. 2006; Burak and Fiete 2009; Bush and
Burgess 2014; Solanka et al. 2015). While the relevant network
principles are still under debate, either recurrent excitatory or
recurrent inhibitory connections are generally assumed as
the major mechanism (Couey et al. 2013; Pastoll et al. 2013;
Buetfering et al. 2014; Fuchs et al. 2016). The plausibility of
these models depends on the constraints imposed by the
respective biological network topologies. As the most upstream
subregion in the parahippocampal cortex, the presubiculum
forms a suitable touchstone for models of these spatially modu-
lated activities.

Intrinsic Anatomy of the Presubiculum

There is increasing knowledge about the diversity of cell types
in the presubiculum (Abbasi and Kumar 2013; Simonnet et al.
2013; Nassar et al. 2015; Preston-Ferrer et al. 2016), but little is
known about its network topology. In the presubiculum, layers
I to III are usually referred to as superficial layers and layers
V and VI as deep layers. Superficial and deep layers are separated
by the plexiform layer IV or “lamina dissecans” (Van Groen and
Wyss 1990; Canto et al. 2008; Simonnet et al. 2013). With
respect to interlaminar synaptic communication, superficial
layers in the presubiculum have been suggested to be mostly
unidirectionally connected to deep layers (Honda et al. 2008).
Furthermore, distinct response properties upon afferent stimu-
lation suggested that connectivity within the presubicular deep
layers is higher than within superficial layers although direct
and more detailed evidence is lacking so far (Funahashi and
Stewart 1997).

The intrinsic properties of excitatory and inhibitory cells in
the presubiculum have been studied in rats and mice (Abbasi
and Kumar 2013; Simonnet et al. 2013; Nassar et al. 2015;
Preston-Ferrer et al. 2016). Classification of pyramidal cells based
on intrinsic electrophysiological properties revealed a majority
of regular spiking cells in both superficial and deep layers
(Abbasi and Kumar 2013; Simonnet et al. 2013) and a smaller
population of intrinsic bursting cells either restricted to layer IV
(Simonnet et al. 2013) or distributed in the superficial layers
(Abbasi and Kumar 2013). Recent in vivo studies have discovered
further diversity of pyramidal cell in layers II and III with respect
to their calbindin-expression, target-specific projections, theta

rhythmicity and modulation by head direction (Preston-Ferrer
et al. 2016). Furthermore, several types of presubicular interneur-
ons have been reported in transgenic mice (Nassar et al. 2015).
These comprise a variety of interneuron subtypes similar to
other cortical areas (Markram et al. 2004), including fast-spiking
(FS) parvalbumin (PV)-positive cells.

In the present study, we chose a systematic approach to
analyze the synaptic network topology of the presubiculum by
performing simultaneous multiple whole-cell recordings from
pyramidal cells and interneurons in acute brain slices of
a transgenic rat line selectively expressing Venus-yellow-
fluorescent protein (Venus-YFP) under the promoter of the ves-
icular GABA transporter (VGAT) (Uematsu et al. 2008). To obtain
a general overview of the connectivity across all layers, we ini-
tially classified recorded cells as being pyramidal cells or inter-
neurons, thus keeping the number of synaptic types feasible
for the analysis. This broad approach allowed us to identify dis-
tinct network topologies in the superficial and deep layers:
superficial layers exhibited a feedback inhibitory network
largely lacking recurrent excitation while deep layers contained
excitatory connections among pyramidal cells, but showed a
lower connectivity between pyramidal cells and interneurons.
In a second step, we extended our analysis by differentiating
between FS and nonfast spiking (NFS) interneurons.

Analysis of postsynaptic potential amplitudes of unitary
synaptic connections revealed log-normal distributions in
almost all synaptic subgroups, suggesting a general principle of
nonrandom features in the organization of the presubicular
microcircuits (Song et al. 2005; Buzsáki and Mizuseki 2014). In
summary, our results reveal the specific network topology of
the presubiculum and provide constrains for future models of
grid cell generation and head direction tuning.

Materials and Methods
Slice Preparation

For whole-cell patch-clamp recordings, acute brain slices were
prepared from postnatal 19- to 35-day-old (P19–P35) transgenic
Wistar rats expressing Venus-YFP under the VGAT promoter
(Uematsu et al. 2008). A total of 762 cells were recorded in 122
slices from 32 animals and thereby 4250 potential synaptic con-
nections were tested. Animal handling and all procedures were
carried out in accordance with guidelines of local authorities
(Berlin, [T0215/11], [T0109/10]), the German Animal Welfare Act
and the European Council Directive 86/609/EEC. Animals were
decapitated after receiving isoflurane anesthesia and the head
was immediately submerged in an ice-cold sucrose artificial
cerebrospinal fluid (ACSF) slicing solution containing in mM: 80
NaCl, 2.5 KCl, 3 MgCl2, 0.5 CaCl2, 25 glucose, 85 sucrose, 1.25
NaH2PO4 and 25 NaHCO3 (320–330mOsm), enriched with carbo-
gen (95% O2, 5% CO2).

Horizontal 300 μm thick slices 3 to 5.5mm above the inter-
aural plane were cut on a Leica VT1200 vibratome (Leica
Biosystems) and subsequently stored in the sucrose ACSF solu-
tion heated to 30 °C for 30min of recovery. Slices cut at between
3 and 4mm were attributed to the ventral part, slices at
between 4 and 5.5mm were attributed to the dorsal part of the
presubiculum. An interface storage chamber was constructed
in a way that slices were kept just beneath the liquid surface
to optimize their oxygen supply. After the recovery period,
slices were either transferred to the recording chamber or
stored in the oxygenated sucrose ACSF for up to 5 h at room
temperature.
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Whole-Cell Patch-Clamp Recordings

Recordings were performed in a submerged recording chamber
perfused with ACSF solution (34 °C) containing in mM: 125
NaCl, 2.5 KCl, 1 MgCl2, 2 CaCl2, 25 glucose, 1.25 NaH2PO4, and 25
NaHCO3 (310–320mOsm), enriched with carbogen (95% O2, 5%
CO2). Somatic whole-cell patch-clamp recordings were per-
formed using pipettes pulled from borosilicate glass capillaries
(2mm outer/1mm inner diameter; Hilgenberg) on a horizontal
puller (P-97, Sutter Instrument Company). The pipettes were
filled with intracellular solution containing in mM: 130 K-
gluconate, 6 KCl, 2 MgCl2, 0.2 EGTA, 5 Na2-phosphocreatine, 2
Na2ATP, 0.5 Na2GTP, 10 HEPES buffer and 0.1% biocytin for mor-
phological analysis (290–300mOsm, pH adjusted to 7.2 with
KOH). Filled pipettes had a resistance of 3–7MΩ. We did not
correct membrane potentials for liquid junction potential.

Cells were visualized using infrared differential interfer-
ence contrast microscopy (Olympus BX-51WI) equipped with
a digital camera (Olympus XM10). The border to the subicu-
lum was characterized by the broadening of the pyramidal
cell band and the border to the parasubiculum was located
after the curve at the transition to the straight part of the pia
(Fig. 1A). Interneurons were selected prior to patching by
their VGAT-YFP fluorescence observed in epifluorescence
illumination using a 490 nm LED light source (Thorlabs). We
recorded from up to 8 cells simultaneously, selecting cells up
to a depth of 80 μm beneath slice surface (mean ± standard
deviation: 42 ± 12 μm) with intersomatic distances ranging
between 25 and 150 μm (mean ± standard deviation: 78 ±
31 μm). The mean series resistance of the recordings was
40MΩ and compensated using the automatic bridge balance
of the amplifier. Recordings were performed using 4 two-
channel Multiclamp 700B amplifiers (Molecular Devices) in
current-clamp mode. Data were low-pass filtered at 6 kHz
using the amplifiers built in Bessel filter and digitized with a
Digidata 1550 (Molecular Devices) at a sampling rate of 20 kHz.
The pClamp 10.4 software package (Molecular Devices) was used
for data acquisition and analysis.

Intrinsic Electrophysiological Properties

Series and input resistance were measured in voltage-clamp
mode using a 200ms long 10mV pulse and calculated from the
peak amplitude at the start of the pulse and the steady state
value at the end, respectively. The resting membrane potential
(RMP) was determined as the mean of a 10ms long baseline
before the first step current injection after switching to current-
clamp mode. Action potential (AP) threshold was taken as the
inflection point on the initial rise of the AP. We searched for
the first negative peak following the AP to detect fast afterhy-
perpolarization (AHP). The detection time window was set to
20ms, meaning for cells without a fast AHP, such as most pyr-
amidal cells, the time point of the negative peak was deter-
mined by the end of the detection time window. The amplitude
of the AHP was measured relative to the AP threshold and the
latency was taken from the AP peak. Firing pattern of the cells
was characterized by a set of 1 s long current pulses starting
at an amplitude of −100 pA increasing to 800 pA (in a subset
up to 1500 pA) in increments of 50–300 pA. Firing frequencies
were analyzed at 350 pA within a time window of 200–400ms
after pulse onset. In a subset of cells, the maximum sustained
frequency was determined at the largest current pulse that
showed a continuous AP train response without substantial
broadening or attenuation of the APs.

Visualization of Recorded Neurons

After recording and filling the cells, slices were immersion-
fixed in a solution containing 4% paraformaldehyde and 4%
sucrose in 0.1M phosphate buffer (PB) for a minimum of 12 h
(overnight) at 4 °C. Slices were then rinsed extensively in 0.1M
PB and subsequently permeabilized in a solution containing
0.3–0.5% Triton X-100 in 0.1M PB. Biocytin-filled cells were
visualized using avidin-conjugated Alexa Fluor-647 (Invitrogen;
dilution 1:1000) before being cover-slipped using an aqueous
mounting medium. Imaging of the slices was performed on a
confocal laser-scanning microscope (Olympus FluoView
FV1000) using a 4× objective for overview, 20× objective (NA 0.8)
for morphological assessment, and a 60× silicon oil immersion
objective (NA 1.3) to determine colocalization of YFP and the
biocytin signal in the individual cells. Excitation was elicited
by the 514 nm line of an Argon laser for YFP and a 643 nm
diode laser for the Alexa Fluor 647 in biocytin-labeled neurons.
Selected cells were morphologically reconstructed using the
Simple Neurite Tracer plug-in (Longair et al. 2011) in the Fiji
distribution of ImageJ software (http://fiji.sc/) from confocal
image stacks obtained with a 30× silicone-immersion objective
(NA 1.05).

Immunocytochemistry

Immunocytochemical labeling for PV was performed as
described previously (Booker et al. 2013, 2014). Briefly, following
a 1 h incubation in 0.25M PB saline (PBS) with 0.9% NaCl, 10%
normal goat serum (NGS, Vector Laboratories) and 0.3% Triton
X-100 at room temperature, the slices were transferred into a
solution containing a mouse monoclonal primary antibody
against PV (Swant, dilution at 1:10 000) in PBS, 5% NGS, 0.3%
Triton X-100, and 0.05% NaN3 for 48–72 h at 4 °C. Subsequently,
the slices were repeatedly rinsed in PBS for 1 h and incubated
overnight with the secondary antibodies (goat Alexa Fluor-405-
conjugated antimouse; Invitrogen, dilution at 1:500) in PBS, 3%
NGS at 4 °C. For slices containing biocytin-filled neurons, the
secondary antibody solution also contained avidin-conjugated
Alexa Fluor-647 (see above). After incubation the slices were
rinsed extensively in 25mM PBS, then in 0.1M PB and embed-
ded in anaqeuos fluorescent mounting medium under cover
slips. Immunolabeling was assessed on the confocal laser-
scanning microscope using either a 30× or a 60× silicon oil
immersion objective (NA 1.05 or 1.3, respectively). In some
slices, to illustrate layering, a Nissl-like fluorescent staining
was performed (NeuroTrace Red, 530/615, Molecular Probes
N21482, 1:100 dilution in PB, applied for 15min). Excitation
wavelengths used were 405 and 643 nm diode laser lines.

Volume density of YFP and PV interneurons and the propor-
tions of PV cells were determined in a total of 8 immunolabled
slices from 3 animals. Confocal image stacks were taken from the
top 50 μm of the embedded slices at 0.5 μm steps between image
planes along the z-axis. A 150–270 μm wide rectangular counting
template spanning all layers was superimposed on the parasubicu-
lar side of the presubiculum, and the cells were counted in 100 μm
depth divisions along the layers in these stacks using ImageJ soft-
ware. Cell densities were calculated within these frames using the
optical disector approach (West and Gundersen 1990). Shrinkage of
the slices along the z-axis was not compensated.

Cell and Layer Classification

We recorded a total of 762 cells and used the transgenic VGAT-
YFP rat model in all our experiments. YFP expression was used
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as a guidance to preselect interneurons. However, the identity
of the recorded neuron was rigorously confirmed only in 223 of
the 762 recorded cells (67 YFP-positive, 156 YFP-negative).
Therefore, to guarantee a uniform systematic classification, we
established a discriminant analysis using 8 electrophysiological
parameters. The discriminant analysis used linear combination
of multiple variables to generate a discriminant function which
best separated the 223 cells in which the presence or absence
of YFP-expression was confirmed. This discriminant function
was then applied to the entire sample of 762 cells (McLachlan
2004).

The YFP-expression of the above-mentioned subset of 223
cells was used as the grouping variable and the following 8
electrophysiological properties as independent variables: input
resistance, RMP, AP width, AP maximum depolarization rate,
AP maximum repolarization rate, minimum peak after AP,
latency of minimum peak after AP, and firing frequency at
350 pA stimulation. As the firing frequency at 350 pA for 63 cells
and the input resistance of 9 cells were not determined, we
replaced these values by the mean value of all cells. This
approach allows a classification based on the other available
parameters, while the replaced mean parameters have a negli-
gible influence on the classification. It has been previously
shown that this approach provides comparable results with
other estimation techniques (Jackson 1968). The a priori prob-
ability was determined by the given group size. This classifica-
tion function was then applied to all 762 cells, including cells
with identified YFP-expression. The classification resulted in a
group of 511 pyramidal cells and another group of 251
interneurons.

When evaluating the classification, we found that 5 cells
classified as pyramidal cells elicited short latency IPSPs in the
postsynaptic cells. Therefore, we reassigned them to the group
of interneurons. One of these cells was YFP-positive further
confirming the reclassification of these neurons. One cell ini-
tially classified as interneuron by the discriminant analysis
exhibited a firing pattern with an initial burst followed by pyr-
amidal cell shaped APs and was therefore reassigned to the
pyramidal cell group. A binary classification approach certainly
bears limitations especially for cells with intermediate firing
properties. Therefore, to assess the quality of this statistical
approach, we analyzed the probabilities of each cell belonging
to one of the cluster calculated by the discriminant analysis in
SPSS (Fig. 2C).

A similar discrimination analysis method was used to clas-
sify the interneurons into an FS and an NFS group. A subset of
32 slices with a total of 196 cells were immunohistochemically
examined for PV-expression. Out of these, 50 cells were YFP-
positive (146 cells were YFP-negative putative PCs). Of the 50
YFP-positive interneurons, 16 were found to be PV-positive and
34 PV-negative. We then performed a discriminant analysis
using the confirmed presence or absence of PV-expression of
these 50 cells as the grouping variable and their electrophysio-
logical properties as independent variables (AP width, max-
imum depolarization and repolarization rate, latency and peak
of the AHP, firing frequency at 350 pA). The discriminant classi-
fication function was subsequently applied to all 251 interneur-
ons, including the 50 stained interneurons.

The distance of the cells to the pial surface was measured
along the axis of the apical dendrites visible in the infrared
image of the acute slices and confirmed post hoc in the con-
focal image stacks of the visualized neurons. This axis could be
reliably determined and often differed from the perpendicular
axis to the curved pial surface (Supplementary Fig. 1). We

divided the presubiculum in superficial and deep layers guided
by the cell sparse lamina dissecans (layer IV), which was
approximately at 600 μm from the pia along the aforemen-
tioned dendritic axis (Simonnet et al. 2013). Accordingly, cells
within 600 μm from the pia were classified as belonging to the
superficial layers while cells beyond 600 μm were attributed to
the deep layers (Fig. 2D,E). Although no further detailed sub-
layer analysis was attempted, we estimate 0–200 μm to corres-
pond to layer I, 200–300 μm to layer II, 300–600 μm to layer III. As
for deeper layers, we assume layer V to be around 700–900 μm.
Intersomatic distances were determined by calculating the
Euclidian distance between the cells based on their 3D coordi-
nates. Positions in the z-axis (depth of cell from slice surface)
were determined using the z-coordinates of the microscope
while focusing first on the slice surface and then on the soma
of the cell.

Synaptic Connectivity

For connection screening, 4 APs were elicited in a single cell at
20 Hz by injecting 1–2ms suprathreshold current pulses of
1–2.5 nA. Each recording sweep was 8 s long and the individual
cells were stimulated sequentially in 1 s intervals; therefore,
each cell was activated once in every 8 s (0.125 Hz) (Fig. 1C).
Recording time was 30min on average to allow sufficient time
for the diffusion of biocytin and a complete filling of the cells.
About 40–50 sweeps were averaged for the analysis of postsy-
naptic responses. Every postsynaptic trace was closely exam-
ined and an existing unitary synaptic connection was identified
when postsynaptic potentials (EPSPs, IPSPs) were tightly corre-
lated with the burst of presynaptic APs with a maximum
latency of <3ms to ensure the detection of monosynaptic con-
nections. This allowed us to detect unitary postsynaptic poten-
tials as small as 0.04mV in average amplitude, though we
cannot rule out having missed connections of even smaller
amplitudes. Although our focus was to characterize chemical
synapses, some interneuron pairs exhibited positive postsy-
naptic potentials with a simultaneous onset together with the
presynaptic AP in both cells. We classified these reciprocal con-
nections as electrical gap junctions. However, we did not per-
form hyperpolarizing step pulses or pharmacological isolation
to reliably detect electrical couplings. Furthermore, interneur-
ons were not selected to be closely located, therefore our obser-
vations likely underestimate gap junction coupling in this
region.

Synaptic transmission was analyzed in averaged traces eli-
cited by 20Hz AP trains. We used the membrane potential imme-
diately preceding the onset of the postsynaptic potential as the
baseline to measure the peak amplitude of the responses. The
paired pulse ratio (PPR) was calculated as the ratio of the second
to the first postsynaptic peak amplitude. Synaptic latency was
measured as the time from the presynaptic AP peak to the onset
of the EPSP or IPSP. Hyperpolarizing connections were classified
as inhibitory connections. At 5 connections made by neurons ori-
ginally identified as pyramidal cells by the discriminant analysis
we also observed hyperpolarizing synaptic events. Therefore,
these neurons were reclassified as interneurons (see cell classifi-
cation above). All other connections established by presynaptic
neurons classified as pyramidal cells exhibited depolarizing
potentials and were therefore unequivocally regarded as EPSPs. In
the initial experiments, we recorded cells at their RMP (n = 368)
and observed, in few cases, depolarizing potentials elicited by pre-
synaptic interneurons in postsynaptic cells with resting potentials
below −75mV. This prompted us to control the membrane
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potential in all subsequent recordings (n = 394 cells) at −65mV
with automated slow bias current injection. Under this condi-
tion, we consistently detected hyperpolarizing IPSPs. Both
hyper- and depolarizing IPSPs recorded from postsynaptic
neurons at a membrane potential more negative than −65mV
(n = 282) were excluded from the postsynaptic amplitude ana-
lysis. This affected 59 (47 onto pyramidal cells and 12 onto
interneurons) out of total 198 detected inhibitory connections.
No pharmacological assessment of the neurotransmitters and
the postsynaptic receptors involved was performed at any of the
connections.

Statistical Analysis

We aggregated the table of connection probabilities with the table
of cell properties through a relational database in Microsoft
Access 2013 and exported the combined database into IBM SPSS
Statistics 22 for further statistical analysis. Statistical comparison
between experimentally determined frequency of found and
tested connections was analyzed using the Fisher’s exact test.
Confidence intervals for the difference between the assumed

binomial proportions were calculated using a simple asymptotic
method without continuity correction (Newcombe 1998). For fur-
ther analysis of connection probabilities, we used statistical tests
applicable to the contingency table. The Cochran-Armitage test,
also called chi-square linear-by-linear-association test for trends,
was used to detect a statistical significant trend in a data series
such as the distance-dependent decrease of the connection prob-
ability (Armitage 1955). To test the conditional independence of
the layer-specific differences in connection probability while
accounting for other potentially confounding variables such as
intersomatic distance, age group, or dorsoventral axis, we used
the Mantel–Haenszel test (Mantel 1963). In a contingency table
with more than 2 groups, such as in our orientation analysis, a
statistically significant chi-square test indicates an association
between the variables. However, it does not reveal the contribu-
tion of each group to this result. By calculating the adjusted
residual of each group, statistically significant deviations from the
expected value of the null hypothesis can be detected (adjusted
residual >1.96) (Agresti and Kateri 2011; Scharpe 2015). To test the
probability of observed reciprocal pairs with the assumption of a
random network, we performed the binomial test. If unidirectional

50 μm
4

3

1

6

5

8

27+

1

2

3

4

5

6

77

8

PrS
PaS

MEC

Subiculum
CA1

DG

CA3
50

7
 μ

m

A B

C

Figure 1. Multiple simultaneous whole-cell recordings in the presubiculum. (A) Low-power VGAT-YFP-fluorescent image showing an overview of a horizontal hippo-

campal slice with the dentate gyrus (DG), the CA3, CA1 areas and the subiculum, as well as the parahippocampal region including the presubiculum (PrS), the parasu-

biculum (PaS), and the MEC. Eight cells in the PrS were recorded simultaneously and filled with biocytin (red). Their depth measured from the pial surface along the

dendritic axis is shown by the distance bar (570 μm). (B) High-power projected image of a confocal stack of the biocytin-filled cells in panel (A). PCs are numbered in

white, one IN in yellow (7). Inset: confocal image corresponding to the dashed box illustrating the YFP-positive cell body of the IN (arrow). (C) Averaged current-clamp

traces of the 8 neurons shown in panels (A) and (B) revealed 4 synaptic connections out of the total 56 tested possible connections. The firing pattern of each cell is

shown in the left column, PCs in red and the IN in blue. Traces recorded from one neuron are represented in one row, simultaneously recorded traces from all neu-

rons are shown in a single column. While a single neuron was activated by eliciting a train of 4 APs (gray boxes), the postsynaptic responses were monitored in the

other neurons. The excitatory connection onto the IN is indicated by a red line, inhibition of PCs by blue lines. Scale bars: horizontal 250ms, vertical 100mV for APs,

1mV for postsynaptic traces (vertical scale bar for EPSP with + is 5mV).
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connections were assumed to be established independently of
other connections at the experimentally determined probability,
then the random probability of a reciprocal connection was cal-
culated by multiplying the probability of each of the 2 involved
unidirectional connections. Since this corresponds to a binomial
distribution, a binomial test was performed to determine whether
the observed reciprocal rate is significantly higher than the
expected random probability (Newman et al. 2001).

The distribution of synaptic properties was assessed using the
Kolmogorov–Smirnov test which can statistically reject a normal
distribution for P < 0.05. For P > 0.05, the null hypothesis of a nor-
mal distribution could not be discarded. When applied to a loga-
rithmic scale, this test can be used for the detection of log-normal
distributions. Synaptic property values are shown in median and
interquartile range to better depict dispersion given the non-
parametric distribution in many groups as revealed by the
Kolmogorov–Smirnov test. Synaptic properties were compared
using the nonparametric Mann–Whitney U test. The effect size
r was calculated in rank-transformed values with the z-value of
the Mann–Whitney U test (Rosenthal and Hedges 1994). Here, r =
0.1 depicts a small effect, r = 0.3 a medium effect, and r = 0.5 a
large effect. To test for equivalence, we chose the confidence
interval approach and refrained from calculating observed power
due to its direct relationship to the observed P value (Hoenig and
Heisey 2001). We calculated the median difference and its 95%
confidence interval using the Hodges–Lehman estimator (SPSS
function). If the confidence interval of the median difference
between the 2 groups lies within a range considered inconse-
quential, it is statistically significant equivalent at the alpha level
of 0.05 (Tryon 2001). However, if the comparison is neither statis-
tically different nor equivalent, we have to state that it is statistic-
ally inconclusive given the available data. P values below 0.001 or
above 0.05 are indicated as P < 0.001 or P > 0.05, respectively.

Results
Classification of Pyramidal Cells and Interneurons

To analyze the local network connectivity, we performed mul-
tiple whole-cell recordings of up to 8 cells simultaneously in
acute brain slices of VGAT-YFP transgenic rats aged P19–P35.
The presubiculum was located as a curved region between the
subiculum and the parasubiculum in a horizontal slice (Fig. 1A,
see Materials and Methods). We determined the depth of the
cells based on their distance from the pia along the dendritic
axis (Fig. 1B, Supplementary Fig. 1). We recorded cells in all
layers of the presubiculum and examined their electrophysio-
logical properties (Fig. 2A,B). Of the 762 cells recorded, we could
unambiguously classify 223 cells as pyramidal cells (PCs, n =
156) or interneurons (IN, n = 67) by the clear presence or
absence of YFP-expression. This allowed us to perform a dis-
criminant analysis using the YFP-expression as a grouping vari-
able and 8 electrophysiological properties as independent
variables creating a group of 511 pyramidal cells and another
group of 251 interneurons (see Materials and Methods). This
discrimination based on the electrophysiological parameters
yielded a very clear separation of the 2 groups with only few
cells having a probability between 0.3 and 0.7 of belonging to
the IN cluster (pIN). Since the probability of belonging to the PC
cluster is 1 – pIN and the separation value is 0.5, these cells
have a probability below 0.7 of belonging to their assigned clus-
ter (IN 3/251, PC 10/511, Fig. 2C). This result is further supported
by the classification of all 67 YFP-positive cells as interneurons

and 153 YFP-negative cells as pyramidal cells while only 3 cells
classified as interneurons appeared to be false-negative for
YFP, corresponding to the 2–5% of false-negative cells observed
in cortical areas of this transgenic rat line (Uematsu et al. 2008).

The electrophysiological parameters between pyramidal cells
and interneurons differed significantly except for their input
resistance (Fig. 2B, mean ± standard error of mean). Pyramidal
cells had a lower RMP (PC −73.9 ± 0.4mV vs. IN −66.9 ± 0.8mV,
P < 0.001), a broader AP half width (PC 1.10 ± 0.02ms vs. IN 0.56 ±
0.01ms, P < 0.001) and a lower AP de- and repolarization rate
(maximal depolarization rate: PC 221 ± 4V/s vs. IN 250 ± 5V/s,
P < 0.001; maximal repolarization rate: PC −66 ± 1V/s vs. IN
−137 ± 4V/s, P < 0.001). Interneurons exhibited a fast and strong
AHP (latency: 1.9 ± 0.1ms; amplitude: −15.7 ± 0.3mV), while pyr-
amidal cells mostly lacked any short-latency, fast AHP resulting
in a much larger latency of the negative peak after the APs (15.0 ±
0.3ms, P < 0.001). Please note, however, that this value was lim-
ited by the 20ms detection time window (see Materials and
Methods). Hence, the average amplitude of −10.7mV ± 0.2 mea-
sured at that negative peak does not represent a fast, but rather a
medium AHP. Furthermore, interneurons exhibited a much high-
er firing frequency, both at 350 pA stimulation (PC 36.8 ± 0.7Hz
vs. IN 106 ± 3Hz, P < 0.001) and at the maximum sustained
stimulation (PC 90.5 ± 2.7Hz vs. IN 204 ± 8Hz, P < 0.001). We also
observed 22 neurons with an initial burst of APs. We included
these neurons into the pyramidal cell group. In fact, these cells
exhibited electrophysiological properties similar to those of pyr-
amidal cells, but had a more depolarized RMP (bursting PC −64.6 ±
1.9mV vs. regular PC −73.3 ± 0.4mV, P < 0.001) in good agreement
with previous reports (Simonnet et al. 2013). In contrast to previ-
ous studies, however, we found these bursting neurons through-
out all layers and not restricted to layer IV (Simonnet et al. 2013)
or superficial layers (Abbasi and Kumar 2013).

Given reports of a functional separation of the presubiculum
into superficial and deep layers, we also subdivided the presu-
biculum in superficial and deep layers using the cell sparse
region at 600 μm as a boundary (Fig. 2D, see Materials and
Methods), corresponding to the layer IV or “lamina dissecans”
(Canto et al. 2008; Simonnet et al. 2013). We recorded from cells
throughout all layers (Fig. 2E). Note that the ratio of pyramidal
cells to interneurons is influenced by the intentional preselec-
tion of YFP-positive cells for recordings and therefore does not
reflect the proportions of these cells within the neuronal
population.

Layer-Specific Synaptic Excitatory and Inhibitory
Connectivity in the Presubiculum

Simultaneous recordings from up to 8 cells allowed us to screen
up to 56 possible synaptic connections at once. Using this
approach, a total of 4250 possible connections were tested and
subdivided into 4 different synaptic categories: pyramidal cell to
pyramidal cell (PC–PC), pyramidal cell to interneuron (PC–IN),
interneuron to pyramidal cell (IN–PC) and interneuron to inter-
neuron (IN–IN). Synaptic connections were detected by eliciting
a train of 4 APs at 20Hz in each cell consecutively while moni-
toring postsynaptic responses in the other simultaneously
recorded cells (Fig. 1C). For all tested connections, we averaged
40–50 sweeps and identified existing unitary synaptic connec-
tions when postsynaptic potentials showed a temporal correl-
ation to the burst of presynaptic APs (see Materials and Methods
for further criteria).
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We first analyzed the probability of the 4 types of synaptic
connections in all layers by calculating the ratio of identified
connections to all tested ones and plotting these against the
depth of the presynaptic soma measured from the pia (Fig. 3A,
note that exact coordinates were determined for a subset of
3160 connections). We found that connections between pyram-
idal cells were almost absent in the superficial layers, but
increased in probability toward the deeper layers. In contrast,
connection probability between pyramidal cells and interneur-
ons was higher in the superficial layers and lower in the deeper
layers. These differences further support our functional separ-
ation of the presubiculum into a superficial and a deep layer
with an apparent boundary at a depth of 600 μm (Fig. 2D). We
pooled the connections according to this definition (Fig. 3B) and
found that the PC–PC connectivity in the deep layers (3.9%,
33/854) was markedly higher than in the superficial layers
(0.4%, 4/1020, P < 0.001). In contrast, PC–IN connection probabil-
ity was higher in the superficial (20%, 101/506) than in the deep
layers (12.8%, 57/446, P = 0.003) and significantly higher than
PC–PC connection probability (superficial layer P < 0.001, deep
layer P < 0.001). The same was observed for IN–PC connections
(superficial 19.8%, 100/506 vs. deep 9.9%, 44/446, P < 0.001). The
connectivity among interneurons was evenly distributed

between superficial and deep layers (superficial 12.1%, 31/256
vs. deep 10.7%, 23/216, P > 0.05). We also found 4 pairs of inter-
neurons which seemed to be electrically coupled (1 FS–FS pair
in superficial layer, 3 NFS–NFS pairs in deep layers). However,
given that our experimental approach was optimized for the
efficient detection of chemical synapses, the proportion of
coupled pairs observed in our study is likely to be an underesti-
mate of the actual frequency of gap junctions in this region
(see Materials and Methods).

We next analyzed the distance-dependence of the connec-
tions and calculated the intersomatic distance as the Euclidian
distance using all 3 spatial axes. Z-distances contributed only
marginally with a narrow distribution of z-positions around
42 ± 12 μm below surface (mean ± standard deviation). Among
pyramidal neurons, the connection probability was highest for
cells within 50 μm of intersomatic distance (superficial layer:
0.6%, 1/172; deep layers: 8.8%, 13/148). We found that the prob-
ability of connections tended to decrease toward greater inter-
somatic distances for all 4 connection types (Fig. 3B). To test
whether these observations are of statistical significance, we
used the Cochran–Armitage test (see Materials and Methods).
The decrease in connection probability was statistically signifi-
cant in deep layers for PC–PC (P = 0.008) and for IN–IN (P = 0.009)
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lysis. Red and blue bars represent cells with confirmed VGAT-YFP expression. Note the good separation of PCs and INs, the almost complete lack of VGAT-YFP expres-

sion in the PC cluster and its reliable expression in the IN cluster. Gray bars represent cells in which the YFP-expression was not rigorously determined. Cells with a

probability higher than 0.5 were classified as INs, cells with a lower probability as PCs. Two representative samples of morphologically reconstructed cells are shown

(PC with red axon, IN with blue axon). (D) An overview image of a Nissl-stained section of the presubiculum illustrates the separation between superficial layers

(green) and deep layers (orange) at 600 μm, corresponding to the cell sparse layer IV. The scale bar indicates 100 μm steps. A schematic overview in the corner depicts

the region relative to the hippocampus. (E) Number of recorded cells plotted against their depth measured from pia. IN in blue and PC in red. Lines indicate the dis-

tinction in superficial (green) and deep layers (orange).
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and in superficial layers for PC–IN connections (P = 0.002).
When all layers were considered, there was a significant
decrease with distance for all synaptic groups: PC–PC (P = 0.007),
PC–IN (P < 0.001), IN–PC (P = 0.03), and IN–IN (P = 0.004). To rule
out that the previously observed layer-specific difference in
connection probability was due to the significant distance-
dependence, we tested for conditional independence using the
Mantel–Haenszel test. It showed that the observed layer-
specific differences are still statistically significant despite the
distance-dependence: PC–PC P < 0.001, PC–IN P = 0.02, and IN–

PC P = 0.001.

To assess age-dependent influences on our findings, the
dataset was separated into 2 age groups: P19–P23 and P24–P35.
Although we observed an age-dependent decrease of connect-
ivity in most groups, the observed layer-specific differences
persist and are statistically significant in all but one group
(Supplementary Fig. 2). The Mantel–Haenszel test confirmed
that the layer-specific differences are still statistically signifi-
cant despite differences in the age groups (PC–PC P < 0.001, PC–
IN P = 0.004, IN–PC P < 0.001).

Finally, we analyzed potential preferences of connections to
any specific orientation in the x–y plane of the slices in 1345
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distance-dependent decrease of connection probability calculated using the Cochran-Armitage test, **P < 0.01. The adjacent bar graphs depict the pooled con-

nection probability in the superficial (green bars) and deep layers (orange bars). Numbers indicate found and tested connections. Statistical comparisons

between the layers were calculated using Fisher’s exact test, **P < 0.01, ***P < 0.001.
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connections for which the vector linking the pre- to the postsy-
naptic neuron could be determined along the dendritic and
transverse axes (Fig. 4). We divided the data in 4 different orien-
tation groups and observed no significant preference in PC–PC,
PC–IN, and IN–PC connections (Fig. 4B,C). The connectivity in
deep IN–IN connections, however, appeared to have a signifi-
cant preference of orientation (P = 0.008) with the connectivity
to deeper layers exhibiting the highest deviation with an
adjusted standardized residual of 3.2 (Fig. 4C). However, this
finding was based on a low sample size of 5, whereby 3 of
these IN–IN connections were detected in the same cell cluster

(Supplementary Fig. 3). Therefore, further experiments are
required to confirm this observation.

Properties of FS and NFS Interneurons

So far, we have considered all interneurons as belonging to a
single group despite their well-known diversity (Markram et al.
2004; Nassar et al. 2015). Facing this enormous complexity, we
focused on a simple classification by comparing FS interneurons
to NFS interneurons (Fig. 5B). This approach was motivated by
the assumed critical role of FS PV-positive interneurons in the
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modulation of grid and head direction cell activities (Couey
et al. 2013; Buetfering et al. 2014; Tukker et al. 2015). To detect
FS interneurons, we immunostained a subset of 50 interneurons
for PV (Fig. 5A) and performed a discriminant analysis based on
their electrophysiological properties, yielding a group of 81 FS
interneurons and another group of 170 NFS interneurons
(Fig. 5D, see Materials and Methods). While 14 of the 16 PV-
positive cells were classified as FS interneurons, 29 of the 34
PV-negative cells were classified as NFS interneurons. The
probability distribution showed a minimum around 0.5 and
only 34 of the 251 cells (13 FS and 21 NFS) fell into the range
between 0.3 and 0.7 which corresponds to a probability below
0.7 of belonging to the respective clusters (Fig. 5D). Thus, our
classification was highly reliable for the majority of interneur-
ons (>86%). Nevertheless, we cannot exclude that some

interneurons with intermediate properties were misclassified
(Nassar et al. 2015).

Both interneuron classes differ in their electrophysiological
properties (mean ± standard error of mean) except for RMP and
AHP amplitude (Fig. 5C). FS interneurons exhibited significantly
lower input resistance (FS 172 ± 8MΩ vs. NFS 439 ± 30MΩ, P <
0.001), lower AP half width (FS 0.41 ± 0.01ms vs. NSF 0.63 ±
0.01ms, P < 0.001), higher AP de- and repolarization rates (max-
imal AP depolarization rate: FS 272 ± 10 V/s vs. NFS 239 ± 6 V/s,
P = 0.004; maximal AP repolarization rates: FS −168 ± 7 V/s
vs. NFS −123 ± 3 V/s, P < 0.001), shorter latency of fast AHP (FS
1.23 ± 0.04ms vs. NFS 2.15 ± 0.13ms, P < 0.001) and higher firing
frequencies (at 350 pA: FS 149 ± 5Hz vs. NFS 87 ± 2Hz, P < 0.001;
at maximum sustained stimulus: FS 301 ± 12Hz vs. NFS 165 ±
7Hz, P < 0.001).
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In the recorded sample, the 2 classes of interneurons had
comparable distributions in superficial layers (32.6% FS) and
deep layers (31.9% FS) (Fig. 5E). Similarly, quantification of PV-
positive interneurons among the YFP-expressing cells in
immunolabeled slices resulted in a proportion of 35.2% in the
superficial and 33.3% in the deep layers (Fig. 5F). Thus, the
layer-specific ratio of FS interneurons within the total inter-
neuron population determined by our discrimination analysis
was comparable to, albeit slightly lower than the immunohis-
tochemically determined proportion of PV-positive cells
(Fig. 5F). Despite the comparable relative proportions of PV-
positive cells, their density was over 2-fold higher in the super-
ficial (11 119 ± 1029mm–3, excluding the cell-sparse layer I)
than in the deep layers (4734 ± 637mm–3). Mophological recon-
structions of upper-layer interneurons revealed multipolar
somato-dendritic morphology with smooth dendrites span-
ning multiple neighboring layers and dense axonal arboriza-
tion in layer II (Supplmentary Fig. 4A–D). Furthermore, axons
of PV-positive interneurons formed basket-like structures
around somata of putative pyramidal cells (Supplementary
Fig. 4E,F), similar to those of basket cells in other corical areas
(Markram et al. 2004).

Connectivity of FS and NFS Interneurons

After the interneuron discrimination, we analyzed their
subtype-specific connectivity and found no significant subtype-
specific differences in connection probability (Fig. 6A). FS inter-
neurons in the superficial layer exhibited a slightly higher
interconnectivity with pyramidal cells than NFS interneurons
which was not statistically significant (PC–FS 23.3% vs. PC–NFS
18.4%, P > 0.05 and FS–PC 24.5% vs. NFS–PC 17.6%, P > 0.05).
Instead, common layer-specific differences could be observed
irrespective of interneuron classification: connection probabil-
ities were higher in superficial than in deep layers, although
this trend failed to be statistically significant for the PC–FS
group (Fig. 6A). Thus, our analysis of FS and NFS interneurons
indicates that interneuron diversity does not challenge our
results and general approach to assess network topology in the
presubiculum.

Since attractor network models of grid and head direction
activity require bidirectional recurrent connectivity (Couey
et al. 2013; Pastoll et al. 2013; Solanka et al. 2015), we searched
for reciprocally connected pairs and calculated their probability
by considering the number of tested pairs. No reciprocal con-
nections were found between pyramidal cells in the superficial
layers, while the reciprocal rate was 0.9% in deep layers
(Fig. 6B). This was higher than expected, if we presume that
reciprocal pairs arise from random and independent unidirec-
tional connections with an experimentally determined prob-
ability of 3.9% (3.9% × 3.9% = 0.15%). This assumed random
connectivity corresponds to a binomial distribution. Therefore,
we compared the experimentally determined reciprocal con-
nectivity with the expected probability using a binomial test
(see Materials and Methods). For deep PC–PC connections, the
higher reciprocity was indeed statistically significant (P =
0.004). Reciprocal connections between PC–FS and PC–NFS pairs
were also significantly overrepresented irrespective of the layer
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(Fig. 6B). Moreover, reciprocal pairs showed a tendency toward
larger postsynaptic amplitudes than unidirectional connections,
which was statistically significant in the deep layers (Supplement
Fig. 5C). Finally, recurrent inhibitory connections are also involved
between different pyramidal cells through an interneuron, such
as a PC > IN > PC connection. We found 43 PC > FS > PC (30 in
superficial and 13 in deep layers) and 101 PC > NFS > PC connec-
tions (70 in superficial and 31 in deep layers), which is more than
the number of reciprocal pairs highlighting the importance of this
connectivity pattern.

We further analyzed the connectivity among interneurons
(Fig. 6C). Note that given our focus on excitatory connectivity,
the number of simultaneously recorded interneurons was low.
Therefore, the number of tested connections (n = 472) was sub-
stantially lower than in the other groups. This fact, combined
with the diversity of interneurons, limited our analysis. The
connection probability was comparable between layers for FS–
FS (7.0% for superficial vs. 8.3% for deep layers, respectively),
NFS–FS (17.5%, 17.6%), and NFS–NFS connections (9.9%, 11.6%),
except for FS–NFS (superficial 17.5% vs. deep 3%, P > 0.05). No
reciprocal pairs were found between FS interneurons (Fig. 6D).
A total of 9 reciprocal interneuron pairs were found, but given
the small sample size per groups, the number was only signifi-
cantly higher than expected in superficial FS–NFS pairs (10%
found vs. 3.1% expected, P = 0.03). To analyze whether both
interneuron types can be targeted by 1 pyramidal cell, 135 pyr-
amidal cells were identified which were simultaneously
recorded with both FS and NFS interneurons. Of these pyram-
idal cells, 12 cells connected onto both interneuron classes.

Synaptic Properties of the Different Cell Types Along
the Dorsoventral Axis

Since grid cell activity in the presubiculum was reported in the
dorsal region (Boccara et al. 2010) and since the MEC has an
inhibitory gradient along the dorsoventral axis (Beed et al. 2013),
we asked whether the presubiculum also exhibits a dorsoventral
divergence of network topology. Alternatively, the ventral and
dorsal parts of the presubiculum may be considered as a single
area in terms of cytoarchitecture and projection targets (Honda
and Ishizuka 2004). To test these 2 alternative hypotheses, we
divided our dataset into recordings obtained from the ventral
and dorsal presubiculum (see Materials and Methods). Although
variations of connection probabilities between ventral and dorsal
recordings were present, the general principles of connectivity
described above for the superficial and deep layers could be con-
firmed in both subregions of the presubiculum (Table 1).

Connection probability and other synaptic properties were
analyzed for layer-, region-, and cell type-specific differences
(Table 1, Supplementary Tables 1–5). Due to significant deviation
from normal distribution in many subgroups according to the
Kolmogorov–Smirnov test, synaptic properties were compared
using the Mann–Whitney U test. The difference in connectivity
was assessed using the Fisher’s exact test. We adjusted for mul-
tiple comparison using the Bonferroni correction method and
included the effect size for each comparison. To assess whether
a nonsignificant difference was due to equivalence or insuffi-
cient sample size, we calculated the 95% confidence interval for
the difference (see Materials and Methods).

Table 1. Synaptic connectivity and strength

Subdivision Connectivity Peak amplitude (mV)

Synapse Region Layer Found Tested Probability Median [interquartile range] n

PC–PC Ventral Superficial 2 746 0.3%a 0.33 [0.19;0.46] 2
Deep 19 524 3.6%a 0.32 [0.14;0.47] 19

Dorsal Superficial 2 274 0.7%b 0.22 [0.13;0.31]o 2
Deep 14 330 4.2%b 0.17 [0.1;0.25]p 14

PC–FS Ventral Superficial 23 124 18.5%g 2.31 [0.24;6.36]l 23
Deep 10 60 16.7% 0.57 [0.21;2.22] 10

Dorsal Superficial 14 35 40.0%c,g 1.4 [0.58;3.31]j,m,o 14
Deep 12 80 15.0%c 0.55 [0.22;0.705]j,p 12

PC–NFS Ventral Superficial 37 243 15.2%h 0.47 [0.22;1.78]k,l 37
Deep 24 219 11.0% 0.43 [0.135;1.1] 24

Dorsal Superficial 27 104 26.0%d,h 0.18 [0.13;0.23]k,m 27
Deep 11 87 12.6%d 0.36 [0.1;1.3] 11

FS–PC Ventral Superficial 32 124 25.8% −0.33 [−0.77;−0.19] 18
Deep 11 60 18.3%i −0.13 [−0.17;−0.09] 2

Dorsal Superficial 7 35 20.0%e −0.58 [−0.66;−0.52]n 7
Deep 4 80 5.0%e,i −0.42 [−0.51;−0.31] 4

NFS–PC Ventral Superficial 42 243 17.3%f −0.2 [−0.68;−0.11] 23
Deep 22 219 10.0%f −0.28 [−0.38;−0.09] 15

Dorsal Superficial 19 104 18.3% −0.19 [−0.33;−0.12]n 19
Deep 7 87 8.0% −0.18 [−0.28;−0.06] 7

The connection probability, calculated by the number of detected synaptic connections divided by the number of tested possible connections, is shown for different

synaptic types, in the dorsal and ventral regions, and for the superficial and deep layers. Given the nonparametric distribution of the peak amplitudes of postsynaptic

potentials, their central tendency and dispersion are depicted using the median and the interquartile range that is the interval from the 25th to the 75th percentile.

Superscripts indicate P values below 0.05 of statistical comparisons between subgroups. Same superscripts indicate the 2 compared values. Due to correction for mul-

tiple comparisons using the Bonferroni method, the given P values are only statistically significant at α = 0.05 if they are below 0.013 for excitatory connections or

below 0.017 for inhibitory connections. Statistical differences in connection probability were assessed using the Fisher’s exact test. P values of layer comparison: a

0.011, b 0.009, c 0.007, d 0.028, e 0.033, and f 0.03. Region comparison: g 0.012, h 0.023, and i 0.014. Note that the excitatory connection probability onto PC is signifi-

cantly lower than onto IN in all subgroups. Comparisons for postsynaptic amplitude were assessed using Mann–Whitney U test. P values for layer comparison:

j 0.011. Region comparison: k < 0.001. Comparison between synaptic groups: l 0.031, m < 0.001, n 0.001, o 0.017, and p 0.011. See Supplementary Tables 1–5 for further

statistics. Except for PC–PC connection probability, none of the other nonsignificant comparisons can be declared as statistically equivalent.
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Despite variations of connection probabilities between the ven-
tral and dorsal region (Table 1 and Supplementary Table 1), we
could confirm that the overall layer-specific difference in connect-
ivity is still statistically significant in all subgroups (Mantel–
Haenszel test: PC–PC P < 0.001, PC–FS P = 0.048, PC–NFS P = 0.019,
FS–PC P = 0.044, NFS–PC P = 0.004). PC–PC connectivity in both
regions was sparse in the superficial layers and higher in the deep
layers (ventral: superficial 0.3% vs. deep 3.6%, P < 0.001; dorsal:
superficial 0.7% vs. deep 4.2%, P = 0.009). Excitation onto interneur-
ons was more frequent in superficial than in deep layers for both
regions, but statistically significant only for dorsal PC–FS connec-
tions (superficial 40% vs. deep 15%, P = 0.007). Inhibitory connect-
ivity onto pyramidal cells appeared higher in superficial than in
deep layers in both regions; however, those comparisons failed to
be statistically significant. Significant region-specific differences
were detected in superficial PC–FS connections (ventral 18.5% vs.
dorsal 40%, P = 0.01) and deep FS–PC connections (ventral 18.3%
vs. dorsal 5%, P = 0.01). Additionally, our confidence interval
approach showed that the PC–PC connectivity between subregions
is statistically equal (α = 0.05) within a difference of 1% (superficial)
or 2.1% (deep). Excitatory connectivity onto interneurons was sig-
nificantly higher than onto pyramidal cells in all subgroups.

Synaptic connectivities did not only differ in their probabilities,
but also in the amplitude of their postsynaptic responses (Table 1
and Supplementary Table 2, values depicted asmedian [interquar-
tile range]). Due to the numerous subgroups and comparisons in
our cross-analysis, only statistically significant differences are
reported here. As for target cell-specific differences, excitation
onto interneurons in dorsal superficial layers is stronger onto FS
than NFS interneurons (PC–FS 1.4 [0.58;3.1]mV vs. PC–NFS 0.18
[0.13;0.23]mV, P < 0.001). Likewise, pyramidal cell inhibition in
dorsal superficial layers is also stronger by FS than NFS interneur-
ons (FS–PC −0.58 [−0.66;−0.52]mV vs. NFS–PC −0.19 [−0.33;
−0.12]mV, P = 0.001). Furthermore, excitation onto FS was stronger
than onto PC in dorsal deep layers (PC–FS 0.55 [0.22;0.71]mV vs.
PC–PC 0.32 [0.14;0.47]mV, P = 0.011). A layer-specific difference was
detected in dorsal PC–FS connections (superficial 1.4 [0.58;3.1]mV
vs. deep 0.55 [0.22;0.71]mV, P = 0.011). A region-specific difference
could be found in superficial PC–NFS connections (ventral 0.47
[0.22;1.78]mV vs. dorsal 0.18 [0.13;0.23]mV, P < 0.001). In case of
nonsignificant differences, the statistical equivalence could not be
determined, thereby not allowing further statistical conclusions
(see Materials and Methods for further explanation of the equiva-
lence test).

We additionally analyzed synaptic transmission properties
and found evidence for layer- and cell type-specific differences in
PPR (Supplementary Table 3). Neither half duration of postsynap-
tic potentials nor their onset latency showed significant layer- or
region-specific differences. However, we found cell type-specific
latency differences in connections involving FS interneurons in
different regions and layers (Supplementary Tables 4 and 5).

In summary, functional differences in excitatory and inhibi-
tory synaptic transmission for different connection types, layers
and regions were identified. We confirmed that the observed
layer-specific connectivity existed regardless of interregional
variability and found that the PC–PC connectivity was statis-
tically equivalent between the ventral and dorsal subregions
of the presubiculum.

Log-Normal Distribution of Synaptic Amplitudes
Suggests Nonrandom Functional Connectivity

We also examined the mean amplitude distribution of postsy-
naptic potentials and observed a high variability in all synaptic

types across all layers (Fig. 7). Pyramidal cells in the deep layers
exhibited many weak and a few strong synapses at their excita-
tory input (Fig. 7A), in line with previously reported results
(Song et al. 2005; Lefort et al. 2009; Ikegaya et al. 2013; Cossell
et al. 2015). We found skewed distribution for synapses
between pyramidal cells and interneurons as well, most prom-
inently at PC–IN synapses with many weak (<0.6mV) and a few
very strong connections with amplitudes above 5mV, in 3 cases
even above 10mV (Fig. 7B,C). The inhibitory postsynaptic
amplitudes were similar, but with an overall less skewed distri-
bution (Fig. 7D,E).

Studies have suggested that the heavy-tail of PC–PC ampli-
tudes can be best described by a log-normal distribution (Song
et al. 2005; Ikegaya et al. 2013). Therefore, we tested the ampli-
tude distribution of the different synapses subdivided for the
2 layers and the 2 interneuron classes and found that they are
significantly nonnormally distributed (Kolmogorov–Smirnov test
P < 0.001), except for groups with small sample size: superficial
PC–PC (insufficient data), deep FS–PC (P > 0.05), and deep NFS–PC
connections (P > 0.05). To investigate possible log-normal fea-
tures of all connection types, we plotted the amplitudes on a
logarithmic scale and tested again for normal distribution using
the Kolmogorov–Smirnov test (see an example in Fig. 7F and
pooled data in Supplementary Fig. 5A,B). After this conversion,
synaptic amplitudes did not significantly differ from normal dis-
tribution in all synapses (P > 0.05), suggesting a log-normal distri-
bution for these synapses, except for the superficial PC–NFS
connections (P = 0.01). Considering that the PC–NFS synapse is
the only one exhibiting significantly different synaptic ampli-
tudes between the ventral and dorsal region, we repeated the
Kolmogorov–Smirnov test on PC–NFS synaptic amplitudes subdi-
vided by these 2 regions. The logarithmized synaptic amplitudes
in these groups did not differ significantly from a normal distri-
bution (P > 0.05), suggesting a log-normal amplitude distribution
in these connections as well.

Thus, our data show that log-normally distributed synaptic
amplitudes, a signature of nonrandom synaptic connectivity,
are not only a hallmark of excitatory connections (Song et al.
2005; Ikegaya et al. 2013), but can be found in all synaptic con-
nections in the presubiculum irrespective of cell type or layer.

Discussion
In this study, we assessed the network topology and the uni-
tary synaptic properties between pyramidal cells and inter-
neurons in the rat presubiculum. We found layer-specific
differences in connectivity both for excitation and inhibition,
further supporting the previously proposed functional division
of the presubiculum into superficial and deep layers
(Funahashi and Stewart 1997). We provide direct evidence for
an almost complete lack of recurrent excitation between pyr-
amidal cells in the superficial layers, while connectivity
between deep pyramidal cells resembled other parahippocam-
pal subregions (Dhillon and Jones 2000; Böhm et al. 2015). In
contrast, interneuron excitation and pyramidal cell inhibition
were more frequent in superficial than in deep layers. The over-
representation of reciprocal connections together with the log-
normal distribution of synaptic amplitudes suggest nonrandom
features in the network topology of the presubiculum.

Layer-Specific Excitatory Network Topology

We investigated 1020 connections between superficial pyram-
idal cells in the presubiculum up to a depth of 600 μm from the
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pia and only found 4 connections with small amplitudes
(0.13–0.46mV), indicating an absence of substantial excitatory
connectivity in these superficial layers of the presubiculum.
This differs from the more complex excitatory network in the
superficial layers of the MEC (Dhillon and Jones 2000; Couey
et al. 2013; Pastoll et al. 2013; Fuchs et al. 2016): initial studies
have suggested that connections among stellate cells are
essentially absent (Couey et al. 2013; Pastoll et al. 2013), while a
more recent study distinguished 4 types of excitatory cells in

layer II of the MEC (Fuchs et al. 2016). Although Fuchs et al. con-
firmed the lack of connections between prototypical stellate
cells, they revealed specific connectivity between the other
excitatory cell types, such as intermediate pyramidal cells onto
prototypical stellate cells (10%). Additionally, more abundant
excitatory connections have been described in layer III (8.4%) of
the entorhinal cortex (Dhillon and Jones 2000). In the presubi-
culum, the superficial layers represent a network topology
without recurrent excitation, indicating that the local spatial
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Figure 7. Heavy-tailed distribution of synaptic amplitudes. The postsynaptic amplitude distributions are shown for different synaptic groups and both layers. Each

histogram further distinguishes between ventral connections (dark green in superficial layers, brown in deep layers) and dorsal connections (light green in superficial

layers, orange in deep layers). Example recording traces are shown for each group: the presynaptic APs are shown in the color of the presynaptic cell and the recorded

postsynaptic traces are shown in gray, while the average trace is shown in the color of the postsynaptic cell. Scale bars: horizontal 100ms, vertical 50mV for APs,

1mV for postsynaptic potentials. (A) PC–PC, bin size 0.1mV. (B) PC–NFS, bin size 0.3mV. (C) PC–FS, bin size 0.3mV. (D) NFS–PC, bin size 0.1mV. (E) FS–PC, bin size

0.1mV. (F) Distributions of deep PC–PC and superficial NFS–PC amplitudes are shown on a logarithmic scale to illustrate log-normal features in excitatory and inhibi-

tory connections. Black line represents the normal distribution fit for the sample.
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tuning of pyramidal cells here must be generated through
interaction with inhibitory cells in marked contrast to the MEC.

The connectivity between deep pyramidal cells in the presu-
biculum was substantially higher (3.8% overall and 8.2% for
cells closer than 50 μm), similar to the probability of 11.5%
observed in layer V of the MEC (Dhillon and Jones 2000) and
4–7% in the subiculum (Böhm et al. 2015). Hence, the deep
layers of the presubiculum seem to exhibit a more complex
network topology than the superficial layers and may have
characteristics like the deep layers of the MEC.

We focused on the local synaptic connections within layers,
while previous studies have already described layer-specific
interlaminar connectivity in the presubiculum. Superficial layers
provide very strong projections to deep layers while the projec-
tions from deep to superficial layers are only minor (Funahashi
and Stewart 1997; Honda et al. 2008). The MEC, on the other hand,
exhibits strong connections from deep to superficial layers
(Köhler 1986; Beed et al. 2010). In addition, numerous studies
have highlighted layer-specific efferent projections to the MEC. In
particular, it has been shown that layer III of the presubiculum
projects primarily to layer III of the MEC (Caballero-Bleda and
Witter 1993; Honda and Ishizuka 2004; Preston-Ferrer et al. 2016).
Thus, the activity patterns in the superficial layers of the presubi-
culum tuned by the specific local network topology are largely
unidirectionally transmitted to their downstream targets.

Target Cell Specificity of Excitatory Connections

Throughout all layers, excitatory connectivity was higher onto
interneurons than onto pyramidal cells and higher in superficial
than deep layers (Fig. 6). We detected some pyramidal cells tar-
geting different interneuron types at once while synaptic ampli-
tudes and PPRs exhibited target cell-specific differences among
interneuron types in superficial layers (Supplementary Tables 2
and 3). Similar cell type-specific short-term plasticity has been
previously observed in other cortical regions and postulated as a
central mechanism in the dynamics of information processing,
such as frequency-dependent activation of various local inhibi-
tory pathways (Markram et al. 1998; Watanabe et al. 2005).

In slice preparations, cutting of axons can lead to an under-
estimation of connection probabilities, especially for greater
intersomatic distances as included in this study (up to 150 μm).
The difference in connection probability onto pyramidal cells
and interneurons made by the same excitatory axons, however,
argues against the possibility that the extremely low connec-
tion probability between superficial pyramidal cells is a conse-
quence of selective cutting of excitatory axons (Fig. 3 and
Supplementary Fig. 1). Moreover, we have shown that the
observed layer-specific differences persist, even if the distance-
dependent decrease of connectivity is accounted for.

Layer-Specific Inhibitory Network Topology

In the presubiculum, the connection probability from interneur-
ons onto pyramidal cells is higher in superficial (17–25%) than in
deep layers (9–11%), while connectivity between interneurons is
similar between the layers (10–12%). However, the overall connect-
ivity is rather low compared with neighboring regions. In layer II
of the MEC, inhibitory connectivity onto excitatory cells differs
depending on interneuron subtypes, ranging from 5–25% for
5HT3A interneurons (Fuchs et al. 2016) to 40–60% for FS interneur-
ons (Couey et al. 2013; Pastoll et al. 2013; Fuchs et al. 2016). Similar
differences have been found in the subiculum (NFS–PC 29%, FS–PC
49%) (Böhm et al. 2015). The low inhibitory connectivity in the

presubiculum persisted when only connections from FS interneur-
ons were analyzed (10–25%) although axonal arborizations of
reconstructed interneurons appear to be typical (Supplementary
Fig. 4). Thus, our results indicate that presubicular interneurons
do not provide a “blanket of inhibition” (Fino and Yuste 2011), pos-
sibly reflecting specific principles of network organization such as
a preferential reciprocal connectivity between pyramidal cells and
interneurons (Fig. 6C).

In addition, we rarely found evidence for disynaptic inhibition,
despite strong excitatory input to FS interneurons (data not
shown). This is in contrast to observations in the MEC stellate cell
FS interneuron network (Couey et al. 2013). However, disynaptic
inhibition likely occurs in the intact presubiculum due to feed-
forward activation of neurons toward a balanced state in combin-
ation with local interneuron excitation (Van Vreeswijk and
Sompolinsky 1996). The properties of the EPSPs onto FS interneur-
ons still allow reliable and precisely timed AP generation in these
cells (Geiger et al. 1997; Galarreta and Hestrin 2001).

Log-Normal Synaptic Weights

Previous studies of synaptic amplitudes between pyramidal
cells have shown that their distribution is not normal but
rather log-normal, exhibiting a heavy tail of large amplitudes
(Song et al. 2005; Lefort et al. 2009; Ikegaya et al. 2013; Cossell
et al. 2015). Various implications of log-normal synaptic weight
distributions between pyramidal cells for network dynamics
have been proposed, such as optimal noise level for efficient
spike communication (Teramae et al. 2012) or faster response
and higher stability of the network (Iyer et al. 2013).

In this study, we not only found log-normally distributed
synaptic amplitudes for excitation between pyramidal cells, but
also for interneuron excitation and pyramidal cell inhibition.
These findings support the concept of log-normal processes
being a general principle in the brain across different scales
(Buzsáki and Mizuseki 2014).

Possible mechanisms underlying the emergence of few strong
amongmany weak excitatory connections have been attributed to
different types of neuronal plasticity (Zheng et al. 2013). We sug-
gest that synaptic amplitudes between pyramidal cells and inter-
neurons studied here are adjusted by specific activity-dependent
plasticity mechanisms. This argument is further supported by our
finding that amplitudes of reciprocal pairs, especially in the deep
layers, are stronger than those of unidirectional connections
(Supplementary Fig. 5C). Learning rules implementing activity-
dependent plasticity have already been used to adjust synaptic
weights for recurrent synapses between pyramidal cells and
interneurons in a model for grid cell development (Widloski and
Fiete 2014). Although it remains to be shown for the presubicu-
lum, increasing evidence from other brain regions has demon-
strated activity-dependent plasticity of PC–IN excitation (Alle
et al. 2001; Lamsa et al. 2005) as well as IN–PC inhibition
(Holmgren and Zilberter 2001; Lourenço et al. 2014).

The Feedback Inhibitory Microcircuit of the Superficial
Layers Represents a New Model System to Elucidate
Spatial Navigation Computation

Since communication between pyramidal cells in superficial
layers of the presubiculum can only be achieved through inter-
action with interneurons, and since there is no layer-specific
difference for grid cell activity in the presubiculum (Boccara
et al. 2010), our findings indicate that grid cell activity can be
established irrespective of the presence or absence of recurrent
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excitation. In this scenario, communication between pyramidal
cells through interneurons becomes crucial for local computa-
tion. The overrepresented reciprocity and abundant PC > IN >
PC connections found in our dataset support recent experimen-
tal and theoretical work pointing to recurrent inhibitory micro-
circuits as the major mechanism underlying grid cell activity
(Couey et al. 2013; Pastoll et al. 2013; Solanka et al. 2015).
Continuous attractor network models based on recurrent inhib-
ition either assume an all-or-none inhibitory connectivity with
an excitatory input (Couey et al. 2013) or incorporate interac-
tions between excitatory and inhibitory neurons (Pastoll et al.
2013; Widloski and Fiete 2014; Solanka et al. 2015) although the
latter is more applicable to experimentally determined synaptic
connectivity such as revealed in our study (Shipston-Sharman
et al. 2016).

Some models incorporating recurrent inhibition predict
inhibitory cells to be spatially modulated (Pastoll et al. 2013). In
accordance with this implication, FS interneurons of the presu-
biculum exhibit weak head direction tuning (Tukker et al. 2015)
though grid firing activity of these presubicular interneurons
has yet to be studied. In the MEC, grid-like firing fields of PV-
positive interneurons have not been observed (Buetfering et al.
2014). However, extended models have suggested that inter-
neurons in the presence of noise can have very low grid scores
while still participating in grid cell generation (Solanka et al.
2015).

We believe that the superficial presubiculum provides an
ideal experimental system to constrain future models and to
develop a mechanistic understanding of grid cell generation.
While the superficial presubiculum resembles the MEC by exhi-
biting distinct pyramidal cell populations differentiated by
calbindin-expression and functional activity (Preston-Ferrer
et al. 2016), it exhibits a simpler excitatory network topology.
The MEC contains a more diverse population of excitatory cells
differing in spatial activity, including the stellate cell and their
corresponding subtypes (Sun et al. 2015; Fuchs et al. 2016). In
addition, these excitatory neuronal types are interconnected in
a cell type-specific manner (Fuchs et al. 2016) whereas the con-
nectivity between pyramidal cells in the superficial presubicu-
lum is essentially lacking.

Within the presubiculum, layer II has been proposed to be
the principal source of grid activity (Preston-Ferrer et al. 2016)
while grid fields in superficial layers of the MEC have been sug-
gested to require organized feedforward projections (Tocker
et al. 2015). Considering the unidirectional projections of the
superficial presubiculum to the MEC (Kerr et al. 2007; Honda
et al. 2008; Canto et al. 2012), it seems more likely that entorh-
inal grid activity is inherited from the presubiculum rather
than vice versa.

Conclusion
We have shown that the presubiculum, as a region including
head direction and grid cell activity, has distinct network struc-
tures in the superficial and deep layers. The relatively simple
network topology in the superficial layers indicates that these
spatially modulated activities can already be accomplished by a
rather low intralaminar connectivity in combination with non-
random features such as an overrepresentation of reciprocity
and log-normal synaptic weight distributions. Due to the func-
tional embedding of the superficial layers of the presubiculum,
our results indicate that feedback inhibitory networks are suffi-
cient for the local generation of grid activity, as suggested for
the stellate cell-FS interneuron network in the MEC (Couey

et al. 2013; Pastoll et al. 2013). In summary, we emphasize that
the superficial presubiculum represents a suitable network to
investigate the essential mechanisms required for grid cell gen-
eration and head direction cell tuning.

Supplementary Material
Supplementary data are available at Cerebral Cortex online.
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Abstract

The medial entorhinal cortex (mEC) shows a high degree of spatial tuning, predominantly grid cell activity, which is
reliant on robust, dynamic inhibition provided by local interneurons (INs). In fact, feedback inhibitory microcircuits in-
volving fast-spiking parvalbumin (PV) basket cells (BCs) are believed to contribute dominantly to the emergence of
grid cell firing in principal cells (PrCs). However, the strength of PV BC-mediated inhibition onto PrCs is not uniform
in this region, but high in the dorsal and weak in the ventral mEC. This is in good correlation with divergent grid field
sizes, but the underlying morphologic and physiological mechanisms remain unknown. In this study, we examined
PV BCs in layer (L)2/3 of the mEC characterizing their intrinsic physiology, morphology and synaptic connectivity in
the juvenile rat. We show that while intrinsic physiology and morphology are broadly similar over the dorsoventral
axis, PV BCs form more connections onto local PrCs in the dorsal mEC, independent of target cell type. In turn, the
major PrC subtypes, pyramidal cell (PC) and stellate cell (SC), form connections onto PV BCs with lower, but equal
probability. These data thus identify inhibitory connectivity as source of the gradient of inhibition, plausibly explaining
divergent grid field formation along this dorsoventral axis of the mEC.

Key words: entorhinal cortex; feedback inhibition; GABAergic interneurons; microcircuit; morphology; synapse

Significance Statement

Inhibition by parvalbumin basket cells (PV BCs) is essential for the emergence of grid firing in principal cells
(PrCs) in the medial entorhinal cortex (mEC). The strength of PV BC-mediated inhibition decreases along
the dorsoventral axis, in correlation with the grid field size of spatially tuned PrCs. In this study, to identify
underlying cellular mechanisms, we combined electrophysiological recordings and neuroanatomical analy-
sis investigating properties and connectivity of PV BCs in layer (L)2/3 of the rat mEC. While morphologic
and physiological properties were largely uniform, interneuron (IN)-PrC connectivity was higher in the dorsal
than ventral mEC. Thus, our results identify a difference in PV BC connectivity as source of the inhibitory
gradient in the mEC with implications for grid size modulation.

Received August 13, 2020; accepted December 7, 2020; First published
February 1, 2021.
The authors declare no competing financial interests.

Author contributions: P.B., D.S., S.A.B., and I.V. designed research; S.G.,
F.J.B., and S.A.B. performed research; S.G., F.J.B., and S.A.B. analyzed data;
S.G., F.J.B., P.B., D.S., S.A.B., and I.V. wrote the paper.

January/February 2021, 8(1) ENEURO.0354-20.2020 1–14

Research Article: New Research

https://orcid.org/0000-0003-1980-9873
https://orcid.org/0000-0003-3214-2233
https://doi.org/10.1523/ENEURO.0354-20.2020


Introduction
The hippocampal formation, comprising the entorhinal

cortex and hippocampus as its central structures, is a key
component of the mammalian spatial navigation system
(O’Keefe and Nadel, 1978). The medial entorhinal cortex
(mEC) acts as the primary entry point of spatial informa-
tion to the hippocampus, with layer (L)2/3 neurons projec-
ting to the dentate gyrus, as well as to the CA1–CA3 areas
(Varga et al., 2010; Witter et al., 2017). As such, spatially
modulated neuronal activity has been described in essen-
tially all areas of the formation, most notably as place
cells in CA1 (O’Keefe, 1979), grid cells in L2/3 and L5 of
the mEC (Sargolini et al., 2006; Boccara et al., 2010) and
the dentate gyrus (Park et al., 2011). Grid cells are princi-
pal cells (PrCs) which display preferential action potential
(AP) firing in hexagonally-arranged fields which overlay
the two-dimensional environment (Hafting et al., 2005).
Grid cells have been identified in the entorhinal cortex of
all mammals so far investigated (Hafting et al., 2008;
Yartsev et al., 2011). PrCs of mEC L2/3 comprise reelin-
containing stellate cells (SCs), which are the canonical,
highly spatially modulated grid cells, and calbindin-con-
taining pyramidal cells (PCs) which also display spatial
tuning (Sargolini et al., 2006; Tang et al., 2014; Tennant et
al., 2018). The spatial tuning of PrCs is maintained along
the dorsoventral extent of the mEC (Ray et al., 2014);
however, grid fields are not uniform, but show a gradient
in the scale and size of grid fields. In the dorsal mEC, grid
fields are small with higher spatial resolution, whereas in
the ventral mEC, grid fields are larger, perhaps corre-
sponding to different roles in spatial navigation (Hafting et
al., 2005; Brun et al., 2008).
Despite these known features of mEC neuronal activity,

the cellular and network mechanisms leading to physio-
logical divergence of grid field size along the dorsoventral
axis are not fully understood. Intrinsic physiology of L2/3
PrCs displays dorsoventral asymmetry (Heys et al., 2010)
tuning dorsal PrCs to higher theta frequencies (Pastoll et
al., 2012), whereas g frequency activity is of higher power
in the dorsal mEC (Beed et al., 2013). Although L2/3 PrCs
themselves are interconnected (Winterer et al., 2017), they
form a sparse network which is overlain by a rich popula-
tion of local GABAergic inhibitory interneurons (INs; Couey
et al., 2013; Buetfering et al., 2014; Berggaard et al., 2018).
These local feedback inhibitory microcircuits, in particular

fast-spiking parvalbumin basket cells (PV BCs), have been
proposed as a key component of grid cell organization, as
both stable grid firing and spatial organization are depend-
ent on IN activity (Pastoll et al., 2013; Miao et al., 2017). PV
BCs produce fast-spiking trains of APs and mediate both
feed-forward and feedback inhibition onto the perisomatic
compartments of PrCs (Jones and Bühl, 1993; Berggaard
et al., 2018). Their postsynaptic effects control the pre-
cise timing of APs in PrCs and contribute to the genera-
tion of coherent network oscillations (Pouille and
Scanziani, 2001; Bartos et al., 2007). However, despite
their well-established involvement in perisomatic inhibi-
tion in the mEC, little is known regarding their electro-
physiological and neuroanatomical properties.
GABAergic inhibition in L2 of the mEC shows distinct

properties along the dorsoventral axis, in good correlation
with the gradient of grid activity. Although the density of
PV BCs was comparable in the two subregions, they pro-
duce stronger postsynapticeffects and target PrCs over a
wider area in the dorsal mEC compared with those in ven-
tral domains (Beed et al., 2013), which may explain the
difference in inhibitory strength along the dorsoventral
axis (Berggaard et al., 2018). Therefore, in this study we
examined the morphology, intrinsic physiology and syn-
aptic connectivity of PV BCs in the dorsal and the ventral
mEC in a comparative manner, by performing whole-cell
patch clamp recordings from single PV BCs as well as
synaptically-coupled pairs of INs and PrCs in acute rat
brain slices, combined with post hoc visualization and
morphologic analysis.

Materials and Methods
All experiments were performed in accordance with the

[European and national guidelines (German Animal
Welfare Act)] and institutional guidelines in the presence
of permissions from local authorities [T-0215/11, LaGeSo
Berlin, Germany]. Recordings were performed on acute
brain slices from 18- to 27-d-old male and female Wistar
rats, expressing the yellow-shifted Venus fluorescent pro-
tein under the VGAT promoter (Uematsu et al., 2008),
housed on a 12/12 h light/dark cycle with ad libitum food
and water.

Electrophysiological recordings from acute brain
slices
Acute brain slices were produced as described earlier

(Booker et al., 2014). Briefly, rats were anesthetized (3%
Isoflurane, Abbott) and then decapitated. Brains were
quickly removed and transferred to carbogenated (95%
O2/5% CO2) ice-cold sucrose-ACSF containing the follow-
ing: 87 mM NaCl, 2.5 mM KCl, 25 mM NaHCO3, 1.25 mM

NaH2PO4, 25 mM glucose, 75 mM sucrose, 7 mM MgCl2,
0.5 mM CaCl2, 1 mM Na-pyruvate, and 1 mM ascorbic acid.
Horizontal brain slices (300mm thick) were cut using a vi-
bratome (VT1200 S, Leica). Dorsal and ventral mEC slices,
corresponding to ;4.6–5.6 and 6.8–7.8 mm from the dor-
sal surface of the brain, respectively (Paxinos, 1998), were
separately collected (Fig. 1A), placed in a submerged hold-
ing chamber filled with carbogenated sucrose ACSF at 32–
34°C for 30min and then at room temperature until
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Figure 1. Morphology and physiological signature of fast-spiking PV BCs in the dorsal and ventral mEC. A, Representative confocal
images from the slices of the dorsal (left panel) and ventral mEC (right panel) immunostained for PV (in green pseudocolor) and
counterstained by DAPI (grayscale). Higher-magnification images illustrate the superficial layers (L1–L3) of the mEC corre-
sponding to the white rectangles in the overview images in the separate channels. B, C, Reconstructions of biocytin-filled fast-
spiking PV BCs recorded in L2/3 of the dorsal (B) and ventral mEC (C). Soma and dendrites of the INs are depicted in black,
axons in red; boundaries of the layers (L1–L3) are indicated by dotted lines. Insets on the right illustrate the PV immunoreactiv-
ity (in green) in the biocytin-filled somata of the INs (Bioc, grayscale). D, E, Voltage responses of the two visualized PV BCs to
hyperpolarizing (�500 to �100 pA) and depolarizing current pulses (100 and 500 pA, 500ms in duration, see inset in the mid-
dle). Note the fast-spiking non-accommodating AP discharge pattern in response to the strong depolarizing current pulse in
both INs. F, G, Summary bar charts of the amplitude (F) and frequency of spontaneous EPSPs in dorsal (D, red bars) and ven-
tral PV BCs (V, blue bars). Data from individual neurons are superimposed as open circles; numbers of recorded neurons are in-
dicated in parenthesis under the bars.
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recording. Experiments were alternated between dorsal
and ventral slices to prevent bias because of slice condition.
For recording, slices were transferred to a submerged

chamber and superfused with prewarmed, carbogenated
ACSF containing the following: 125 mM NaCl, 2.5 mM KCl,
25 mM NaHCO3, 1.25 mM NaH2PO4, 25 mM glucose, 1 mM

MgCl2, 2 mM CaCl2, 1 mM Na-pyruvate, and 1 mM ascorbic
acid. The bath temperature was set to 32–34°C with a per-
fusion rate of 12–13 ml/min. Slices were visualized using
an upright microscope (BX-51WI; Olympus) equipped with
infrared differential inference contrast optics and a digital
camera (Zyla CMOS, Andor). PV BCs were identified as
Venus-positive large multipolar cells visualized by epifluor-
escent illumination delivered via a fixed wavelength LED
source (l = 514nm, OptoLED, Cairn Research). L2/3 PrCs
were preselected for recording within the cortical layer as
neurons lacking Venus fluorescence. The boundary of
mEC was identified based on previous anatomic studies
(Canto andWitter, 2012).
Whole-cell patch-clamp electrodes were produced from

borosilicate glass capillaries (outer diameter, 2 mm; inner
diameter, 1 mm; Hilgenberg) using a horizontal puller
(P-97, Sutter Instruments) and filled with an intracellular so-
lution consisting of the following: 130 mM K-gluconate, 10
mM KCl, 10 mM HEPES, 10 mM EGTA, 2 mM MgCl2, 2 mM

Na2ATP, 0.3 mM Na2GTP, 1 mM Na2creatine, and 0.1% mM

biocytin (adjusted to pH 7.3 and 315 mOsm), giving a se-
ries resistance of 2.5–4 MV. All recordings were performed
with an Axopatch 700B amplifier (Molecular Devices),
filtered online at 10 kHz with the built-in two-pole Bessel
filter, and digitized at 20kHz (National Instruments). Following
breakthrough into whole-cell configuration, we characterized
resting membrane potential and intrinsic physiological prop-
erties in current-clamp mode. The apparent membrane time
constant and input resistance were measured in averaged re-
sponses (30 traces) to a small hyperpolarizing current pulse
(10pA, 500ms in duration). AP properties were determined
from small depolarizing current steps to 10pA above rheo-
base (10 pA steps, 500ms in duration), AP and afterpotential
amplitudes were measured from threshold. Discharge fre-
quency and sag response were characterized using hyper- to
depolarizing current pulses (a family of�500 to 500pA in 100
pA steps, followed by a single step to 1nA, 500ms in dura-
tion for FS BCs, and a family of �250 to 250pA in 50 pA
steps, 500ms in duration for PrCs). Maximal discharge fre-
quency of FS BCs was measured in responses to 1 nA
pulses. The voltage “sag” amplitude of PrCs was measured
in averaged responses to�250 pA pulses. We calculated the
interspike interval (ISI), as the ratio between the length of the
first ISI and the second ISI in a pulse train elicited by a 250-
pA current pulse. The latency to the fist spike was taken as
the time between the start of the current pulse and the thresh-
old crossing to the first AP. For voltage clamp recordings,
neurons were kept at a holding potential of �65mV. Specific
membrane capacitance was measured with hyperpolarizing
voltage pulses (�10mV, 500ms in duration). Finally, the
spontaneous synaptic input onto PV BCs was characterized
by recording EPSCs for 1min. Cells were excluded if resting
membrane potential was more depolarized than �45mV, ini-
tial series resistance .30 MV or .20% change occurred in

series resistance over the course of the recording. The liquid
junction potential was not corrected for.
Paired recordings between PV BCs and L2/3 PrCs were

performed to determine connectivity and synaptic proper-
ties, as described earlier (Booker at al., 2014). Briefly, a
fast-spiking putative PV BC was recorded in current-
clamp mode and a postsynaptic Venus-negative cell was
patched in close proximity (,200mm distal), and recorded
in voltage clamp at a holding potential of �60mV to re-
cord outward GABAA receptor-mediated unitary IPSCs
(estimated reversal potential for Cl– = �70mV). The series
resistance was compensated to 80%. APs were pro-
duced in the IN by short depolarizing pulses (2 nA ampli-
tude, 2ms in duration) and the postsynaptic cell recorded
simultaneously. The reciprocal connectivity was then
tested from the PrC to the IN under the same conditions,
albeit with the PrCs in current-clamp and the IN in voltage
clamp mode. Depending on the stability of the IN record-
ing, multiple postsynaptic PrCs (2 to 4) were recorded for
each IN. Synaptic connectivity was characterized in re-
sponse to 50 APs evoked in the presynaptic neuron, with
failures of transmission determined as IPSC amplitudes
less than twice the standard deviation of baseline fluctua-
tions measured within a 20 ms window before the AP.
IPSCs were detected and their amplitudes determined in
a 10 ms window directly following the AP.
All electrophysiological data were acquired online using

the open-source WinWCP software package (courtesy of
J. Dempster, Strathclyde University, Glasgow, UK; http://
spider.science.strath.ac.uk/sipbs/software_ses.htm) and
off-line analysis was performed using the Stimfit software
(courtesy of C. Schmidt-Hieber; http://stimfit.org; Schlögl
et al., 2013).
PrCs were classified as PCs or SCs by principal compo-

nent analysis following the approach by (Fuchs et al.,
2016), using three physiological parameters: depolarizing
afterpotential (dAP), latency and ISI, calculated previously
(Table 3, double asterisk), as well as the presence or ab-
sence of an apical dendrite. For the clustering, we stand-
ardized the parameters and ran the principal component
function “princomp” in R (https://rstudio.com) using a
custom script. We grouped the resulting data on the first
two principal components, which were responsible for
.90% of the sample variance as determined by the
elbow method and clustered it using the “ward” hierarchi-
cal clustering approach using custom written scripts in
Python 3.7.

Neuronal visualization and immunohistochemistry
Following recording, cells were resealed by obtaining

outside-out patches and slices immersion-fixed in 4%
paraformaldehyde (PFA) in 0.1 M phosphate buffer (PB;
pH 7.4) at 4°C for 24–48 h. Slices were then transferred to
fresh PB and stored for a maximum of three weeks.
Before immunohistochemical processing, slices were
rinsed in PB, followed by PBS (0.9% NaCl) and blocked in
PBS containing 10% normal goat serum (NGS), 0.3%
Triton X-100 and 0.05% NaN3 for 1 h. Slices were then in-
cubated with a monoclonal mouse antibody raised
against PV (1:5000, PV-235, Swant) in PBS containing 5%
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NGS, 0.3% Triton X-100 and 0.05% NaN3 for 72 h at 4°C.
Slices were then rinsed in PBS and a fluorescent-conju-
gated secondary antibody was applied (goat anti-mouse
IgG, Alexa Fluor-405, 1:1000, Invitrogen) in combination
with fluorescent-conjugated streptavidin (Alexa Fluor-
647, 1:1000, Invitrogen), in a PBS solution containing 3%
NGS, 0.1% Triton X-100 and 0.05% NaN3 for 24 h at 4°C.
Slices were rinsed in PBS and then desalted in PB before
being mounted in on glass slides (Fluoromount-G, Southern
Biotech) with a 300-mm-thick agar spacer, cover-slipped,
sealed and stored at 4°C before imaging.

Confocal imaging and reconstruction
Recorded cells and pairs of cells were imaged on a laser

scanning confocal microscope (FV1000, Olympus). First, a
low magnification (4� air immersion, Olympus) overview
image was taken to confirm the cellular localization to the
mEC, then high resolution z-stacks were made with a 30�
silicone immersion lens (N.A. 1.05, UPlanSApo, Olympus)
over the whole extent of the cell (1mm axial steps). To con-
firm PV neurochemical identity of the recorded cells, a high-
magnification image (60� objective, N.A. 1.2, Olympus) was
taken over the soma, proximal dendrites and axon collater-
als. Cells were deemed to be PV BCs if the soma, proximal
dendrites, or axon terminals showed labeling for PV and pre-
sented axonal baskets characteristic of BC morphology
(Fig. 1B,C). Axo-axonic neurons with typical vertical axon
cartridges (Somogyi et al., 1982; Defelipe et al., 1985) were
excluded from the analysis.
Images were analyzed offline using the FIJI software

package (http://fiji.sc/wiki/index.php/FIJI). Image stacks
were stitched, the cells reconstructed and volume filled
using the Simple Neurite Tracer plug-in (Longair et al.,
2011). Image scaling and measurement of morphologic
parameters were performed using a custom script within
the NEURON environment (Hines and Carnevale, 1997).
Comparative morphology was assessed by overlaying
dendritic and axonal arborizations from reconstructed cells
from either dorsal or ventral mEC in MATLAB (2013b,
MathWorks). Superimposed images were smoothed using a
Gaussian filter, based on a standard deviation of seven and
presented on a logarithmic scale. The 2D correlation indices
were calculated using the ‘corr2’ MATLAB function. Axonal
bouton density was determined in a subset of cells, random-
ized and presented for blind counting. The number of bou-
tons was counted on 8–10 straight, 25 to 70 mm-long axon
segments from each cell and the corresponding bouton
density along the axon was calculated. The total number of
boutons was estimated from the length of the axon and the
bouton density calculated for the respective cells.

Statistics and analysis
Data are shown as the mean 6 SEM unless indicated

otherwise. Data were tested for normality (Shapiro–Wilk
test) and, where normally distributed, assessed with
Student’s t test for statistical significance. Non-normal
data were tested using the Mann–Whitney U non-para-
metric test. Fisher’s exact test was used for analysis of
connectivity to compare contingencies and two-way

ANOVA for testing significance between three and more
groups. For the reciprocal connectivity ratios were ob-
tained from the variance calculated from the first order
Taylor expansion of the samples (Stuart and Ord, 2010).
For all tests significant differences were assumed if
p, 0.05 and significance level was set to *p, 0.05,
**p, 0.01, and ***p, 0.001.

Results
To investigate the anatomic and physiological diversity

among PV BCs at the cellular level, which could underlie
differences in inhibitory output along the dorsoventral axis
of the mEC (Beed et al., 2013), we performed whole-cell
patch-clamp recordings from the dorsal and the ventral
mEC in acute brain slices (Fig. 1A). PV BCs were selected
in L2/3 based on their expression of Venus-YFP and mul-
tipolar appearance of their cell bodies, when observed
under the epifluorescent microscope. During the record-
ings, we identified 98 fast-spiking INs (45 cells in the dor-
sal and 53 cells in the ventral mEC from 40 rats), out of
which 89 were subsequently confirmed to be immunore-
active for PV with morphologic features of BCs (Fig. 1B,C;
see further detail below). Nine putative axo-axonic cells,
displaying vertical axon cartridges, were excluded from
this study.

Similar intrinsic physiological properties and
excitability of L2/3 PV BCs in dorsal and ventral mEC
A possible explanation for the differences in lateral inhi-

bition between dorsal and ventral mEC (Beed et al., 2013)
may arise from INs possessing divergent intrinsic re-
sponses to depolarizing currents. To investigate this pos-
sibility, we characterized both the passive and active
properties of the recorded INs. PV BCs showed no differ-
ence in any of their passive properties between dorsal
and ventral mEC: their resting membrane potential, mem-
brane resistance, time constant and cell capacitance
(Table 1). In response to suprathreshold depolarizing cur-
rent pulses, PV BCs consistently fired non-accommodat-
ing trains of APs at high frequency in both dorsal and
ventral mEC; Fig. 1D). There was no apparent difference
in the excitability of PV BCs between the two subregions
in terms of the voltage threshold, rheobase or their maxi-
mum firing frequency at 1 nA either (Table 1). Finally,
given that the excitability of a given neuron is directly re-
lated to its synaptic input, we asked whether the sponta-
neous EPSCs arriving onto PV BCs in the dorsal mEC
were stronger than those arriving in the ventral mEC (Fig.
1E). We observed no difference in either amplitude or fre-
quency of spontaneous EPSCs between the two IN
groups (Fig. 1E–G). Together, these data show that PV
BCs display comparable intrinsic excitability and sponta-
neous excitatory synaptic inputs, independent of their lo-
cation along the dorsoventral axis of the mEC.

Dorsal and ventral PV BCs show similar dendritic and
axonal morphologies
Another plausible explanation for dorsoventral differen-

ces in lateral inhibition might be a divergence in PV BC
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morphology; allowing individual neurons to receive and
transmit information to narrower versus wider fields of the
mEC. Therefore, we next analyzed the morphology of the
recorded and visualized neurons (Fig. 1B,C). PV BCs from
both dorsal and ventral mEC had 3 to 9 aspiny or sparsely
spiny primary dendrites emerging from the soma, span-
ning L3–L1, often with a dendritic tuft reaching the pial
surface. The axon emerged typically from the soma and
formed a dense local arbor in L2/3 around the cell bodies
of neighboring neurons, consistent with the INs being
BCs (Fig. 1B,C). While we observed differences in their
morphology, including the extent of the axon, this variabil-
ity was similarly present in both dorsal and ventral mEC.
To determine whether the distributions of dendritic or

axonal arbors were different between dorsal and ventral
mEC, we reconstructed a subset of the INs and per-
formed morphometric analysis (Fig. 2, Table 2). PV BCs
from the dorsal mEC had a total dendritic length of
4.860.3 mm (22 PV BCs from 18 rats), comparable to
those in the ventral mEC with 4.46 0.3 mm (21 PV BCs
from 17 rats; p = 0.29, Mann–Whitney U test; Fig. 2A).
Sholl analysis revealed a higher number of segments in
proximal dendrites of dorsal PV BCs at 100–200 mm of the
soma compared with ventral INs (F = 22.4, two-way
ANOVA; Fig. 2B). To examine the extent, symmetry, and
distribution of dendrites, we next analyzed the dendritic
volume density (Fig. 2C). Superimposing PV BC dendritic
arbors with the somata as reference point, we calculated
the mean volume density for the reconstructed neurons.
This analysis revealed no discernible differences in the
distribution pattern between the two groups for the trans-
verse and vertical axes (Fig. 2C, insets), confirming that
dendrites in dorsal and ventral PV BCs had very similar
density distributions. A quantitative comparison of the
volume density maps revealed that dendrites of recon-
structed neurons in dorsal and ventral regions are highly
similar (r = 0.75, 2D correlation coefficient).

We next performed the same analysis of the axonal dis-
tribution of PV BCs along the dorsoventral axis of the
mEC. The mean axon length in dorsal PV BCs was
12.961.7 mm (22 INs from 18 rats) and of ventral cells
was 16.362.4 mm (19 INs from 14 rats), which was not
statistically different (p = 0.35, Mann–Whitney U test; Fig.
2D). Sholl analysis (Fig. 2E) and volume density plots of
the axonal distributions (Fig. 2F) showed very similar spa-
tial structure and distribution of the axons. This was fur-
ther reflected by a high correlation between the volume
density maps for dorsal and ventral INs (r = 0.91, 2D cor-
relation coefficient) as well as strongly overlapping trans-
verse and vertical projections of the density distributions
(Fig. 2F, insets).
As the length and distribution of the axon were not different

between the two subregions, we next examined the density
of boutons along the axon of PV BCs, as an indicator for the
number of synapses formed. In the dorsal mEC, we found a
high density of putative inhibitory boutons on PV BC axons
(mean density: 0.416 0.01mm�1, 87 axon segments from 10
cells from nine rats), 41% higher than that in the ventral mEC
(mean density: 0.306 0.01mm�1, 85 axon segments from 10
PVBCs from 10 rats; p, 0.0001, Student’s t test on cell aver-
ages; Fig. 2G,H). As such, a higher number of synapses may
be formed by the axon of dorsal PV BCs. Indeed, estimates
using the obtained density values of putative synaptic bou-
tons and the corresponding axonal lengths of the INs indi-
cated that the number of potential synaptic contacts made
by dorsal INs was 75126 51, in ventral PV BCs this estimate
was lower at 51276 39 (p = 0.023, Student’s t test).
Taken together, these data demonstrate that the den-

dritic distribution of PV BCs show minor region-specific
differences along the dorsoventral axis of the mEC (Table
2). Despite the axon of PV BCs displaying a comparable
length and broadly similar lateral distribution in both mEC
subfileds, the number of putative synapses formed by this
axon is greater in the dorsal mEC.

Table 1: Passive and active physiological properties of dorsal and ventral PV BCs

Dorsal Ventral p value
Passive properties

Resting membrane potential (mV) �66.06 1.7 (25) �67.76 1.6 (32) 0.46
Input resistance (MV) 83.16 8.0 (25) 95.36 8.0 (28) 0.29
Membrane time constant (ms) 11.56 1.5 (17) 14.96 2.7 (23) 0.87
Membrane capacitance (pF) 16.76 2.9 (13) 13.16 1.4 (16) 0.28

Active properties
Rheobase (pA) 205.3648.2 (11) 164.76 34.9 (15) 0.50
Voltage threshold (mV) �38.26 1.0 (11) �40.86 1.2 (15) 0.10
AP amplitude (mV)* 53.56 3.6 (11) 64.46 4.0 (15) 0.07
AP rise time (ms) 0.9960.55 (11) 0.336 0.19 (14) 0.57
AP maximum rise rate (mV/ms) 308.2627.2 (11) 326.16 16.1 (15) 0.56
AP maximum decay rate (mV/ms) 185.1620.0 (11) 161.16 14.3 (15) 0.96
Half-height width (ms) 0.4460.04 (11) 0.496 0.03 (15) 0.22
Fast AHP amplitude (mV)* �20.460.94 (12) �21.16 0.79 (15) 0.58
Discharge frequency at 1 nA (Hz) 298.0630.9 (16) 252.16 17.5 (22) 0.21

Spontaneous synaptic input
Spontaneous EPSC frequency (Hz) 12.26 6.8 (25) 14.46 7.6 (32) 0.38
Spontaneous EPSC amplitude (pA) �35.5625.7 (25) �38.36 23.4 (32) 0.73

Results shown as mean 6 SEM; number of analyzed neurons are shown in parenthesis.
*Measured from threshold.
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PV BCs along the dorsoventral axis of the mEC are
differentially connected to PrCs
Given these anatomic differences, particularly in puta-

tive synapse number, we next asked whether the func-
tional connectivity of PV BCs and PrCs was divergent
between the dorsal and ventral mEC. To address this, we
performed paired recordings from identified PV BCs and
neighboring PrCs from both subregions (Fig. 3A). APs eli-
cited in the presynaptic IN resulted in short-latency uni-
tary IPSCs in 59% of the simultaneously recorded PrCs at
�60 mV holding potential (47 connections from 81 tested

pairs from 23 rats; Fig. 3B). Bath application of the com-
petitive GABAA agonist gabazine (10 mM) reduced these
fast outward synaptic currents by 96% (peak amplitude
1.560.1 vs 39.86 22.7 pA under control conditions, 10
BC-PrC pairs, p = 0.026, Student’s t test), confirming
that they were meditated by ionotropic GABA recep-
tors. When we divided the synaptically-coupled pairs
between subregions of the mEC, we found that the
probability of a unitary connection from dorsal PV BCs
onto local PrCs was very high at 76% (29 coupled of
38 tested pairs from 16 rats). In contrast, the

Figure 2. Neuroanatomical properties of PV BCs in the dorsal and ventral mEC. A, D, Summary bar charts of the length of dendrites
(A) and axons (D) of dorsal (D, red bars) and ventral PV BCs (V, blue bars). Data from individual neurons is superimposed as open
circles; numbers of analyzed neurons are indicated in parenthesis under the bars. B, E, Sholl analysis of the dendritic (B) and axonal
arbors (E) of dorsal (in red) and ventral PV BCs (in blue). Sholl radius was set to 25 mm, and significance was tested using Fischer’s
exact test; asterisks indicate significant differences at the level of p = 0.05. C, F, Cumulative heat maps of the spatial densities of
dendritic (C) and axonal distributions (F) for dorsal (left) and ventral PV BCs (right). Individual INs viewed in the plane of the slices
were aligned with their somata to the middle of the plots. The color code for the density (in arbitrary units) is on the left. One-dimen-
sional density plots on the right and bottom illustrate the spatial integrals of the densities along the x- and y-axes, respectively, for
dorsal (in red) and ventral INs (in blue). G, A confocal image of axon collaterals of intracellularly-filled PV BCs displaying varicosities
in the dorsal (left) and ventral mEC (right). H, Summary bar chart of the density of varicosities along axon collaterals of PV BCs from
the dorsal (D, red bars) and ventral mEC (V, blue bars). Data from individual neurons are superimposed as open circles; numbers of
analyzed neurons are indicated in parenthesis under the bars. Statistical significance: *p,0.05 and ***p, 0.001.
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Figure 3. Connectivity of recorded IN-PrC pairs shows greater coupling probability in the dorsal mEC. A, Morphologic reconstruc-
tions of a dorsal and a ventral synaptically-coupled PV BC-PrC pair. PV BC somata and dendrites are in black, axons in red; for
PrCs only soma and dendrites are shown (in cyan); boundaries of the L1–L3 are indicated by dotted lines. Insets on the bottom illus-
trate the PV immunoreactivity (in green pseudocolor) in the biocytin-filled somata of the BCs (Bioc, grayscale). B, Representative
traces illustrate presynaptic APs evoked in PV BCs (upper traces) and short latency unitary IPSCs in concurrently recorded synapti-
cally coupled PrCs (lower traces, averaged trace in black, individual IPSCs are superimposed in gray) in the dorsal (left) and ventral
mEC (right). C, Summary bar chart of the connectivity of PV BCs onto PrCs in the dorsal (D, red bars) and ventral mEC (V, blue
bars). D, Summary box plot of the unitary IPSC amplitudes in the dorsal (D, red bars) and ventral mEC (V, blue bars). Individual am-
plitude data from the pairs are superimposed as open circles on the bars. Numbers of analyzed simultaneous BC-PrC recordings
are indicated in parenthesis under the bars. Statistical significance: **p, 0.01.

Table 2: Anatomical properties of dorsal and ventral PV BCs

Dorsal Ventral p value
Dendrites

Total dendritic length (mm) 4828.46328.6 (22) 4357.86 343.2 (21) 0.29
Lateral extent (mm) 418.16 25.2 (21) 429.56 27.5 (19) 0.59
Vertical extent (mm) 425.96 22.6 (21) 402.56 30.8 (19) 0.46
Dendritic field (mm2) 184 6096 15 815 (21) 181 7266 22 509 (19) 0.92

Axon
Total axonal length (mm) 12,9196 1737 (21) 16,3326 2418 (19) 0.35
Lateral extent (mm) 411.56 31.0 (21) 430.56 30.9 (19) 0.67
Vertical extent (mm) 377.46 27.3 (21) 421.36 37.0 (19) 0.34
Axonal field (mm2) 158,7546 14,854 (21) 189,2126 22,513 (19) 0.43
Varicosity density (1/mm) 0.416 0.01 (10) 0.306 0.01 (10) ,0.0001

Results shown as mean 6 SEM; the numbers of analyzed neurons are shown in parenthesis.
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connectivity of ventral mEC PV BCs onto PrCs was
substantially lower at 41% among the tested pairs (18
coupled of 44 tested pairs from 14 rats; p = 0.001,
Fisher’s exact test; Fig. 3C).
The amplitudes from unitary IPSCs produced by PV

BCs showed a log-normal distribution, with the majority
of the amplitudes occurring between 5 and 100pA and a
long tail that reached up to 250pA. However, despite the
marked differences in connectivity between dorsal and
ventral mEC, the average amplitudes of unitary IPSCs
with 30.66 5.1 pA in the dorsal mEC and 65.468.6 pA in
the ventral mEC (Mann–Whitney U test; Fig. 3D) were
not sufficiently different to reach statistical significance
because of the high variability in both samples. The

apparent failure rate of transmission at synapses between
PV BCs and PrCs in dorsal (16.563.8%) and ventral mEC
(9.76 3.3%) was comparable (p = 0.11, Mann–Whitney U
test). In addition, the IPSC kinetics from both regions
were also similar with respect to onset latency (dorsal:
2.260.2ms; ventral: 2.160.1ms; p = 0.85, Student’s t
test), 20–80% rise time (dorsal: 0.6560.1ms; ventral:
0.6060.1ms; p = 0.47, Mann–Whitney U test), and decay
time constant (dorsal: 5.26 0.5ms; ventral: 5.36 0.6ms;
p = 0.33, Student’s t test). Finally, no difference was
found in short-term plasticity in terms of paired-pulse
depression (dorsal: 0.816 0.03; ventral: 0.726 0.04;
p = 0.11, Student’s t test). Taken together, our paired re-
cording results converge with the morphologic data

Figure 4. Reciprocal IN-PrC pairs in the mEC show higher excitation and lower inhibition than non-reciprocal pairs. A, Schemes
and representative traces illustrating the observed connectivity patterns of BC-PrC pairs: a reciprocally connected pair (left panel), a
unidirectionally connected pair (middle panel) displaying only a unitary EPSC in the BC (bottom left trace, in gray) and unidirectional-
ly connected PrC-BC pair (right panel) displaying only unitary IPSC in the PrC (top right trace in cyan). The representative presynap-
tic APs and the evoked unitary synaptic responses (average of 10 traces) are illustrated side-by-side in the BCs (left traces, in gray)
and PrCs (right traces, in cyan). B, Bar chart of the total number of connected PV BC and PrC pairs (reciprocal connections, in
gray). C, Summary bar chart of the unitary IPSC and EPSC amplitudes for reciprocal and non-reciprocal connections. Individual
peak amplitude data from the pairs are superimposed as open circles on the bars. D, Ratio of excitation and inhibition in non-recip-
rocal (NR, white bar) versus reciprocal pairs (R, gray bar). Statistical significance: *p, 0.05, **p, 0.01.

Research Article: New Research 9 of 14

January/February 2021, 8(1) ENEURO.0354-20.2020 eNeuro.org



Figure 5. Properties of synaptic coupling of SCs and PCs to PV BCs. A, Voltage responses of a PC (top) and a SC (bottom) to hy-
perpolarizing (�500 to �100pA, 500ms in duration) and a suprathreshold depolarizing current pulse (500pA). B, Dendrogram illus-
trates the separation of two subpopulations of PrCs corresponding to PCs (in cyan) and SCs (in ochre) by cluster analysis. C, E,
Morphologic reconstructions of a synaptically-coupled PV BC-PC (C) and a PV BC-SC pair (E). PV BC somata and dendrites are in
black, axons in red; for the PrCs only soma and dendrites are shown (PC in cyan; SC in ochre); boundaries of L1–L3 are indicated
by dotted lines. Insets on the bottom illustrate the PV immunoreactivity (in green pseudocolor) in the biocytin-filled IN somata (Bioc,
grayscale). D, Electrophysiological data from a reciprocally connected BC-PC pair. Representative trace illustrates presynaptic APs
evoked in a PV BC (top trace) and the short latency unitary IPSCs in the concurrently recorded PC (upper middle trace, averaged re-
sponse in black, individual IPSCs are superimposed in gray). Similarly, presynaptic APs evoked in the PC (lower middle trace) were
followed by short latency unitary EPSCs in the concurrently recorded IN (bottom trace). F, Electrophysiological data from a recipro-
cally connected BC-SC pair as illustrated in D. G, Summary bar chart of the connection probabilities between PV BCs and PCs and
SCs in the mEC. H, I, Bar charts of the amplitudes (H) and paired pulse ratios (I) of unitary IPSCs and EPSCs between PV BCs and
synaptically coupled PCs and SCs. Individual values from the pairs are superimposed as open circles on the bars.
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demonstrating that functional synaptic connectivity is
higher in the dorsal than in the ventral mEC.
In 8 of the simultaneously recorded pairs (5 in the dorsal

and 3 in the ventral mEC), we observed that connectivity
between BCs and PrCs was reciprocal (Fig. 4A,B). These
reciprocally connected pairs had smaller mean unitary
IPSC (24.6615.6 pA) than the non-reciprocally con-
nected BC-PrC pairs (51.76 57.5 pA, 39 pairs, p = 0.015,
Student’s t test with Welch’s correction; Fig. 4A,C). We
observed no statistical difference in EPSC amplitude of
reciprocally connected BC-PrC pairs (�110.86 91.9 pA)
compared with non-reciprocal BC-PrC pairs (�55.6 6
47.6 pA, 6 pairs, p = 0.21, Mann–Whitney U). Conse-
quently, the ratio of excitation versus inhibition for recipro-
cal connections with 4.56 4.6 was considerably higher
than the ratio of EPSC and IPSC amplitudes for non-
reciprocally connected neurons (1.16 1.4, p = 0.01; Fig.
4D). These results suggest that mEC PV BC microcircuits
might be wired for competitive interactions whereby se-
lected PrCs involved in reciprocally coupling with BCs are
able to effectively recruit perisomatic inhibition to sup-
press neighboring PrCs.

Connectivity onto identified PCs and SCs
It has previously been shown that different PrC subtypes,

PCs and SCs, receive differential input from PV BCs in the
mouse (Fuchs et al., 2016). Therefore, we next asked whether
we observed similar differences in target cell specificity in our
sample of PV BC-PrC pairs in juvenile rats. Simultaneously
recorded PrCs were classified, grouping them based on their
morphology and physiological properties (Fig. 5A; Table 3) by
applying a cluster analysis as previously described (Fuchs et
al., 2016; Fig. 5B). In good agreement with clearly identifiable
examples of PCs and SCs among our reconstructed PrCs
(Fig. 5C,E), we observed two well-defined clusters emerging
in this analysis, which corresponded to PCs (35 cells) and

SCs (40 cells; Fig. 5B). In 7 PrCs, there was insufficient data
to perform the cluster analysis and these cells were excluded
from further analysis. We did not observe clustering corre-
sponding to intermediate cell types as previously reported in
mice (Fuchs et al., 2016).
Analysis of the synaptic connectivity between PV BCs

and PrCs on the basis of this classification demonstrated
that the connection probability was independent of
whether the postsynaptic target was a PC (Fig. 5C,D) or a
SC (Fig. 5E,F). The average connection probability onto
PCs was 55% (18 coupled of 35 tested pairs from 20 rats)
and onto SCs it was comparable at 60% (24 coupled of
40 tested pairs from 17 rats; p = 0.66, Fisher’s exact test;
Fig. 5G). In contrast, the connection probability from PrCs
onto PV BCs was substantially lower at 17% for PCs (six
coupled of 35 tested pairs) and similarly low at 20% for
SCs (eight coupled of 40 tested pairs, p = 0.78, Fisher’s
exact test; Fig. 5G).
Finally, we examined whether the connectivity and syn-

aptic properties of PV BCs onto PrC subtypes was differ-
ent between dorsal and ventral mEC. From dorsal PV BCs
we found connection probabilities of 77% onto PCs (10
coupled of 13 tested pairs from eight rats) and 78% onto
SCs (14 coupled of 18 tested pairs from 11 rats), which
was not different between the two target cell types (p =
1.0, Fisher’s exact test). The connection probability of
ventral PV BCs was 36% onto PCs (eight coupled of 22
tested pairs from 12 rats) and 46% (10 coupled of 22
tested pairs from 11 rats) onto SCs, consistent with the
overall lower probability of connectivity in this region (see
above), but with no significant difference between the two
PrC subtypes (p = 0.54, Fisher’s exact test).
We observed no overt differences in any underlying

property of the unitary synaptic responses recorded in
classified PrC subtypes, as the amplitude of IPSCs re-
corded in SCs was 55.26 12.8 pA and in PCs was

Table 3: Passive and active physiological properties of stellate and pyramidal PrCs

SCs PCs p value
Passive properties

Resting membrane potential (mV) �59.46 0.8 (22) �62.061.2 (23) 0.06
Input resistance (MV) 94.36 11.6 (22) 162.06 20.0 (23) ,0.01
Membrane time constant (ms) 13.36 0.8 (21) 23.762.4 (20) ,0.001
Membrane capacitance (pF) 185.76 23.4 (20) 209.56 35.5 (21) 0.51

Active properties
Rheobase (pA) 90.96 10.2 (22) 89.16 11.7 (23) 0.91
Voltage threshold (mV) �39.86 0.8 (22) �41.761.0 (23) 0.28
AP amplitude (mV)* 78.16 1.6 (22) 83.861.9 (23) ,0.05
AP maximum rise rate (mV/ms) 346.16 19.4 (22) 433.36 31.8 (23) ,0.05
AP maximum decay rate (mV/ms) 111.16 19.1 (22) 81.863.8 (23) 0.15
Half-height duration (ms) 0.926 0.03 (22) 1.116 0.05 (23) ,0.05
Fast AHP amplitude (mV)* �10.76 0.4 (22) �10.460.6 (23) 0.65
Discharge frequency at 250pA (Hz) 34.06 2.9 (22) 39.762.6 (23) 0.15
Voltage sag (mV)** �9.26 0.8 (38) �6.360.8 (32) ,0.05
ISI ratio** 0.366 0.05 (38) 0.616 0.05 (32) ,0.01
dAP (mV)** 2.46 0.3 (38) 1.660.3 (32) 0.13
Latency to first AP at 205pA (ms)** 19.66 3.3 (38) 46.868.4 (32) ,0.01

Results shown as mean 6 SEM, number of analyzed neurons shown in parenthesis. Parameters used for the principal component analysis are highlighted with a
double asterisk.
*Measured from threshold.
** Parameter used for PCA. ISI ratio was calculated from the first and the second interval.
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37.76 11.8 pA (p = 0.35, Student’s t test). Similarly, the
amplitude of EPSCs in PV BCs was similar whether they
resulted from inputs from SCs (�83.4622.8 pA) or from
PCs (�108.76 56.8 pA; p = 0.83, Mann–Whitney U test;
Fig. 5H). Finally, there was no observed statistical differ-
ence in the IPSC paired-pulse ratio produced by INs (IN-
SC: 0.7460.03, IN-PC: 0.816 0.07, p = 0.59) or EPSCs
(SC-IN: 0.696 0.06, PC-IN: 0.446 0.13, p = 0.09, Mann–
Whitney U test; Fig. 5I).
Together, these data show that the reciprocal connec-

tivity between PV BCs and PrCs is independent of PrC
type in the juvenile rat. However, the observed differences
in the connection probability of PV BCs onto PrCs along
the dorsoventral axis may enable these INs to produce
more robust lateral inhibition in dorsal mEC microcircuits.

Discussion
In this study we provide a comprehensive characteriza-

tion of L2/3 PV BCs along the dorsoventral axis of the
mEC, with respect to their intrinsic physiology, morphol-
ogy, and connectivity. While we observed minimal differ-
ences in PV BC intrinsic physiology or dendritic and
axonal morphology along this axis, PV BCs were more
synaptically coupled to the local microcircuit in the dorsal
compared with ventral mEC, plausibly explaining diver-
gent lateral inhibition observed in previous studies (Beed
et al., 2013).

Morphology and intrinsic physiology of PV BCs does
not account for divergent mEC inhibition
INs comprise ;20% of all neurons in the mEC, of which

fast-spiking PV BCs represent ;50% and as such exert
powerful control over local network activity in L2/3 (Jones
and Bühl, 1993; Beed et al., 2013; Pastoll et al., 2013). In the
neocortex, fast-spiking PV BCs have been described physi-
ologically (Martin et al., 1983; Gupta et al., 2000; Wang et
al., 2002), morphologically (Kisvárday et al., 1985; Thomson
et al., 1996) and with respect to their connectivity and net-
work functions (White, 1989; Dantzker and Callaway, 2000;
Cunningham et al., 2004). By contrast, in the mEC, PV BCs
have not been thoroughly studied. Here, we describe the in-
trinsic physiological and morphologic characteristics of INs
in L2/3 in both the dorsal and ventral mEC, which were all
putatively identified as BCs based on their immunoreactivity,
axonal distribution and formation of boutons around neigh-
boring neuronal somata. Despite heterogeneity in their mor-
phology, there were no major systematic differences in their
properties along the mEC dorsoventral axis that would ac-
count for divergent lateral inhibition (Beed et al., 2013). In
cortical areas, at least five subpopulations of PV INs have
been described: large BCs, narrow BCs, nest BCs, clutch
cells, and axo-axonic cells which each possess different
physiological and morphologic properties (Somogyi et al.,
1983; Kisvárday et al., 1985; Jones and Bühl, 1993;
Kawaguchi and Kubota, 1997; Dantzker and Callaway,
2000; Pastoll et al., 2013; Buetfering et al., 2014). We ex-
cluded putative axo-axonic cells, and did not attempt to
characterize PV BCs based on these subgroups, which may
contribute to some morphologic heterogeneity in our data.
Despite this, the absence of distinct morphologic

divergence along the dorsoventral mEC suggests that the
increased lateral inhibition and PV immunolabeling observed
in the dorsal mEC (Beed et al., 2013) must arise from an al-
ternative mechanism, such as the divergent axon bouton
density and connectivity that we describe here.

Differential connectivity of mEC PV BCs along the
dorsoventral axis
Our data reveal that PV BCs in the supragranular layers

of the mEC innervate local PrCs to a greater extent in the
dorsal, as compared with ventral mEC. This higher inhibi-
tory connectivity formed by PV BCs plausibly leads to
more robust inhibition in PrCs at dorsal levels. Indeed,
Beed et al. (2013) showed that while the maximum dis-
tance of inhibitory input points is broadly similar
(;500mm), the relative strength over the entire local re-
gion is ;50% higher in dorsal than ventral SCs. This find-
ing fits well to our data, showing that, the axonal arbors of
PV INs spread up to 300–500mm from the soma in both
subregions; however, the connection probability is ;50%
higher in dorsal environs. This higher connection probabil-
ity correlates with a higher density of boutons along axon
collaterals. A complementary factor which might further
underlie higher connection probabilities is that dorsal PrC
somata have been shown to be larger, and thus might be
contacted by more PV terminals than ventral somata
(Berggaard et al., 2018). The higher density of varicosities
along BC axons is in good agreement with previous find-
ings that the volume density of PV axon terminals is de-
creasing along the dorsoventral axis, whereas the density
of PV somata shows only a moderate decline (Beed et al.,
2013), also suggesting a higher number of presynaptic
terminals formed by dorsal versus ventral PV BCs.
However, other studies found a steeper decline in the
number of PV somata in ventral than in dorsal sections of
mEC in the rat (Kobro-Flatmoen and Witter, 2019) and in
mice (Fujimaru and Kosaka, 1996). Thus, a lower diver-
gence of the synaptic output of PV BCs, a lower conver-
gence onto the target PrCs and a lower number of the INs
may lead to weaker inhibition in the ventral compared
with the dorsal mEC subregion.
It has been previously shown that PrCs segregate into

four defined subtypes with differential connectivity to
local INs in the mouse (Fuchs et al., 2016). In our cluster
analysis of mEC PrCs performed in rats using the same
parameters, we only observed two distinct clusters corre-
sponding to PC and SCs. Furthermore, connectivity anal-
ysis of the identified two PrC clusters did not reveal
differential connectivity onto PCs versus SCs from PV
BCs in the rat. A plausible explanation for this divergence
beyond a simple species difference could be a difference
in the age of the animals: juvenile in this study and more
mature mice in Fuchs et al. (2016), which will require fur-
ther study.
With respect to the dorsoventral differences among

PrCs, it has been recently shown that the intrinsic physiol-
ogy of SCs favors a greater voltage response of these
neurons to depolarizing currents in the ventral mEC, with
minimal divergence in the properties of PCs (Pastoll et al.,
2020). How the interplay between higher AP discharge
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probabilities from ventral SCs affects the recruitment of
PV BCs and the generation of feedback inhibition during
grid field firing remains yet to be analyzed.

A role for PV BCs in the generation of divergent spatial
tuning in dorsal and ventral mEC?
A key role which has been proposed for the superficial

layers of the mEC is to encode spatial information, with
most neurons showing some degree of spatial tuning in
their activity (Couey et al., 2013; Tennant et al., 2018).
Most prominent examples of PrCs with such spatially-
modulated discharge observed in this region are grid cells
(Hafting et al., 2005) and head-direction cells (Sargolini et
al., 2006; Tang et al., 2014). Feedback inhibitory loops, in-
volving fast-spiking PV BCs in interaction with PrCs, has
been identified as a potential mechanism for the genera-
tion of spatially controlled PrC grid activity in in vivo elec-
trophysiological and optogenetic experiments (Fyhn et al.,
2007; Couey et al., 2013; Pastoll et al., 2013; Shipston-
Sharman et al., 2016; Miao et al., 2017). Network simula-
tions using attractor-based models further underlined the
importance of feedback inhibition for the generation of
grid cell activity (Fyhn et al., 2007; Couey et al., 2013;
Pastoll et al., 2013; Shipston-Sharman et al., 2016; Miao
et al., 2017) despite the fact that PV BCs themselves ap-
pear to have only minimal spatial tuning (Buetfering et al.,
2014). One major divergence in the phenomenology of
coherent grid activity, as a proxy for spatial information
processing, is the presence of a gradient of grid sizes,
with smaller spatial fields observed in the dorsal mEC and
larger grids in the ventral mEC (Naumann et al., 2016).
Our data provides evidence for the involvement of PV BC-
mediated inhibition in such a divergent grid cell firing, as
high connectivity will provide stronger inhibition and
tighter spatial tuning as observed in the dorsal mEC.
Conversely, low connectivity would allow PrCs to dis-
charge over a wider spatial field, or in response to re-
duced depolarizing currents (Pastoll et al., 2020), as
observed in the ventral mEC. Convergently, gamma fre-
quency oscillations (20–200Hz) have been shown to be
stronger in the dorsal mEC (Beed et al., 2013). Given the
defined role of PV BCs in the generation of emergent
gamma oscillations (Bartos et al., 2002, 2007; Tukker et
al., 2007), the stronger inhibition provided by their higher
connectivity in the dorsal mEC may also provide a cellular
substrate for this difference in population activity.
In summary, we provide the first thorough description

of the morphology, physiology and connectivity of PV
BCs in the rat mEC, with respect to the dorsoventral axis.
We show that while PV BCmorphology and intrinsic phys-
iology is similar along this axis, the connectivity of PV BCs
is highest in dorsal and lowest in the ventral mEC, plausi-
bly contributing to differences in spatial coding within
these two regions.
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Spatially structured inhibition defined by polarized 
parvalbumin interneuron axons promotes head 
direction tuning
Yangfan Peng1†, Federico J. Barreda Tomas2,3†, Paul Pfeiffer3,4, Moritz Drangmeister3,4, 
Susanne Schreiber3,4‡, Imre Vida2*‡, Jörg R.P. Geiger1*‡

In cortical microcircuits, it is generally assumed that fast-spiking parvalbumin interneurons mediate dense and 
nonselective inhibition. Some reports indicate sparse and structured inhibitory connectivity, but the computational 
relevance and the underlying spatial organization remain unresolved. In the rat superficial presubiculum, we find 
that inhibition by fast-spiking interneurons is organized in the form of a dominant super-reciprocal microcircuit 
motif where multiple pyramidal cells recurrently inhibit each other via a single interneuron. Multineuron recordings 
and subsequent 3D reconstructions and analysis further show that this nonrandom connectivity arises from an 
asymmetric, polarized morphology of fast-spiking interneuron axons, which individually cover different directions 
in the same volume. Network simulations assuming topographically organized input demonstrate that such 
polarized inhibition can improve head direction tuning of pyramidal cells in comparison to a “blanket of inhibition.” 
We propose that structured inhibition based on asymmetrical axons is an overarching spatial connectivity principle 
for tailored computation across brain regions.

INTRODUCTION
Local excitatory synaptic connectivity between pyramidal cells (PCs) 
is sparse and specific (1, 2), while perisomatic inhibition particularly 
by fast-spiking (FS), parvalbumin-positive interneurons (PV INs) is 
generally assumed to be dense and random (3). According to 
“Peters’ rule,” which suggests that axodendritic overlap determines 
synaptic connectivity (4, 5), a “blanket of inhibition” could emerge 
from the overlap of a symmetrical, dense PV IN axon with neighbor-
ing neurons (6). Such inhibition could mediate gain control and 
maintain balance of excitation and inhibition (7–9).

This principle has been challenged by reports of nonrandom 
structured inhibitory connectivity in several brain regions (10–12), 
revealed by motif analysis applied to multineuron recordings (13). 
However, the determinants and the computational implications 
underlying these nonrandom network motifs are not yet resolved, 
as illustrated by the controversial debate on the role of PV IN con-
nectivity for feature tuning in the visual cortex (14–19). Here, 
spatially organized connectivity between INs and PCs has recently 
been identified as a key principle for computation of direction 
selectivity (20). Whether such spatially structured inhibition is 
relevant for directional tuning in other cortical areas remains to 
be established.

The presubiculum (PrS) is the main cortical recipient of head 
direction (HD) information, integrating spatial and visual input 

from areas such as the anterodorsal thalamus, hippocampus, and 
retrosplenial cortex (21–24). It processes HD signals before passing 
them to the downstream medial entorhinal cortex (mEC), which are 
lastly critical for the generation of grid cell firing (25–28). HD and 
grid cell activity are hypothesized to rely on continuous attractor 
networks based on either recurrent excitation or inhibition (29–33). 
While such models use a specific connectivity in abstract feature 
spaces, they largely ignore constraints from the anatomical space. 
Recent studies have shown that spatially defined connectivity for 
HD in Drosophila melanogaster is implemented as a compass-shaped 
network (34). In addition, structured inhibition allows mapping of 
visual directional cues onto this HD circuit (35, 36). Such direct 
correspondence between feature and anatomical space prompts the 
question of whether structured connectivity in mammals follows 
similar organizations (37).

As the superficial PrS exhibits prominent recurrent inhibition while 
lacking recurrent excitation (32, 38), it is the ideal network to identify 
the organization principles of inhibitory connectivity and their im-
pact on local HD computation. Therefore, we studied its connectivity, 
cellular anatomy, and computational capacity through multineuron 
patch-clamp recordings in combination with detailed morphological 
reconstructions. We found super-reciprocal motifs organizing peri-
somatic inhibition along a polarized PV IN axon morphology, a 
functional principle that also largely applies to other IN types. In 
spatial network simulations assuming topographically organized 
thalamic input, this specific structure-function principle demon-
strated a stronger HD tuning of PCs than a blanket of inhibition.

RESULTS
Multipatch recordings reveal heterogeneous distribution 
of synaptic IN connections
In our previous study, we first described the network topology in the 
superficial PrS through multineuron patch-clamp recordings (38). 
In this study, we extended the analysis, focusing on 61 previously 
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recorded clusters (762 neurons), containing various INs and PCs 
patched in close proximity. Upon detailed examination, we found 
that while individual INs in these clusters presented reciprocal con-
nections to multiple PCs, others lacked such high interconnectivity 
(Fig. 1, A and B). To further explore this apparent unequal distribution 
of connectivity, we separated the INs in groups with either zero, one, 
or more than one observed incoming or outgoing connection and 

counted these connections for each group. Out of 132 recorded INs 
in the superficial layers, 42% had zero connections, 20% had one 
connection, and 38% had more than one connection. The latter 
highly connected group of INs accounted for 87% (173 of 199) of all 
detected connections (Fig. 1D). Such a heterogeneous distribution 
could emerge from an IN subtype–specific connectivity. To rule out 
IN diversity as a major source for this heterogeneity, we analyzed FS 
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Fig. 1. Second-order motifs highlight recurrent inhibitory connectivity. (A) Schematic of a cluster of two INs (in blue) and three PCs (in red) with their firing patterns. 

(B) Matrix of current-clamp traces of neurons of the cluster. Four action potentials (AP) were evoked in each neuron consecutively to detect correlated postsynaptic 

responses in the other neurons. Dark blue and dark red traces indicate reciprocal connections of IN #1. Light red and light blue traces indicate absent connections of IN #5. 

PSP, postsynaptic potential. (C) Lines indicate the outgoing (left) and incoming (right) connection probabilities of all INs (blue), FS INs (green), and NFS INs (orange) for 

different distance bins (number of tested connections in each bin: 0 to 50 mm, n = 96; 50 to 75 mm, n = 121; 75 to 100 mm, n = 100; >100 mm, n = 94). (D) Stacked bar plots 

show the relative fraction of INs belonging to groups with either zero, one, or more than one connection (left bar). Numbers indicate the number of cells in each group. 

The adjacent bar shows the relative fraction of connections assigned to each group; numbers indicate the number of connections. (E) Gray box plots indicate the distribution 
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respective motif in the dataset. *P < 0.05, **P < 0.01, and ***P < 0.001; see Materials and Methods for rank-based statistical test.
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INs and non-FS (NFS) INs separately. The classification as FS was 
based on electrophysiological parameters trained on the PV staining 
of a subset of neurons (38). Regardless of whether the INs were FS 
(n = 43) or NFS (n = 89), we still observed that a minority of neurons 
of the respective subtype (FS, 47% and NFS, 34%) were responsible 
for most of the observed outgoing and incoming connections (FS, 
90% and NFS, 85%; Fig. 1D). We further excluded that the probabil-
ity of an IN being weakly or highly connected depended on the 
intersomatic distance or cell depth, i.e., soma distance to slice 
surface, and also excluded slice variability as the major cause for 
the inhomogeneous distribution (fig. S1). Together, the apparently 
skewed inhibitory connectivity is a feature of both IN subsets in the 
superficial PrS.

Presubicular INs form reciprocal connections with PCs 
constituting building blocks of a recurrent inhibitory network
To further investigate this heterogeneously distributed connectivity, 
we focused on the neurons with more than one connection and used 
an advanced motif analysis to quantify the occurrence of distinct 
connectivity patterns (13). We analyzed second-order motifs com-
prising any possible combination of two synaptic connections 
(inhibitory or excitatory and incoming or outgoing) made by an 
individual neuron (10, 39). By comparing motifs from our dataset 
with simulations based on a distance-dependent random connectivity 
(11), we found that the reciprocal, convergent, divergent, and chain 
motifs involving a single IN with two PCs were significantly over-
represented (observed count versus mean random count ± SD: 
reciprocal, 39 versus 18 ± 4, P < 0.001; convergent, 59 versus 27 ± 7, 
P < 0.001; divergent, 59 versus 25 ± 7, P < 0.001; chain, 87 versus 
52 ± 10, P = 0.001; see Materials and Methods for random simula-
tion and statistical test; Fig. 1E). In contrast, complementary motifs 
involving a PC at the center and two INs as partners were found as 
often as expected in random simulations (convergent, 17 versus 
15 ± 5, P = 0.17; divergent, 20 versus 15 ± 5, P = 0.11; chain, 31 versus 
28 ± 6, P = 0.29; Fig. 1E). As the overrepresented second-order motifs 
can be combined into a specific super-reciprocal motif—one IN 
connecting reciprocally to two PCs—we investigated its occurrence 
in the dataset. We found 15 instances of this super-reciprocal motif, 
which is significantly more than expected (observed count versus 
mean random count: 15 versus 3, P = 0.005; Fig. 1E) and present 
in both IN subtypes (FS, 6 versus 1, P = 0.008; NFS, 9 versus 1, 
P = 0.006).

Together, we have found a prominent occurrence of specific re-
current inhibitory motifs in a subset of INs that does not arise from 
subtype-specific or distance-dependent connectivity. In contrast, a 
large fraction of INs does not seem to participate in the local micro-
circuit, which is biologically implausible. Therefore, we hypothesize 
that this could result from a deviation of the principle of blanket of 
inhibition. The observed unequal distribution of IN connectivity may 
arise from a specific directional axon morphology and the sampling 
bias of our multipatch approach that provides recordings from one 
geometrical plane. To investigate this hypothesis in a homogeneous 
population of INs with regard to morphology, physiology, and 
molecular profile, we primarily focused on PV-positive FS cells.

Overlap of PCs with an asymmetrical PV IN axon determines 
synaptic connectivity
We performed additional recordings from FS INs and confirmed 
their neurochemical identity through immunolabeling against PV.  

We showed that almost all were PV positive (28 of 32 recorded FS 
INs, 15 in cluster, 12 in paired, and 5 in single-cell configuration). 
In these experiments, we recorded clusters with multiple PCs but 
only a single IN, optimized to obtain detailed three-dimensional 
(3D) reconstructions (see Materials and Methods and Fig. 2A). The 
axonal arbor of reconstructed PV INs exhibited dense areas of 
collaterals nonuniformly distributed around the PV-positive cell 
body (Fig. 2A). We calculated the density distribution of the axonal 
arbor (Fig. 2B) and observed substantial differences in its overlap 
with PC dendrites and cell bodies (Fig. 2D and fig. S2A). Since this 
heterogeneity in axodendritic overlap likely determines local con-
nectivity between PV IN and PCs, we calculated an axonal overlap 
score based on the colocalization of soma and dendrites of PCs with 
the PV IN axon.

We found that pairs with inhibition, including those with recip-
rocal excitation, were associated with a high axonal overlap score 
(overlap score > 0.1; Fig. 2E). In contrast, pairs with no inhibition 
showed a low overlap score (overlap score < 0.1; Fig. 2E). This pattern 
of inhibitory connectivity is in good agreement with Peters’ rule. 
We observed that pairs with high IN axonal overlap scores also ex-
hibited a markedly higher excitatory connectivity (high versus low 
overlap: 69% versus 19%, P = 0.002, Fisher’s exact test; Fig. 2F). 
Furthermore, most excitatory connections were found in the presence 
of inhibition (71% versus 16%, P < 0.001; Fig. 2F). We hence hypoth-
esize that the establishment of excitatory connections is largely pro-
moted by the inhibitory connectivity and the underlying IN axonal 
overlap, forming the basis for the overrepresented super-reciprocal 
motif found in the network (Fig. 1C).

Presubicular PV INs exhibit a polarized morphology oriented 
toward different directions
To further investigate the asymmetrical axonal distribution, we 
reconstructed PV INs from L2/3 of the mEC (n = 10), which also 
contains spatially modulated cells but exhibits a dense and random 
inhibitory connectivity (29, 40), and compared their axonal mor-
phology to our set of presubicular PV INs (n = 10). Visual examination 
indicated that presubicular PV IN axons showed a polarized spatial 
distribution in contrast to a more radially symmetrical axon of mEC 
PV INs (Fig. 3A and fig. S2, B and C). To quantify these differences, 
we generated 3D polar plots, from which we could calculate mea-
sures of the axons’ deviation from a spherical shape: a polarity index 
and the measure of eccentricity. Both of these demonstrated that 
axons of PV INs in the PrS had a more polarized structure than in 
the mEC (polarity index PrS versus mEC, means ± SD: 10.5 ± 3.6 
versus 6.5 ± 2.8, P = 0.007; eccentricity: 0.7 ± 0.1 versus 0.5 ± 0.1, 
P = 0.009, Mann-Whitney U test; Fig. 3B). The finding of axonal 
polarization poses the question of whether all PV INs are aligned in 
the same direction or whether there is a broad distribution of orien-
tations. To address this question, we recorded and filled six pairs of 
neighboring PV INs in five slices of the PrS (Fig. 3C). Reconstructions 
of these pairs revealed that the long axes of the polarized axons showed 
independent orientations (Fig. 3C). Moreover, when the polar plots 
for 12 PV INs were superimposed (7 from cluster, 2 from paired, 
3 from single-cell recordings), aligned according to anatomical 
landmarks, the axonal distributions evenly covered all directions in 
3D space (Fig. 3D). In summary, while the axons of individual PV 
INs show a high level of polarization, at the population level, they 
can mediate perisomatic inhibition across the presubicular space by 
covering all possible directions.
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Polarized morphology and overlap-dependent connectivity 
rule also largely applies to the heterogeneous group NFS INs
To investigate whether the same structure-function principle applies 
to NFS INs, we reconstructed recorded clusters with a single NFS 
IN and multiple PCs and calculated the IN axonal overlap scores of 

these pairs (fig. S3, A and B). Consistent with the findings for FS PV 
INs, inhibitory connections by NFS INs were associated with a high 
overlap score, whereas pairs with no connections showed low 
scores (reciprocal and unidirectional inhibitory versus not con-
nected pairs, means ± SD: 0.35 ± 0.3 versus 0.03 ± 0.02, P < 0.001, 
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Fig. 2. Spatial overlap of PV IN axon and PC somato-dendritic domain correlates with synaptic connectivity. (A) Representative reconstruction of a biocytin-filled 

cluster composed of a single PV IN (soma and dendrites in black and axon in blue) and six PCs (in red, without axon). Inset (top): FS firing pattern elicited by step current 

stimulation. Inset (bottom): High-magnification confocal image of the biocytin labeling (white) (left) and PV immunological signal (green) in the IN soma (right). (B) Density 

distribution of the PV IN axon (blue gradient) superimposed on the reconstruction of the IN soma and dendrites (in black) and PC somata (red gradient). (C) Scheme depict-

ing synaptic connections and corresponding postsynaptic responses recorded from neurons of the cluster in (A). Excitatory connections are in red, and inhibition is in 

blue. Scale bars, 100 ms (horizontal) and 1 mV (vertical). (D) Bar graph of the IN axon overlap scores for the PCs. Synaptic connections of the PCs with the PV IN are schemat-

ically illustrated below the x axis. (E) Summary box plots of the overlap scores for the PC-PV IN pairs from all recorded clusters. The bars represent pairs with reciprocal con-

nection (blue/red, n = 12), only inhibition (blue, n = 5), only excitation (light red, n = 4), or without connections (gray, n = 21). Dotted line indicates the threshold of 0.1 

separating high and low overlap scores, **P < 0.01 and ***P < 0.001, Mann-Whitney U test. (F) Stacked bar plots show the fraction of excitatory connections (light red, only 

excitation; red/blue, excitation and inhibition) among pairs with low versus high overlap scores (left pair of bars) and among pairs with inhibitory connection versus those 

lacking inhibitory connection (right pair of bars). Numbers indicate absolute counts of pairs in these groups. **P < 0.01 and ***P < 0.001, Fisher’s exact test.
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Mann-Whitney U test; fig. S3B). Similarly, a high axonal overlap 
score was also associated with a higher excitatory connectivity (high 
versus low overlap: 50% versus 6%, P = 0.007, Fisher’s exact test; fig. 
S3C). Despite representing a more heterogeneous group, the axon 
morphology of NFS INs also exhibited strong polarization, as found 
in PV INs (polarity index NFS versus FS, means ± SD: 11.1 ± 7.9 

versus 10.5 ± 3.6; eccentricity: 0.7 ± 0.1 versus 0.7 ± 0.1). Superimposed 
polar plots aligned to anatomical landmarks also showed that NFS 
IN axons are broadly distributed along directions in 3D space (fig. 
S3E). These findings indicate that the identified structure-function 
principle is not only exclusive to PV INs but can also be extrapolated 
to INs of the diverse NFS group.
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Super-motifs organized along polarized PV IN axons prompt 
a computational comparison of different network architectures
Following the structure-function connectivity principle established 
experimentally, we constructed spatial network models implementing 
structured recurrent inhibitory connectivity constrained along the 
extent of the respective perisomatic inhibitory IN axon. We simu-
lated the postprocessing of HD input inherited from the upstream 
anterodorsal thalamic nucleus, a prominent function of the PrS. The 
spatial organization of the thalamic input is as of yet unknown; 
therefore, we modeled the topography of HD preference among PCs 
by Perlin (simplex) noise (Fig. 4A). This allowed us to vary forms 
of input organization between “salt-and-pepper”–like and more 
structured maps (fig. S4C). For the spatial network, we placed 3600 

PCs and 400 INs on a uniformly spaced grid onto a 2D neural sheet 
(900 mm by 900 mm) and connected the cells according to the 
empirically observed connectivity rule (Fig. 4B): PCs within the 
spatial reach of axonal clouds of a neighboring IN were connected 
reciprocally. For the network with spatially structured inhibition, 
we considered polarized IN axons that were approximated by an 
ellipsoid shape with a long axis of 200 mm and a short axis of 50 mm 
(Fig. 4B, left), resembling the morphological reconstructions of PV 
INs. Each IN could thus target a specific subset of neighboring PCs 
defined by its orientation relative to the thalamic input structure. In 
the model, we assumed that the ellipsoids are oriented to maximize 
the diversity of HDs within their spatial reach (see Materials and 
Methods and fig. S4A). As a comparison, we constructed a blanket of 

Polarized

Circular

Polarized CircularNo inhibition

200 µm

0°180°

90°

270°

Polarized

No inhibition
0.72
0.45

0.92
HDI

Polarized
Circular

0.51
0.58

HDI

80 Hz

120 Hz

Fi
rin

g 
ra

te
 (H

z)

150

40

0

100

50

0

80

Fi
rin

g 
ra

te
 (H

z)

Polarized Circular

0.2 0.4 0.6 0.8 10
Head direction index

Fr
ac

tio
n 

of
 c

el
ls

0

0.1

0

0.1 PCIN No inhibition

P
yr

am
id

al
 c

el
ls

In
te

rn
eu

ro
ns

A B

C

E Polarized Circular

No inhibition

25 50 75 100 1250
Correlation length (µm)

0.2

0.4

0.6

0.8

1

0

H
ea

d 
di

re
ct

io
n 

in
de

x

F

D

Circular

Fig. 4. Comparison of polarized and circular IN axon morphology in a spatial network model. (A) Topography of HD preference (colors) among PCs in a model of the 

PrS superficial layers is simulated by 2D simplex noise. (B) Spatial network connectivity is determined by either a polarized or circular IN morphology. Polarized INs are 

oriented to maximize the diversity of HD preferences among connected PCs. Area-equivalent circular INs model an unspecific blanket of inhibition. (C) Firing rates for 

different HDs and HDIs of an exemplary PC [triangle in (D)] and IN [circle in (D)] in the networks of polarized (dotted) and circular (solid) INs. Spatial maps of firing rates 

among PCs (top) and INs (bottom) for networks with no inhibition, polarized, and circular INs provided with exemplary HD input at 0°. (E) Distribution of HDI of all PCs 

(red) and INs (blue) in the above networks with either polarized (top) or circular (bottom) INs. Thick lines indicate the mean HDI of the respective neuron population 

(polarized: PC, 0.83 and IN, 0.44; circular: PC, 0.68 and IN, 0.57). (F) Mean HDI of PCs (red) and INs (blue) in network models with polarized (dark) or circular (light) INs for 

HD input topographies of different correlation lengths (see fig. S4). Vertical line indicates the correlation length (37 mm).

D
ow

nloaded from
 https://w

w
w

.science.org on D
ecem

ber 08, 2021



Peng et al., Sci. Adv. 2021; 7 : eabg4693     16 June 2021

S C I E N C E  A D V A N C E S  |  R E S E A R C H  A R T I C L E

7 of 13

inhibition network with area-equivalent circular IN axons of 100 mm 
diameter. We analyzed the different network models to explore the 
potential computational advantage of the microcircuit architecture 
found in the PrS versus a blanket of inhibition.

Simulation of network activity for different HDs reveals that 
ellipsoid axonal clouds mediate stronger tuning than 
circular axons
Polarized INs suppressed PC firing more effectively at nonpreferred 
HDs and less at preferred HDs compared to circular INs, improving 
the signal and reducing the noise, thereby increasing the HD index 
(HDI) (Fig. 4C and fig. S4B). At the network level, this resulted 
in sharper boundaries between PC populations with different HD 
preferences on the neural sheet in the model with polarized INs 
in contrast to the blanket of inhibition model with circular INs 
(Fig. 4D). Polarized INs themselves developed a broader HD tuning 
compared to circular INs as they sampled from more diversely tuned 
PCs (Fig. 4, C and D). Thus, the disparity in HD tuning between 
PCs and INs was substantially increased in networks with polarized 
compared to circular axon morphology (Fig. 4E). The difference in 
HD tuning via polarized INs depended on the relationship of the 
spatial scale of the input topography to the size of the IN axonal 
clouds rather than on the specific input map [see Materials and 
Methods and fig. S4 (D to F) for an alternative input map]. Notably, 
we observed that the polarized model outperformed the circular 
model at correlation lengths between 25 and 100 mm, the upper end 
corresponding to approximately half of the long axis of the ellipsoid 
axons (Fig. 4F). Together, our simulations indicate that, for a topo-
graphically organized HD input, polarized perisomatic inhibition 
via PV INs can improve computational performance.

DISCUSSION
In this study, we have identified a previously unknown spatial con-
nectivity principle of recurrent inhibition in the PrS of the rat. Micro-
circuits of the PrS are dominated by super-reciprocal connectivity 
motifs organized by the polarized axons of PV INs. The individual 
directions of these axons constrain the interaction of PV INs to specific 
subsets of PCs. Thus, multiple subnetworks can be oriented toward 
different directions within a given anatomical space. We investigated 
the role of this network principle in the context of HD representa-
tion, which has been widely described in vivo in the PrS (25, 26). Our 
simulations demonstrate a substantial advantage of this spatial con-
nectivity rule for the tuning of HD activity given a topographical 
organization of HD input. The combined effort of multineuron patch-
clamp recordings, detailed 3D morphological analysis, and spatial 
network simulations identified a spatially defined connectivity princi-
ple that carries implications for microcircuit computation.

A blanket of inhibition by PV INs is generally assumed in cortical 
areas and relies on symmetrical axon distributions as well as a dense 
formation of synapses according to Peters’ rule (3, 6). This concept 
further explains random reciprocal connectivity between PV INs 
and PCs (18, 29, 41). Dense inhibition and random reciprocity have 
also been described in the mEC, a region downstream to the PrS 
(29, 40). In the PrS, we identified that the spatial extent of polarized 
IN axon morphology underlies the prominent reciprocity between 
PCs and PV INs. Our findings highlight that PV INs can target a 
specific subset of neurons by directing their axonal projections without 
violating Peters’ rule. However, the fact that PV IN axonal overlap 

also predicted the reciprocal excitation by inhibited PCs indicates 
additional mechanisms that govern local IN excitation. The tuning of 
morphology and aligned connectivity likely involve further mecha-
nisms, such as developmental (42) or activity-dependent plasticity (43).

Thus, spatial organization of inhibition allows function-specific 
connectivity. In the visual cortex, connections are preferentially 
established between similarly tuned neurons that serve either feature 
amplification (44) or redundancy reduction (45). While evidence for 
the role of PV INs in tuning of visual input has been controversial 
(14–19), a recent study has demonstrated that the spatial offset be-
tween PCs and INs is directly linked to the tuning of direction selec-
tivity (20). However, the corresponding axodendritic morphology 
and the contribution of PV INs are not resolved. Polarized IN axons, 
as found here, can represent a potential anatomical solution to spa-
tially organized function-specific connectivity. In Drosophila, map-
ping of visual cues onto the HD circuit relies on spatially structured 
inhibition (35). Our results suggest a similar integration of allocentric 
visual information with HD signals supported by structured inhibi-
tion in the mammalian PrS (22, 46). Thus, spatially defined inhibitory 
connectivity could represent an overarching principle to encode and 
integrate directionality of external and internal stimuli.

Since the organization of thalamic and retrosplenial input to the 
PrS is still unknown (21), we used different topographical input 
maps to explore the potential advantage of the modeled polarized 
INs for feature computation. In contrast to radially symmetrical axons, 
polarized axons can sample selectively from neighboring PCs. INs 
connecting to PCs with more diverse HD preferences can enhance 
the directional tuning of the individual PCs. As a further consequence, 
polarized INs become more broadly tuned, as they sample from 
diverse HDs, in line with prior reports showing broad tuning of FS 
INs within the PrS in vivo (25, 26). The observed polar morphology 
provides a means by which local IN tuning could differ substantially 
from a simple average of the surrounding PCs as previously suggested 
(8). Specifically, we postulate that the broad HD tuning of INs in vivo 
emerges from selective sampling of their surrounding HD PCs. This 
hypothesis and the underlying assumptions, such as the spatial 
organization of HD input, should be addressed through future in vivo 
high-density electrode recordings (22).

IN subtypes within the PrS receive distinct thalamic input and 
exhibit various forms of synaptic dynamics, suggesting different 
roles in HD computation (27, 32). However, the reported spatially 
asymmetric connectivity rule is not restricted to PV-positive INs but 
rather applies to PrS INs in general. Thus, our model focused on the 
ability of polarized IN axon morphology to structure connectivity 
and thereby improve HD tuning. How diverse IN types in the PrS 
with their structured connectivity contribute specifically to HD and 
other spatial computations remains to be investigated.

Together, we identified a principle for structured inhibitory con-
nectivity that helps to bridge the gap between anatomical and feature 
space. The microcircuit organization of the PrS exemplifies a devia-
tion from a blanket of inhibition paradigm that can be leveraged for 
improved computation. Thus, we propose that anatomically struc-
tured inhibition can offer area-specific tailored computations (47).

MATERIALS AND METHODS
Animals
Patch-clamp recordings and morphological reconstructions were 
performed on acute brain slices obtained from 19- to 35-day-old 
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transgenic Wistar rats expressing Venus–yellow fluorescent protein 
(YFP) under the vesicular gamma-aminobuteric acid transporter (VGAT) 
promoter (48). Animal handling and all procedures were carried 
out in accordance with the guidelines of local authorities (Berlin, 
T0215/11 and T0109/10), the German Animal Welfare Act, and the 
European Council Directive 86/609/EEC.

Multineuron patch-clamp recordings
For the extended network motif analysis, we reanalyzed our previ-
ously published dataset on synaptic connectivity obtained through 
multineuron patch-clamp (multipatch) recordings in the PrS 
(38). As the superficial layer lacks recurrent excitatory connections, 
it represents an ideal system to study recurrent inhibitory con-
nectivity principles. Thus, we focused on 61 clusters with up 
to eight neurons recorded in the superficial layer (distance to 
pia, <600 mm). For details on motif analysis and random simulation, 
see data analysis.

To correlate detailed morphological reconstructions with electro-
physiological detection of synaptic connectivity, we performed 
additional multipatch recordings with optimized intracellular solu-
tions as previously reported (38): Animals were anesthetized with 
isoflurane and decapitated. The head was submerged in cold artificial 
cerebrospinal fluid (ACSF) slicing solution containing 80 mM NaCl, 
2.5 mM KCl, 3 mM MgCl2, 0.5 mM CaCl2, 25 mM glucose, 85 mM 
sucrose, 1.25 mM sodium phosphate buffer (PB), and 25 mM NaHCO3 
(320 to 330 mOsm), enriched with carbogen (95% O2 and 5% CO2). 
Horizontal 300-mm-thick slices 4 to 5.5 mm above the interaural 
plane were cut on a Leica VT1200 vibratome (Leica Biosystems) and 
then stored in the slicing solution under submerged condition heated 
to 30°C for 30 min of recovery. After the recovery, slices were stored 
in the oxygenated slicing solution for up to 5 hours at room tem-
perature. Patch-clamp recordings were performed in a submerged 
recording chamber perfused with ACSF solution (34°C) containing 
125 mM NaCl, 2.5 mM KCl, 1 mM MgCl2, 2 mM CaCl2, 25 mM 
glucose, 1.25 mM sodium PB, and 25 mM NaHCO3 (310 to 320 mOsm), 
enriched with carbogen (95% O2 and 5% CO2). Somatic whole-cell 
patch-clamp recordings were performed with pipettes pulled from 
borosilicate glass capillaries with 2 mm outer diameter and 1 mm 
inner diameter (Hilgenberg, Germany) on a horizontal puller (P-97, 
Sutter Instrument Company). The pipettes were filled with intra-
cellular solution containing 130 mM K-gluconate, 6 mM KCl, 2 mM 
MgCl2, 0.2 mM EGTA, 5 mM Na2-phosphocreatine, 2 mM Na2ATP, 
0.5 mM Na2GTP, and 10 mM Hepes buffer (290 to 300 mOsm, 
pH adjusted to 7.2 with KOH). To enhance contrast between biocytin 
staining of INs and PCs, we added biocytin (0.7 mg/ml) for IN re-
cordings and biocytin (0.1 mg/ml) for PC recordings. Filled pipettes 
had a resistance of 3 to 7 megohms. We did not correct membrane 
potentials for liquid junction potential. Cells were visualized through 
an infrared differential interference contrast microscope (Olympus 
BX-51WI) equipped with a digital camera (Olympus XM10). INs 
were selected before patching by their VGAT-YFP fluorescence ob-
served in epifluorescence illumination using a 490-nm light-emitting 
diode (LED) light source (Thorlabs). We recorded from up to eight 
cells simultaneously, selecting cells up to a depth of 80 mm beneath 
the slice surface. Series resistance of the recordings was compensated 
using the automatic bridge balance of the amplifier. Recordings were 
performed using four two-channel MultiClamp 700B amplifiers 
(Molecular Devices) in current-clamp mode. Data were low-pass 
filtered at 6 kHz using the amplifiers built in Bessel filter and digitized 

with a Digidata 1550 (Molecular Devices) at a sampling rate of 
20 kHz. The pClamp 10.4 software package (Molecular Devices) was 
used for data acquisition and analysis. To detect monosynaptic con-
nections, we applied the same protocols as in our previous study (38). 
In brief, we elicited four action potentials in each recorded neuron 
consecutively by injecting 1- to 2-ms current pulses of 1 to 2.5 nA.  
Individual neurons were held in current-clamp mode and stimulated 
sequentially in 1-s intervals. Between 40 and 50 sweeps were averaged 
for the analysis. Monosynaptic connections were identified when 
excitatory or inhibitory postsynaptic potentials were tightly correlated 
with the elicited presynaptic action potential within a latency of 3 ms.

Network motif analysis
Motif counting and random simulation
Motif analysis was performed using custom MATLAB-based scripts 
(https://doi.org/10.5281/zenodo.4670433). We summed the number 
of second-order motifs from all neurons that were calculated on the 
basis of the incoming and outgoing connections of each neuron to 
the respective partner cell types (39)

 Number of convergent motifs =   
 Connection  in   * ( Connection  in   − 1)

   ────────────────────  
2

   

 Number of divergent motifs =   
 Connection  out   * ( Connection  out   − 1)

   ─────────────────────  
2

   

  Number of chain motifs = ( Connection  in   *  Connection  out   ) −  

Connection  reciprocal   

 Number of double reciprocal motifs =  

                         
 Connection  reciprocal   * ( Connection  reciprocal   − 1)

    ──────────────────────────  
2

    

To determine whether these motifs occurred significantly more 
often than expected by chance, we simulated 50 recorded clusters 
with the same configuration (14 octuples, 6 septuples, 14 sextuples, 
8 quintuples, 3 quadruplets, and 5 triplets), cell types (226 PCs and 
114 INs), and XY coordinates (11 of 61 recorded clusters from the 
superficial layer were excluded due to missing coordinates) 10,000 times 
assuming randomly distributed distance-dependent connectivity 
(10, 11). The connection probability for each independently estab-
lished connection at the specific intersomatic distance was determined 
by the number of found connections divided by the number of tested 
connections of the respective connection type in the respective 
distance bin (0 to 50, 50 to 75, 75 to 100, and >100 mm; Fig. 1C) as 
reported previously (38). We counted the number of second-order 
motifs from each of these simulations with the same approach and 
compared the number of simulated motifs with the number of found 
motifs from the empirical dataset.
Statistical comparison and multiple hypothesis correction
P values for statistical comparison between empirically found motifs 
and simulated motifs were calculated according to previous studies 
(10, 11). For each motif, we divided the number of simulations of 
our dataset that yielded a higher motif count than the empirically 
observed motif count by the number of total simulations (10,000). 
This represents the P value indicating the probability of the null 
hypothesis being true (H0: “The observed motif count is equal or 
lower to the predicted motif count by the random simulations”). If 
a motif never occurred in the simulation, we set the motif count to 1, 
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which resulted in a P value of 0.0001. To correct for testing multiple 
hypotheses, we applied the Benjamini-Hochberg method, which 
controls for the false discovery rate (49). We sorted the P values for 
n comparisons in ascending order (P1 < Pi… < Pn). The first P value 
at position i with a lower value than i/n * a was deemed statistically 
significant at the a level (a = 0.05). All comparisons with P values 
lower than Pi were also considered as statistically significant.

Single-cell patch-clamp recordings
Single presubicular INs were recorded for the comparative polarity 
assessment, as well as the axonal orientation analyses (Fig. 3, A and C). 
For this, animals were anesthetized (3% isoflurane, Abbott, Wiesbaden, 
Germany) and then decapitated. Brains were quickly removed and 
transferred to carbogenated (95% O2/5% CO2) ice-cold sucrose ACSF 
containing 87 mM NaCl, 2.5 mM KCl, 25 mM NaHCO3, 1.25 mM 
sodium PB, 25 mM glucose, 75 mM sucrose, 7 mM MgCl2, 0.5 mM 
CaCl2, 1 mM Na-pyruvate, and 1 mM ascorbic acid. Horizontal 
brain slices (300 mm thick) were cut using a vibratome (VT1200 S, 
Leica, Wetzlar, Germany). Slices were collected and placed in a sub-
merged holding chamber filled with carbogenated sucrose ACSF at 
32° to 34°C for 30 min and then at room temperature until recording. 
For recording, slices were transferred to a submerged chamber and 
superfused with carbogenated ACSF containing 125 mM NaCl, 
2.5 mM KCl, 25 mM NaHCO3, 1.25 mM sodium PB, 25 mM glucose, 
1 mM MgCl2, 2 mM CaCl2, 1 mM Na-pyruvate, and 1 mM ascorbic 
acid. The bath temperature was set to 32° to 34°C with a perfusion 
rate of 12 to 13 ml/min. Slices were visualized using an upright 
microscope (BX-51WI; Olympus) equipped with infrared differential 
inference contrast optics and a digital camera (Zyla CMOS, Andor, 
UK). INs were identified by their VGAT-YFP signal visualized by 
epifluorescent illumination delivered via a fixed-wavelength LED 
source (l = 514 nm, OptoLED, Cairn Research, UK). A dataset of 
single L2/3 FS INs of the mEC was reanalyzed to serve as a control 
population for the polarity assessment in this study (40). For the 
orientation analysis, respectively two neighboring INs in close 
proximity (<200 mm) in L2/3 of the PrS were recorded and biocytin- 
filled. Whole-cell patch-clamp recordings were conducted with 
electrodes from borosilicate glass capillaries (outer diameter, 2 mm; 
inner diameter, 1 mm; Hilgenberg, Germany) produced by a hori-
zontal puller (P-97, Sutter Instruments, CA, USA) and filled with an 
intracellular solution consisting of 130 mM K-gluconate, 10 mM KCl, 
10 mM Hepes, 10 mM EGTA, 2 mM MgCl2, 2 mM Na2ATP, 0.3 mM 
Na2GTP, 1 mM Na2-creatine, and 0.1% biocytin (adjusted to pH 7.3 
and 315 mOsm), giving a series resistance of 2.5 to 4 megohms. All 
recordings were performed with an Axopatch 700B amplifier 
(Molecular Devices, CA, USA), filtered online at 10 kHz with the 
built-in two-pole Bessel filter, and digitized at 20 kHz (National 
Instruments, UK). Following breakthrough into whole-cell config-
uration, we characterized the firing properties in current-clamp mode 
using hyper- to depolarizing current pulses (a family of −500 to 
500 pA in 100-pA steps, followed by a single step to 1.2 nA, 1000-ms 
duration). Cells were excluded if the resting membrane potential 
was more depolarized than −45 mV, initial series resistance of 
>30 megohms, or >20% change occurred in series resistance over 
the course of the recording. The liquid junction potential was not 
corrected. Electrophysiological data were acquired online using the 
open-source WinWCP software package (courtesy of J. Dempster, 
Strathclyde University, Glasgow, UK; http://spider.science.strath.
ac.uk/sipbs/software_ses.htm).

Visualization of recorded neurons and  
PV immunocytochemistry
Slices were immersion-fixed in a solution containing 4.5% para-
formaldehyde, 4% sucrose and 0.1 M PB (pH 7.4) for a minimum of 
12 hours (overnight) at 4°C. Slices were then rinsed extensively in 
0.1 M PB followed by phosphate-buffered saline (PBS; 0.9% NaCl). 
For visualizing the biocytin-filled neurons, slices were incubated in 
a solution containing avidin-conjugated Alexa Fluor 647 (dilution 
1:1000; Invitrogen, Darmstadt, Germany) in PBS with 3% normal 
goat serum (NGS), 0.1% Triton X-100, and 0.05% NaN3 overnight. 
For immunological staining for PV, slices were first blocked in PBS 
containing 10% NGS, 0.3% Triton X-100, and 0.05% NaN3 for 1 hour 
and afterward incubated with a polyclonal rabbit anti-PV antibody 
(1:2000; Swant, Switzerland) in PBS containing 5% NGS, 0.3% Triton 
X-100, and 0.05% NaN3 for at least 72 hours at 4°C. Slices were then 
rinsed, and a fluorescent-conjugated secondary antibody was ap-
plied (1:1000; goat anti-rabbit immunoglobulin G, Alexa Fluor 405, 
Invitrogen, UK) in a PBS solution containing 3% NGS, 0.1% Triton 
X-100, and 0.05% NaN3 overnight at 4°C. Slices were then mounted in 
an aqueous mounting medium (Fluoromount-G, Southern Biotech) 
on 300-mm-thick metal spacers to prevent shrinkage in the z plane.

Imaging of the slices was performed on a confocal laser scanning 
microscope (FluoView FV1000, Olympus, Japan). First, a low- 
magnification (×4 air immersion, Olympus, Japan) overview image 
was taken to confirm the cellular localization, following a high- 
magnification z stack using a 30× silicon oil immersion objective 
[numerical aperture (NA) of 1.05, UPlanSApo, Olympus] for mor-
phological assessment of biocytin-labeled neurons, using a 643-nm 
diode laser to excite the avidin-conjugated Alexa Fluor 647. To con-
firm PV neurochemical identity and YFP immunoreactivity of 
recorded cells, a high-magnification image (60× objective, NA of 1.2, 
Olympus, Japan) was taken over the soma and proximal dendrites. 
We used a 488-nm argon laser for fluorescent excitation of YFP 
and a 405-nm diode laser for excitation of the Alexa Fluor 405–
conjugated secondary antibody. Images were analyzed offline; for 
details on 3D reconstruction and analysis, consult the “Morphological 
analysis” section.

Morphological analysis
Reconstruction and preparation for analysis of  
reconstructed neurons
A total of 20 clusters each containing five to seven PCs and a single 
IN and five pairs of INs were 3D-reconstructed, tracing them with 
the FIJI (“FIJI is just ImageJ”; https://imagej.net/Fiji) software package. 
Image stacks were registered using the Stitching plug-in (50), and the 
reconstructions were made using the Simple Neurite Tracer plug-in 
(51). For the INs, both dendrites and axons were reconstructed, while 
for the PCs, only the somato-dendritic domains were reconstructed. 
We excluded NFS INs based on electrophysiological parameters and 
a linear discriminant analysis as previously described (38). In prepa-
ration for subsequent analyses, reconstructions were processed in 
the NEURON environment (52). Individual cells and clusters were 
rotated with the superficial layers facing the 12 o’clock orientation, 
with the mEC toward the 9 o’clock and the subiculum at 3 o’clock 
positions. Where necessary, the reconstructions were convolved 
with a 3D Gaussian kernel (xy: s = 3; z: s = 5) to smoothen spatial 
artifacts generated by the semiautomatic tracing process. For cell 
clusters, we additionally measured the intersomatic distances be-
tween reconstructed INs and PCs using the measurement tool in 
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FIJI. As the individual cells were differentially filled, we considered the 
intersomatic distance center to center of the respective cell bodies.
Analysis of reconstructed neurons
To assess the distribution of the IN axons in the anatomical space, 
we generated a density map based on their axonal arbor. For this, 
we calculated the 3D axon length density (axon length in micrometers 
per cubic micrometer) with a spatial resolution of 1-mm3 voxels. The 
center of the cell body was used as the origin of the coordinate system. 
The axodendritic overlap score for neighboring biocytin-filled PCs 
was calculated as the sum of the axonal density values in all 1-mm3 
voxels spatially overlapping with the PC cell body and dendrites. 
We plotted the representation of the IN with the density cloud, using 
mayavi 4.5, a 3D visualization package for Python. Specifically, we 
plotted the density cloud as a volume scalar field and the dendrites 
and cell body using the inbuilt “points3d” and “triangular_mesh” 
functions, respectively.

The 3D polar plots were generated using Python 3.7, the astropy 
4.1 Python package, and mayavi 4.5. For this, axonal densities were 
translated from the Cartesian coordinate system into spherical 
coordinates using the inbuilt astropy “cartesian_to_spherical” func-
tion. The axonal representation was normalized by setting the length 
of the longest vector to the surface to 1, and the data were binned at 
10° segments in the elevation and azimuthal planes. The resulting 
plots were visualized using the “mesh” function on mayavi 4.5. We 
calculated the polarity index from the binned data by calculating the 
sum of the variance as the deviation of the calculated direction vectors 
to the surface from those of a perfect sphere of equal volume and 
homogeneous density. To further quantify the spatial polarization 
of the axons, we approximated their distribution as an ellipsoid and 
quantified their eccentricity. This parameter equates to 0 for a perfect 
sphere and is between 0 and 1 for an oval ellipsoid and can be calcu-
lated as the ratio of the distance between foci and the long axis of the 
spheroid (53)

  Eccentricity =  √ 

___________________________

   1 −   (     
Length of the minor axis

  ───────────────  
Length of the major axis

   )     

2

     

All statistical tests were done using GraphPad Prism 8. To exam-
ine the distributions of our data samples, we tested for normality 
(Shapiro-Wilk’s normality test) and homoscedasticity (Levene’s F test). 
To determine the significance of our samples, we used parametric 
(Student’s t test) or nonparametric (Mann-Whitney U test) statistic 
tests respectively, as indicated in the text.

Spatial network model
Code for the generation, simulation, and analysis of the spatial net-
work is available at https://doi.org/10.12751/g-node.abju0s.
Neural sheet
The 2D spatial network is constructed by placing 3600 PCs in a 60 × 
60 grid and 400 INs in a 20 × 20 grid on a 900 mm by 900 mm neural 
sheet. On the basis of this spatial layout, we infer the synaptic con-
nections using the experimentally observed connectivity rule: Each 
PC covered by an IN’s axon is reciprocally connected to the latter 
(Figs. 2 and 4B). We then compare two connectivity structures: 
directional inhibition by the here-reported polarized axons and a 
blanket of inhibition by circular axons. Polarized axons are modeled 
as ellipsoids with a long half-axis of 100 mm and a short half-axis of 
25 mm approximating the dimensions found in the axonal recon-
structions (see Fig. 3), whereas circular IN axons are represented by 

area-equivalent circles with a radius of 50 mm (Fig. 4B). Conservation 
of the axonal area ensures that the number of synapses and therefore 
the overall amount of inhibition and excitation remain the same in 
both networks, simulating a connectivity principle with comparable 
wiring cost.
Neuron models
PCs are simulated by a conductance-based Hodgkin-Huxley model 
with sodium, potassium, and leak channels. In addition, they re-
ceive a HD-dependent input current IHD(q) and inhibitory synaptic 
currents Iinh

   C  m   v ̇   = −  g  L  (v −  E  L   ) −  g  Na    m   3  h(v −  E  Na   ) −  g  K    n   4 (v −  E  K   ) +  I  HD  

(q ) +  I  inh    

   m ̇   =   0.32 ─ ms     
13 mV − v +  V  T  

  ───────────  
( e    

13 mV−v+ V  T  
 _ 

4 mV
    − 1 ) mV

   (1 − m ) −   0.28 ─ ms     
v −  V  T   − 40 mV

  ───────────  
( e    

v− V  T  −40 mV
 _ 

5 mV
    − 1 ) mV

   m  

   n ̇   =   0.032 ─ ms     
15 mV − v +  V  T  

  ───────────  
( e    

15 mV−v+ V  T  
 _ 

5 mV
    − 1 ) mV

   (1 − n ) −   0.5 ─ ms    e    
10 mV−v+ V  T  

 _ 
40 mV

    n  

   h ̇   =   0.128 ─ ms    e    
17 mV−v+ V  T  

 _ 
18 mV

   (1 − h ) −   4 ─ ms     1 ─ 
1 +  e    

40 mV−v+ V  T  
 _ 

5 mV
   

   h  

INs are modeled as leaky integrate and fire neurons with equilib-
rium voltage veq, threshold voltage vthres, reset voltage vreset, and no 
refractory period

   v ̇   =   1 ─ t   (− v +  v  eq  )  

t 7 ms Time constant

veq −50 mV Equilibrium voltage

vthres −40 mV Threshold voltage

vreset −60 mV Reset voltage
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Synapse models
An inhibitory synapse is modeled as a conductance gSyn, nIE. When 
the corresponding IN spikes, the conductance is increased by 30 nS 
and afterward decays with time constant tSyn. The overall synaptic 
input current for a PC is then calculated from the sum over all 
connected INs

    g  Syn, n  IE     ̇   = −   
 g  Syn, n  IE    

 ─  t  Syn      

    I  Syn   = −  (     ∑ 
 N  IE  

     g  Syn, n  IE     )  (v −  E  i  )   

The IN’s synapses are modeled as voltage synapses. At a presyn-
aptic spike, the membrane voltage of the IN is increased by the ex-
citatory synaptic strength DvSyn = 2.5 mV.
HD input: Topology and the max entropy rule
A potential topography of HD tuning is modeled by a HD-modulated 
input current to every PC. The preferred direction qpref of a PC 
depends on its location on the neural sheet (see Fig. 4B and the Spatial 
organization of HD input: Perlin and pinwheel map section). We con-
sider a static situation, where the HD, i.e., a von Mises distribution

   I  HD  (q ) =  I  baseline   +  I  HD      e   k*cos(q− q  pref  )  ─ 
 e   k 

    

We choose a broad input profile with dispersion k = 2.5 (corre-
sponding to s2 = 0.4), a peak amplitude IHD = 0.6 nA, and an addi-
tional uniform baseline of 0.05 nA.
Choosing the directionality of polarized IN axons: Max entropy rule
The spatial orientation of a polarized IN provides an additional 
degree of freedom. We propose that this axonal orientation is opti-
mized to enhance competition between PCs with different HD pref-
erences and thereby increase the PC’s HD tuning. In principle, this 
poses a complex global and functional optimization problem: Given 
an input map and the locations of all neurons, find the set of axonal 
orientations that maximizes the HD tuning of the PC population. 
Here, we resort to a simpler local and structural optimization. We 
assume that an IN’s axon orientation maximizes the diversity of HD 
preferences within the group of PCs connected to it. In this way, the IN 
mediates reciprocal inhibition between a large set of HD preferences. 
To find the corresponding axon orientation, we maximize the entropy 
of HD preferences among the connected PCs (fig. S4A). To calculate 
this entropy for a specific axonal orientation f, we first determine the 
set of preferred HDs within the connected PCs. From this set of HD 
preferences, we then determine the binned, normalized histogram 
of present HD preferences pq. We use 30 bins, corresponding to a 
bin width of 20°. Next, we calculate the entropy of this distribution

   S  f   = ∑ −  p  q   log  p  q    

The entropy Sf gives a measure for uniformity of probabilities and 
therefore diversity of preferred tuning directions. For each IN, this 

entropy measure is calculated for 30 equally spaced orientations f, 
and the direction of maximum entropy is chosen.
Spatial organization of HD input: Perlin and pinwheel map
As the spatial structure of the thalamic HD input to the PrS is not 
known, we resort to artificially generated HD preference topologies. 
These input topologies are represented as spatial maps of HD pref-
erence: The location of a PC in the neural sheet determines its 
preferred HD. We tested two such spatial maps: a Perlin and a 
pinwheel map.

Perlin/simplex noise is a spatial map originally developed for 
computer-generated imagery of natural textures (54). The organic 
nature of these textures with local correlations has also found appli-
cations in neuroscience (47). By introducing a scaling parameter, a 
Perlin map allows us to vary from a salt-and-pepper topography to 
a spatially structured input topography (fig. S4C). In the used sim-
plex noise implementation (OpenSimplex for Python), neighboring 
points on the simplex grid are a distance of   √ 

_
 2   mm  apart, setting an 

upper bound for spatial correlation on the map. The size of spatial 
structures is varied by scaling the input coordinates of the noise 
function noise2D(x/scale, y/scale). Since simplex noise is centered 
on zero, certain HD preferences are strongly overrepresented. A 
uniform distribution of HDs is achieved by reassigning the sorted, 
previously generated noise values to equidistant values between −p 
and p (47).

To show that the results are robust with respect to the choice of 
spatial map, we also tested a pinwheel map (fig. S4D), originally 
developed as a model for the topology of orientation preference in 
the visual cortex (55). This pinwheel map is generated by assigning 
each PC on the 60 × 60 grid a randomly oriented vector of length 
  √ 
_

 2   / 100 . The orientation of the vector represents the preferred tuning 
direction of the PC. Spatial correlations are created by iteratively 
comparing and adjusting the vectors to their neighbors in a certain 
region, similar to the alignment of nearby magnets. For each vector 
zi, every other vector zj is added if its distance on the grid is closer 
than c/2, subtracted if its distance is within c/2 and c, and disregarded 
otherwise, with c as the scaling parameter. Larger c value leads to 
larger patches of similar HD tuning, while low values of c essentially 
lead to a salt-and-pepper topography. If the length of a vector 
reaches 1, it remains unchanged. This is repeated for five iterations. 
The map is subsequently adjusted in the same way as the simplex 
map to guarantee a uniform distribution of tuning values.
Correlation length
To quantify the size of spatial structures on these input maps, a cor-
relation length of HD preference is calculated (fig. S4, C and D). For 
every possible grid-wise displacement of the map to itself, a circular 
correlation is calculated from the overlapping region (Python package 
pingouin). Note that the distribution of input directions is uniform 
at least for the entire map and close to uniform for large subsections, 
requiring an adaptation of the circular mean for uniform distribu-
tions (56). The acquired correlation values are binned by their re-
spective displacement distances and averaged per bin with a binning 
width of 3 mm. The resulting mean autocorrelation per distance is 
fitted by a single exponential function, leading to the correlation 
length. Averaging the correlation length for the 10 different input 
maps generated per grid scale leads to the correlation length scale 
in Fig. 4F.
Analysis of HD tuning
The full network of 3600 PCs and 400 INs is simulated for 1 s using 
the spiking network simulator Brian 2 (57) in conjunction with the 

tSyn 1 ms Synaptic time constant

DgSyn 30 nS Synaptic strength
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parameter exploration package pypet (58). Three different network 
setups are compared: polarized INs, circular INs, and a control net-
work without synaptic connections (Fig. 4B). We test 24 spatial input 
map scales resulting in input maps from a correlation length of zero 
with salt-and-pepper topography up to a correlation length of 125 mm 
where the spatial topography is larger than the long axis of the 
polarized INs. Note that, for each input map, the axonal directions 
of the polarized INs have to be adjusted according to the maximum 
entropy rule. For each input map scale, the three networks are sim-
ulated for 12 different HDs and 10 input map instances each (fig. S4). 
From the interspike intervals, a firing rate is calculated for each 
neuron. The tuning of the network is analyzed by calculating the 
HDI (see the “HD index” section) for each individual neuron (Fig. 4C), 
excluding those with a distance of less than 100 mm from the edge of 
the sheet to counteract border effects. Next, the distribution of HDIs 
of the excitatory and inhibitory populations with their respective 
means is computed for each map (Fig. 4E). Last, for each input scale, 
10 different input maps are used to determine the average and SD of 
these mean HDIs and compare their behavior when varying the input 
topography (Fig. 4F). The correlation length corresponding to this 
input scale is also averaged across the 10 maps, as described above.
HD index
The HDI is used as a measure of the sharpness of individual cell 
tuning (59). It is calculated by constructing a vector in each of the 
12 input directions fi with its length equal to the associated firing 
rate of the cell fr(fi) in that direction

    z  i   = fr( ϕ  i   )  (   
cos( ϕ  i  )

  
sin( ϕ  i  )

   )     

The vectors are normalized by the sum of all firing rates and 
added together, forming a tuning vector that points in the direction 
of preferred tuning

  z =   
 ∑ i    z  i   

 ─ 
 ∑ i     fr( f  i  )

    

The tuning vector length ∣z∣ indicates the sharpness of this par-
ticular neuron tuning, increasing from zero (no tuning to HD) to one 
(only firing in one direction).

SUPPLEMENTARY MATERIALS
Supplementary material for this article is available at http://advances.sciencemag.org/cgi/

content/full/7/25/eabg4693/DC1

View/request a protocol for this paper from Bio-protocol.
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