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� | Introduction

�.� Motivation
Over the last decade image guided systems have improved radiation therapy [Verellen et al.,
����]. Image Guided Radiation Therapy (IGRT) is state of the art in daily clinical routine. The
aim of IGRT is to identify deviations of the patient’s anatomy of the day from the planning situa-
tion. These deviations are distinguished between interfractional (deviations between fractions,
due to weight loss or tumor shrinkage) and intrafractional (deviations during a fraction due to
e.g. breathing motion or di�erent �lling levels of organs) [Schwahofer und Jäkel, ����]. Through
IGRT, more precise and therefore safer radiation therapy can be delivered with tighter safety
measures [Sterzing et al., ����].
Towards this purpose, various image modalities are employed. Currently, X-ray imaging is the
most ubiquitously utilized modality, but in some institutions, Ultrasound (US) has been intro-
duced already for several reasons [Fontanarosa et al., ����, Kuban et al., ����, Langen et al.,
, Western et al., ����, Harris et al., ����]: US is a real time imaging modality, providing high qual-
ity soft tissue contrast while also being free of radiation exposure. The approach to Ultrasound
guided radiation therapy (USgRT), therefore, dates back several years. First attempts have shown
that a control loop between image acquisition and treatment can be closed [Martin. F. Fase, ����].
As a result, a multi-leaf collimator (MLC) was able to be controlled bared on US image data [Hsu
et al., ����, Ipsen et al., ����a]. This preliminary work suggests that adaptive radiotherapy using
US is achievable and could reduce existing safety margins [Chandra et al., ����]. In addition a
comparison between US guided and cone beam guided ultrasound, the accuracy of positioning
using ultrasound was signi�cantly increased [Boda-Heggemann et al., ����], although it have
some systematic di�erences [McNair et al., ����] .
A central concern to USgRT is the handling of the US probe during radiation therapy. Especially
for untrained persons, US is a challenging modality that requires specialized knowledge and
skills. In general, the US probe must be guided manually by a person in order to achieve the
desired US image plane. This is impossible during radiation therapy due to radiation in the
treatment room. Elekta Clarity Autoscan, as one of the already available systems avoids the

��
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complexity of US positioning and relies on a simple static support in a transperineal US [Fonta-
narosa et al., ����]. The system is speci�cally designed for the treatment of the prostate and is
being tested for cervical cancers [Mason et al., ����], as well, since the selected image plane is
not a�ected by bony structures or air. However, in vivo trials have shown that this methodology
is prone to poorly placed US probes or to patient movement [Grimwood et al., ����].
Especially in the abdominal region, respiratory movements cause surface movements, which
makes using static holders impossible. Therefore, the use of tactile robots were investigated,
which are capable of maintaining the connection between the patient and the US probe. Al-
though [Priester et al., ����] have shown a general plausibility, the successful implementation
of USgRT in treatment has yet to be fully developed. Hence, various di�erent ways of USgRT
utilization have been reported in the literature, ranging from self-developed robots [Salcudean
et al., ����, Tutkun �en et al., ����, Sen et al., ����] to adaptions with commercial robots [Ipsen
et al., ����]. An overview is given in [Fontanarosa et al., ����, von Haxthausen et al., ����]. Today
the highly innovative topic of robot assisted [Gerlach und Schlaefer, ����] and image guided
interventions [Unger et al., ����] not only includes robot assisted US imaging [von Haxthausen
et al., ����, Priester et al., ����] but also focuses in a variety of scenarios, such as long-term
motion monitoring [Ipsen et al., ����] and scanning applications [Abbas et al., ����, Aalamifar
et al., ����, Chen et al., ����].

Unfortunately, these approaches cannot yet be translated into clinical practice and applied to
patients. A key holistic approach that links the individual components is missing. This includes
the integration of the di�erent modalities, as well as, a general description of a clinical work�ow
including the integration of robot control, as well as, registration of the imaging modalities in
the Graphical User Interface (GUI) of the irradiation devices.
Furthermore, no safe human-robot-interaction (HRI) has yet been developed and formulated
for this purpose. Existing research is lacking control possibilities to dynamically adjust the
Breathing and motion compensation (BaMC) and to correct a desired US plane in the process.
Furthermore, there is a lack of adequate methods to position the US probe e�ciently, rapidly
and precisely on the patient. Critical questions regarding the safety of such an approach remain
unresolved. For example, there is no proof of the forces acting at the patient during BaMC and
whether these forces can be maintained at a constant level.

However, once these challenges are solved, a robotic US application can be rolled out for most
US applications. Anatomical structures already potentially demonstrated are primarily the
prostate and liver [Fontanarosa et al., ����, Schlosser, ����, Western et al., ����, Kuhlemann
et al., ����], but the kidney [Schlosser, ����], cervix [Mason et al., ����] and pancreas [Fuss
et al., ����] are also possible. In addition, other diagnostic robotic US examinations are also
conceivable, as shown in [Virga et al., ����]



�.�. OPEN CHALLENGES ��

�.� Open Challenges
Several fundamental problems need to be resolved in order to actualize the clinical application
of USgRT. The following challenges have been identi�ed for this thesis:

C�: Integration of modalities

A seamless integration of all necessary hardware and software components is vital to
attain a holistic USgRT approach. Consequently, a key challenge is to establish a cross-
platform communication. Interoperability covers everything from sensor data acquisition
and evaluation, to the resulting outputs of robot movements.

C�: Clinical work�ow

USgRT has a complex interaction of di�erent hardware and software components, con-
trolled and managed by human collaborators. Ensuring a time e�cient and proper work-
�ow is fundamental for clinical application. This includes the development of a general
user interaction concept based on a user interface as well as control concepts of the robot.

C�: A clinically-usable, robot-guided US acquisition:

A core requirement for USgRT is a stable and continuous US image acquisition. It requires
a permanent connection between patient surface and US probe. This connection is essen-
tial to prevent air-introduced total re�ections that cause image information to be missed.
For abdominally-located US probe positions, respiratory motions a�ect the connection
and the US probe have to track the patient surface. This is commonly referred to as BaMC.
In addition to clinical application, remote manipulation of the US probe during BaMC is
crucial and one of the key challenges.

C�: Safe Human Robot Collaboration (HRC):

In general, HRC are individually adapted and implemented for di�erent applications. Par-
ticular care must be taken when implementing direct contact with humans. Meanwhile, it
still remains unde�ned how such an application should be implemented and whichmech-
anisms need to be included. Therefore, the challenge is to �nd a safe way of handling the
robot in order to protect the patient. This includes mechanisms for collision detection
and avoidance, as well as, measures to reduce emergency situations.

There has already been some progress made in addressing these challenges, and their subse-
quent approaches.In particular, the BaMC is frequently applied to newer technologies and in con-
tinuous development, from individual and specially-adapted proprietary robots, to commercial
lightweight robots. Especially through the latter, medical robotics is experiencing a renaissance.
By eliminating the need for hardware proprietary developments, interfaces can be de�ned and
software concepts and components can be exchanged. With this development, the focus is now
increasingly shifting towards programming and testing. In this work, new techniques for force
estimation and measurement have been considered decisively, enabling the implementation of
new algorithms with increased patient safety.
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In addition, open source scienti�c platforms such as Medical Imaging Interaction Toolkit (MITK),
provide an interface for networking medical devices that facilitate the modular integration of
new features in an existing software platform. For instance, the fusion of US and tracking system
enabled an application, including work�ow, for an image-guided needle biopsy. This example
exhibits how existing platforms make both C� and C� feasible. They can serve as a common
thread but always require adaptation to the hardware components that are still missing.

However, it is important to emphasize that while the identi�ed challenges can be considered
individually, they are directly and indirectly related to each other. Essentially, they are inter-
related and mutually dependent. The greatest challenge is, therefore, to review the individual
challenges as a whole and to solve them interdependently. It is precisely this holistic approach
that is neglected in current publications, but which is quintessential for the future of USgRT in
clinical application.

In addition to the above challenges, additional challenges exist that are necessary to developing
a holistic approach to USgRT, but are not part of this work. This includes, for example, image
evaluation and calibration. This is because these challenges �rst require clari�cation of how
the robot and US probe can be safely applied to the patient. The primary goal for this work is
to solve the challenges of C�-C� in correspondence with and in relation to each other.

�.� Objectives
The primary objective of this thesis is to solve the challenges of C� - C�. In order to accomplish
this, fundamental approaches arise that can be formulated as the following objectives.

O�: The integration of required components for a clinical implementation of USgRT into existing
platforms.

The purpose of this work in relation to O� is to show that di�erent modalities can be
integrated and combined by means of suitable interfaces. In addition, the combination
of these modalities while using a suitable user control enables a future clinical work�ow.

O�: A continuous US imaging by using a commercial lightweight robot with an implemented
BaMC.

The purpose of this work in relation to O� is to exhibit, that stable imaging can be achieved
using lightweight robots and associated software. This further includes remote manipu-
lation of the US probe, both in translation and in orientation, as well as, the maintenance
of a constant contact pressure.

O�: Finding and implementation of safety measures that allow the robot to be used in patients.

The purpose of this work in relation to O� is to demonstrate that a secure application
can be established in the context of HRI. This includes the safety of the sta�, as well as,
the patient. For the latter, in particular, occurring forces and risks for the patient due to
collisions or large forces need to be detected and prevented.



� | Material and Methods

Disclosures to this work:

The core idea of this work grew out of my bachelor and master thesis [Seitz, ����].
Some of those developed functions where used and modi�ed. During my Ph.D., a
systematic improvement of all aspects, as well as, comprehensive validations, of
the preliminary work, have been performed in addition to the presented. In case
functions of the master thesis have been used they were cited with [Seitz, ����].

Parts of this work (section �.�.� and section �.�) been published in:

PeterKarl Seitz, Beatrice Baumann, Wibke Johnen, Cord Lissek, Johana Seidel,
Rolf Bendl. Development of a robot-assisted ultrasound-guided radiation
therapy (USgRT) Int J CARS ��, ���–���, December ����. doi: ��.����/s�����-
���-�����-y

�.� Fundamentals

�.�.� State of the art

[Gerlach und Schlaefer, ����] presents an up-to-date review of robotic systems used in radiother-
apy and radiosurgery, as well as research. Detached from radiotherapy, [von Haxthausen et al.,
����] presents current systems in medical robotics in the context of Ultrasound (US) imaging.
Concepts based on additional imaging modalities are considered in [Unger et al., ����]. Older
reviews of robotics in US guided radiotherapy are shown in the related works of [Fontanarosa
et al., ����] and [O’Shea et al., ����] and in [Priester et al., ����].
From the above publications, it can be seen that especially in the beginning the use of self-
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developed robot systems were focused on [Tutkun �en et al., ����], but meanwhile now available
commercial robot systems, like the robot also used here, are increasingly used [Ipsen et al., ����].
Previous publications show more basic evidence, such as multi-leaf collimator (MLC) tracking.
More recent questions address the clinical practicality of the systems [Sen et al., ����, Elek et al.,
����]. [Camps et al., ����], for example, provides a work�ow for application to the prostate.
In particular, this work highlights that for future use of the system, US acquisition should be
operator independent. Additionally, this work considers the adjustment of beam angles to avoid
collisions. A systematic approach to usability for telemanipulation of an US probewas presented
by [Giuliani et al., ����].
US based robotic assisted applications apart from radiotherapy include needle insertion
[Priester et al., ����, Esteban et al., ����]. Other applications are located in diagnostics such as
abdominal aneurysm scans [Virga et al., ����]. An overview of these robotic arm assisted sonog-
raphy systems and their potential clinical applications is provided [Swerdlow et al., ����]. A
recent application resulted from the Corona-induced distancing between physician and patient.
Thus, [Akbari et al., ����] could show how such a system can be used in this scenario.

Placement strategies

There are several aspects to consider for the placement of the US probe. For example, [Wu
et al., ����] shows the e�ect of the US probe on therapy planning, as the US probe within the
irradiation beam is associated with a signi�cant reduction in dose. An alternative US probe as
presented by [Schlosser et al., ����] is currently still under research and therefore not consid-
ered for this work. However, according to [Gerlach et al., ����b, Gerlach et al., ����a], the plan
quality can be maintained by selecting suitable beam directions and a suitable US probe posi-
tion.
Placement of the US probe in a clinical context has not yet been conclusively resolved in the
literature, and only sparse information can be found on how to bring the US probe to the pa-
tient. [Lediju Bell et al., ����] show a repeated placement of the US probe, but with di�erent
contact pressures during the trial. In [Ipsen et al., ����] a semi-autonomous method using a
game controller is described, but not further validated.

Scan

There are various methods for creating three-dimensional US images. In addition to specially
built �D transducers [Huang und Zeng, ����], three-dimensional volumes can also be recon-
structed using �D transducers and a displacement of these. Following methods involves robot
guidance for this purpose.
[Graumann et al., ����] describe in their work a scanning motion based on surface data to create
a volume of interest. Other possibilities are described by [Huang et al., ����] and [Jiang et al.,
����], which are limited to immobile body regions, such as the forearm. Newer methods use,
among other things, an additional force sensor [Chen et al., ����] to align the image plane or deal
with network problems and synchronization issues [Abbas et al., ����]. In recent publications,
however, combined approaches based on a master-slave method and haptic input devices can
also be found [Geng et al., ����].
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�.�.� US Systems
The development of US goes back to the piezoelectric e�ect [Pollet, ����] discovered by Pierre
and Jaques Curi. Modern US devices use this e�ect to send sound waves into the body and
measure the response time. Re�ections from organ boundaries allow a two-dimensional image
to be acquired with a typical B mode ultrasound. For more in-depth insights into US, the books
[Barnett und Morley, ����, Jürgen Debus, ����, Hassani, ����] are recommended. Since this
work does not include any image evaluation and processing, only e�ects that arise during the
positioning of the US and thus must be considered for the Ultrasound guided radiation therapy
(USgRT) will be discussed here. Mainly, for the ultrasound image, the artefacts caused by the
functional mode have to be taken into account. As shown by [Barr et al., ����], air in particular
plays a crucial role, since total re�ection occurs due to the very high impedance. This means
that sound cannot be generated behind air and thus represents the reason for the required
contact pressure of the transducer to the patient surface and the intended use of the robot.
Furthermore, it also shows limitations for USgRT. For example, the lungs cannot be examined
by US. There is also a similar reduction in the quality of the image with bony structures. These
re�ect the sound due to their high density and thus hide posterior structures [Barr et al., ����].

The given limitations restrict the investigation area of US, however [Noble und Boukerroui, ����]
could show in their survey, that computer-assisted segmentations of several organs: Breast,
prostate, kidney, gall bladder and liver are possible.

�.�.� Tracking
Tracking systems enable objects to be positioned in space with sub-millimetre accuracy. For
this purpose, the Polaris Spectra used in this work is based on two infrared cameras. These are
arranged at an angle to each other and take synchronously images. In this system, the tools
to be tracked are equipped with a so-called rigid body. This contains three or more re�ective
spheres, which are detected in both camera images. The spatial assignment is done by triangu-
lation based on the arrangement of the spheres.

Di�erent calibration methods are used to de�ne the transformation between rigid body and
desired position on the tool. In the context of US, The transformation between US image plane
and rigid body is searched and there are a few examples for calibration methods in this regard
[Muratore und Galloway, ����, Bø et al., ����]. Based on these basic methods, there is an open
source platform which allows calibration based on a tilting motion of the USimage [Moult et al.,
����]. In robotic US image calibration, automatic calibration procedures are also demonstrated
[Aalamifar et al., ����, Zhukov, ����].

�.�.� Robot motion planning
In this section, the aspects relevant to robot control are reviewed. It is important to note that the
concepts and implementations de�ned here are speci�c to the KUKA lbr iiwa Med lightweight
robot used and are therefore not necessarily valid for other robot systems. For example, this
robot has seven axes and thus seven controllable degrees of freedom, which enable it to perform
additional movements compared to other industrially used robots. The axis labeling, as well as,
the arm components of the robot are numbered consecutively starting with the robot base up to
the �ange. The end joints �, � and � are summarized in this context as hand, �,� and � as arm and
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� and � as shoulder. The robot is programmed using the Sunrise OS development environment
provided by the manufacturer. In the following, subject terms required for programming are
placed in their context:

Programming Sunrise OS: Sunrise OS is an Eclipse based development IDE for Java pro-
grams especially for the robot. The development environment o�ers possibilities to access
for example the safety control and objects of the robot.

SmartPad: The SmartPad is an interaction device to control the robot. It is not necessary
for the medical version of the LBR, but the SmartPad can be used to store robot positions
(frames). Additionally it can be used to start or test programs. Furthermore, the robot
can be controlled manually via the SmartPad, whereby manual in this case means that
individual axes can be moved with the help of buttons. This is altogether called jogging.

handguiding: An alternative for jogging the robot is the so-called hand guiding. Here, foot
or hand switches are used to adjust the compliance of the robot so that it can be guided
directly by hand. If the work refers to hand guidance, then this method was used and not
the jogging via the SmartPad.

Robot pose: The joint position of the robot at a point in time is called the robot pose.

Frames: Similar to the robot pose, a frame stores this information (cartesian axis informa-
tion: X,Y,Z,cartesian rotation in Euler angle: –, —, “, r). In contrast, the frame stores both
the orientation and the spatial position, as well as, in the case of the KUKA LBR iiwa med
the redundancy angle r. Frames can be applied to any points or objects in space and serve
as a reference for the robot as to which coordinates are to be approached with which ori-
entation. Frames can be related to each other and built up hierarchically. This means that
a child frame can describe a transformation to a corresponding parent frame. The de�ned
frames can be reached by the robot (�ange coordination system (CS)) or with an connected
tool frame.

Tool: The objectmounted on the �ange is called a tool in robotics. For easiermanipulation
of the tool, a corresponding Tool coordination system (TCS) can be de�ned on it.

Motions: An implemented robot motion in Sunrise OS is composed of �ve key compo-
nents: �. What is being moved? For example, the tool or the robot �ange �. How is moved?
Synchronously or asynchronously. In a synchronous movement, the next line in the pro-
gram follows only after the robot movement is completed; in an asynchronous movement,
the robot program continues to run in parallel with execution. �. How to move? In this
work we mainly distinguish between point to point and linear movement. �. Where should
the robot move to? Here an axis position as well as a target frame can be transmitted and
�. Additional parameters such as abort conditions, speed and acceleration settings. It is
important for programmed movements that the movement path is unpredictable and is
speci�ed by the robot controller. However, for the same trajectory (same velocity, same
coordinates), motions are repeatable.

Point to point: A point to point movement describes a movement in the axis space of the
robot. The axis angles of the target pose and the current pose are interpolated linearly. The
robot therefore starts all joints at the same time and ends the movement of all involved
joints at the same time.
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Linear movement: In a linear movement, the motion planning is done in Cartesian space.
This can be done from the TCS and thus in relation to the current tool position as well as
in the world coordinate system. The calculation of the axis changes of the robot necessary
for the linear movement are also determined by the internal control.

Null space movement: Due to the seventh axis and the associated degree of freedom, a
so-called null space movement can be performed. In this case, both the position and the
orientation of the tool in space are maintained. Only the joint position of the robot is
changed. This null space motion is speci�ed via the axis value of the third axis.

Force estimation: The KUKA LBR iiwa has an internal force estimation. This means it can
specify a force estimate based on its torque values of the individual axes. This can be
applied to any frames connected to the robot. For example the Tool Center Point (TCP).

Impedance: This force estimate allows it to implement compliance. This can be done using
spring constants and can be related to both Cartesian axis space (Cartesian impedance)
and joint axis space (joint impedance). The general concept of Cartesian impedance and
the underlying robot developed by DLR are presented by [Albu-Schä�er und Hirzinger,
����].

Singularities: For the freedom of movement of the robot it is important to pay attention
to so-called singularities. These prevent a movement along one or more Cartesian axes as
soon as two robot axes are colinearly aligned.

Smart servo: In addition to the conventional motion commands point-to-point (PTP) and
linear (LIN), there is also the possibility to send cyclic position updates to the robot. The
robot then dynamically changes the currentmotion control immediately and sets the trans-
mitted value as the new target coordinate. In Sunrise OS, direct smart servo control can
be used here (transmission rates up to � kHz), for axis control as well as a smart servo LIN
motion for Cartesian coordinate transmission in the �� Hz range.

Break conditions: To abort a motion, abort criteria can be de�ned. For example, the
robot’s internal force estimate can be used for a spatial force condition, which then mon-
itors the spatially acting force on the previously transmitted point during the motion. Al-
ternatively, the joint moments of the robot can be monitored. In addition to termination
conditions, the conditions can also be used to initiate a motion.

Atomic monitoring functions: In addition to direct monitoring of motion commands, AMF
can also be de�ned in the robot’s safety controller, which, for example, monitor Cartesian
velocity or torques and pause robot control if threshold values are exceeded. AMFs are
also used for switching between manual guidance mode with foot switch and the normal
application.

human-robot-interaction (HRI): In this work, HRI refers to interacting with the robot to
transmit motion commands. That is, for example, haptic gestures are used to start a mo-
tion. Once the motion is started, however, it occurs without any further action on the
operator side.

Human Robot Collaboration (HRC): In contrast, HRC refers to direct collaboration between
robots and humans in solving a task. In this thesis, HRC describes the interaction of the
robot between the patient and the robot. This means the de�nition includes not only pure
collaboration, but also acting on humans.
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�.�.� Safe Human Robot Collaboration (HRC)
Safe human-robot interaction is a vast �eld with various concepts and techniques. Basic ap-
proaches used in this work are mainly inspired from [Lasota et al., ����] and [Haddadin, ����]
and validated by the [ISO/TS �����:����, ].
Starting with the work of [Lasota et al., ����], which considers four key aspects:

• Safety through control: This describes the safety aspects that are possible on the basis of
the robot controller and, in addition to pre- and post-collision, also includes a considera-
tion of the speeds that are applied and the safety areas that have been set up.

• Safety throughmotion planning: In simple terms, this concept describes the avoidance of
collisions with people by avoiding them as widely as possible.

• Safety through prediction: This paradigm assumes that both the human action and the
robot action are predictable. Thus, the robot can react to the human’s movements and
vice versa.

• Safety through consideration of physiological facts: This addresses the desired behaviour
of the robot and the associated sense of security.

[Haddadin et al., ����] provide basic methods for handling collisions with robots. They use an
event pipeline for this purpose, which utilizes the context as well as available signals (e.g., axis
values, force measurements). These are used in each of the � states of a collision presented
by them. The pipeline starts in the pre collisions phase and ends in the post collision. In the
beginning, the detection (phase �), identi�es the presence of a collision. This is followed in
the isolation (phase �) by the determination of the a�ected area (e.g. contact link). Additional
parameters such as the direction of the force are then aggregated in the identi�cation (phase
�) and evaluated in the classi�cation (phase �). This determines which parameters were associ-
ated with the collision (e.g. accidental, intentional). This classi�cation then provides the basis
for triggering a suitable reaction (phase �).

The legal regulations are speci�ed by [ISO/TS �����:����, ]. This describes general safety re-
quirements and speci�es the forces that are still allowed for various body segments. It should
be noted, however, that this standard is primarily intended for industrial applications and that
the limits speci�ed here can certainly cause injuries (e.g. haematomas).

Force sensing and recognition

The determination of forces acting on the robot or its tool can be done in di�erent ways. In this
thesis, two approaches were used. First, the internal force estimation of the robot was used. This
provides an estimated force value for any point connected to the robot, e.g. the TCP. These values
are provided together with the measurement inaccuracy, which can be signi�cantly increased
at positions close to the singular, as well as, in the elongated state [Kuhlemann, ]. The exact
implementation of the estimation is hidden, but can be done according to the methodology
demonstrated in [Gautier und Jubien, ����].
In particular, to determine the force acting on the tool, special force and torque sensors are used.
For the factors acting on the sensor, such as its own weight and acceleration, various calibration
methods have been created using mathematical approaches [Gámez García et al., ����, Gong
et al., ����], up to methods of deep learning [Oh et al., ����]. A completely automated process
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is presented by Garcia [Gámez García et al., ����]. In addition to existing force sensors based
on the electromagnetic piezo e�ect, there are also methods that use optical wavelength[Chen
et al., ����].

Collision Detection

For the above described necessary and possible collision detections [Haddadin et al., ����] there
are di�erent approaches described in the literature. Besides the already shown solutions based
on force sensors, there is also the possibility to use the axis values of the robot to detect colli-
sions and to estimate the collision point [Popov et al., ����]. For this purpose, newer approaches
using neural networks [Sharkawy und Aspragathos, ����] are also investigated. Additionally, a
pre-collision detection based on camera data can be performed [Beyl et al., ����].
However, it can be generally said that there is still no universal solution to these problems and
it always requires an application-speci�c approach.

�.�.� Medical Imaging Interaction Toolkit (MITK)
MITK is an open source medical imaging program developed at the German Cancer Research
Center[Nolden et al., ����], written in C��. It combines the two libraries VTK and ITK and contains
various image processing tools but also interfaces for the integration of imaging hardware. It
is divided into modules, which bundle e.g. �lter operations or more abstract methods, and
plugins, which provide a graphical representation for the interaction with the �lter andmethods
implemented in the modules. The integration of existing functionality can be done either via
micro services or through the direct integration of individual modules.
The following basic functions required for a USgRT application are already available in Medical
Imaging Interaction Toolkit (MITK):

• Image guided Therapy (IGT): MITK contains mechanisms for easy integration of IGT [Franz
et al., ����] . This also includes �lter operations and graphical user interfaces for image
registration and setup (connection of tracking device).

• US Support: Real time ultrasound support was realized by [März et al., ����].

• OpenIGTLink The interfaceOpenIGTLink is used for communication and part of th openigtlink
module [Klemm et al., ����].

�.�.� Preliminary work
Functionality for the application is based on own developments from [Seitz, ����] . The existing
application contains the following essential functionality for the USgRT:

• Robot control: Basic integration and connection of the robot inMITK based onOpenIGTLink
according to [Tauscher et al., ����].

• Experimental Breathing and motion compensation (BaMC): A simple experimental BaMC
was implemented with control capabilities during compensation, but without veri�cation
of functionality or safety.

• image processing: A fusion of tracking and image information was realized by applying
created �lter operations. The spatially resolved images were then further used for the
rendering of �D ultrasound images.
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�.� Clinical scenario
USgRT is a broad subject area that encompasses many components, people, and techniques. As
can be seen from the challenges (�.�), the main focus of this thesis is on safe control of the robot
when having contact to the patient. This issue cannot be solved separately from other tasks (e.g.
image processing, tumor identi�cation, patient registration). In order to take a holistic approach,
an experimental setup (�.�.�) and a potential clinical work�ow (�.�.�) were designed.

�.�.� Experimental Setup
The experimental setup re�ects a simpli�ed USgRT con�guration. Figure �.� shows the corre-
sponding setup including the spatial assembly. Core component is a lightweight robot (�) and
its control unit (�) used together with the US probe (�e) mounted on the �ange. The US probe
mount further includes the force sensor (�b). The robot is mounted on a mobile stand (�). An
Acuson, S ����was used as the US device (�). The US image streamwas captured and transferred
to the control computer via an Epiphan frame grabber (�). A conventional table was employed
instead of the Linear Accelerator (LINAC) table as a support for the phantoms and volunteers
(�) used. The position and orientation of the US probe is tracked by an NDI, Polaris Spectre (�)
camera system. The force sensor (�b) is supplemented by the network box (�), which transmits
the measured values. Devices �-� represent the treatment room setup. In addition to the treat-
ment room setup, there are also the control components: control computer (��) and joystick (��).
These form the necessary telemanipulation instruments for the control from the outside of the
bunker. For the experiments in this thesis, however, they were not spatially separated.
In detail, the following components were used:

� Lightweight robot - KUKA, LBR Med �� R���: The robot used is the LBR Med, a lightweight
robot from KUKA. It is specially optimized for HRI in the medical �eld. With its � axes, it
allows not only translational and rotational manipulation of the tool, but also an alterna-
tive axis positioning with a constant tool position. Furthermore, an internal axis torque
measurement enables a sensitive force estimation, which allows the robot to react to the
user’s touch.

� Robot control computer - KUKA, Sunrise Cabinet Med: The sunrise cabinet controls and
pilots the robot motion. It is connected to the remote control computer (��) via Ethernet.

� Tool: The US probe holder is composed as follows, starting from the view of the �ange:

(a) Mounting plate - DKFZ: This in-house developed and �D PLA printed mounting plate
connects the robot �ange and the force sensor.

(b) Force sensor - Schunk, FTN-DELTA-IP��-��-NETB-�.� SI-���-��: The sensor part of the
force sensor.

(c) Rigid Body - DKFZ: A rigid body for the mounting of the �ducials for optical tracking
system with four passive NDI spheres.

(d) US probe mounting shells - DKFZ: Two complementary shells were designed and man-
ufactured in-house for mounting. For this purpose, the US probe is placed in between
and screwed into place. The inside of the shell is lined with silicone to prevent move-
ment within the shell. Attachments for a rigid body are attached to both shells. The
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shells themselves are additively manufactured in PLA and connected to the force sen-
sor with screws. The US probe mount has an angle to the robot �ange of about ���.

(e) US probe - ACUSON, Curved array: A commercial �D US curved array for abdominal
usage.

� Robot base- DKFZ: The robot was mounted to a movable but fastenable metal pedestal.

� US device - ACUSON, S����: The Acuson S���� US device is a clinical US device with a
typical B Mode.

� Framegrabber - Epiphan, DVI�USB:DVI�USB is a video recording device to digitalise a video
input. The video of the US device can thereby used by the control computer. The US device
is connected via HDMI and the control computer via USB

� Phantom - DKFZ, Phantom and CIRCS, ���A: For the tests, either the in-house developed
phantom "Winfried" shown in Figure �.� or a triple modality phantom model ���A from
CIRS was used. CT images were taken of both phantoms. For registration with the optical
tracking system, corresponding markers were attached.

� Tracking device - NorthernDigital Inc, Polaris Spectra: A Polaris Spectra fromNDI was used
to track the US. The stereo camera system operates in the infra-red range and determines
the spatial position by means of triangulation of the rigid body spheres in the two images.
The system has a spatial accuracy of 0.132 mm [Elfring et al., ����] and a sampling rate of
either 20 Hz,30 Hz or 60 Hz Hz.

� Schunk, FTN-DELTA-IP��-��-NETB-�.� SI-���-��: The built-in force sensor enables both
translational forces and torques to be measured. Translational forces can be determined
up to 660 N in x,y direction and 1980 N in z, torques up to 60 N m. The data is transmitted
via this Net Box and a socket interface over Ethernet.

�� Logitech, Extreme �D Pro: A Logitech joystick was employed for spatial control of the US
probe. This commercial device grants the user control of � axes simultaneously, as well as,
the use of several buttons and a slider.

�� Control Computer: The application can be controlled and the individual modalities ad-
dressed with the help of the control computer and the Graphical User Interface (GUI) lo-
cated on it.
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Figure �.�: Experimental setup in the USgRT Lab at the DKFZ

�.�.� Clinical Work�ow
In addition to the hardware components shown and used in �.�.�, USgRT also requires several
human actors. These interact with the developed system at various points. Interaction takes
place by software components (e.g. GUI), as well as, by haptic interaction (e.g. operating the
joystick, guiding the robot by hand). For simpli�cation, the following two actors were de�ned:
The patient/proband presents a passive actor, who normally does not take direct control of the
system. The robotic system reacts to the patient (i.e. respiratory movement) and adjusts for
the BaMC. In addition, a reaction takes place in the event of a collision with the patient or if
excessive force occurs. The second actor is the Medical Technical Assistant (MTA), henceforth
referred to as "the user". The technician controls the system, sets up the devices, and instructs
the patient. For a near clinical implementation of USgRT, a work�ow consisting of four steps
was created. A visualization of the work�ow is given in Figure �.�.

• Setup: The Setup includes all steps that are necessary prior to the actual application.
The �rst step is to connect and set up the individual modalities. Afterwards, necessary
calibration procedures can be carried out (e.g. spatial calibration of the tracking via a
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prede�ned robot movement). During setup, the patient is positioned on the couch after
these steps have been completed. For this reason, the robot is setup to an initial starting
position.

• Registration: After the patient has been positioned, the planning images are registered
with the current setup via the landmark-based tracking camera.

• Positioning: After the patient has been initially positioned, the US probemust be placed at
a suitable location on the patient surface. More details on this step are covered in chapter
�.�.

• Correction: After positioning the US probe BaMC is performed directly. More details on this
are given in section �.�. Before the actual treatment, the alignment of the US probe can
be adjusted in the correction step or additional scanning movements can be performed
to �nd the desired image plane.

• Treatment: During treatment, motion compensation continues to be active, but the image
plane is kept constant. The user can display the current event, as well as, the image plane
including planning images.

• End: The US probe is moved away from the patient and the patient is discharged.

�.�.� Coordination systems
A core component of the experimental setup is the developed US probe mount. It forms the link
between the phantom, US, force sensor, and robot. The external design speci�es a number of
technical features, starting with the coordinate systems given by the geometry shown in �gure
�.�. The TCS is de�ned for all experiments in the US probe tip. The Z-axis points in the direction
of the US plane. The image plane of the US probe is thus spanned in the Y-Z plane. All CS have
connections to this tool CS:

Robot CS: In the robot system, rotations are represented in relation to their respective axis as
Euler angles a, b, c ( corresponding to a rotation matrix ZYX). With the given robot base (RB) to
�ange (RF) transformation RBT RF and the measured tool transformation RF T T B , the TCS can
be determined by: RBT T B

=RB T RF úRF T T B . Flange coordinates, as well as, tool coordinates
can be requested via the robot controller.

Optical tracking system: According to the robot base to tool transformation, the optical to tool
transformation is given by the optical base to rigid body transformation OBT RBody and the rigid
body to tool calibration RBody T T B : OBT T B

=OB T RBody úRBody T T B . The tool transformation
OBT T B can be obtained directly from the optical tracking system.

Force sensor CS: The force sensor calibration with the necessary transformations will be pre-
sented in detail in �.�.�. The force sensor to tool centre transformation is given by the previous
determined robot �ange to tool CS RBT T B and the transformation from the robot �ange to force
sensor Base RF T F B . In this case, this transformation is given by the o�set introduced by the
thickness of the force sensor and the adapter plate. Therefore, the force sensor transformation
is given by: F BT T B

= inv(RBT T B
) úRF T F B
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Figure �.�: User interaction concept: The areas in the treatment room and from the control
room are separated. In the treatment room, it is further divided into the sole robot movement,
actions of the technician and collaborating areas (across both columns). In the control room, it is
divided between interactions and information running in the background, both in MITK. Arrows
indicated an interaction. If the centre line is crossed, the technician changes rooms. Except for
dashed line. Here the control is done remotely.
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�.� Implementation
The basic framework of the implementation is based on the �ndings and created modules from
[Seitz, ����], presented in section �.�.�. These were extended with missing components accord-
ing to the work�ow shown in (�.�.�) and existing functions and modules were modi�ed. This
includes, in particular, the aggregation of US device and the tracking camera, as well as, related
image processing functions into a combined modality object (�.�.�). Further, the communication
layer betweenMITK and robot os has been extended (�.�.�) and a force sensor has been included.
The robot motion control, therefore, has been fundamentally changed (�.�.�).
Surface components have been regrouped according to the clinical work�ow and enhanced with
control options for autonomous positioning (�.�.�), setup controls as registration tools (�.�.�),
and a virtual representation of the treatment scenario (�.�.�) .

�.�.� Architecture
As can be seen from the clinical work�ow (�.�.�), the application is divided into two areas, one
within the treatment room and the other in the control room. This division was also re�ected
in the software, which is why it was created as a distributed system. The central node is the
control computer. All modalities (ultrasound, optical tracking, joystick and robot) converge at
this point. The only exception is the force sensor, which is exclusively connected to the robot.
The robot itself presents an independent subsystem, which receives commands from the control
computer or via user and patient input. Motion control was directly implemented in the robot
os (�.�.�) to minimize the risk in case of a broken control computer. The overall architecture is
presented in �.�. Within MITK existing functionalities and their corresponding widgets of the
model layer were used to create a USgRT widget. For the USgRT extension a combined modality
(�.�.�) object was developed. The developed widgets and functions presented in the overview
�.� are described in detail in the corresponding subsections.

�.�.� Integration of modalities into MITK
The existing US module [März et al., ����] of the MITK was used to integrate and set up the US
device in the application. The connection of the optical tracking system is done analogously
using the IGT module [Franz et al., ����]. Both modules were addressed via their micro services.
For image fusion with tracking data, a Combined Modality class was developed according to
[Franz et al., ����] . Preliminary work on image processing from [Seitz, ����] was bundled in this
class. The initial setup of the two devices is designed into a setup window (�.�.�), which uses
the existing widgets from the respective modules.
The integration of the robot is done analogously via the pre-developed robot module [Seitz,
����] and via micro services. According to [Tauscher et al., ����] Open IGTLink was used as mes-
sage interface. The communication with the robot was kept simple. MITK sends command mes-
sages with parameters and receives status messages, containing robot limb angles and torque
values, force on patient, and the current robot status.

�.�.� Combined Modality
As previously illustrated in the integration, tracking, ultrasound, and the robot were bundled in
the Combined Modality Object. This can be con�gured and initialized at the beginning of the
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Figure �.�: Implemented architecture: It is divided in a hardware layer, module layer and plugin
layer and the output layer which is presented for the user. The robot system is independent of
MITK and an system on its own and is connected to the face sensor. Arrows indicate control of
one component over the other and dashed arrows indicate information �ow. Smaller existed
and developed widgets were bundled in the USgRT-plugin witch graphical aggregate them to
represents the worklow.
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application via the setup widget. After initialization, it provides access to the individual data
of the modalities as an interface. An update of the object values is done in two ways. The im-
age update of the ultrasound image is done by a �lter pipeline. This connects in the Combined
Modality Object, the ultrasound device as source, with the optical tracking system, or alterna-
tively the robot. Corresponding �lter operations were reused from [Seitz, ����] accordingly. In
addition, the class already includes methods for creating �D ultrasound images based on �D
images (based on [Seitz, ����]). The coordination between image acquisition and robot motion
is also completed within this object.
The robot sensor values (axis position, torque values) are provided in terms of signals and slots.
Corresponding subscribers (e.g. visualization widget and status widget) can subscribe to the
Combined Modality Object. These values are then used by the visual representation widget and
the status widget, for example.

�.�.� Interaction with MITK
According to the developed work�ow �.�.�, a user control was created. This allows the user to go
through the individual steps. For each step, one or more graphical panels (widgets) have been
created. For the initialization (step �), a newly implemented initialize widget (�.�.�) connects
the US, the robot, and the tracking device, based on the integration (�.�.�). Further, the patient
data can be registered (step �). For a better impression of the whole application, a visualization
widget was created to represent all used modalities �.�.�. Within an autonomous positioning
widget (�.�.�), a target plane of the US probe can be de�ned (step �) and one of the placement
strategies can be selected and executed (step �). After execution, BaMC motion (�.�) is started
(step �).

Setup

The �rst step of USgRT involves connecting the individual modalities. For this reason, a custom
setup widget was created. It uses the existing widgets of the MITK presented in the integration
(�.�.�). For initializing the combined modality object (�.�.�), both the ultrasound setup widget
[März et al., ����] and the IGT tracking widget [Franz et al., ����] were included. The existing set-
tings window [Seitz, ����] was also used to �ne tune the settings. This can be used, for instance,
to de�ne the ultrasound angle, ultrasound scan head depth, or image scaling factor. For test
purposes, only individual components can also be connected. In this case, however, the func-
tions of the other widgets are greyed out, if not usable with the selected modalities. Meanwhile,
the registration and the di�erentiation of the rigidbodies can be aligned at the beginning in the
setup widget, as well as, the transformation between robot world coordinate system and track-
ing coordinate system can be calculated. Afterwards, the integrated registration widget from the
IGT tracking plugin [Franz et al., ����] is used to register planning data with the current situation.

Visual representation of treatment scenario

A virtual three-dimensional representation of the treatment scenario was established using an
existing limb model of the robot and a generic designed accelerator model [Goos, ����]. The
position of each link of the robot was set via combined transformation matrices and the robot
sensor values. The virtual accelerator parts can be manipulated using sliders on the developed
visualization widget or via an input stream. The spatial position is set accordingly. In addition,
robot force and torque sensor values are used to indicate collisions by coloring a�ected axes
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in red in the virtual representation. The virtual representation was registered with the planning
data via the setup widget (�.�.�). The current US probe position and motions of the robot limbs
are updated by the combined modality object (�.�.�).

Autonomous positioning widget

An autonomous positioning widget was implemented in MITK, based on the idea presented by
[Seidel, ����], to set the US probe position. It uses the existing point set interaction method of
MITK to set the position on the patient’s surface by mouse. After determining the position, a �D
model of the US probe is transformed to this point. The orientation of the US probemodel can be
changed using sliders and buttons in the widget. The model is adjusted accordingly. For visual
feedback, the resulting image plane of the planning image can be displayed as well. The trans-
formation to the planned surface contact point can be manipulated by the point set interaction
tool, if necessary. Planning is done in relation to the tracking camera coordination system and
target coordinates are transformed into the robot coordination system before motion execution.
Further details of the usage of this widget are presented in section �.�.

Robot Control

Based on [Seitz, ����], two widgets were created to control the robot. One widget displays the
actual state of the robot. Here, the current value of the axis positions, the force at the TCP and
the currently executed command are displayed. The second widget contains control buttons
for executing the basic movements required for the USgRT. These include setup movements for
calibrating the force sensor, applying ultrasonic gel, and initializing the motion compensation
(�.�.�). In addition to the control system developed in [Seitz, ����], these buttons were designed
to be case-sensitive. This means that, depending on the command currently executed or ter-
minated on the robot, buttons are enabled or disabled accordingly. For testing purposes, an
additional button was created to transmit commands directly (i. e. , for the tests performed and
data collected). The control of the robot is based on the robot controller widget shown in [Seitz,
����]. Improved usability was achieved by customizing the buttons after the robot motion has
been executed.

Human Robot Interaction

In addition to the graphical control via MITK, further direct user interaction concepts with the
robot were implemented. This includes, for example, hand-guiding the robot by means of hand-
guiding foot switches. For hand guidance, the methodology of KUKA was applied. Further, in
the case of BaMC, as shown in [Seitz, ����], a joystick can be used for precise reorientation and
manipulation of the ultrasound head position. Gesture control as in [Berger et al., ����] was
implemented for autonomous positioning. For this, KUKA’s own "trigger-when" condition was
used. The condition is triggered from a force on the tool of ��N along the X-axis (�.�). In the
event of an error, e. g. in the case of collisions, the interaction takes place by means of de�ned
abort conditions, which are explained in detail in chapter (�.�).

�.�.� Robot Motion
Robot control (motion planning) is controlled in SunriseOS �.�.�. Based on the implementation
developed in [Seitz, ����], di�erent commands can be de�ned. These include several basic mod-
ules (for example, point-to-point movements) and are started and controlled by MITK using an
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open IGT link message (�.�.�).
This basic implementation was maintained, but the underlying architecture was completely
adapted and extended by an EventBus-based component. Thus, a separate bus was created
for the force sensor, the message interface with MITK-internal system events, and robot values.
The de�nition of newly created robot commands for the UsgRT is done via a generic interface.
This requires a command to de�ne the normal behaviour, as well as, actions to be taken in
case of an error or an intentional abort of the motion command. Based on this interface, more
complex motion commands, such as BaMC (for details see �.�), or autonomous positioning (for
detail see �.�), were created. The motion commands can use one or more buses to control their
behaviour. For instance, to manipulate the ultrasound probe position during motion compensa-
tion, the joystick values are transported to the corresponding position via the MITK bus.
The management of the sequence of individual motion commands is done by a main motion
manager, which is conceptualized in such a way that only one robot command (e.g. motion
compensation) can be executed at a time. Furthermore, this class also manages the follow-up
commands, so that a seamless transition between movements can be realized. According to the
de�ned clinical sequence, the corresponding transitions can be found (see Figure �.�). These can
merge into one another according to a state machine. For example, movement compensation is
started after autonomous positioning. The transition of the individual movements into one an-
other can be performed externally, such as by MITK or gesture control, as well as automatically
via the main motion manager.



�.�. IMPLEMENTATION ��

move to 
initial or

setup position

hand-guiding
autonomous
positioning

pause
motion

e
m

e
rg

e
n
cy

m
o
ti

o
n

start

only
compensation

breathing compensation (BaMC)

scanning
motion

reorientation
and translation

motion

tr
e
a
tm

e
n

t
co

rr
e
ct

io
n

p
o
si

ti
o
n
in

g
se

tu
p

end

Figure �.�: "Robot states are colorized by their application. Arrows show possible transactions.
BaMC is one general state with several sub- states (dashed red box)" [Seitz et al., ����] Repro-
duced with permission from Springer Nature



�� CHAPTER �. MATERIAL AND METHODS

�.� Breathing and Motion Compensation
A stable contact of the US probe to the patient is essential for US imaging. It presents one key
features of the USgRT application. Therefore, a complex breathing and motion compensation
(BaMC) has been developed. (�.�.�).

�.�.� Requirements
In �.�.� the contemporary de�nition and implementation of BaMC are described. In those papers,
the main focus was put on a stable contact between patient surface and US probe. However,
this de�nitions of BaMC in theses studies were missing central requirements. Therefore, the
following requirements for the BaMC were introduced for this thesis:

stable contact: The main requirement for BaMC is a continuous US image acquisition by
means of a constant connection of the US probe to the patient’s surface. This prevents
re�ections by air due to imperfect contact.

breathing pattern independence: BaMC should be independent of the respiratory motions
of the patient from di�erent breathing frequencies and amplitudes.

US position independence: US probe positions may vary according to the examined target
structure. BaMC should, therefore, be independent of the de�ned US scanning position
and the robot arms con�guration (pose).

deformation reduction: In order to keep the error of inner organ deformation minimal
[Virga et al., ����] and to prevent patient inconveniences, contact forces should be less
than � N. This was set as the desired average contact force. The upper limit of contact
forces should be within �� N.

patient independence: Patient tissue may vary, which is normally considered by the ex-
aminer. For adipose patient, more pressure is often needed to reach good image quality.
Hence the contact pressure should also be adjustable for those cases.

Constant image plane: The image plane is given by the position and the orientation of the
US probe. Translational motions along the z- axis of the US probe have no in�uence on
the US image plane. Deviations along the other two axes do have an e�ect and should be
minimized. The limits for translations (x,y) were set to ± �mm and rotations (Euler angle
–, —, “) ± �.���, respectively

controllable position: During BaMC, it should be possible to change both the orientation
and position of the US probe. This should be done by a generic interface that can be used
e.g. for manual manipulation (joystick) or visual servoing motions (camera input).

scanning motions: In addition to the generic changeable position, performing speci�c
preplanned scanning motions should be possible.

zeromotion: In addition to the generic mutable position, there should be the capability to
rearrange all axes during BaMC (only in case of �� Degrees of Freedom (DOF) robot system).

universal usage without delay: BaMC should be activated immediately after di�erent pre-
ceding motions (e.g. handguiding, autonomous positioning)



�.�. BREATHING AND MOTION COMPENSATION ��

force control: To ensure patient safety and reduce deformation the applied force of the
probe should be monitored.

interlock: BaMC should be instantly interruptable immediately for other interactions. (E.g.
handguiding, stop motions).

�.�.� Implementation

According to the described architecture, the BaMC was implemented as a separate module in
the robot controller. The aforementioned requirements were used as criteria for the motion. For
the realization of BaMC , there are di�erent approaches (see also �.�.�) [Seitz, ����, Ipsen et al.,
����]. As shown in [Seitz et al., ����], the BaMC was implemented: The motion compensation
was de�ned such that the image plane should be held and only a motion along the z-axis of the
tool ( see picture �.�) should take place. To achieve this, axis-speci�c compliance a cartesian
impedance control of the robot module was used [Seitz, ����]. This allows compliance to be
de�ned by spring constants for one ormore axes. The z-axis of the tool was set to fully compliant.
For all other axes, the sti�ness values were set to their respective maximum ( ���� N/m). The
coupling to the patient is achieved by an additional force application along the z-axis. According
to the requirements (�.�.�), the contact pressure was set to � N by default.
A generic interface was created so that the position and orientation of the image plane can be
changed. This allows the translation in X, Y direction of the tool, as well as, the rotation angle
(–, —, “) and the zero space angle r to be adjusted. All coordinates were de�ned relative to the
actual ultrasound probe position. For this, the impedance control was coupled with a Smart
Servo motion. This allows dynamic target input up to �� Hz, which receives new coordinates
using the interface created.
This interface was then used for di�erent components of the application. For instance, for man-
ual control of the transducer, values of the joystick were transmitted directly via MITK. Axis values
of the joystick were converted directly into axis values of the ultrasound probe. Furthermore,
the interface was used for scanning motions (�.�.�) and autonomous positioning (�.�).
During the BaMC, the ultrasound probe and thus the robot have permanent contact with the
patient. Force monitoring was, therefore, set up as part of safe human-robot interaction in ac-
cordance with [ISO/TS �����:����, ]. The force monitoring was designed as a redundant system.
The monitoring task used in [Seitz et al., ����] directly uses the force estimation of the robot.
This was validated by means of the force sensor (�.�.�). To enable a reaction in real time, a force
condition was created, which checks the force at the TCP and is triggered at a threshold value.
The threshold value was set to �� N.
In case the threshold is exceeded, a two-stage safety movement was implemented according to
[Seitz et al., ����]. This moves the transducer along the z axis of the tool �� cm away from the
patient. From here, an axis-speci�c impedance control follows as a second step. Here, all axes
are switched to be compliant, so that the robot holds its position but can be pushed away with
little force.
In addition to aborting the BaMC, two other options were implemented to interrupt the motion
compensation. As the �rst, regular method to halt the motion, the safety motion can also be
triggered manually. As a second possibility, the manual guidance of the robot can be activated
by means of a foot pedal. The transducer can be guided to new positions by hand. The BaMC
starts again after manual guidance.
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�.�.� Volume scan
Scan movements of the transducer are primarily for diagnostic purposes only. By scanning an
area, the tissue can be scanned autonomously and a �-dimensional ultrasound volume can be
reconstructed [Seitz et al., ����]. This was performed according to [Seitz et al., ����]: Themotion
trajectory of the scan was de�ned as passing through � to N frames. These frames de�ne desired
positions along the path. The path between the frames was linearly interpolated. A frame was
designated as reached, when the distance to the current position (x,y) was below �.�mm and �.�
degrees for rotation. A deviation of the frame along the z-axis (US probe plane) had no in�uence
on the image plane and may be caused by the patient’s breathing motion. A frame is therefore
considered to pass regardless of the distance along the z-axis.
To create themotion paths, a start framewas de�ned for each trajectory. This re�ects the current
position of the transducer and forms the start and end point of the trajectory. In relation to this
frame, child frames were created according to the desired trajectory. For example, a linear scan
was set up, which has a displacement along the x-axis of �.� cm as the �rst child frame and then
-�.� cm along the x-axis as second frame, both relative to the start frame. In this case, a distance
of � cm along the x-axis is scanned and passed through twice.

�.�.� BaMC Tests
The BaMC was tested to prove the prede�ned requirements (�.�.� according to [Seitz et al., ����]
on two healthy volunteers. Three independent probe positions were tested: (i) subcostal (below
the ribs), (ii) next to the navel and (iii) axillary line (below the ribs). At each position, four
di�erent breathing patterns were simulated for approximately �� s: (�) normal breathing, (�)
deep inhale and exhale, (�) fast inhale and exhale and (�) breath hold. In addition to each
breathing pattern, di�erent probe motions were tested: (a) BaMC only, (b) BaMC � change probe
orientation (–, —, “), (c) BaMC � change probe position(x,y,) and (d) BaMC � linear scanning
motion (�.�.�).
During all tests, robot limb angle values, the current position, and the estimated force on the
tool center point were recorded. The sampling rate was set to the updated interval of the smart
Servo motion at �� Hz.
In addition the clinical work�ow (�.�.�) was simulated according to [Seitz et al., ����] by aiming
to observe a given target structure (gallbladder) and usage of the implemented methods.
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�.� Autonomous Positioning

�.�.� Implementation
As shown in section �.�.� a self-implemented event pipeline was used for controlling the robot,
based on the Kuka Sunrise OS. It connects incoming control commands, data from the force
sensor or the robot data, and for the autonomous positioning additionally the optical tracking
system. For the autonomous positioning an own command was designed, which uses point-to-
point motion and the BaMC (�.�) together with the implemented safety methods (�.�) according
to the following positioning steps (�.�.�).

�.�.� Reference frames
In robotics, the tool spatial position, its orientation and, the redundancy angle con�guration are
summarized as a so-called frame (�.�.�). Robot motions are unpredictable and potentially dan-
gerous for humans within the robot’s range. To restrict the robot motion path, various known
frames were de�ned in respect to the phantom and later used by the positioning strategies. A
general start frame has been de�ned next to the patient table. For the autonomous strategies
(AS, FA, see below) �� default frames distributed around one side of the phantom at approxi-
mately �� cm distance have been de�ned manually (see Figure �.�). These frames demonstrate
safe robot positions. It has been ensured that when approaching these frames from the start
frame, the phantom is permanently out of the range of the robot. A central aspect of the posi-
tioning procedure is the de�ning of the spatial location of the US image plane. Therefore, the
image plane is de�ned by the surface contact frame, which includes a spatial position and the
orientation of the US probe. Both can be adjusted in the developed software (�.�.�). The surface
contact frame can be chosen freely but should be on the phantom surface. Depending on the
�nal surface contact frame, a second frame above the surface was calculated: This frame was
set to be �� cm in the negative z direction, above the surface contact frame (see Figure �.�), and
therefore, has the same orientation.

�.�.� Positioning strategies
For various utilization scenarios of US application, �ve di�erent positioning strategies have been
introduced ranging from guiding the robot completely manually to completely autonomously.

• Manual (M): The US probe is positioned by hand from the starting frame to the surface
contact frame. The robot reacts to external force and translates it into motion in real-time.
Hand-guiding can be activated by a foot pedal. After placement, BaMC starts. If necessary,
hand-guiding can be activated again by pressing the foot pedal.

• Manual and joystick (MJ): The position and orientation of the US probe can be adjusted
remotely with a joystick after it was placed to the surface contact framemanually (M) [Seitz
et al., ����].

All the following methods include additional VS during BaMC. For VS tracking,data from the Po-
laris camera is used to identify planned surface contact frame and current position and orien-
tation of the US probe. A basic proportional regulator (p-regulator) was used. It multiplies the
di�erence of the actual surface contact frame and planned surface contact frame according to
the optical tracking device by a constant and sets it as the new target for the robot. The robot
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Figure �.�: Setup related frames: A motion path is determined for the positioning of the US
probe. Beginning with the starting position (�), the probe �rst moves to a known, de�ned default
position (�), second, to a calculated position above (�), and third, to the de�ned surface contact
point (�). Three virtual targets located at �, �, � cm depth are used to calculate the potential
image plane-to-target distance for the various methods.
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emits a signal when the target point is reached with �.� mm (x,y) accuracy, independent of its
z distance, and �.�� � in orientation (Euler angles a, b, c). Those values specify the maximally
accepted image plane deviation for autonomous methods.

• Manual and visual servoing (MVS): First, the US probe is positioned manually (M), after-
wards the �ne adjustment of the �nal position is done by the visual servoing (VS) mode
during BaMC.

With the following methods, starting at the starting frame, �rst a suitable default frame and
the above surface frame (�.�) are always approached one after the other. Both are reached PTP
based and fully autonomously.

• Assisted (AS): With a physical push to the US probe along its x-axis, BaMC motion can be
activated, and the US probe is lead down to the surface assisted by the user.

• Fully Autonomous (FA): There is no user interaction at all. US probe is moved towards
patient to a pre-de�ned point on the surface autonomously by the robot. This is realized
by a linear motion with a force constraint of �� N (z-axis). If the surface contact frame is
reached or the condition is triggered and BaMC starts immediately.

�.�.� Experiments
Various tests were carried out to compare the positioning strategies, the repeatability of the
position, and the safe execution of the corresponding motion. Across all experiments, robot
sensor values, tracking data, and data from the force sensor were recorded. Virtual targets were
de�ned to show the e�ects of an inadequately placed US probe. The distance of the actual
image plane to the original one was then quanti�ed by the distance of the image planes to the
virtual target. These are located at �, � or �� cm depth and centered in the US image, depending
on the desired surface contact frame (Figure �.�).

Comparison of di�erent positioning strategies

The positioning strategies were tested and evaluated regarding their potential clinical applica-
tion. For this, �ve surface contact points on the phantom were de�ned using the developed
user interface. Three experienced users of the system navigated the robot to those positions
and optimized the correlating planed and actual image plane by the di�erent methods (� per-
sons x � positions x � methods (M, MJ, MVS)). For the same � positions also the autonomous
methods were tested twice (� positions x � x AS, � x FA). The �D representation of the US probe
and simulated target image plane in the planning data, displayed in the developed GUI, served
as guidance. Elapsed time, motion path as well as forces were recorded. In accordance with the
formula

RDiff = RP laned ú R≠1
Actual

(I)

(R� rotation matrix), the deviation of orientation resulted from the product of calculated and
actual position. The total tilt angle is determined by the arccosines and trace (tr) of RDiff (I):
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RDiff ◊ = arccos(
trTDiff ≠ 1

2
)(II)

The translational deviation was calculated from the de�ned target point coordinate system (x,
y, z)

Position independence, precision, accuracy

For the autonomous positioning procedures AS, �� test positions were approached twice. To
test the method for position independence �� out of the �� positions were set with small trans-
lational and rotational variances longitudinal below navel according to a pelvis view [Gerlach
et al., ����a] and �� were uniformly distributed in lateral direction (trans-abdominal US view).
Another �� randomly selected positions with a modi�ed setup (di�erent robot position in rela-
tion to phantom) were traversed. The desired US probe angle to phantom surface was set to be
orthogonal but varied within � �� �. The positions were de�ned via the developed de�ne target
plane widget (�.�.�) and control was carried out via the programmed user interface. Initially,
the phantom was registered to the real scenario at the beginning via the user interface and the
IGT-tracking plugin [Franz et al., ����].

Safety

In addition to the tests mentioned above, it was ensured that the safety mechanisms (�.�.�) work
properly. To test exceptional situations, various limb parts of the robot and the tool (US probe)
were blocked manually during motion. Through this, it was ascertained if the robot executed
the desired pre-de�ned stop reaction. One abdominal and one pelvis US probe position were
tested. For the two positions, � collisions of the tool, and �� collisions distributed evenly over
the limbs were assessed. In case of collisions with the tool, the time of contact between robot
and phantom was assumed to be the time when the force sensor detects an additional force.
The reaction time was then determined from the time of contact to the beginning of the stop
reaction.
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�.� Safety

Force, applied to patient and especially at TCP (see section �.�.� Figure �.�) plays a major role
for safety. During BaMC and probe positioning, it describes the force applied on the patient.
According to [ISO/TS �����:����, ], those forces need to be parametrized and limits must be
set. For the autonomous positioning method, the maximum tolerated force on patient (FP )
was set so �� N according to [Seitz et al., ����]. Since the robot’s force estimation may be
a�ected by its position [Kuhlemann, ], a redundant force sensor was installed �.�.�. For this
application, the limits for force and limb torque, as well as, application speed were chosen as
lower than recommended in [ISO/TS �����:����, ] (threshold BaMC ��N velocity autopositioning
��mm/sec). As recommended, a collision detectionmechanism �.�.�) is permanently active. The
visualization of active forces via the implemented (�.�.�) builds one of the safety measurements.

�.�.� Force Sensor

The force sensor was integrated into the existing robot application via the supplied socket in-
terface (ATI) and passed on to the event pipeline. To calculate the contact total force FP (see
�.�), the following forces acting on the sensor were considered [Richter et al., ����, Karayianni-
dis et al., ����, Gong et al., ����]. The measured force sensor value FS consist of the contact
force FP , the gravity of the tool FG, and the force introduced due to acceleration (FA). As a
result, the contact force can be calculated as: FP = FS ≠ FG ≠ FA. A calibration movement
was implemented to determine the in�uence of gravity (FG). This tares the force sensor at the
beginning and then rotates it around all axes of the tool coordinate system by ��� �. In detail
the tare position has the following axis angles: A� -���, A� ��� all other axes ��. The calibration
movement itself is composed in detail of a rotation of axis A� by -��� to ���, then a rotation
around axis A� to ���, then axis A� to -���, then ��� and then �� and a rotation of axis A� by
-��� to ���. To minimize the in�uence of acceleration on the weight measurement, the speed
of the movement was set to ��� of the maximum robot speed.
The collected values were compared to the expected value based on the methods described by
[Gong et al., ����, Carlson, ����]. After optimization of the parameters, the calculated values
were subtracted from the sensor values. The in�uence of acceleration was examined in several
tests (�.�.�). The in�uence of acceleration on force measurement was investigated in an experi-
ment. Linear movements were carried out along the world coordinate axes at a distance of ��cm
at di�erent speeds. The speed was increased in each case stepwise (��mm/second increments)
from ��mm/second up to ���mm/second.
This demonstrated that it only has an e�ect for accelerations occurring when the overall speed
is above �� mm/sec �.�.�. As the used motions for the autonomous positioning are slower, this
e�ect was not considered.

�.�.� Collision types

[ISO/TS �����:����, ] basically distinguishes between two types of collisions: transient and
quasi-static. In a transient collision, the user is free in space and can bounce o� the corre-
sponding robot component in the event of a collision. In a quasi-static contact, the operator is
trapped in the comparative and subsequently cannot avoid the robot’s motion. In addition, the
collision point, duration, and motion were distinguished from each other.
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Table �.�: Collision points per robot limb.

axis segments limb 1 limb 2 limb 3 limb 4 limb 5 limb 6 tool 
collision points A1_1 A2_1 A3_1 A4_1 A5_1 A6_1 Tool_1

A1_2 A2_2 A3_2 A4_2 A5_2 A6_2 Tool_2
A2_3 A3_3 A4_3 A6_3 Tool_3
A2_4 A3_4 A4_4 A6_4 Tool_4
A2_5 A4_5 Tool_5

collisionpoints/ axis 2 5 4 5 2 4 5
total: 27
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Collision points

Collision points were de�ned both on the tool (US probe holder) and on the robot at which a
collision is possible. For simpli�cation, the surfaces of the individual axes were combined. Table
�.� gives an overview of the chosen points per limb. On the tool itself, � collision points were
identi�ed (see Figure �.�). The axes A� to A� were combined as the hand of the robot. Collision
points on axis � were not identi�ed because they correspond to collisions on the tool. On axis
� there are � collision points, axis � has �. axis � and axis � were summarized as arm. On axis �
there are accordingly � collision points and at axis � there are � collision points. Collision points
of the last two axes are assigned to the shoulder of the robot and here axis � has � collision
points and axis � has � collision points.

Duration

A collision can involve both an impulse and a permanent force. Therefore, the tests were divided
into very short hits (contact time � �s) and longer contacts (contact time ��s) with the hitting
object.

Motion

Depending on the movement taking place at the time of colliosion, di�erent safety measures, as
well as, detection mechanisms are necessary. Therefore, three types of movements were iden-
ti�ed in the application. The �rst one is the respiratory motion compensation, the second, the
standard setup movements that performs point-to-point movements, and the third, lowering
movement for autonomous positioning.

�.�.� Collision detection
A collision detection of the robot can be based on robot sensor values, as well as, external
sensors. Accordingly, both the robot sensor values (force estimation as well as torques) and the
external force sensor were used in this application. Three basic detection mechanisms were
implemented.

�. Spatial force condition: Detection based on spatial force measurement by the robot force
estimation on TCP.

�. Torque force condition: Detection based on robot external torque values.

�. Force sensor: Detection based on the meassuremnts of the force sensor.
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Figure �.�: Spatial position of collision point for each limb segemnt.
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Table �.�: Collision detection mechanisms.

detection mechanism

spatial force 
condition

TCP
external torque

condition
force sensor 

(FS)

PTP 10N (TCP) 10 Nm 10N (FS)
BaMC 20 N  (TCP) 15 Nm all limb 20 N (FS)
Positioning 10N (TCP) 15 Nm all limb 10N (FS)

SPATIAL ✔

TORQUE ✔ ✔

FORCE_SENSOR ✔ ✔ ✔
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In a preliminary test, the e�ects of a collision on these sensor values were investigated. For
this purpose, collisions were performed at the movements, collision points, collision duration
de�ned above. Based on this procedure, threshold values were calculated at which a collision
could be detected and which would result in a false positive rate as low as possible. Based on
these data, the threshold value for the di�erent motions was calculated. The limits for external
forces and torques on limbs were set to �� Nm and �� N for collisions with the US probe during
PTP motions. For BaMC, the thresholds were set to �� Nm and �� N on the TCP. For the lowering
movement, the threshold values were set to �� Nm and �� N at the TCP. (see also Table �.�).
The monitoring of these threshold values takes place in the Sunrise environment itself and
was speci�ed in each case as an abort condition. A corresponding triggering of these abort
conditions emits the currently executed movement and is detected in real time by the robot
system. The integration of the force sensor and themonitoring of the threshold values bymeans
of the force sensor is done via the created interface (�.�.�).
The detection mechanisms have been aggregated into � �nal combined mechanisms: SPATIAL,
TORQUE, FORCESENSOR. (�.�), using one or more mechanism.
To determine which of these �nal collision detection measures is su�cient, a test (�.�.�) was
carried out.

�.�.� Reactions
Various reactions were implemented depending on the interrupted movement executed during
collision.

• PtP-motions (e. g., motion from start frame to default frame): A full stop was set.

• Approaching the surface: A position hold reaction was implemented. In doing so, the
current position of the probe is softly maintained, i.e., the robot can be pushed manually
out of the way.

• BaMC: The US probe is �rst moved away from the surface to release the patient. Then, the
above-mentioned position hold method is used.

�.�.� Validation tests
Several application-speci�c movements were performed to validate the collision detection, as
well as, the reaction mechanisms.
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Table �.�: Test Positions for collisions during BaMC.

position on phantom A1 A2 A3 A4 A5 A6 A7
Axilliar_45 -27.68 68.77 -6.84 -86.53 7.93 -49.48 47.68
Axilliar_90 -60.36 86.67 27.39 -82.84 -26.10 -63.03 57.91
Navel -7.73 67.21 1.43 -74.25 78.13 -52.05 -12.86
Subcostal -43.11 90.82 72.73 -53.90 31.27 -71.64 -85.71
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�. ��� collisions during PTP motions: These included � PTP movements (start-position to
ultrasound-�uid-apply-position (probe rotated upwards for an easy apply of ultrasound
liquid), start to calibration position force sensor (�.�.�), and vice versa). For those collisions
only the TORQUE detection mechanism was used. Each Collision point was hit with a short
hit.

�. �*��� collisions during BaMC for each Detection mechanism Table �.�: BaMC was applied
at � di�erent US probe positions (Navel, subcostal and axillary �� degrees and axillary
�� degrees (see Table�.� )). During the movements, as well as, the di�erent positions, a
collision was generated at all of the collision points identi�ed above. The collision point
was manually pressed and the force was slowly increased in order to identify, if possible,
the lower limit above which a collision is detected.
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Disclosures to this work:

Parts of this work ( section �.�) have been published in:

PeterKarl Seitz, Beatrice Baumann, Wibke Johnen, Cord Lissek, Johana Seidel,
Rolf Bendl. Development of a robot-assisted ultrasound-guided radiation
therapy (USgRT) Int J CARS ��, ���–���, December ����. doi: ��.����/s�����-
���-�����-y

�.� Clinical work�ow and user interaction

The tests performed demonstrate indirectly that the clinical work�ow developed in �.�.� could
be implemented. All four de�ned steps are possible. This indicates that from the setup, to
the application to the patient, all necessary control concepts and interactions could be de�ned
and implemented. In particular, the autonomous positioning demonstrated the successful in-
teraction between graphical user interaction concepts, as well as, the direct interaction with the
robot. In the handling of the robot, it was observed that the implemented safety measures were
e�ective at all times. A detailed analysis of the security follows in section �.�.
The linking or registration of planning images with the actual situation in the test setup was suc-
cessfully demonstrated. This includes the precise representation of the robot in the treatment
situation. Figure �.� demonstrates that the arrangement of the experimental setup (�.�) can be
displayed virtually.
The direct interaction with the robot, such as in the applied gesture control, worked smoothly
and was reliably recognized during the tests.

��

https://doi.org/10.1007/s11548-019-02104-y
https://doi.org/10.1007/s11548-019-02104-y
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Figure �.�: Visualization of the treatment scenario – �) Robot model, �) US probe and force sensor
model (position based on optical tracking data), �) Registered patient CT data, �) Gantry, �) Robot
motion control widget, �) USgRT work�ow with visualization widget.

Figure �.�: Simulation of a collision: Acting with the hand on axis � lead to higher torque on axis
� and axis �.
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�.�.� Visualization widget
The developed visualization widget (�.�) shows a virtual setup of the treatment scenario. The
representation of the linear accelerator, robot and patient data is displayed and is updated
based on the real situations. In case of a collision, the a�ected limbs of the robot are coloured
red (�.�).

�.�.� US probe positioning
Any US probe position with respect to planning data can be de�ned using the implemented
user interaction in MITK. The developed software allows the selection of a target voxel within
the planning data (e.g. CT) as surface contact point. The orientation of the probe can be adjusted
in three axes. The virtually placed US probe indicates any collisions with the patient surface by
visualizing the US Probe in the planning data (�.�).

Figure �.�: Left: �D representation of planned US probe position and the corresponding image
plane in relation to planning data. Right: Autonomous widget to manipulate the US position. �.
Translation, �. Orientation, �. Placement method

�.� Breathing and Motion Compensation
The developed Breathing andmotion compensation (BaMC) is the core component of ultrasound-
guided radiotherapy. The tests performed in �.�.� could show that all requirements de�ned in
�.�.� are ful�lled.

�.�.� Stable contact and deformation less
As shown in [Seitz et al., ����], a stable contact pressure with speci�cation of � N can be main-
tained. The test with volunteers (�.�.�) con�rms that the desired contact pressure along the



�� CHAPTER �. RESULTS

z-axis of the ultrasound probe is �.�� N � �.�� N on average over all positions (i–iii see �.�.�),
breathing patterns (�–�), interaction types (a–d) and volunteers.

Figure �.� witch shows force for each pattern for one volunteer, indicates a clear dependence
of the applied force on the breathing pattern. This in�uence is especially visible on the main
axis of motion z. The deviation increases with the breathing frequency, so that the greatest
variance can be seen with hectic breathing. For the other axes of the ultrasound probe, a similar
behaviour can be observed, which, however, seems to depend on the position of the probe. Thus,
it appears that the force vector acting on the volunteer is position-dependent and varies from
the orientation to Fz . Thus, for example, no forces occur along the x-axis in the axillary position,
but they do in the other two positions. Nevertheless, the deviation along the x-axis with �.�� N
� �.�� and along the y-axis with �.�� N � �.�� is comparably small. In addition, it can be seen
that movements of the us probe (interaction type b-d) in�uence the lateral forces Fx, Fy . In
particular, a force against the direction of travel becomes apparent during the scan movement
(d). This behaviour was independent of the breathing pattern and the US probe position.
In consideration to the total force that is thereby exerted on the volunteer, this is �.�� N � �.��
N for interaction type a. Across all trials (a-d, i-iii, �-�, both volunteers, the total force is �.�� N
� �.�� N. Short-term peaks reached a force of up to �� N, which, however, was not perceived by
the volunteers, who rated the BaMC as comfortable. The internal threshold of �� N were never
triggered.

�.�.� Steady image plane

As described in �.�.� a steady image plane is given by a motion path of the US probe only along
the z-axis. All other axes should have only minimal deviation. As shown in [Seitz et al., ����],
the image plane is hold steady for all positions and breathing patterns. Figure �.� shows the
path deviation for all axis and the orientation. Image plane deviation for BaMC only (a) is on
average x: �.� mm, y: �.� mm, z: �.��mm, a: �.���, b: �.���, c: �.���. "For scan movements, the
deviation from the planned path should beminimal. For a linear scan (along x (Tool coordination
system (TCS))), the image plane should be shifted in parallel (minimal angle changes (a, b, c) and
minimal deviation from the scan line (y)). The mean deviation therefore is: x: �.�� mm, y: �.��
mm, z: �.�� mm, a: �.���, b: �.��� c: �.���. Details on path deviation are given in Fig. �.�." [Seitz
et al., ����]

�.�.� Mutable position and scanning motions

The US probe could be correctly reorientated and translated remotely using a joystick. The mo-
tion was smooth, and the required �nal positions were always reached. Furthermore, scanning
motion can be performed linearly either by a pre-programmed robot motion or joystick-guided.
Rotational or fan scans are limited due to motion thresholds of the robot axes. However, linear
motion scans were more e�cient and faster in acquiring large �D volumes. Due to the sti�ness
of the rotation axes, the use of hand-guiding for probe placement is considered to be impracti-
cal. The developed semi-autonomous positioning o�ers a simpler and more precise placement
method.
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Figure �.�: "Force on TCP per axis of TCS for one volunteer for test i–iii, a–d and �–�" [Seitz et al.,
����]. Reproduced with permission from Springer Nature
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Figure �.�: "Deviations of the image plane (TCS, xyz in mm, abc in �)"[Seitz et al., ����]. Repro-
duced with permission from Springer Nature
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�.� Autonomous positioning

�.�.� Comparison between di�erent positioning strategies
All methods allowed the US probe to be positioned on the surface of the phantom. The compari-
son of the test results shows that manual methods had a lower accuracy, a higher variation, and
execution time compared to autonomous methods. An overview is given in �.�. For the robot-
guided motions VS, AS, FA, the precision at target point was less than �.�mm in x and y direction.
Rotational deviations were �.��� �, leading to an image plane distance of �.�� mm at the po-
tential virtual target points (�.�.�) at an image depth of �� cm. The orientational deviations of
manual guided strategies (M, J) were comparably high, with a maximum tilt of �.�� �, causing
an image plane distance of ��.� mm in a depth of �� cm. The distance between virtual target
point and image plane is on average �.�� mm for robot guided motions, �.�� mm for manual
strategies respectively. Execution time takes on average � times longer for manual methods (M,
J), taking from ��.� s for assisted strategy (TA) up to ��� s with the hand-guided strategy (M).
The implemented manual touch-gesture worked very well for the assisted motions.

Table �.�: Comparison between di�erent positioning strategies (M, MJ, MVS, AS, FA) across all test
scenarios. �. horizontal Section: Comparison of reached and planned target surface contact
position. �. Section: E�ect of positioning result on the distance of the image plane to a virtual
target in the original planned image. �. Section: execution time.

Mean ± STD 4.787 ± 4.922 3.750 ± 2.542 0.300 ± 0.096 0.202 ± 0.152 0.166 ± 0.108
Min | Max 0.499 | 14.508 0.035 | 7.926 0.176 | 0.440 0.004 | 0.391 0.043 | 0.429

Mean ± STD 5.558 ± 2.428 4.441 ± 1.937 0.218 ± 0.119 0.322 ± 0.117 0.179 ± 0.128
Min | Max 0.584 | 8.533 1.661 | 7.267 0.026 | 0.412 0.128 | 0.485 0.019 | 0.414

Mean ± STD 7.078 ± 3.898 6.569 ± 3.936 7.423 ± 4.349 9.609 ± 3.987 8.724 ± 4.094
Min | Max 0.316 | 13.087 0.134 | 10.791 0.162 | 10.827 2.438 | 15.983 2.097 | 12.960

Mean ± STD 0.140 ± 0.073 0.070 ± 0.039 0.004 ± 0.002 0.002 ± 0.001 0.003 ± 0.002
Min | Max 0.049 | 0.263 0.020 | 0.168 0.001 | 0.006 0.001 | 0.004 0.001 | 0.007

Mean ± STD 6.694 ± 6.977 6.021 ± 4.520 0.260 ± 0.186 0.219 ± 0.174 0.147 ± 0.131
Min | Max 0.249 | 22.517 0.407 | 15.649 0.060 | 0.638 0.003 | 0.481 0.004 | 0.383

Mean ± STD 7.670 ± 8.179 7.003 ± 5.261 0.254 ± 0.238 0.233 ± 0.178 0.167 ± 0.121
Min | Max 0.150 | 25.720 0.659 | 18.739 0.016 | 0.743 0.034 | 0.517 0.033 | 0.364

Mean ± STD 9.680 ± 9.699 8.475 ± 6.402 0.278 ± 0.303 0.255 ± 0.188 0.198 ± 0.120
Min | Max 0.0002 | 30.526 0.926 | 23.372 0.012 | 0.900 0.061 | 0.571 0.018 | 0.383

Mean ± STD 63.989 ± 32.056 74.615 ± 17.755 20.234 ± 1.620 11.770 ± 1.346 14.669 ± 0.722
Min | Max 16.878 | 116.773 46.784 | 95.126 16.915 | 22.539 10.226 | 13.865 13.460 | 15.549
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(°)

distance to image plane 
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placement strategy

manual 
+

joystick (MJ)

manual  
(M)

manual 
+

visual servoing (VS)
assisted (AS) autonomous (FA)

�.�.� Precision and accuracy of the autonomous method
For the autonomous method (FA), over �� evenly distributed positions were additionally
achieved. A total of �� autonomous positioning motions were successfully completed (�.�.�,
which veri�es the previous results from the comparison. Prede�ned and reached surface con-
tact points were always within the speci�ed limits (�.�.�). In detail, the accuracy was higher for
most positions as shown in Figure �.�. Five other positions could not be reached due to the
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Figure �.�: Distance between planned and achieved surface contact point coordinates (x,y,z) for
AS and FA– di�erence in mm and degree (euler angle A,B,C)

axis position of the robot and hardware limitations, highlighting the importance of a proper
positioning of the robot in relation to the patient. In four other cases, the safety mechanism was
triggered and the procedure was aborted. In these cases, the application immediately stopped
the movement as intended.

�.�.� Force acting on phantom

Figure �.� shows the patient force FP and tool contact force Fzduring robot guided positioning
strategies for target points in the pelvis and abdominal region. During execution, a maximum
FP of ��.� N was recorded and therefore the safety threshold of �� N was never exceeded. The
de�ned contact force Fz (Figure �) of � N showed a maximum of �.� N during the positioning
procedure. Fz shows a larger variation for the abdominal positions compared to the pelvis
positions. Surface contact was established on average after �.� s and the force reached its
maximum within � s. During BaMC � visual servoing the mean Fz force was �.� N and FP �.�,
respectively. During visual servoing the maximum FP force was ��.�� N.

�.� Safety

For safety, it was demonstrated that all measures required by [ISO/TS �����:����, ] have been
implemented. The results of the integration of the force sensor into the existing system is pre-
sented in (�.�.�). The resulting collision detection allows a safe force-limited application on the
phantom (�.�.�). For the other detection mechanisms, the implemented safety control was able
to show that the selected reaction can reduce the force reliably and rapidly (�.�.�).
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Figure �.�: Acting forces during approach (FA). Top and middle panel show the force along the
approach direction FZ for the pelvis and abdominal regions, respectively. Left and right panels
display the forces during approaching phase of the US probe placement and during the visual
servoing, respectively. The transition between both panels corresponds to the time point when
the US probe contacts the patient’s surface. The bottom panel shows the patient force FP for
both positions and both states (not separated into approaching and servoing phase).
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�.�.� Calibration force sensor
The integration of the force sensor via the selectedmethodology was successfully demonstrated.
The calibration of the sensor provided values with an estimated accuracy of ± �.� N. This is de-
rived from the calculated weight force. In Figure �.� the forces measured by the uncalibrated and
the calibrated sensor are compared. A noise-independent residual force can also be recognized.
This may be an e�ect caused by the freely hanging cable. However, since this e�ect is in the
lower Newton range (below � N), it does not play a major role for the application.
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Figure �.�: Acceleration e�ect on the force sensor
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Figure �.�: Force sensor calibration: a) Uncalibration force sensor values during calibration mo-
tion, b) calculated values after optimization, c) puri�ed sensor force values.
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The acceleration test was able to demonstrate a greater in�uence on the measured force. For
example, from accelerations of 60mm/sec2, forces of an additional �.�N aremeasured on average.
For themotion compensation (typical 16.5mm/sec2) the deviation remains at �.�N, slightly above
the weight-dependent force measurement from before. Overall, based on these facts, the force
accuracy of the force sensor was estimated to be �/- � N using the developed methodology.

�.�.� Collision detection during setup motions
All ��� simulated collisions �.�.� (test �) were detected, and the intended reaction was always
executed. US probe collisions lead to a recorded force on the tool of �� N and showed a reaction
time of ��� � ��� ms. Limb contact caused external axis torques of up to �� Nm.

�.�.� Collision detection during BaMC
For the veri�cation of collision detection during BaMC, a total of three di�erent detection mech-
anisms (�.�.�) were tested at �� collision points and four US probe positions each. This gives a
total of ��� tested collisions. The results of the tests are summarized in �gure �.�� and �gure
�.��. A table representation of these result can be found: Axilliar��: �.�, Axilliar��: �.�,Navel:
�.�,Subcostal: �.�. During the tests, it became apparent that di�erent US head positions and
the resulting axis positions of the robot have di�erent e�ects in the event of a collision. In
general, the e�ects of a collision can be divided into three groups. First, an increase in force on
the patient can be indirectly demonstrated based on an increase in force at the measured tool
center point. Second, collisions can also result in a decrease in force and thus a loss of contact
between ultrasound probe and patient surface. The third scenario is that a collision does not
directly a�ect the force applied to the patient. An increase in force can usually be seen when
the direction of collision is toward the patient or along the axis of the probe (group �). In this
case, this force is transmitted to the patient by the joint mechanics. Collision forces counter
the BaMC direction often also cause the opposite reaction (group �). Laterally acting forces can
have both an increase and a decrease, as well as, no e�ect on the patient force FP .
Since di�erent US probe position results in di�erent collision directions for each collision point
a consequent correspondence between collision point and e�ect on FP is not given, except for
the collisions with the tool (T1-T5). It is, therefore, possible that a collision point results in both
an increase for one US probe position and a reduction in another case. This behaviour occurs
for all axis sections of the robot and can also result from collisions in the lower section (A1 or
A2). Here, the subjective implication is that when a collision is generated, it requires a higher
force at the collision point and is only slightly transmitted through the robot mechanics.
Collisions in front of the force sensor and along or against the US probe direction remain unde-
tected. In this case, respiratory motion compensation continues in the direction of the patient
and is ampli�ed by the unnoticed acting force. As a result those collisions must be prevented
by additional methods.

Detection based on BaMC conditions

When using the force-only monitoring at the tool center point by means of the robot’s own force
condition of ��N, �� of the ��� executed collisions were identi�ed. This resulted in �� collisions
that generated a force of more than ��N at the tool center point. Out of these, � remained
undetectedwith a resultingmaximum force of up to ���.�N. On average, the undetected collisions
over �� N resulted in forces of ��.�� N ± ��.�� N. The axes involved in these collisions were from
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axis � downwards to axis �. Collisions above axis � were reliably detected with a maximum force
of �� N (average ��.�� N ± � N).
In the case of the undetected collisions, the internal force estimation (�.�.�) of the robot was
clearly too low. In these cases, the force sensor measured an average force of ��.�N� ± ��.��N
and a maximum force of ���.�N. The values of the robot are clearly below ��N on average at
��.�N ±�.��N. An abort of the test was realized manually in these cases and occurring forces
could have been higher than the measured value as a result.
Of �� cases resulting in loss of coupling to the patient surface, � were detected. Contrary to the
previous example, the detection of these cases was based on a force that was clearly too low.
The force sensor showed an average of �.�� N ± �.� N in these cases. The robot estimated the
force to be ��.�� N ± � N, and thus triggered the collision detection and started the interlock
movement accordingly.
Also for lateral hits that were below the �� N threshold according to the force sensor, collision
detection was triggered based on increased estimated force values. (mean ��.�� N± �.�� N vs
��.� N ±�.�� N)

Detection based on BaMC conditions and additional robot values

Additional force detection via the torque values was able to achieve a slight improvement in
collision detection. In this case, �� of the ��� collisions were detected. The maximum force is
reduced to ��.�� N. In total, �� of the �� collisions with a value above �� N were detected. On
average, the collision intensity was ��.��± ��.�� N. The undetected collisions with a value above
�� N were on average ��.�� N ± �.��N and on maximum at ��.�� N. Interestingly, the maximum
force of ��.�� N was measured with a detected movement. It is noticeable that in this case, as
with the previous detection mechanism, the force estimate of the robot is too low. Furthermore
these cases occured more frequently for the lower axes A�, A� and A�.
In the case of collision with a decrease in contact pressure, �� out of �� cases could be detected.
Thus twice as many as with the �rst mechanism.

Detection based on BaMC conditions, additional robot and force sensor values

With the help of the force sensor, the sensitivity of the collision detection could be further im-
proved and it is possible to detect �� of the ��� collisions performed. Among the non-detected
collisions, four collisions were along the ultrasound direction and two times each were at the
collision points A11, A12, A34 and A24. The respective collisions at these points had no e�ect
on the force at the Tool Center Point (TCP). Overall, the acting maximum force is reduced to ��.��
N. In this case, the maximum force was above �� ms for ��� ms before the safety movement
was performed. It should be emphasized that all collisions that lead to forces above ��N to the
patient were detected. The mean force is ��.�� N ± �.�� N. This indicates that the reaction to
the force is prompt and the safety movement is performed immediately after detection.
A reduction of the contact pressure and thus a lifting of the probe can be identi�ed by the
force sensor in �� out of �� cases. At this point, it should be noted that the selected threshold
value of � N could certainly be set higher or lower. However, this would increase false positive
detectionrate of collisions during BamC.
Of the �� collisions detected, � were detected based on the torque condition, �� based on the
internal force estimation, and �� directly by the force sensor. Similar to the previous detec-
tion mechanisms, robot misestimation of the applied force resulted in collision detection for
collision points that did not result in an increase in patient force.
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Figure �.��: Maximum occurring measured forces (robot and force sensor), direction of collision
force and if the collision was noticed, for each collisionpoint and detection mechanism during
BaMC (Axilliar �� and ��).
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Figure �.��: Maximum occurring measured forces (robot and force sensor), direction of collision
force and if the collision was noticed, for each collisionpoint and detection mechanism during
BaMC (Navel and Subcostal).
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Comparison of Detection Methods

The tests (�.�.�) were able to show that the robot sensor values are not su�cient to detect
all collisions. The additional redundant force measurement by means of a force sensor could
signi�cantly improve the collision detection and drastically reduce the maximum acting force.
Figure �.�� shows a direct comparison of the di�erent methods at one collision point. It can be
shown by this example that the detection measures of the torque already is an improvement
of the detection. However, torque detection still involves high forces (above �� N). However,
potentially dangerous force values (��.�� N maximum measured force) can already be detected
with this method.
By adding the torque condition, unnoticed collisions with e�ects above �� N of the �rst mecha-
nism were detected. Interestingly, however, only two of the �ve collisions were triggered by the
torque condition itself. Three were detected due to the �rst mechanism. It remained unclear,
however, whether the reason has a control-related cause or if it occured due to a slightly di�er-
ent force direction at the collision point. In the case of adding the force sensor, all undetected
collisions of the �rst mechanism were detected directly based on the force sensor.
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Figure �.��: Comparison of the di�erent detectionmethods for navel a33 collisions. This compari-
son shows the largest di�erence of the tested detectionmechanism. The relation is proportional
for the other collision points.

�.�.� Safety reactions
In the experiments (�.�.�), it could be shown that for each detected collision, the safety move-
ment was performed as described in section �.�.�. The desired e�ect of a reduction of the force
sensor values could be shown in all tests, so that after the safety movement, the forces at the
TCP were below ��N (see �.�� ). This was supported by a direct execution of the safety move-
ment without time delay. It is important to note that in case of collisions in the direction of the
patient, the reaction of the system leads to the desired distance of the US Probe to the patient.
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However, due to the implemented compliance at the end of the movement, the robot together
with the tool could be moved towards the phantom surface again.

Figure �.��: Absolute force on TCP after emergency motion separated for each collision detection
mechanism (SPATIAL, TORQUE, FORCESENSOR), including each collision and US probe position,
respectively. It can be seen that for all methods the emergency motion reduces the active force
below �� N within ��� ms.
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Disclosures to this work:

Parts of this work (section �.�) have been published in:

PeterKarl Seitz, Beatrice Baumann, Wibke Johnen, Cord Lissek, Johana Seidel,
Rolf Bendl. Development of a robot-assisted ultrasound-guided radiation
therapy (USgRT) Int J CARS ��, ���–���, December ����. doi: ��.����/s�����-
���-�����-y

This thesis has shown that all objectives de�ned in �.� are accomplished. First, the limitations
for the obtained results, due to the experimental setup, are discussed in section �.�. The inte-
gration of required components and the resulting user interaction (O�) are addressed in section
�.� and for the clinical work�ow developed positioning strategies are discussed in section �.� ac-
cordingly. Regarding objective O�, an universal Breathing and motion compensation (BaMC) was
realised, ful�lling all de�ned requirements (�.�.� ) and is considered in section (see �.�). Finally,
the developed safety measures (O�) are discussed in �.�, followed by the conclusion �.�.

�.� Experimental setup
The main objective of this work is to develop a safe robotic application for Ultrasound guided
radiation therapy (USgRT). Therefore, the laboratory setup poses a signi�cant prerequisite for
this work. The work is based on the following assumptions:
A USgRT application primarily uses Ultrasound (US) as an image guidance. However, it is not
speci�ed which image plane (US probe position and direction) is selected for this purpose. But
the position of the US probe has a direct e�ect on the necessary robot pose, as this pose has to
be selected in a way that BaMC can be physically accomplished. Therefore, �rst the geometry of
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the US probe holder and second the mounting position of the robot are a�ecting the potential
robot poses. For example, a more distant Tool Center Point (TCP) causes many axes of the robot
to move outward when the tool is rotating. Reducing the distance, on the other hand reduces
the required movement radii but may be impractical due to other reasons (e.g. distance to
Linear Accelerator (LINAC)). For the second point of in�uence, the robot mounting position also
depends on the distance to the phantom. A mounting that is too far away causes the robot to
stretch out. This makes it di�cult or even impossible to rotate the tool. Similarly, a position
too close causes a potential lack of movement space and thus enables only limited movements
of the robot. Furthermore, the resulting beam directions from the LINAC also depend on these
two factors. Thus, the design of the tool and the mounting of the robot in space are of indirect
but important relevance. The �rst simpli�cation is therefore to restrict the US probe posi-
tions to the abdominal region. [Gerlach et al., ����a] presented a possible setup that allowing
for irradiation. The selected tool geometry and the position of the robot in space used in this
thesis was therefore a result of this setup and are considered as feasible for abdominal use only.

The US probe used was a conventional �D US probe. In addition to �D US probes, �D US probes
are also available. Both approaches are discussed in the literature [Ipsen et al., ����b, Seitz
et al., ����], as described (see also section�.�.�), the following assumption was made: Due to the
multidimensional US volume of a �D US probe, the required rotations of the �D US probe are
reduced. It was therefore assumed that the robot pose and tool geometry are more dependent
on the US probe position of a �D than a �D US probe. The demonstration of the safe use of a �D
US probe, therefore, allows also some conclusions on the safe use of a �D USprobe.

The model of the LINAC, including the patient table, was simpli�ed: Since this work focuses on
the safety of the robot in handling the patient, the gantry in the laboratory setup was omitted.
As already shown by [Gerlach et al., ����a] , a robotic system can be used with an accelerator
and allows multiple beam directions. With respect to safety, the handling of the gantry mainly
includes the detection of collisions with the robot. For this, powerful interfaces with the com-
mercial systems are required, which were not available at the time of this thesis. Therefore, the
interface was already de�ned on the robot side.

For a better �xation of the phantoms, a �xed table was used instead of a patient couch. For a
real setup, the assumption is that the robot could be �xed to the patient couch.

It was also assumed that, the control of the application would be in the bunker. Due to limited
space, the experimental setup was not separated from the robot. It is assumed that the exper-
imental setup can be separated between the irradiation room and the control room by means
of appropriate hardware connections (i.e. cables).

�.� User interaction

It was observed that the de�ned work�ow (�.�.�) with the integrated components (�.�.�) and the
implemented user interaction (�.�.�) depend on the fact that the objective O� is ful�lled. The
components are considered as suitable for the use of USgRT. First tests with the phantom were
promising.
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The separation into direct interaction with the robot (e.g BaMC and hand guiding), next to
the LINAC, and the remote control from the bunker (US probe position manipulation and au-
tonomous positioning), was promising. For both cases the safety and an e�ective handling could
be assured. Furthermore, in this context, the prede�ned setup movements, e.g. for calibration,
allow for a time-e�cient control of the robot and thus reduces the e�ort for the additional use
of the US device during an existing application.

The registration with the planning images was point-based and suited for the experimental
setup. It would have to be clari�ed to what extent this procedure can be used in this way or
whether additional tattoos or markers on the patient’s skin are required for registration. Due to
the modular structure of the application, however, the registration can be easily exchanged, e.g.
by a surface-based registration or by an image-guided registration with computer tomography
(CT) or magnetic resonance tomography (MRT) [El-Baz et al., ����]. In this regard, the developed
scanning techniques o�er the possibility for three-dimensional US acquisition.

The developed positioning widget improves the work�ow of de�ning the planned US image
plane as compared to previous used methods [Chen et al., ����, Conti et al., ����] by developing
and implementing an intuitive user interface, as well as, a visual representation. Therefore,
all voxels of the image may be selected as target point allowing for an unrestricted position
de�nition. Potentially incorrect US probe positions and collisions of the robot arm with the
patient can be identi�ed already at the planning stage by means of the graphical display. An
automatic pre-motion collision detection will be part of the future work.

The virtual representation widget visualizes the spatial con�guration, and the acting forces of
the individual components (gantry, robot) provides a visual feedback for the user comparable
to [Tauscher et al., ����].

The pre-existing implemented mechanisms for synchronization of the application between
robot, US device, tracking device and Medical Imaging Interaction Toolkit (MITK) [Seitz et al.,
����] could already protect against misapplication for the �rst tests. These can be used as a
basis for a real clinical application. In this case, the LINAC is considered as the decisive compo-
nent that is still missing in the experimental setup. However, the previously developed interface
o�ers an adequate measure to facilitate a later integration.

The chosen modular structure based on MITK also opens up additional areas of US guided
diagnostics. Thus, the developed interfaces o�er the possibility of telemanipulation with the
US device even beyond radiotherapy applications. For example application for remote US ac-
quisition [Akbari et al., ����] are feasible with the current implementation. Further application
such as US guided biopsies [Esteban et al., ����] or screening of abdominal aortic aneurysms
[Virga et al., ����] can be realized with only small adjustments.

�.� Breathing and Motion compensation
An important component of USgRT meeting the key objective O� is the BaMC to assure stable
image quality over a longer time period during the treatment session. The performed exper-
iments demonstrated that a stable contact pressure and stable imaging can be achieved for
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a US probe held by a lightweight robot. Furthermore, it was shown that the US probe can be
manipulated and realigned during motion compensation and under stable contact pressure on
volunteers.

The universal implementation ensures the greatest possible �exibility, since all parameters of
themotion compensation can be adjusted. This means that the contact pressure, the translation
and orientation of the US probe, as well as, the zero-space motion can be adjusted. Apart from
the contact pressure, all parameters can be controlled dynamically via an interface during BaMC.

The implementation of the BaMC �ts seamlessly into the clinical work�ow and can be used as
a separate, self-contained component together with other robot movements, such as the au-
tonomous positioning. There were no unintended breaks in the application, which could have
potential dangerous side e�ect for the patient (e.g. due to a blocking situation). As a result all
central requirements (�.�.�) are covered.

Analyzing the force acting during BaMC, the developed control demonstrates the desired be-
haviour. The de�ned contact pressure (force along the z axis of the tool) is maintained over
all breathing patterns. However, the tests also showed that this contact pressure is subject to
minimal �uctuations. These were particularly visible during fast, hectic breathing movements
and correlate with the movement along the z axis. It can therefore be assumed that the latency
of the internal robot control imposes some limitations. This e�ect, however, has no in�uence
on clinical application, because it was not noticed by the volunteers and moreover did not
in�uence the image acquisition. In this regard, even smaller peaks larger than �� N remained
unnoticed. Possibly, an increase of the contact pressure could achieve an improvement and
reduce the oscillating behavior. However, the contact force was chosen su�ciently large to guar-
antee stable image acquisition. With this respect, the �ndings from [Virga et al., ����] suggest
that this value is also ideal for minimizing organ deformations caused by the contact pressure
and the applied force was lower than in other studies (�� N prostate [Ipsen et al., ����], ��.� N ±
�.� N liver [Lediju Bell et al., ����]). If needed, the developed control system also allows setting
higher contact pressure values.
However, it is important to note that the experiments showed that other forces may arise in ad-
dition to the contact pressure. These forces are independent of the test subject and can include
various in�uencing factors. It is apparent that these forces are depend on body characteristics
such as rib arches or on physical aspects (e.g. static friction due to insu�cient US gel). However,
there is no direct relevance for clinical application, since these forces are comparably low (��
N). The total force was also far below the selected threshold value of �� N. It should be noted in
particular that according to [ISO/TS �����:����, ], signi�cantly higher forces would be allowed
in the context of Human Robot Collaboration (HRC).

Image plane compliance could be accurately maintained with the selected method and the
accuracy showed to be within the submillimeter range for all breathing patterns, and US probe
positions. In�uence of the US probe during dose delivery [Wu et al., ����] can be avoided by
the additional null spacemovement or a radiolucent US probe, as presented by [Schlosser, ����].

The scanning motion, which can be performed during BaMC, can be easily adapted and is uni-
versally applicable, especially in the abdominal region, where existing approaches often do not
work ([Huang et al., ����]). Compared to [Graumann et al., ����] , the scanning motion does not
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require additional information (patient interface) or additional hardware [Chen et al., ����]. Also
network interference problems are covered due to the independence of the robot system and
such problems are therefore solved in a di�erent way than by the method presented in[Abbas
et al., ����].

�.� Autonomous positioning

With the developed and tested autonomous (manual and visual servoing (MVS), assisted (AS),
fully autonomous (FA)) positioning strategies, it is possible to reach a selected US image plane
with submillimeter accuracy and precision. Since the chosen tolerances of �.�mm translational
and �.�� � rotational movements for the MVS are within the accuracy of the tracking system
(�.��� mm translation, �.��� � orientation) [Karayiannidis et al., ����], the clinically achievable
accuracy of the developed methods depends only on the accuracy of the initial registration of
the patient and potential patient motion. Although registration and MVS is currently based on
the optical tracking system, the chosen implementation allows adjustments and exchanges to
the registration process, if required. However, alternative registration methods would need an
additional calibration with the optical system for positioning.

Patient motion, such as breathing, is considered by the BaMC and the additional MVS allows
for fast targeting within the spatial image plane. In future work, it is planned to improve the
alignment by using US image information for the MVS.

Even though the di�erent positioning strategies have a comparable accuracy, there is a clear
preference which methods to use in a treatment situation. The robot guided strategies (MVS,
AS, FA) have a clear advantage over manual methods (manual (M), manual and joystick (MJ))
regarding reproducibility, precision, and speed, since the faster the positioning method, the
shorter the overall treatment time becomes. In this regard, the autonomous motion FA can be
considered as the fastest method followed by the assisted method AS. FA would therefore be
suitable for regular use as it is accurate, precise, and fast.
A major bene�t of the robot guided methods is that no further knowledge of US probe position-
ing is needed. It independently and repeatably reaches a large number of prede�ned positions.
The fact that all pelvis positions were reached, indicates that the de�ned robot position and
tool geometry were suitable for this treatment site.
Nevertheless, the other strategies may also present advantages. With AS, the positioning of the
US probe can be guided by a single person if necessary. This could possibly reduce discomfort
for the patient experienced in FA positioning procedures. The strategies M and MJ are potentially
associated with large deviations between planning images and the actual situation. For these
cases, a new image plane can quickly be de�ned by the user.

In the future, the positioning procedures will be supplemented by image-guided methods. With
the presented implementation, the calculated target position, which de�nes the US image plane,
can be reliably translated into a robot movement.
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�.� Safety

Safety in USgRT involves several aspects and HRC requires customized solutions. In addition
to the two main actors (Medical Technical Assistant (MTA) and the patient), the application
includes several hardware components (US probe, robot, LINAC). It must be ensured for all
involved humans that injuries are excluded or reduced to a permitted minimum. Also for the
hardware components (LINAC and robot) collateral damage need to be prevented. With the
developed application, the safe use of the robot for imaging of the patient could be demon-
strated. Appropriate preparatory interfaces for an additional application within the LINAC were
also created.

[ISO/TS �����:����, ] provides important standards on a safe design of HRC, however, these
regulations are not su�cient for systems like the one developed for the purpose in this thesis.
When considering the threshold values required in [ISO/TS �����:����, ] for collisions with hu-
mans, between ��� and ��� N/cm2 would be allowed in the abdominal region. With a contact
area of the US probe of approximately �.�� cm2, this indicates that ��� N of contact force would
be allowed for this application according to the standard. This threshold would allow an appli-
cation without additional force sensor, as the results demonstrated for method TORQUE (�.�.�)
that all collisions above �� N could be detected. Nevertheless, the results of the experiments
suggest to use a force sensor as this can signi�cantly reduce the forces acting on the patient
and reduce the reaction time.
Therefore, by implementing the standards, using additionally tightened threshold values and
a force sensor, the safety for the present application could be ensured and the basis for the
HRC was established. As required by this standard regulation, forces acting on the patient can
now be monitored by means of the integrated force sensor and the forces in collisions were
approximately an order of magnitude lower compared to the limits in the standard. The im-
plementation can therefore be considered as safe. In addition, the short response times and
implemented measures in the event of a collision suggest a safe operation, thereby increasing
user acceptance.
For the normal procedure, the results of this thesis have demonstrated safe motion compen-
sation, as well as, the safe autonomous positioning of the US probe. It has been shown that
the forces are below the de�ned threshold values (��� N) in the normal case. In the conducted
safety experiment, it was demonstrated that the developed safety measures are e�ective and a
safe HRC is possible also in extreme cases.
For point-to-point movements, su�cient stop criteria and thresholds were de�ned. It should be
noted that this behavior applies primarily to the speeds applied. On the other hand, a higher
speed here would not have o�ered any advantages and moreover would potentially violate
requirements of existing regulations [ISO/TS �����:����, ].

For the undetected collisions during BaMC, the results indicate that they do not harm the pa-
tient because the force on the patient stays below �� N at these positions. However, the tests
would have to be repeated accordingly for other selected US probe positions and axis angles.

The present implementation shows a safety concept, that is embedded in the overall application.
Thus, the clinical work�ow can be continued, after unforeseen events (e.g. collision) are handled,
since the implementation shows a reaction of the system in quasi real time. This signi�cantly
increases user-friendliness and subjectively also conveys an additional measure of safety by
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itself, as pre-de�ned error handling measures automatically take place.
In the cases tested, collisions of a worker with the robot during BaMC were simulated in partic-
ular. However, the developed mechanisms also apply to collisions of the robot with the other
components like the gantry. In this case, it should be noted that triggering the collision detec-
tion of the robot causes an interlock leading to a motion stop of the gantry. This ensures that
the gantry does not indirectly transfer forces through the compliant robot on the patient. In
addition suitable robot positions [Gerlach et al., ����a], and treatment plan adoptions [Camps
et al., ����] should be applied to minimize potential collision with the LINAC. For this reason the
investigated positions were adapted from [Gerlach et al., ����a]. Furthermore, in addition to the
technical measures already developed, it appears necessary to take further measures, such as
a pre-collision detection (e.g. based on position information of the gantry and the robot). The
developed software already provides the necessary interface for this and enables integrating
the LINAC in the future. In addition to the technical measures, further organizational measures
should be taken to prevent collisions, for example by appropriate training of personnel in han-
dling the robot. This should include a demonstration of the introduced forces when operating
the system in the wrong way and the resulting movements that are triggered by unforeseen
events. For this purpose, the developed visualization of the robot, the colouring of exceeded
joint values, and the displayed total force in MITK can be used. This interface can also be ex-
tended in the treatment room, for example, to show the user via LED light whether all values
are within the permitted range.
Further pre-collision detection mechanism e.g. via time of �ight cameras [Beyl et al., ����] and
collision point estimation as presented by [Popov et al., ����], and recommended by [Haddadin
et al., ����] could improve the sensitivity and would result in collision point dependent reac-
tions. However, the presented implementation is considered su�cient as a starting point for
implementing an USgRT work�ow. For the more advanced methods presented by [Popov et al.,
����, Beyl et al., ����], it is currently unclear, whether they are applicable BaMC.

�.� Conclusion
This thesis demonstrates a new approach for safe HRC during robot assisted USgRT. Several
important solutions regarding HRC that could be used in USgRT or other medical robot assisted
applications were presented. With the presented implementation, a seamless integration of
di�erent hardware and software components into a common platform was demonstrated.

The implemented BaMC o�ers an universal solution for a stable patient contact of the US probe.
The developed positioning and scanning mechanisms were newly developed and o�er inno-
vative functionalities that were not available yet and which may serve as a basis for, medical
robot-assisted applications. The integration of autonomous positioning into other motions
simpli�es the utilization, as well as, the clinical work�ow.

In particular, robot guided positioning of the US probe demonstrated to be feasible with high
accuracy and high precision over a wide range of surface contact points on a phantom.

Basic safety mechanisms as required by [ISO/TS �����:����, ] could be implemented and thresh-
old values could even been tightened. Collisions were always detected and in these cases, the
robot arm with the US probe automatically moves back to a safe position thereby limiting the
forces to the patient to acceptable values. As a result of the low threshold values, a safe ap-
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plication of the robotic system in patients is achieved, which increases user acceptance due to
the selected low threshold values. Positioning and interlock scenarios were extensively tested
and demonstrated to work properly. As an outlook, the results of the presented work serve as a
basis for �rst clinical studies with volunteers for di�erent US applications in diagnostics as well
as therapy.
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This thesis shows that safe human-robot-interaction (HRI) and Human Robot Collaboration
(HRC) is possible for Ultrasound (US) guided radiotherapy. Via the chosen methodology, all com-
ponents (US, optical room monitoring and robot) could be linked and integrated and realized
in a realistic clinical work�ow.

US guided radiotherapy o�ers a complement and alternative to existing image-guided therapy
approaches. The real-time capability of US and high soft tissue contrast allow target structures
to be tracked and radiation delivery to be modulated. However, Ultrasound guided radiation
therapy (USgRT) is not yet clinically established but is still under development, as reliable
and safe methods of image acquisition are not yet available. In particular, the loss of contact
of the US probe to the patient surface poses a problem for patientmovements such as breathing.

For this purpose, a Breathing and motion compensation (BaMC) was developed in this work,
which together with the safe control of a lightweight robot represents a new development for
USgRT. The developed BaMC can be used to control the US probe with contact to the patient. The
conducted experiments have con�rmed that a steady contact with the patient surface and thus
a continuous image acquisition can be ensured by the developed methodology. In addition, the
image position in space can be accurately maintained in the submillimeter range.

The BaMC seamlessly integrates into a developed clinical work�ow. The graphical user interfaces
developed for this purpose, as well as direct haptic control with the robot, provide an easy
interaction option for the clinical user. The developed autonomous positioning of the transducer
represents a good example of the feasibility of the approach. With the help of the user interface,
an acoustic plane can be de�ned and autonomously approached via the robot in a time-e�cient
and precise manner. The tests carried out show that this methodology is suitable for a wide
range of transducer positions.
Safety in a human-robot interaction task is essential and requires individually customized con-
cepts. In this work, adequate monitoring mechanisms could be found to ensure both patient

��
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and sta� safety. In collision tests it could be shown that the implemented detection measures
work and that the robot moves into a safe parking position. The forces acting on the patient
could thus be pushed well below the limits required by the standard.

This work has demonstrated the �rst important steps towards safe robot-assisted ultrasound
imaging, which is not only applicable to USgRT. The developed interfaces provide the basis for
further investigations in this �eld, especially in the area of image recognition, for example to
determine the position of the target structure. With the proof of safety of the developed system,
�rst study in human can now follow.



� | Zusammenfassung

Diese Dissertation zeigt, dass eine sichere Mensch Roboter Interaktion für die ultraschallge-
führte Strahlentherapie möglich ist. Über die gewählte Methodik konnten alle Komponenten
(Ultraschall, optische Raumüberwachung und Roboter) miteinander verknüpft und in einem
realistischen klinischen Arbeitsablauf integriert und realisiert werden.

Die ultraschallgeführte Strahlentherapie bietet eine Ergänzung und Alternative für existierende
bildgestützte Therapieansätze. Durch die Echtzeitfähigkeit von Ultraschall und den hohen We-
ichteilkontrast lassen sich Zielstrukturen verfolgen und die Bestrahlung kann angepasst werden.
Die USgRT ist jedoch klinisch noch nicht etabliert, sondern be�ndet sich noch in der Entwick-
lung, da verlässliche und sichereMethoden der Bildakquisation noch nicht zur Verfügung stehen.
Insbesondere der Verlust des Kontakts der Ultraschallsonde zur Patientenober�äche stellt bie
Bewegungen des Patienten wie z.B. die Atmung ein Problem dar.

Zu diesem Zweck wurde in dieser Arbeit eine Atem- und Bewegungskompensation (BaMC)
entwickelt, welche zusammen mit der sicheren Steuerung eines Leichtbauroboters eine Neuen-
twicklung für die USgRT darstellt. Mit Hilfe der entwickelten BaMC lässt sich der Schallkopf mit
Kontakt zum Patienten steuern. Die durchgeführten Versuche haben bestätigt, dass ein stetiger
Kontakt mit der Patientenober�äche und damit eine durchgängige Bildakquisation durch die
entwickelte Methodik sichergestellt werden kann. Außerdem kann die Bildposition im Raum im
Submillimeterbereich genau gehalten werden.

Die BaMC fügt sich dabei nahtlos in einen entwickelten klinischen Arbeitsablauf ein. Die hierfür
entwickelten gra�schen Nutzerschnittstellen, sowie die direkte haptische Steuerung mit dem
Roboter, bieten eine einfache Interaktionsmöglichkeit für den klinischen Anwender. Die entwick-
elte autonome Positionierung des Schallkopfes stellt ein gutes Beispiel für die Realisierbarkeit
des Ansatzes dar. Mit Hilfe der Nutzerober�äche lässt sich eine Schallebene de�nieren und
autonom über den Roboter zeite�zient und präzise anfahren. Die durchgeführten Versuche
zeigen dabei, dass diese Methodik für eine Vielzahl an Schallkopfpositionen geeignet ist.

��



�� CHAPTER �. ZUSAMMENFASSUNG

Die Sicherheit bei einer Mensch-Roboter-Interaktions-Aufgabe ist essenziell und es benötigt hi-
erfür individuell abgestimmte Konzepte. In dieser Arbeit konnten adäquate Überwachungsmech-
anismen gefunden werden, um sowohl die Sicherheit des Patienten, als auch die der Mitarbeiter
zu gewährleisten. In Kollisionsversuchen konnte gezeigt werden, dass die implementierten
Maßnahmen zur Detektion funktionieren und, dass der Roboter in eine sichere Parkposition
fährt. Die auf den Patienten einwirkenden Kräfte konnten so deutlich unter die von der Norm
geforderten Grenzwerte gedrückt werden.

Mit dieser Arbeit konnten erste wichtige Schritte hin zu einer sicheren roboter-assistierten Ul-
traschallbildgebung gezeigt werden, welche nicht nur für die USgRT anwendbar ist. Die entwick-
elten Schnittstellen liefern die Grundlage für weitere Untersuchungen auf diesem Gebiet, ins-
besondere im Bereich der Bilderkennung, zum Beispiel zur Bestimmung der Position der Ziel-
struktur. Mit dem Nachweis der Sicherheit des entwickelten Systems, können nun erste Proban-
denstudien folgen.
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� | Own contribution

The aim of this chapter is to disclose the own contribution of each section of the thesis.

�.� Implementation and validation
The software developed in this thesis, especially the motion compensation, the autonomous
start-up and safety control has been programmed and tested by myself. This includes all tests
performed as well as their evaluation.
The basis of the work used by me comes from my master thesis [Seitz, ����], as well as from
several bachelor and master theses supervised by me. Parts of these results are included in the
current state of the application and marked at the appropriate place:

• bachelor thesis [Goos, ����]: The designed �D model of the linear accelerator was taken
from this work.

• Master thesis [Zhukov, ����]: The calibration of the optical tracking systemwas taken from
this work.

• Bachelor thesis [Seidel, ����]: The approach to the autonomous approach as well as partly
the graphical user interfaces were taken over, but not the corresponding programming.

The development of the tools (US mount, robot mount and force sensor assembly) was done by
Johnen Wibke, Fabian Dinkel based on my speci�cations.

�.� Own publications
This section will list all papers that I was a part of and contributed to during my Ph.D. work. It
is subdivided into First authorships peer reviewed journal publication, �rst authorships other
(abstracts, or conference proceedings) and last outhorships other (abstracts, or conference pro-
ceedings).
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First authorships - peer reviewed journal publications
Peter Seitz, Beatrice Baumann, Wibke Johnen, Cord Lissek, Johanna Seidel, Rolf Bendl.Development
of a robot-assisted ultrasound-guided radiation therapy (USgRT) Int J CARS ��, ���–���,
Dezember ����. doi: ��.����/s�����-���-�����-y.

Publication pending! Peter Seitz, Christian P. Karger, Rolf Bendl, Andrea Schwahofer. Strat-
egy for automatic ultrasound (US) probe positioning in robot-assisted ultrasound-guided
radiation therapy PMB.

Publication �: is based on the results of the chapters . My own share in this publication extends
to ca.�� � The share on the remaining authors extends in equal parts. B. Baumann assisted
in the execution of the experiments. W. Johnen took over the production of the used US head
holder. C. Lissek as well as J. Seidel realized smaller used programmed functions (in the area of
representation US picture as well as autonomous starting) in the MITK. R. Bendl took over the
project management, as well as assistance with the writing of the work.
Publication �: is based on the results of the chapters and should be submitted promptly. The
share of the work is based on ��� support of the co-authors is signi�cantly in the written part.

First authorships - other
Peter Seitz, Andrea Schwahofer, Beatrice Baumann, Rolf Bendl. Entwicklung einer robotergestützten
und ultraschallbasierten Lokalisationskontrolle für die Strahlentherapie Poster DGMP ����

Peter Seitz, Development of a robot-assisted ultrasound-guided radiation therapy (USgRT)
Abstract volume Estro ����.

Peter Seitz, Andrea Schwahofer, P. Goos, R. Bendl. Detektion von Kollisionen und Entwick-
lung von Gegenmaßnahmen für eine sichere Anwendung der robotergestützten Ultraschall-
diagnostik während der Bestrahlung Abstract volume DGMP ����.

Peter Seitz, K. Loheswaran, J. Seidel, R. Bendl, A. Schwahofer. Autonomous robotic ultra-
sound probe positioning for ultrasound guided radiation therapy Abstract volume ÖGMP,
DGMP and SGSMP ����.

Last authorships - other
Justus Kerber, Dieter Maier, Rolf Bendl, Andrea Schwahofer Peter Seitz. Ultraschallbasierte
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