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Abstract

This cumulative dissertation investigates the potential of radiocarbon (14C)-based and carbon
monoxide (∆CO)-based fossil fuel CO2 (∆ffCO2) estimates from the urban observation site
Heidelberg to deduce the seasonal cycle of the ffCO2 emissions in the Rhine Valley. For
this, the CarboScope inversion system is used to investigate the benefit of few but accurate
14C-based ∆ffCO2 estimates from about 100 hourly flask samples collected in 2019 and 2020,
compared to a continuous ∆CO-based ∆ffCO2 record with about 4 times larger uncertainty.
The urban observation site with large ffCO2 point sources in the vicinity places special
demands on the transport model. Therefore, a method is developed for the high-resolution
Weather Research and Forecasting - Stochastic Time-Inverted Lagrangian Transport model
(WRF-STILT) to represent the effective emission heights of point sources. This work shows
that the 14C-based ∆ffCO2 observations contain the seasonal cycle of the ffCO2 emissions,
but do not lead to robust inversion results. In contrast, the continuous ∆CO-based ∆ffCO2

estimates provide robust and data-driven seasonal cycles that show the distinct COVID-19
signal in 2020 and are suitable for validating the amplitude and phasing of the seasonal cycle
of the emission inventories in the main footprint of Heidelberg.

Kurzfassung

Diese kumulative Dissertation untersucht das Potenzial von Radiokohlenstoff (14C)-basierten
und Kohlenmonoxid (∆CO)-basierten fossilen CO2 (∆ffCO2) Abschätzungen von der urba-
nen Heidelberger Messstation, um damit den Jahresgang der ffCO2 Emissionen im Rheintal
abzuleiten. Hierzu soll mit dem CarboScope Inversionssystem der Nutzen von wenigen,
aber genauen 14C-basierten ∆ffCO2 Abschätzungen von etwa 100 stündlichen Luftproben,
die in den Jahren 2019 und 2020 gesammelt wurden, im Vergleich zu einer kontinuier-
lichen ∆CO-basierten ∆ffCO2 Zeitreihe mit etwa 4-mal größerer Unsicherheit untersucht
werden. Die urbane Messstation mit starken ffCO2 Punktquellen im direkten Umfeld stellt
besondere Anforderungen an das Transportmodell. Deshalb wurde für das hochaufgelöste
Weather Research and Forecasting – Stochastic Time-Inverted Lagrangian Transport Modell
(WRF-STILT) eine Methode entwickelt, um die effektive Emissionshöhe von Punktquellen
zu repräsentieren. Diese Arbeit zeigt, dass die 14C-basierten ∆ffCO2 Beobachtungen zwar
den Jahresgang der ffCO2 Emissionen enthalten, aber zu keinen robusten Inversionsergeb-
nissen führen. Dagegen liefern die kontinuierlichen ∆CO-basierten ∆ffCO2 Abschätzungen
robuste und datengetriebene Jahresgänge, die das ausgeprägte COVID-19 Signal im Jahr
2020 zeigen und für eine Validierung der Amplitude und der Phasenlage des Jahresgangs der
Emissionsinventare im Haupteinzugsgebiet von Heidelberg geeignet sind.
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CHAPTER 1

Introduction
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1.1 The global carbon cycle

1.1.1 Atmospheric carbon dioxide (CO2) increase and global warming

As early as 1896, the Swedish scientist Svante Arrhenius found that the atmospheric CO2

concentration affects the Earth’s surface temperature through the absorption and re-emission
of long-wave radiation from the ground (Arrhenius, 1896; Rodhe et al., 1997). In his pioneer-
ing work Arrhenius predicted a 5–6°C heating of the Earth’s surface for a doubling of the
atmospheric CO2 concentration (Arrhenius, 1896). Today, well over 100 years later, there is
no doubt that anthropogenic emissions of CO2 by burning of fossil fuels (ff) and land use
change have led to an increase in the atmospheric CO2 concentration of about 50% compared
to pre-industrial levels (Keeling et al., 1976; IPCC, 2021; Friedlingstein et al., 2022; Lan et
al., 2023). Human induced CO2 (and CH4) emissions are thus the major driver for recent
global warming, which is characterized by an about 1.1°C higher mean global surface tem-
perature in 2011-2020 compared to 1850-1900 (IPCC, 2021).

The impact of global warming on weather extremes and climate change with its drastic impli-
cations for nature, society and economy are ubiquitously palpable. In particular, vulnerable
communities who have historically least contributed to climate change are disproportionately
affected by its consequences (IPCC, 2021; IPCC, 2023). Meanwhile, the urgency of mitigat-
ing climate change is reflected in politic actions such as the Paris Agreement to limit global
temperature rise until 2100 to below 1.5°C compared to pre-industrial levels. This requires
rapid and dramatic reductions of the anthropogenic CO2 emissions with net zero CO2 emis-
sions by 2050, and even negative emissions thereafter (IPCC, 2021).

1.1.2 Natural CO2 sources and sinks

The prediction of future warming requires a profound understanding of the global carbon cy-
cle, i.e. how perturbing anthropogenic CO2 emissions are redistributed “among atmosphere,
ocean and terrestrial biosphere in a changing climate” (Friedlingstein et al., 2022). Fortu-
nately, about 50% of the annual anthropogenic CO2 emissions are taken up by the ocean and
the terrestrial biosphere in roughly equal shares (see Fig. 1.1). This strongly weakens the
CO2 growth rate in the atmosphere, and thus global temperature rise.
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Figure 1.1 Global carbon cycle. Panel (a) shows the annual perturbation (thick arrows) of the
global carbon cycle caused by anthropogenic ffCO2 emissions and land-use change (averaged
globally for the decade 2012-2021). The thin arrows show the annual gross land-atmosphere
and ocean-atmosphere fluxes. Panel (b) illustrates the partitioning of the perturbing annual
ffCO2 and net land-use change emissions among the atmosphere, the ocean, and the terres-
trial biosphere. The dashed red curve indicates the budget imbalance between the overall
perturbing emissions and their partitioning into the three reservoirs. The figures are from
Friedlingstein et al. (2022).

However, there are large uncertainties of roughly 15-20% in the annual CO2 sinks of the
ocean and the terrestrial biosphere (see Fig. 1.1). Moreover, the latter shows large inter-
annual variabilities due to varying meteorological conditions (see Fig. 1.1b; Rödenbeck et
al., 2018). While the fossil emissions in Fig. 1.1 are based on energy statistics, the ocean
and land sinks are estimated with global ocean biogeochemistry models and dynamic global
vegetation models, respectively (Friedlingstein et al., 2022). Apparently, the sum of the mea-
sured atmospheric CO2 growth rate and the modelled natural CO2 sinks from the ocean and
the terrestrial biosphere is slightly larger than the sum of the CO2 emissions due to fossil
fuel burning and land-use change. This imbalance illustrates the current understanding of
the global carbon cycle (Friedlingstein et al., 2022).

In the past, the natural CO2 sinks have increased with the growing amount of CO2 in the
atmosphere (see Fig. 1.1b). However, the adaptation of these natural CO2 sinks to increased
future CO2 levels is associated with large uncertainties (Walker et al., 2021). Furthermore,
the fossil and natural CO2 fluxes are associated with much larger uncertainties on a more
regional or local and sub-annual scale, on which e.g. climate extremes take place. Therefore,
a better understanding of the ocean-atmosphere and land-atmosphere CO2 exchange fluxes
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and their driving processes is needed. For this, atmospheric CO2 observations together with
accurate estimates of the fossil emissions on the regional to local scale can help to constrain
the natural CO2 fluxes and their expected changes and enable a better understanding of the
global carbon cycle (e.g., Monteil et al., 2020; Chandra et al., 2022).

Figure 1.2 (colored lines) shows the atmospheric CO2 concentrations measured at 35 Inte-
grated Carbon Observation System (ICOS) atmosphere stations between 2017 and 2021 in
Europe (see Sect. 1.2 for a description of the ICOS network). They show a clear seasonal
cycle with roughly 10-20 ppm larger concentrations during winter than during summer. This
seasonal cycle is mainly caused by the seasonality in the fossil and the biospheric CO2 fluxes.
During the growing season, plant photosynthesis leads to a biospheric CO2 uptake, and thus
to the drawdown of the atmospheric CO2 concentration in spring (see Kutsch et al., 2022).
In contrast, the biosphere is a net CO2 source during the dormant season. This leads to
a CO2 concentration maximum during winter. Furthermore, European ffCO2 emissions are
typically larger in winter than in summer because of heating emissions. The seasonal cycle
in the ffCO2 emissions must be accurately known, so that the ffCO2 emissions can be used
to separate the fossil from the biospheric contributions in the atmospheric CO2 observations
and therewith to constrain the biospheric CO2 fluxes.

Figure 1.2 Monthly averaged atmospheric CO2 concentration measurements from 35 Eu-
ropean ICOS atmosphere stations for 2017-2021 (colored lines). The black line shows the
measurements from the ICOS station of Réunion Island in the Indian Ocean, which is less
influenced by biogenic or fossil CO2 fluxes. Due to the very weak seasonal cycle, these ob-
servations can be used to illustrate the overall global CO2 trend (highlighted in pink). This
figure is from Kutsch et al. (2022).
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1.2 ICOS Research Infrastructure & Heidelberg observation site

1.2.1 ICOS atmosphere station network

In Europe, the Integrated Carbon Observation System Research Infrastructure (ICOS RI)
was set up to produce high-quality and long-term measurements from the different carbon
reservoirs atmosphere, terrestrial ecosystems and oceans to provide the observational data for
constraining surface-atmosphere CO2 fluxes and thus improving the knowledge about the car-
bon cycle and possible climate feedbacks (ICOS RI, 2020; Heiskanen et al., 2022). Currently,
the ICOS Atmosphere station network consists of 20 class-1 and 19 class-2 stations, which
are distributed over the ICOS member countries. At ICOS class-1 and class-2 sites, ambient
air CO2, CH4 and CO measurements are performed continuously. Furthermore, ICOS class-1
sites are equipped with an automated flask sampler, which is designed to regularly collecting
hourly air samples, which are analyzed for additional tracers like radiocarbon (14C) in CO2

(see Ch. 4 for more details). Overall, these precise measurements are the basis for estimating
fossil and natural CO2 fluxes in Europe.

1.2.2 Heidelberg observation site

The urban Heidelberg observation site was selected as an ICOS pilot station to test and
develop flask sampling and modelling strategies for estimating ffCO2 emissions in the ICOS
network. It is located in the highly populated and industrialized Upper Rhine Valley in
Southwestern Germany. The large and variable CO2 signals observed in Heidelberg are well
suited to intensively test the performance of the ICOS flask sampler and to try out various
flask sampling strategies (see Ch. 4). Moreover, there is a longtime experience with 14CO2

observations in Heidelberg, dating back to the 1950s (Kromer et al., 2022).

The Heidelberg observation site is located in the northern part of the city on the campus of
the university. Local emissions mainly originate from the traffic and heating sectors. About
500 m north of the observation site is a combined heat and power station, and a few kilome-
ters south is a cement works. Moreover, there are the heavily industrialized cities Mannheim
and Ludwigshafen, including a large coal-fired power plant and the BASF company, located
about 15-20 km northwest of Heidelberg (see Fig. 1.3, blue dots). Due to the channeling
effect of the Rhine Valley, Heidelberg is often influenced by southwesterly air masses, which
transport polluted air from the southern part of the Rhine Valley to the station.
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Figure 1.3 Map of the European STILT domain (a) and a zoom into the Rhine Valley domain
(b). Panel (b) shows the TNO area and point source ffCO2 emissions from 2019 in the Rhine
Valley domain. The Heidelberg observation site (HEI) and the marine European background
site Mace Head (MHD) are denoted.

The air intake of the Heidelberg observation site is at 30 m above ground on the roof of the
building of the Institute of Environmental Physics. Ambient air CO2 and CO measurements
are performed with a Cavity Ring-Down Spectroscopy (CRDS) gas analyser. Furthermore,
hourly integrated 14CO2 flask samples are collected with the ICOS flask sampler. The flask
air concentrations of several gases like CO2, CH4 and CO are measured at the ICOS Flask and
Calibration Laboratory (FCL, https://www.icos-cal.eu/fcl) with a gas chromatographic
analysis system. After that, the CO2 in the flasks is extracted and graphitized at the Central
Radiocarbon Laboratory (CRL, https://www.icos-cal.eu/crl; Lux, 2018), and analyzed
for 14C with an accelerator mass spectrometer (Kromer et al., 2013). The following sections
describe how the CO2, CO and 14CO2 observations from Heidelberg can be used to estimate
the ffCO2 emissions in the Rhine Valley metropolitan region.

1.3 How to estimate ffCO2 emissions

As mentioned above, reliable estimates of ffCO2 emissions are essential for a better un-
derstanding of the natural CO2 fluxes and their future development. However, they are
also needed to assess the effectiveness of ffCO2 emission reduction strategies and to verify
compliance with emission reduction targets. There are two methods to estimate the major

https://www.icos-cal.eu/fcl
https://www.icos-cal.eu/crl
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anthropogenic CO2 emissions caused by burning of fossil fuels and cement production: the
“bottom-up” and the “top-down” approach.

1.3.1 Bottom-up approach

In the bottom-up approach, national activity data like fuel consumption statistics are col-
lected and combined with emission factors to derive national total ffCO2 emissions for differ-
ent emission sectors (Janssens-Maenhout et al., 2019). However, these national and annual
totals are less suitable for estimating the more regional or local ffCO2 emissions of, e.g.,
individual cities. Therefore, sector-specific annual and national total ffCO2 emissions are
typically redistributed on a grid with a higher spatiotemporal resolution by using spatial and
temporal proxies like population density maps or traffic data and temporal activity profiles
(Kuenen et al., 2014; Andres et al., 2016; Janssens-Maenhout et al., 2019).

The distribution of the emissions to individual regions or even grid cells with a horizon-
tal resolution of only a few kilometers is associated with huge uncertainties (Andres et al.,
2016). For example, Super et al. (2020) estimated for the ca. 1 km x 1 km resolved TNO
emission inventory covering Central Europe a CO2 emission uncertainty of 1% for the whole
domain but of up to 40% for specific spatial grid cells. This uncertainty further increases for
a sub-annual temporal resolution. The large uncertainties of bottom-up CO2 emissions on
sub-national and sub-annual scales can result from a poor representativeness of the spatial
and temporal proxies used to disaggregate the country-level emissions as well as uncertain-
ties in the proxy values themselves (Super et al., 2020). Overall, this strongly calls for an
independent verification of the emission inventories from national to regional or local scales,
so that wrong emission factors or disaggregation errors can be identified and corrected.

1.3.2 Top-down approach

In the top-down approach, observations of the atmospheric CO2 concentration are used to in-
dependently deduce surface CO2 fluxes with the so-called “atmospheric transport inversion”
(Newsam and Enting, 1988). It exploits that the variations of atmospheric CO2 concentra-
tions are caused by the combination of spatially and temporally varying CO2 sources and
sinks and the effect of atmospheric transport and mixing processes (Enting, 2002). In a first
step, an atmospheric transport model uses a-priori estimates of the surface CO2 fluxes to
simulate atmospheric CO2 concentrations. Within the inversion framework, the difference
between the modelled and observed CO2 concentrations are minimized by adjusting the a-
priori CO2 sources and sinks.
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Gridded bottom-up ffCO2 emissions are used as “best-guess” estimates to describe the ffCO2

emissions in the CO2 inversion. Commonly, these ffCO2 fluxes are prescribed and only the
typically less known natural CO2 fluxes from the ocean and the terrestrial biosphere are
adjusted (e.g., Rödenbeck et al., 2003; Peylin et al., 2013; Monteil et al., 2020; Liu et al.,
2021). Therefore, a reliable top-down estimation of natural CO2 fluxes is based on accurate
bottom-up ffCO2 emissions. As mentioned above, estimating the seasonal (and diurnal)
varying CO2 fluxes from the land biosphere requires accurate temporal profiles in the bottom-
up ffCO2 emissions. Thus, it is important to also validate the bottom-up ffCO2 emissions with
top-down ffCO2 emission estimates. However, for this, an additional observational tracer is
needed, which allows to separate between the ffCO2 fluxes and the natural CO2 fluxes from
the terrestrial biosphere or the ocean (Ciais et al., 2015; Bergamaschi et al., 2018).

Dual-tracer inversion

The absence of radiocarbon (14C) in fossil fuels makes 14CO2 observations an ideal tracer to
directly estimate ffCO2 emissions (see Sect. 1.3 for a detailed description of 14C). Basu et
al. (2020) convincingly demonstrate the strong potential of 14CO2 observations to quantify
the ffCO2 emissions from the United States (US). They implemented the CO2 and 14CO2

observations from the North American sites of the National Oceanic and Atmospheric Ad-
ministration’s Global Greenhouse Gas Reference Network in a (global) dual-tracer inversion
system (Basu et al., 2016) and estimate the US national total ffCO2 emissions for 2010
to be 1,653 ± 30 TgC/yr. Their top-down estimate is significantly larger (>3σ) than the
bottom-up estimates of three widely used global inventories, but it agrees within 1σ with
the US-specific high-resolution “Vulcan” emission inventory. However, such a dual-tracer
inversion requires an a-priori representation of the ocean-atmosphere and land-atmosphere
CO2 fluxes as well as the isotopic 14CO2 signatures of surface ocean water and the terrestrial
biosphere. Furthermore, as 14CO2 is formed in the upper atmosphere, its seasonal transport
into the troposphere must also be described correctly in the inversion system.

Regional isotope budget approach

In this thesis I use an alternative – regional – inversion approach for estimating the ffCO2

emissions in the Rhine Valley, which I call here the “regional isotope budget approach”. In
this approach, CO2 and 14CO2 measurements from an observation and a background site
are used to calculate the recently added ffCO2 contribution (∆ffCO2) in the CO2 excess
concentrations at the observation site compared to the background site (see Ch. 3 for a
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detailed derivation of this method). These 14C-based ∆ffCO2 estimates can then be imple-
mented in a ∆ffCO2 inversion to estimate the ffCO2 emissions between the observation and
the background site. The regional isotope budget approach assumes that the background
observations adequately capture the CO2 and 14CO2 boundary conditions. So, there is no
need to explicitly describe e.g. the CO2 flux and the 14CO2 signature of the ocean, or the
14CO2 transport from the stratosphere into the troposphere. However, the regional isotope
budget approach is strongly dependent on the choice of the 14CO2 background.

Graven et al. (2018) applied this regional isotope budget approach to estimate the ffCO2

emissions of California for three months in 2014-2015. Their inversion results are consistent
with the officially reported ffCO2 emissions. Therefore, continuing this inversion analysis
could provide an independent validation of the reported ffCO2 emissions and their reductions
in California. Overall, the usage of 14C-based ∆ffCO2 data in inverse models requires a
careful estimation of their uncertainties (see Ch. 3). The following section describes the
direct ∆ffCO2-tracer 14C more in detail.

1.3.3 14C as tracer for ffCO2 emissions

14C is naturally produced in the upper atmosphere when thermalized neutrons react with
nitrogen atoms. The 14C isotopes quickly oxidize to 14CO and 14CO2. In the latter form, it
dissolves into the ocean or is taken up by plants via photosynthesis (Currie, 2004). The 14C-
decay with a half-life of 5700 years leads to a slow reduction of the 14C isotopes in dead plant
material or deep ocean waters without CO2 exchange with the atmosphere. Consequently,
million-year-old fossil fuels are devoid of 14C and their combustion leads to an increase in
CO2 concentration and a depletion of the ambient air 14C/C isotopic signature, which is
known as the Suess effect (Suess, 1955). Therefore, the 14C/C depletion in ambient air CO2

compared to background air CO2 is a direct tracer for the ∆ffCO2 excess at the observation
site compared to the background site (Levin et al., 2003; Turnbull et al., 2006).

In this thesis, the ∆-notation introduced by Stuiver and Polach (1977) is used to report the
14C/C isotopic signature as ∆14CO2 (see Eq. (1.1)):

∆14C =
(

ASN · eλc(y−x)

Aabs
− 1

)
· 1000‰ (1.1)

In this ∆-notation the (normalized) 14C activity of the air sample ASN is reported relative to
a reference 14C activity Aabs. As fossil fuels are devoid of 14C, the ∆14CO2 signature of fossil
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fuels is -1000‰. The advantage of this notation is that the ∆14CO2 values are normalized
with respect to δ13C, so that (mass-dependent) isotopic fractionation processes are accounted
for. This makes ∆14CO2 signatures from different compartments like atmosphere, plant ma-
terial or ocean water directly comparable. Furthermore, the 14C decay (with λc=1/8267
years−1) between the year of sample collection (x) and the year of sample measurement (y)
is considered.

Many studies have applied this approach to estimate the ∆ffCO2 concentrations for continen-
tal or urban sites (e.g., Levin et al., 2003; Turnbull et al., 2006; Levin and Rödenbeck, 2008;
Zhou et al., 2020). However, this regional isotope budget approach is not always straightfor-
ward to apply as there are also anthropogenic 14CO2 sources, which can mask a significant
amount of ∆ffCO2 at the observation site. Nuclear installations like power plants or repro-
cessing plants emit pure 14CO2, which can contaminate the 14CO2 samples. Moreover, the
nuclear weapons tests in the mid of the last century have led to a steep “bomb-peak” in the
atmospheric ∆14CO2 signature (see Fig. 1.4). By ongoing CO2 exchange with the terrestrial
biosphere and the ocean, this atmospheric ∆14CO2 peak levelled off in the decades after the
nuclear test ban treaty in 1963. Thus, CO2 from decomposing organic material is associated
with on average slightly higher ∆14CO2 signatures compared to current atmospheric values.
Consequently, heterotrophic respiration of the biosphere can also lead to a masking of ∆ffCO2

if this is not corrected for. Chapter 3 describes the challenges in estimating 14C-based ∆ffCO2

concentrations in more detail and gives an estimate for the overall uncertainty of the ∆ffCO2

estimates, which is needed for their application in inverse models.

Unfortunately, 14CO2 cannot be measured remotely nor continuously with the needed pre-
cision to estimate ∆ffCO2 concentrations. Therefore, air samples for 14CO2 analyses must
be collected in-situ. This makes 14CO2 observations labor-intensive and expensive, so that
they have a very low spatial and temporal resolution. That’s why continuously measured
trace gases like carbon monoxide (CO), which is co-emitted with CO2 during incomplete
combustion of fossil fuels, has been used as an alternative tracer for ffCO2 emissions.

1.3.4 CO as tracer for ffCO2 emissions

Many studies have used the continuously measured ∆CO excess at a polluted site compared
to a background to determine ∆CO-based ∆ffCO2 estimates with a high temporal resolution
(e.g., Gamnitzer et al., 2006; Turnbull et al., 2006; Levin and Karstens, 2007; Van Der Laan
et al., 2010; Vogel et al., 2010). For this, the continuous ∆CO concentrations are divided by
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Figure 1.4 Development of the tropospheric ∆14CO2 level. The figure is modified from
Levin et al. (2022) and can be found online at https://www.iup.uni-heidelberg.de/de/
research/kk (last access: 18. April, 2023).

mean ∆CO/∆ffCO2 ratios, which are representative for the observation site and the aver-
aging period. However, this requires an accurate determination of the ∆CO/∆ffCO2 ratios.
In fact, the CO/ffCO2 emission ratios might differ between (and also within) the various
emission sectors as they depend on the combustion efficiency and e.g., applied end-of-pipe
treatments. Furthermore, these ratios might change with time due to technological progress
(Rosendahl, 2022). This can lead to a high variability in the ∆CO/∆ffCO2 ratios at the
observation site, depending on its spatiotemporal footprint.

A fully observational approach to estimate the ∆CO/∆ffCO2 ratios at the observation site
is using 14C-based ∆ffCO2 observations from air samples (e.g., Vogel et al., 2010). The
advantage of this observational approach is that it intrinsically includes the non-fossil CO
contributions from CO sources like biomass burning or oxidation of methane and volatile
organic compounds and atmospheric CO sinks like the oxidation by OH (Folberth et al.,
2006). However, as CO affects air pollution, and thus human health, there are many urban
stations with CO – but without 14CO2 – measurements (Pinty et al., 2019). For such sites,
modelled ∆CO/∆ffCO2 ratios based on bottom-up CO and ffCO2 emissions could be used
to determine continuous ∆CO-based ∆ffCO2 records. This would dramatically increase the

https://www.iup.uni-heidelberg.de/de/research/kk
https://www.iup.uni-heidelberg.de/de/research/kk
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number of sites, for which ∆CO-based ∆ffCO2 concentrations could be estimated. However,
this approach urgently requires a reliable transport model and accurate bottom-up CO/ffCO2

emission ratios, as a bias in the modelled ∆CO/∆ffCO2 ratios would directly translate into
a bias in the ∆CO-based ∆ffCO2 estimates, and thus in the top-down ffCO2 emissions.

In this thesis, separate ∆ffCO2 inversion runs are performed with (1) discrete 14C-based
∆ffCO2 observations from flask samples, and (2) a continuous ∆CO-based ∆ffCO2 record.
Chapter 5 describes how this ∆CO-based ∆ffCO2 record has been constructed from flask-
based ∆CO/∆ffCO2 ratios. It further gives an estimate of its uncertainty, which is caused by
the uncertainties of the ambient air and background measurements, as well as the spatiotem-
poral variability of the ratios at the observation site. Moreover, it compares the flask-based
∆CO/∆ffCO2 ratios with modelled ratios to investigate the potential of using bottom-up
emission ratios to deduce ∆CO-based ∆ffCO2 estimates.

1.4 Rhine Valley inversion

To my knowledge, ∆ffCO2 inversions have so far only been used to estimate national scale
ffCO2 emissions (see Graven et al., 2018). In this thesis, I use 14C- and ∆CO-based ∆ffCO2

observations from the Heidelberg observation site to estimate the ffCO2 emissions in this
urban region. Thereby, the overarching goal is to investigate the potential of 14C- vs. ∆CO-
based ∆ffCO2 observations to estimate the amplitude and the phasing of the seasonal cycle
of the ffCO2 emissions in the main footprint of the Heidelberg observation site. For this, the
Bayesian CarboScope inversion framework developed by Rödenbeck et al. (2003) is adapted
for the urban Rhine Valley (see Ch. 6).

Before describing the CarboScope inversion system in more detail, I first want to give a few
examples why it is important to independently estimate ffCO2 emissions in urban regions.

1.4.1 Why to study ffCO2 emissions in urban regions

First, about 70% of the global ffCO2 emissions are released by cities (Duren and Miller, 2012).
Consequently, emission reduction strategies would be most effective in urban areas. Indeed,
there are already several urban networks like, e.g., the C40 cities, which advance in develop-
ing emission reduction strategies to mitigate global warming (see https://www.c40.org/).
For this, high-resolution bottom-up statistics could help to identify the most important CO2

emitters in a city and to take appropriate measures to reduce them. For such cities, top-down

https://www.c40.org/
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ffCO2 emission estimates may provide an independent validation of the city-scale emissions.
Moreover, continuing top-down estimates could be used to independently monitor the emis-
sion reductions in the cities.

Second, a verification of the bottom-up estimates on urban scales might also be helpful for
identifying (and correcting) wrong emission factors or inappropriate spatial proxies, which
are used to disaggregate the national total emissions to the urban grid cells. Moreover, since
city emissions cause large ∆ffCO2 signals, they might be predestined for an observation-based
evaluation of the temporal profiles used in the emission inventories. As mentioned before,
accurate temporal profiles in the bottom-up ffCO2 emissions are essential, e.g., when they
are used in a CO2 inversion, which evaluates the seasonal cycle of the CO2 fluxes from the
terrestrial biosphere.

Third, accurate bottom-up ffCO2 emission estimates from urban regions are also needed for
comparison with satellite retrievals. Satellite remote sensing is a powerful tool for getting
(column) CO2 observations with global coverage and high spatial resolution. Thereby, ap-
proaches have been developed to deduce the CO2 emissions from intense industrial areas
or individual power plants by monitoring their plumes with satellites (Reuter et al., 2019;
Zheng et al., 2020; Chevallier et al., 2022). However, as these satellite observations cannot
discriminate between fossil and non-fossil CO2 contributions, the monitored CO2 plumes
must be of fossil origin so that the satellite-based CO2 emission estimates can be compared
with bottom-up ffCO2 emissions. Therefore, Konovalov et al. (2016) used satellite column
observations of NO2 and CO, which are co-emitted with ffCO2, to deduce top-down NOx

and CO emissions. By applying bottom-up NOx/ffCO2 and CO/ffCO2 emission factors, they
could derive ffCO2 emission estimates for large industrial regions in Europe.

Overall, this illustrates the need for an independent top-down validation of bottom-up ffCO2

emissions in urban regions. However, the complex emissions patterns in urban areas makes it
challenging to estimate urban ffCO2 emissions accurately. Indeed, the Rhine Valley inversion
system must account for the very heterogeneously distributed ffCO2 sources in the vicinity of
the Heidelberg observation site. Therefore, a high-resolution transport model and a special
treatment of the nearby point source emissions is needed.
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1.4.2 Modelling of nearby point source emissions

In this thesis, I use the Stochastic Time-Inverted Lagrangian Transport model (STILT, Lin
et al., 2003; Nehrkorn et al., 2010) driven with 2 km x 2 km resolved meteorological fields
generated with the Weather Research and Forecasting model (WRF) to calculate hourly foot-
prints, i.e. so-called surface source influences (SSI), for the Heidelberg observation site. These
footprints are then mapped with 1 km x 1 km resolved ffCO2 emissions from the Netherlands
Organization for Applied Scientific Research (TNO) emission inventory (Dellaert et al., 2019;
Denier van der Gon et al., 2019) to model ∆ffCO2 concentrations for Heidelberg.

Commonly, point source emissions are released from the surface in STILT. This means that
their effective emission heights of a few hundred meters above the ground are fully ignored.
In fact, this can lead to large overestimations in the near-surface ∆ffCO2 concentrations
(Brunner et al., 2019). Consequently, the incorrect representation of nearby point sources in
the inversion system will lead to biases in the top-down emissions. Therefore, I developed
in this thesis an alternative STILT approach, the volume source influence (VSI) approach,
which considers the effective emission heights of the point sources in the Rhine Valley domain
(see Fig. 1.3). Both, the standard SSI and the new VSI approach are described in detail in
Ch. 2, which also assesses the performance of the VSI approach.

1.4.3 CarboScope inversion framework

The special settings of the high-resolution Rhine Valley inversion system are detailed in Ch.
6. Therefore, the following section gives a more general description of the CarboScope inver-
sion framework.

The ∆ffCO2 inversion tries to find the ffCO2 flux realization that leads to the best agreement
between the observed and the modelled ∆ffCO2 concentrations Cobs and Cmod, respectively,
and thus minimizes the model-data mismatch m=Cobs-Cmod. In case of linear regressions,
the following least-squares cost function JLS is minimized:

JLS = 1
2mT Q−1

m m (1.2)

The covariance matrix Qm describes the uncertainties of the observations and the transport
model. However, as atmospheric transport inversions are typically under-determined, addi-
tional Bayesian a-priori information is needed. In the CarboScope setup, a flux model is used
to describe the added a-priori information. For this, the flux vector f is written in the form
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of a fixed “best-guess” a-priori estimate ffix and a vector p with adjustable parameters:

f = ffix + Fp (1.3)

The matrix F contains the information about the uncertainty of the a-priori fluxes and
describes the spatiotemporal flux patterns. By construction of the a-priori parameters ppri,
i.e. ⟨ppri⟩ = 0; ⟨pprip

T
pri⟩ = 1/µ, this leads to the following cost function:

J = JLS + µ

2 pTp = 1
2mT Q−1

m m + µ

2 pTp (1.4)

The first term of J is the least-squares cost function and the second term of J is the Bayesian
a-priori constraint. By definition, the parameter µ describes the ratio between a-priori and
data constraint and can be used to scale the a-priori impact. For example, for µ = 0 there
is no a-priori constraint, since J = JLS. The Bayesian inversion algorithm then seeks those
a-posteriori parameters ppost that minimize the cost function J . For this, it uses a conjugate
gradient algorithm (see Rödenbeck, 2005).

1.5 Research questions and outline of this thesis

The main goal of this thesis is to answer the following question:

What is the potential of 14C-based vs. ∆CO-based ∆ffCO2 observations to estimate the sea-
sonal cycle of the ffCO2 emissions in the Rhine Valley metropolitan region?

Thereby, I want to explore which observational information is more beneficial in this urban
inversion system: discrete 14C-based ∆ffCO2 observations with small uncertainties or contin-
uous ∆CO-based ∆ffCO2 estimates with larger uncertainties. This main research question
is addressed in Ch. 6. However, in order to be able to properly address this main research
question, the following questions must first be answered:

1. How to represent elevated point source emissions in STILT?

2. How to calculate bias-free 14C-based ∆ffCO2 estimates in Central Europe?

3. How to collect flask samples for 14C analysis?

4. How to determine continuous ∆CO-based ∆ffCO2 estimates and their uncertainties?

These leading questions are discussed in the chapters Ch. 2 to Ch. 5. The following Sect.
1.5.1 gives a detailed overview of this thesis.
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1.5.1 Overview of the manuscripts

This thesis is written in a cumulative form. This means that each of the result chapters Ch.
2 to Ch. 6 is based on a manuscript. The manuscripts in Ch. 2 and Ch. 4 are already
published, and the manuscript in Ch. 3 is accepted for publication. The manuscripts in Ch.
5 and Ch. 6 are still being submitted. The appendix of this thesis shows a description of
my contribution to the individual manuscripts. Chapter 7 provides an overall discussion of
the results of this thesis, and a conclusion can be found in Ch. 8. Table 1.1 summarizes the
research questions of the individual manuscripts. They are explained in more detail in the
following.

Chapter 2: Effects of point source emission heights in WRF–STILT: a step to-
wards exploiting nocturnal observations in models

As mentioned above, the Heidelberg observation site’s proximity to large point sources re-
quires the development of an alternative so-called volume source influence (VSI) approach,
which considers the effective emission heights of point sources in STILT. This is needed to
avoid large overestimations in the modelled ∆ffCO2 concentrations in Heidelberg during sit-
uations with suppressed atmospheric mixing, and thus to prevent biases in the top-down
ffCO2 emission estimates. Chapter 2 introduces this new STILT-VSI approach and describes
its performance by comparing the modelled ∆ffCO2 concentrations with 14C-based ∆ffCO2

observations. Moreover, it investigates up to which distance from the observation site the
point sources should be represented with this VSI approach.

Chapter 3: Estimating regional fossil-fuel CO2 concentrations from 14CO2 obser-
vations: Challenges and uncertainties

The methodological Ch. 3 re-visits the challenges in estimating 14C-based ∆ffCO2 obser-
vations. It carefully examines the potential biases and uncertainties of 14C-based ∆ffCO2

estimates, so that they can be used in a ∆ffCO2 model inversion. In particular, Ch. 3 as-
sesses the ∆ffCO2 masking effects of nuclear contaminations and biosphere respiration, and
evaluates the suitability of a marine ∆14CO2 background (see Fig. 1.3) for observation sites
in Central Europe. It further compares the mean ∆ffCO2 signals at remote ICOS sites with
their uncertainties.
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Chapter 4: A dedicated flask sampling strategy developed for Integrated Car-
bon Observation System (ICOS) stations based on CO2 and CO measurements
and Stochastic Time-Inverted Lagrangian Transport (STILT) footprint modelling

After the two methodological manuscripts on the representation of point sources in STILT
and the estimation of 14C-based ∆ffCO2 observations, Ch. 4 shows the performance of the
ICOS flask sampler. This sampler was constructed at the ICOS FCL and has been installed
at the ICOS class-1 stations. The sampler is programmed to collect flask samples whose
concentration corresponds to the hourly mean value of the ambient air concentration. The
advantage of sampling hourly means is that they are less influenced by sub-hourly variabili-
ties in the ambient air concentrations, which cannot be represented by atmospheric transport
models. Moreover, the flask data are easier to compare with in-situ measurements. I have
tested the sampler intensively at the ICOS pilot site Heidelberg from 2018 onwards. That’s
why there are many 14C flask analyses from Heidelberg between 2019 and 2020. Those 14C
flasks form the observational basis for this thesis.

Chapter 4 also describes a dedicated flask sampling strategy for the ICOS sites, which pro-
vides routinely flasks for quality control of the continuously measured in-situ data and ad-
ditional flask samples for 14C analyses. The results of the previous Ch. 3 illustrate that 14C
flasks should be collected during situations with pronounced ∆ffCO2 signals to reduce their
relative uncertainty. Therefore, Ch. 4 also shows how CO can help to sample ∆ffCO2 signals
at remote ICOS sites.

Chapter 5: Uncertainty of continuous ∆CO-based ∆ffCO2 estimates derived from
14C flask and bottom-up ∆CO/∆ffCO2 ratios

In Ch. 5 the large pool of 14C flasks from Heidelberg is used to calculate ∆CO/∆ffCO2

ratios from which a continuous ∆CO-based ∆ffCO2 record is constructed. By comparing the
∆CO-based ∆ffCO2 with the 14C-based ∆ffCO2 of the flask samples, a reliable estimate for
the uncertainty of the ∆CO-based ∆ffCO2 is determined. This is needed for an application
of the ∆CO-based ∆ffCO2 estimates in an inversion framework. Furthermore, Ch. 5 investi-
gates whether inventory-based ∆CO/∆ffCO2 ratios could be used instead of 14C-based ratios
to calculate the ∆CO-based ∆ffCO2 record.
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Chapter 6: Potential of 14C-based versus ∆CO-based ∆ffCO2 observations to es-
timate urban fossil fuel CO2 (ffCO2) emissions

The various findings from Ch. 2 to Ch. 5 form the basis for Ch. 6, which finally shows the
results of the Rhine Valley inversion and addresses the main research question of this thesis.
It investigates whether the 14C- and ∆CO-based ∆ffCO2 observations from Heidelberg can
be used to estimate the seasonal cycle of the ffCO2 emissions in the Upper Rhine Valley.
Furthermore, it analyses whether these observational data are suitable for validating the
seasonal cycle of the bottom-up ffCO2 emissions in the main footprint of Heidelberg. As
mentioned above, this is crucial for using bottom-up ffCO2 emissions in CO2 inversions to
estimate natural CO2 fluxes, and thus improving the understanding of the carbon cycle.
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Table 1.1 Specific research questions of this work and where they are addressed.

Specific research questions Manuscript/publication

1. How can elevated point source emis-
sions be represented in STILT?

2. What is the performance of the vol-
ume source influence (VSI) approach,
which considers the effective emission
heights of point sources in STILT?

3. Up to which distance from the ob-
servation site should the point source
emissions be treated with the VSI ap-
proach?

Chapter 2: Effects of point source emis-
sion heights in WRF–STILT: a step towards
exploiting nocturnal observations in models
(DOI: 10.5194/gmd-15-5391-2022)

1. What are the challenges in estimating
∆ffCO2 concentrations from 14CO2
observations?

2. What is an appropriate marine
∆14CO2 background for observation
sites in Central Europe?

3. What are potential ∆ffCO2 biases and
uncertainties induced by nuclear con-
tamination and biosphere respiration?

4. What are the ∆ffCO2 signals at the
ICOS sites and how large are their un-
certainties?

Chapter 3: Estimating regional fossil-fuel
CO2 concentrations from 14CO2 observa-
tions: Challenges and uncertainties (DOI:
10.1098/rsta.2022.0203)

1. What is a dedicated flask sampling
strategy for ICOS sites?

2. How suitable is the ICOS flask sam-
pler for detecting CO2 biases between
flask and in-situ data?

3. How can in-situ CO observations help
to select flasks for 14CO2 analysis?

Chapter 4: A dedicated flask sam-
pling strategy developed for Integrated Car-
bon Observation System (ICOS) stations
based on CO2 and CO measurements and
Stochastic Time-Inverted Lagrangian Trans-
port (STILT) footprint modelling (DOI:
10.5194/acp-20-11161-2020)
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1. How can flask ∆CO/∆ffCO2 ratios be
used to construct a continuous, bias-
free ∆CO-based ∆ffCO2 record?

2. How large is the uncertainty of this
∆CO-based ∆ffCO2 record at an ur-
ban and at a remote site?

3. Can inventory-based ∆CO/∆ffCO2
ratios be used to estimate the contin-
uous ∆CO-based ∆ffCO2 record?

Chapter 5: Uncertainty of continuous
∆CO-based ∆ffCO2 estimates derived from
14C flask and bottom-up ∆CO/∆ffCO2 ra-
tios

1. What is the potential of discrete 14C-
based ∆ffCO2 estimates from flasks
vs. continuous ∆CO-based ∆ffCO2
observations to estimate the seasonal
cycle of ffCO2 emissions in the urban
Rhine Valley?

2. Can the 14C- and ∆CO-based ∆ffCO2
observations from Heidelberg be used
to detect the COVID-19 signal in 2020
and to validate the seasonal cycle of
the bottom-up ffCO2 emissions in the
main footprint of Heidelberg?

3. How can the impact of an inadequate
point source modelling on the inver-
sion results be reduced?

Chapter 6: Potential of 14C-based versus
∆CO-based ∆ffCO2 observations to estimate
urban fossil fuel CO2 (ffCO2) emissions
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CHAPTER 2

Effects of point source emission heights in
WRF–STILT: a step towards exploiting nocturnal

observations in models

This chapter is based on:
Maier, F., Gerbig, C., Levin, I., Super, I., Marshall, J., and Hammer, S.: Effects of point
source emission heights in WRF–STILT: a step towards exploiting nocturnal observations
in models, Geosci. Model Dev., 15, 5391–5406, https://doi.org/10.5194/gmd-15-5391-2022,
2022.
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Abstract. An appropriate representation of point source
emissions in atmospheric transport models is very challeng-
ing. In the Stochastic Time-Inverted Lagrangian Transport
model (STILT), all point source emissions are typically re-
leased from the surface, meaning that the actual emission
stack height plus subsequent plume rise is not considered.
This can lead to erroneous predictions of trace gas con-
centrations, especially during nighttime when vertical at-
mospheric mixing is minimal. In this study we use two
Weather Research and Forecasting (WRF)–STILT model
approaches to simulate fossil fuel CO2 (ffCO2) concen-
trations: (1) the standard “surface source influence (SSI)”
approach and (2) an alternative “volume source influence
(VSI)” approach where nearby point sources release CO2
according to their effective emission height profiles. The
comparison with 14C-based measured ffCO2 data from 2-
week integrated afternoon and nighttime samples collected
at Heidelberg, 30 m above ground level shows that the root-
mean-square deviation (RMSD) between modelled and mea-
sured ffCO2 is indeed almost twice as high during the night
(RMSD= 6.3 ppm) compared to the afternoon (RMSD=
3.7 ppm) when using the standard SSI approach. In con-
trast, the VSI approach leads to a much better performance at
nighttime (RMSD= 3.4 ppm), which is similar to its perfor-
mance during afternoon (RMSD= 3.7 ppm). Representing
nearby point source emissions with the VSI approach could
thus be a first step towards exploiting nocturnal observations
in STILT. The ability to use nighttime observations in atmo-

spheric inversions would dramatically increase the observa-
tional data and allow for the investigation of different source
mixtures or diurnal cycles. To further investigate the differ-
ences between these two approaches, we conducted a model
experiment in which we simulated the ffCO2 contributions
from 12 artificial power plants with typical annual emissions
of 1 million tonnes of CO2 and with distances between 5 and
200 km from the Heidelberg observation site. We find that
such a power plant must be more than 50 km away from the
observation site in order for the mean modelled ffCO2 con-
centration difference between the SSI and VSI approach to
fall below 0.1 ppm during situations with low mixing heights
smaller than 500 m.

1 Introduction

The Integrated Carbon Observation System (ICOS) research
infrastructure was established to set up a dense European
monitoring network of high-precision greenhouse gas mea-
surements of concentrations and fluxes, therewith providing
the observational basis to better understand the European car-
bon budget (Heiskanen et al., 2022). In Europe, one major
challenge is the quantification of anthropogenic fossil fuel
CO2 (ffCO2) emissions, but it is similarly important to un-
derstand “their redistribution among the atmosphere, ocean
and terrestrial biosphere in a changing climate” (Friedling-
stein et al., 2020). If the share of ffCO2 in the total conti-

Published by Copernicus Publications on behalf of the European Geosciences Union.
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nental signal is modelled correctly, the remaining biogenic
share can be used as a top-down constraint on the continen-
tal biospheric CO2 fluxes (Basu et al., 2016). In this study,
we use the term ffCO2 to refer to not only CO2 emissions
resulting from the combustion of fossil fuels but also fos-
sil CO2 emissions that occur during cement production. A
well-established approach to determine the regional ffCO2
component in the observed atmospheric CO2 concentration
is via 114CO2 measurements (e.g. Levin et al., 2003). Since
CO2 emissions from fossil fuel combustion are devoid of 14C
(the half-life of 14C is 5700 years; Currie, 2004), the atmo-
spheric 114CO2 depletion measured in polluted areas rela-
tive to clean background air allows the regional (or “recently
added”) ffCO2 surplus to be determined. Many studies have
used this approach at various urban and rural sites (e.g. Levin
et al., 2008; Turnbull et al., 2015; Wenger et al., 2019). Some
2-week integrated air samples and hourly flask samples are
collected at ICOS class-1 stations for 14C analysis to esti-
mate regional ffCO2 concentrations (Levin et al., 2020), thus
helping to separate biospheric from fossil CO2 fluxes, e.g. in
an inverse modelling framework (Wang et al., 2018; Basu et
al., 2020).

Estimating ffCO2 fluxes from atmospheric CO2 and 14C
measurements within an inverse modelling framework re-
quires a correct representation of the atmospheric transport
and mixing processes. Geels et al. (2007) evaluated five dif-
ferent Eulerian atmospheric transport models with continu-
ous CO2 observations from various European sites, as well
as aircraft flask samples, and showed that the model pre-
dictions are much better in the afternoon hours during well-
mixed atmospheric conditions than during stable nocturnal
conditions. That is why they recommend to only use after-
noon observations from low-altitude sites to constrain CO2
sources or sinks. In addition, Lagrangian transport mod-
els like the Stochastic Time-Inverted Lagrangian Transport
model (STILT) are very sensitive to the representation of
the planetary boundary layer height (PBLH). STILT deter-
mines the sensitivity of atmospheric trace gas mixing ratios
at an observation site to upwind surface fluxes (Lin et al.,
2003). This so-called footprint defines the catchment area of
the observation site, and in STILT it is by default sensitive
to emissions from the bottom half of the planetary bound-
ary layer (PBL). In STILT it is assumed that surface emis-
sions are instantaneously mixed by turbulence in the bot-
tom half of the PBL within one model time step. Gerbig
et al. (2008) compared radiosonde-derived mixing heights
with mixing heights derived from the European Centre for
Medium-Range Weather Forecasts (ECMWF) meteorologi-
cal data for 2 European summer months in 2005 and used
STILT to assess the propagated uncertainty in the CO2 mole
fraction. During daytime, they found no significant rela-
tive bias between radiosonde and ECMWF-derived mixing
heights, but they found a relative standard deviation of about
40 % for the difference between both estimates. However,
nighttime situations showed a relative bias of more than 50 %

with a relative standard deviation of almost 100 %, mean-
ing that the ECMWF-derived nocturnal mixing heights are
on average larger compared to the radiosonde estimates. The
authors showed that the 40 % uncertainty in daytime mixing
heights already resulted in CO2 mole fraction uncertainties
of 3 ppm on average during the 2 summer months studied,
which corresponds to about 30 % of the simulated biogenic
signals.

There is an additional problem in a time-reversed La-
grangian particle dispersion model (LPDM) like STILT,
namely the incorrect representation of point source emis-
sions. First, the calculated footprints are usually stored on a
horizontal grid with limited resolution, which may lead to
false attribution of point source emissions in cases where
a higher-resolution footprint may actually have missed the
point source. Since STILT dynamically coarsens the foot-
print resolution with distance to the receptor location, this
problem may be more important for distant point sources.
However, false attribution may also happen for nearby point
sources due to a limited and inappropriate near-field foot-
print resolution. Second, point source emissions are often re-
leased from chimneys, whose stack height can be above the
bottom half of the PBL during the night depending on the
meteorological situation. However, in STILT the default is
that all emissions, including point sources, are released from
the ground and mixed into the bottom half of the PBL. Un-
der stable conditions this can result in large overestimations
of concentrations near the surface and large underestimations
of concentrations above the PBL.

In central Europe, about 45 % of the ffCO2 emissions are
released from point sources (Super et al., 2020), underlining
the potential impact of these elevated emissions on down-
wind measurement sites. Figure 1 shows the distributions of
ffCO2 point sources in Europe and illustrates how close some
of the ICOS stations are located to these big ffCO2 point
source emitters. An attempt was made to avoid station loca-
tions with strong emissions in the vicinity when designing
the ICOS atmosphere station network. Nevertheless, there
are eight ICOS class-1 or class-2 stations for which the emis-
sions of the energy and industrial ffCO2 point sources within
a 50km× 50km box around the station sum up to more than
1 million tonnes of CO2 per year. This calls for an appropri-
ate representation of point source emissions when modelling
ffCO2 concentrations at these ICOS stations.

Together, the inadequate representation of atmospheric
transport processes during stable (nighttime) conditions and
the incorrect release of point source emissions at ground level
restrict the use of observational data in STILT inversions to
daytime situations only. Atmospheric transport processes are
more reliably modelled for daytime situations and the ex-
act representation of the point source emission heights is
less important when atmospheric mixing is strong (Brunner
et al., 2019). However, using nighttime observations would
have several advantages. First, they contain more data. Usu-
ally (e.g. at ICOS stations) continuous greenhouse gas mea-
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Figure 1. (a) European ffCO2 point source emissions according to Super et al. (2020, red dots) and the locations of ICOS atmosphere class-1
and class-2 stations (black crosses). (b) ICOS atmosphere stations with a total of more than 1 million tonnes of ffCO2 emissions from point
sources within a 50km× 50 km box around the station.

surements are available at all hours of the day and night. A
restriction to the afternoon hours means that about 75 % of
the available observations are not used. Second, they pro-
vide a different field of view. The average daytime foot-
print differs significantly from the average nighttime foot-
print. For tall towers (above the nocturnal PBL), the night-
time footprint is usually larger and more sensitive to distant
sources, whereas the daytime (convective) footprint is of-
ten dominated by more local sources. For observation sites
with sampling heights within the nocturnal PBL this may
be reversed. Third, they provide different source mixtures.
Nighttime (morning and evening) measurements sample dif-
ferent source mixtures than afternoon measurements. As an
example, diffuse sources such as heating or traffic are more
dominant during nighttime and the morning or evening rush
hours, respectively. Finally, they allow for the analysis of di-
urnal cycles. Including nighttime observations could help to
constrain diurnal emission patterns. For instance, Super et
al. (2021) showed that a correct representation of temporal
emission profiles is essential for inverse modelling in urban
areas. An important goal for the future should therefore be
to also exploit nighttime observations in modelling frame-
works. However, the important prerequisite for this is that
atmospheric transport models are able to realistically repro-
duce nighttime stable boundary layers and their erosion in
the morning hours.

In this study, we want to focus on point source emissions
and show the improvement in the agreement between model
and observations when using a more realistic representation
of point source emission heights. Instead of using the classi-
cal approach in STILT, where footprints describe the surface

influence on the bottom half of the PBL (hereafter called
“surface source influence” approach), we introduce the so-
called “volume source influence” approach that allows point
source emissions to be better represented in STILT. In the
volume source influence (VSI) approach, point source emis-
sions are distributed to pre-defined height intervals in the
catchment area of the observation site. If the height pro-
file of a point source emission is known, its contribution at
the observation site can then be estimated with this VSI ap-
proach. In the following, we first evaluate the VSI approach
against the standard surface source influence (SSI) approach
(Sect. 3.1). For this, we model the ffCO2 concentrations for
our study site, Heidelberg, from July 2018 to June 2020 by
applying (a) the SSI approach and (b) the VSI approach to
the point source emissions in the surroundings of Heidelberg.
We then compare modelled ffCO2 concentrations to ffCO2
estimates based on 2-week integrated daytime and nighttime
114CO2 data from samples collected in Heidelberg during
these 2 years. In a second step, we investigate how the surface
and volume source influence approaches behave for point
sources at increasing distances from the observation site dur-
ing different atmospheric conditions (Sect. 3.2). For this, we
placed 12 artificial (“pseudo”) power plants at distances of 5
to 200 km from our study site and modelled their mean con-
tribution during different atmospheric conditions.

https://doi.org/10.5194/gmd-15-5391-2022 Geosci. Model Dev., 15, 5391–5406, 2022



5394 F. Maier et al.: Effects of point source emission heights

Figure 2. (a) Model domain and spatial resolution (in brackets) of nested WRF meteorological fields and TNO emission inventories. In the
blue-grey box, TNO has a resolution of about 1 km× 1 km and WRF has a resolution of 2km× 2km. Outside the blue-grey box, the WRF
resolution is decreased to 10 km× 10 km. Outside the yellow box the TNO inventory has a horizontal resolution of ca. 6km× 6km. Panel
(b) shows a closer view of the Rhine Valley with the TNO area (orange) and point (in blue) source emissions shown (from Super et al., 2020).
The observation site Heidelberg and the four closest point sources, i.e. a combined heat and power station (CHP), a cement production facility
(cement), a coal-fired power plant (CFPP) and the BASF company in Ludwigshafen, are labelled. The Map tiles are by Stamen Design and
used here under CC BY 3.0 (http://maps.stamen.com/terrain/, last access: 4 May 2022). The data are © OpenStreetMap contributors 2021
and distributed under the Open Data Commons Open Database License (ODbL) v1.0.

2 Methods

2.1 Site description

Heidelberg is a medium-sized city with about 160 000 in-
habitants located in the Upper Rhine valley in southwestern
Germany. It is part of the Rhine–Neckar metropolitan area
and includes the heavily industrialised cities of Mannheim
(310 000 inhabitants) and Ludwigshafen (170 000 inhabi-
tants) about 15–20 km northwest of Heidelberg. The mea-
surement site is in the northern outskirts of Heidelberg at the
Institute of Environmental Physics, which is located on the
university campus. There, continuous greenhouse gas mea-
surements and 14CO2 sampling are performed with the sam-
ple air intake on the roof of the Institute’s building about 30 m
above the ground. A more detailed description of the Hei-
delberg measurement site can be found in Hammer (2008).
Figure 2 shows the main ffCO2 point sources in the surround-
ings of Heidelberg. The largest nearby ffCO2 emitters are the
coal-fired power plant in Mannheim, the BASF company in
Ludwigshafen, a cement production facility (Heidelberg Ze-
ment) south of Heidelberg, and a combined heat and power
station about 500 m north of the measurement site.

2.2 Model configuration

We use the coupled Weather Research and Forecasting–
Stochastic Time-Inverted Lagrangian Transport model
(WRF–STILT) to simulate hourly ffCO2 concentrations for
our measurement site in Heidelberg. STILT is a well-
established particle dispersion model that uses the mean ad-
vection scheme from the Hybrid Single-Particle Lagrangian
Integrated Trajectory (HYSPLIT) model (Stein et al., 2015)
but with a different representation of turbulence. A de-
tailed description of the WRF–STILT model can be found in
Nehrkorn et al. (2010). Hourly ERA5 (European ReAnaly-
sis 5) model estimates at 0.25◦ resolution from the European
Centre for Medium-Range Weather Forecasts (ECMWF) are
used as input for the WRF model to generate two nested
WRF domains. The inner domain covers the Upper Rhine
valley with a horizontal resolution of 2 km. The outer do-
main with a 10 km horizontal resolution includes most of Eu-
rope. STILT is driven by these nested WRF fields to calcu-
late hourly back-trajectories for 100 released particles with
a maximum backward runtime of 72 h for the Heidelberg
observation site. Sensitivity studies with 500 released par-
ticles and a maximum backward runtime of 10 d, respec-
tively, showed only minor differences. Thus, we used the
mentioned configuration to save computational power for the
high-resolution simulations.
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Highly resolved ffCO2 emission inventories from the
Netherlands Organisation for Applied Scientific Research
(TNO) are used to describe the European ffCO2 area and
point source emissions separately (Super et al., 2020). The
area and point source ffCO2 emissions are again divided
into 15 different emission source sectors, each with its own
temporal (diurnal, weekly and seasonal) profiles. There are
two inventories with different horizontal resolutions avail-
able, which we nested for this study. The ffCO2 emissions
from Germany and its surroundings are resolved on a hori-
zontal grid of about 1 km2 (1/60◦× 1/120◦ longitude × lat-
itude). Emissions from the rest of Europe have a horizontal
resolution of 0.1◦× 0.05◦. Moreover, TNO provides source
sector-specific vertical height profiles for the point source
emissions, which we will use for the VSI approach. In the
following we explain the mapping of the ffCO2 emissions to
the back-trajectories calculated with WRF–STILT.

2.2.1 Surface source influence (SSI) approach

According to Lin et al. (2003) concentration changes
1C(xr , tr ) at the observation site at xr and at time tr can
be described by

1C (xr , tr)=
∫ tr

t0

dt
∫
V

dx dy dz I (xr , tr |x, t) · S(x, t), (1)

where S(x, t) describes volume ffCO2 sources (in ppm h−1)
and I (xr , tr |x, t) is the influence function for the observation
site (with units of m−3), which links the sources to concentra-
tion enhancements. The time and volume integration of the
influence function can be realised by tallying the total length
of time 1tp,m,i,j,k each released particle p spends in a vol-
ume element (i,j,k) over time step m (see Lin et al., 2003)
and then normalising to the number of released particlesNtot:∫ tm+τ

tm

∫ xi+1x

xi

dx
∫ yj+1y

yj

dy
∫ zk+1z

zk

dz I (xr , tr |x, t)

=
1
Ntot

∑Ntot

p=1
1tp,m,i,j,k. (2)

Moreover, the volume source S (x, t) can be linked to sur-
face fluxes F(x,y, t) (in units of mol m−2 s−1) by assuming
that turbulent mixing is strong enough to completely mix the
surface emissions from the ground into an air column with
height h within one model time step m. In STILT, this height
h is usually set to half of the planetary boundary layer height
hPBL: h= 1

2 hPBL. Using this method, one receives the fol-
lowing equation:

S (x, t)=
{ mair

hρ(x,y,t)
F (x,y, t) for z ≤ h

0 for z > h
, (3)

with the molar mass of air mair and the average air density
ρ (x,y, t) below h. Inserting Eqs. (2) and (3) into Eq. (1)

yields the contribution from each surface grid cell (i,j ) and
time step m to the total ffCO2 concentration enhancement
1C (xr , tr) at the observation site:

1Cm,i,j (xr , tr)=
mair

hρ
(
xi,yj , tm

)
·

1
Ntot

∑Ntot

p=1
1tp,m,i,j,k ·F

(
xi, yj , tm

)
≡ f

(
xr , tr |xi, yj , tm

)
· F

(
xi, yj , tm

)
. (4)

Here, we call f
(
xr , tr |xi, yj , tm

)
the footprint or surface

source influence element, which connects the surface fluxes
from grid cell (xi, yj ) at time tm to a surface source contribu-
tion 1Cm,i,j (xr , tr) to the concentration enhancement at the
observation site. The sum over all grid cells and times then
yields the total concentration enhancement 1C (xr , tr) at the
observation site at xr and time tr .

Fasoli et al. (2018) showed that nearby area sources in the
so-called hyper near field (i.e. typically within a distance of
less than 10 km) of the observation site are often diluted to
only a fraction of the PBLH due to insufficient mixing. Since
STILT assumes a complete dilution below 1

2 hPBL this leads
to an underestimation of the contribution of the nearby sur-
face fluxes at the observation site. A solution for this is to
calculate an effective mixing depth h′ in the hyper near field
based on homogeneous turbulence theory (Fasoli et al., 2018;
Taylor, 1922), which grows with the distance from the recep-
tor site until it reaches h′ = 1

2 hPBL outside the hyper near
field. The growth of this effective emission height h′ depends
on the meteorological conditions.

2.2.2 Volume source influence (VSI) approach

Here, we focus on nearby point source emissions, which are
released from stack heights of up to several hundred me-
tres. Handling these nearby point source emissions as surface
fluxes will cause errors in the concentration estimates. Con-
sider, for example, a sample collection at 30 m a.g.l. and a
200 m coal power plant exhaust at a distance of about 10 km,
which is the situation at our measurement site in Heidelberg
(see sketch in Fig. 3a). During typical summer nights with
nocturnal inversions, the emissions of the power plant can
be above the planetary boundary layer and its influence on
the Heidelberg measurements would be very small. But in
the surface source influence (SSI) approach, where all emis-
sions from this power plant are mixed into the bottom half
of the boundary layer, this will result in large ffCO2 over-
estimations at the measurement site. To tackle this prob-
lem and improve the representation of nearby point source
emissions in STILT, we use sector-specific height profiles
of the point source emissions from TNO and calculate the
so-called volume source influence (VSI) for each height in-
terval. Figure 3b shows the discrete TNO emission height
profiles for the relevant point source sectors, i.e. those which
are present in the 200 km× 200km area around Heidelberg.
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Figure 3. (a) Sketch of a possible nocturnal situation when the planetary boundary layer height (PBLH) lies above the measurement height at
30 m a.g.l. but below the exhaust of a nearby power plant stack. (b) TNO height profiles for the public power (energy), industry and fugitive
sectors, which were used to calculate the volume influences for the associated point sources. These height profiles are source sector-specific
averages, which are representative for Europe.

These effective emission heights take the stack heights of the
point sources as well as subsequent plume rise into account
(Kuenen et al., 2022); however, these profiles are source-
sector-specific averages, which are representative for Europe.
We also used the sector-specific diurnal, weekly and sea-
sonal temporal emission profiles from TNO to consider time-
varying area and point source emissions.

The point source fluxes F(x,y, t) can be distributed into
these individual height intervals κ with the TNO sector-
specific and height-dependent weighting factors gκ so that
the volume source S (x, t) can be expressed for each height
interval κ by

Sκ (x, t)= Vmol (x, t) ·
F(x,y, t)

(zκ+1− zκ)
· gκ ,

for zκ ≤ z < zκ+1. (5)

For this, we simply assume the molar volume to be con-
stant throughout the different TNO height intervals (from
0 to 1106 m), i.e. Vmol

(
xi,yj ,zk, tm

)
= Vmol

(
xi,yj , tm

)
=

mair
ρ̃(xi ,yj ,tm)

, with ρ̃(xi,yj , tm) being the average of the air
densities at the particle positions in the air column above
(i,j ) at time step m. We now can calculate the contribution
1Cκ,m,i,j (xr , tr) to the total concentration enhancement at
the observation site for each height interval κ by tallying
the total length of time 1tp,m,i,j,κ each released particle p

spends in the volume element (i,j,κ) over time step m:

1Cκ,m,i,j (xr , tr)=
mair

ρ̃
(
xi,yj , tm

)
·

1
Ntot

∑Ntot

p=1
1tp,m,i,j,κ ·F

(
xi, yj , tm

)
·

gκ

(zκ+1− zκ)
≡ v

(
xr , tr |xi, yj , zκ , tm

)
·F
(
xi, yj , tm

)
·

gκ

(zκ+1− zκ)
. (6)

In analogy to the surface source influence, we here call
v
(
xr , tr |xi, yj , zκ , tm

)
the volume source influence and

1Cκ,m,i,j (xr , tr) the volume source contribution to the total
concentration enhancement at the observation site.

In this study we used the volume source influence ap-
proach to model the contributions from the TNO point
sources within a 200km× 200 km box around Heidelberg.
All point sources that were further away and the area sources
were treated with the surface source approach.

2.3 CO2 sampling for 14C analysis

Since in Heidelberg separate nighttime (from 18:00 to
06:00 UTC) and daytime (from 11:00 to 16:00 UTC) 2-week
integrated CO2 samples for 14C analysis are available, the
model performance can be investigated separately for night
and day. The CO2 sampling technique is described in detail
by Levin et al. (1980), and the analysis technique is described
by Kromer and Münnich (1992). To estimate regional ffCO2
concentration enhancements from the measured114CO2, the
114CO2 signature of background air must be known. Here
we use a harmonic fit curve calculated through the 114CO2
observations from Mace Head on the western coast of Ireland
(MHD, 53◦20′ N, 9◦54′W, 25 m a.s.l.) and Izaña on Tener-
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ife (IZO, 28◦18′ N, 16◦29′W, 2400 m a.s.l.), which are both
presumably mainly influenced by clean Atlantic air masses
(at Mace Head only clean Atlantic air masses are collected
for114CO2 analysis). We assume this marine background to
be most comparable to the model ffCO2 background, which
is set to zero at the border of the model domain (Fig. 2a).
Footprint analyses also confirmed that Heidelberg is predom-
inantly influenced by westerly winds and air masses with At-
lantic origin. However, for situations with easterly winds and
continental air masses from Russia, neither the chosen obser-
vational background nor the model background may be fully
appropriate. The ffCO2 enhancement cff based on the Heidel-
berg 114CO2 measurements can then be calculated accord-
ing to

cff = cCO2 ·
114CO2,BG−

(
114CO2−1

14CO2,NUC
)

114CO2,BG+ 1000‰
, (7)

with cCO2 being the average CO2 concentration in Hei-
delberg during the 2-week integrated sampling period and
114CO2,BG being the 114CO2 signature of background
air. The 114CO2,NUC term describes the contributions from
14CO2 emissions from nuclear facilities and is modelled
with the volume source influence approach by assuming
that all nuclear 14CO2 emissions are released within a 20 m
height interval above a typical stack height of 120 m. In or-
der to avoid interference with our results, we used the VSI
approach to calculate the nuclear corrections regardless of
whether we later use the VSI or SSI approach for the com-
parison between modelled and observed ffCO2. To calcu-
late the nuclear corrections, we used the annual mean 14CO2
emissions from the European Commission RAdioactive Dis-
charges Database (RADD, 2021) for the year 2019. We cal-
culated a mean nuclear contribution of114CO2,NUC = 1.3±
0.7‰ and 1.4± 0.7 ‰ for the daytime and nighttime sam-
ples, respectively. This corresponds to about 7 % of the mean
114CO2,BG−1

14CO2 difference between the background
and measurement sites for both the daytime and nighttime
samples. A detailed derivation of Eq. (7) can be found, e.g.
in Levin et al. (2003).

3 Results

3.1 Comparison of observed and modelled ffCO2 in
Heidelberg

In the following section we present the ffCO2 concentrations
estimated based on the Heidelberg afternoon and nighttime
2-week integrated samples and compare them to two differ-
ent WRF–STILT model runs, i.e. the SSI and the VSI ap-
proach. Figure 4 shows the measured and modelled 2-week
integrated afternoon (left column) and nighttime (right col-
umn) ffCO2 enhancements for Heidelberg from July 2018 to
June 2020. The black lines show the 114CO2 observation-
based ffCO2 concentrations calculated using Eq. (7). They

represent the ffCO2 enhancement compared to a maritime
background introduced in Sect. 2.3. During these 2 years,
the 2-week integrated regional ffCO2 concentrations of the
afternoon and nighttime samples range from 0.8 to 26.9 and
from 2.3 to 23.7 ppm, respectively, with quite similar mean
concentrations of 8.2 ppm in the afternoon and 9.0 ppm dur-
ing the night. Both the afternoon and the nighttime samples
show a clear seasonal cycle, with about 3 to 4 times larger
ffCO2 concentrations during winter than during summer.

For the afternoon situations, the SSI and the VSI model
runs lead to similar root-mean-square deviation (RMSD)
between modelled and measured ffCO2 concentrations of
3.7 ppm considered over the whole 2-year period. Whereas
the SSI approach leads on average to a small (10 %) over-
estimation of the ffCO2 concentrations by 0.8 ppm, the VSI
approach tends to underestimate ffCO2 by 0.7 ppm (9 %). To
put the observed ffCO2 variability and the variability that
cannot be explained by the model into perspective, we cal-
culated the coefficient of determination (R2) of linear re-
gression. Both model approaches show similar R2 values
of 0.67 (SSI) and 0.63 (VSI) during the afternoon. How-
ever, there are seasonal differences in the performance of the
two approaches. Whereas both model runs lead to an RMSD
between modelled and measured ffCO2 concentrations of
2.0 ppm during the summer half year (from April to Septem-
ber), the RMSD during the winter half year (between October
and March) is more than twice as high (4.6 and 4.7 ppm with
the SSI approach and the VSI approach, respectively). The
worse model performance during winter could be caused by
synoptic events with suppressed atmospheric mixing, which
frequently occur in winter and are not well represented by
transport models. There are, however, differences between
the two modelled winters: whereas the VSI approach leads
to an improvement compared to the SSI approach during the
winter 2018/2019 (RMSD of 2.9 ppm vs. 4.3 ppm), the sub-
sequent winter 2019/2020 shows poorer performance by both
modelling approaches (RMSD of 5.9 ppm for the VSI ap-
proach and RMSD of 4.9 ppm for the SSI approach).

During nighttime situations we observe large differences
between the SSI and VSI approaches. The VSI approach
leads to a model–data mismatch comparable to the after-
noon situations, with a mean offset between model and ob-
servations of −0.7 ppm (8 %) and an RMSD of 3.4 ppm
(the RMSD is 3.3 ppm during summertime and 3.6 ppm dur-
ing wintertime). In contrast, the nighttime SSI run shows
by far the largest ffCO2 overestimations throughout the 2
years, with the largest model–observations deviations seen
during summer (the RMSD is 6.7 ppm during summertime
and 5.8 ppm during wintertime). Over the whole 2 years the
average offset is−4.6 ppm (51 %), and the RMSD of 6.3 ppm
is almost twice as high as the RMSD of the VSI approach and
that of the SSI approach in the afternoon. The poorer SSI per-
formance during the night can also be seen in the R2 values.
The VSI approach leads to aR2 of 0.62, which is comparable
to the afternoon performance, but the SSI approach shows a
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Figure 4. Comparison of 2-week integrated 14C-based measured (black) and modelled (coloured) ffCO2 concentration enhancements during
afternoon hours (between 11:00 and 16:00 UTC; a and b) and during nighttime (between 18:00 and 06:00 UTC; c and d) for the time period
of July 2018 until June 2020 in Heidelberg. The follow two modelling approaches were tested: the standard surface source influence (SSI)
approach (orange; a and c) and the volume source influence (VSI) approach (red; b and d); see the text for further details. For each of the
comparisons, the root-mean-square deviation (RMSD) between the model and observations, as well as the mean difference (observation
minus model) and the standard error of the mean, are given. At the top of each panel the winter and summer periods are marked in blue and
green, respectively.

lower R2 of 0.48 during the night. To check if the represen-
tation of the variability beyond the bias has been improved
in the case of the VSI approach, we calculated the bias-
corrected (centred) RMSD (CRMSD). It turns out that dur-
ing the night the SSI approach leads to a CRMSD of 4.2 ppm
and the VSI approach leads to a CRMSD of 3.4 ppm. Thus,
there is also a slight improvement of the VSI approach in the
CRMSD during the night. However, whereas the RMSD is
reduced by 46 % in the VSI approach compared to the SSI
approach during nighttime, the CRMSD is only reduced by
19 %. This indicates that the VSI approach mainly improves
the mean bias between observed and modelled ffCO2 con-
centrations.

We further investigated why the VSI approach is better
than the SSI approach during nighttime, whereas both ap-
proaches are comparable during afternoon situations. For this
we extracted the modelled planetary boundary layer height
for Heidelberg from the simulations and averaged it over

the nighttime or afternoon times for the full 2 weeks. Fig-
ure 5 shows the ffCO2 concentration difference between the
SSI and VSI approaches plotted vs. the planetary boundary
layer height for all 2-week integrated afternoon (in blue) and
nighttime (in red) situations over the 2 years of measure-
ments. During most of the afternoon situations the PBLHs
are large, indicating strong convective mixing. The SSI ap-
proach with emissions into the bottom half of the PBL then
yields similar concentrations at the measurement point as the
VSI approach because the VSI height profiles do not (or only
slightly) exceed the bottom half of the PBL. On the other
hand, low PBLHs result in large concentration differences
between the SSI and VSI approaches, which is the case in
most of the nighttime and in some afternoon situations be-
tween mid-October and February with suppressed convective
mixing. During these situations, the SSI approach releases
all point source emissions into a shallow layer below the bot-
tom half of the PBL, thus overestimating concentrations at
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Figure 5. Modelled ffCO2 differences between the SSI and VSI
approaches for Heidelberg afternoon (blue) and nighttime (red)
samples plotted against the modelled mean height of the planetary
boundary layer (PBL) during sampling.

30 m a.g.l. In contrast, the VSI approach releases emissions
at the actual plume height; however, due to the shallow PBL
and suppressed convective mixing this leads to only small
contributions for an observation site inside the PBL (as is the
case for low sampling heights such as at the measurement
site in Heidelberg).

3.2 Surface and volume source contributions from
nearby point sources in a “pseudo power plant
experiment”

Next, we wanted to evaluate if the VSI approach is also rel-
evant for typical continental tall tower stations with elevated
sampling heights of, e.g. 200 m a.g.l. For this we conducted
a so-called “pseudo power plant experiment”. This experi-
ment should also help determine up to which distance from
the measurement site point source emissions should be mod-
elled with the VSI approach to avoid strong overestimations
in modelled concentrations during nighttime. Figure 6 shows
the aggregated footprints for Heidelberg in 2019, calculated
with the SSI approach and our WRF–STILT configuration
presented in Sect. 2.2. This mean footprint shows a tail to-
wards the southwestern direction, which can be explained by
the channelling effect of the Rhine valley. In our experiment
we placed 12 artificial (pseudo) power plants along this foot-
print tail at distances of 5 to 200 km from Heidelberg, as indi-
cated by the black crosses, so that many situations with con-
tributions from these locations reaching the measurement site
in Heidelberg could be expected. All power plants were as-
signed a CO2 emission rate of 106 t yr−1, which corresponds
to typical emissions of small hard coal power plants in Ger-
many (Fraunhofer, 2021). For every hour in 2019, the ffCO2
contribution from each pseudo power plant was modelled
with the SSI and VSI approach. In the case of the VSI ap-

Figure 6. Aggregated hourly footprints in 2019, calculated with the
SSI approach for the observation site Heidelberg at 30 m height
a.g.l. The black crosses indicate the locations of the 12 pseudo
power plants, which are located at distances of 5, 10, 15, 20, 25,
30, 40, 50, 70, 100, 150 and 200 km from the Heidelberg observa-
tion site.

proach, we used the TNO emission height profile for the pub-
lic power (energy) sector (see Fig. 3b). We then selected only
those hours for which the volume source influence matrix of
Heidelberg for a height range between 0 and 1106 m a.g.l.
has nonzero entries in each of the 12 pseudo power plant
grid cells. By doing so, we have for each pseudo power plant
the identical number of selected events (with nonzero con-
tributions) for which we can compare the SSI and the VSI
approach. This yields 2060 selected hours in 2019. We then
extracted the PBLH at Heidelberg from the WRF–STILT
simulation and divided these events into two PBLH regimes
(PBLH< 500 and PBLH> 500 m). The PBLH< 500 m sit-
uations are predominantly nighttime situations, and those at
PBLH> 500 m are mainly daytime situations (in 2019, 84 %
of the nighttime hours have a PBLH< 500 m and 75 % of the
daytime situations have a PBLH> 500 m).

Figure 7a (7b) shows the mean ffCO2 contributions from
the individual pseudo power plants vs. their distances from
Heidelberg when the SSI (VSI) approach is used. Events
were separated into situations when the PBLH in Heidelberg
was smaller than 500 m (red dots) or larger than 500 m (blue
dots). The mean ffCO2 contribution differences between the
SSI and VSI approach (SSI minus VSI) for the individual
pseudo power plants are shown in Fig. 7c. It is obvious that
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Figure 7. Mean ffCO2 contributions from pseudo power plants, which were placed at distances between 5 and 200 km from the observation
site Heidelberg at 30 m (a–c) and at a virtual 200 m height (d–f). Shown are the results from the SSI (a and d) and VSI approach when
using the TNO public power (energy) profile (b and e), as well as the mean difference between the SSI and VSI ffCO2 contributions (c
and f). From all hours in 2019, only those situations were selected for which each pseudo power plant grid cell is hit by at least 1 of the
100 back-trajectories, which were calculated for each hour. These selected hours are then divided into two planetary boundary layer height
(PBLH) regimes (blue and red) and averaged. For this, we always used the PBLH at the Heidelberg measurement site at the time when the air
parcels from the power plants arrived in Heidelberg. In (f), negative values are indicated with red (PBLH< 500 m) and blue (PBLH> 500 m)
arrows.

the mean ffCO2 contributions from the power plants decrease
with increasing distance from the observation site in both
modelling approaches. This can be explained by the disper-
sion of the power plant plumes and the associated dilution. To
restrict the mean ffCO2 contribution from these power plants
to below 0.1 ppm, the observation site should be more than
100 km (SSI) or 50 km (VSI) away from this power plant.
This is in line with the ICOS recommendations that suggest a
distance of at least 40 km from strong anthropogenic sources
(ICOS RI, 2020). Figure 7a shows that the SSI approach
yields larger contributions for stable PBLH< 500 m situa-
tions compared to (daytime) situations with PBLH> 500 m.
Since in the SSI approach the emissions are homogeneously
mixed into the bottom half of the PBL, the smaller mix-
ing volume during PBLH< 500 m situations leads to larger
ffCO2 concentrations. This is what we have already seen
from our daytime and nighttime simulations of real-world
ffCO2 (see Fig. 5). The reduction of the ffCO2 contributions
with increasing PBLH could be seen as an increased ver-
tical dispersion of the power plant plumes. In the “pseudo
power plant experiment” the VSI approach shows the same
behaviour as the SSI approach with larger ffCO2 contribu-
tions during stable PBLH< 500 m situations for most power
plants, which can also be explained by less dispersion of the
power plant plumes. However, there is one exception in the

VSI approach. The power plant with a 5 km distance yields
lower ffCO2 contributions during stable PBLH< 500 m con-
ditions than during PBLH> 500 m situations (in contrast to
the SSI approach). A possible explanation is that during sta-
ble PBL conditions the mixing is too weak to transport the
emissions from the power plant stack down to the sampling
height at 30 m within the time the air mass needs to travel the
5 km from the power plant to the observation site (see Fasoli
et al., 2018).

Looking at the mean ffCO2 contribution differences
(Fig. 7c) between the two model approaches reveals that for
the 30 m high observation site the SSI approach simulates al-
most 5 ppm larger ffCO2 contributions on average than the
VSI approach for the closest (5 km distance) power plant
during stable conditions. This can be explained by (i) the
large SSI contributions due to the shallow boundary layer
and (ii) the low VSI contributions due to suppressed down-
ward mixing of the power plant plume to the 30 m high
observation site. During PBLH> 500 m situations and for
more distant power plants the mean difference between the
SSI and VSI contributions decreases due to stronger mix-
ing or more time for mixing over the longer air mass travel
time between the power plant and observation site. In both
cases, the assumption in the SSI approach, i.e. an instanta-
neous and homogeneous dilution of all power plant emis-
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sions in the bottom half of the PBL, seems to be more jus-
tified than during PBLH< 500 m situations and for power
plants very close to the measurement site. Further, the dif-
ference between PBLH< 500 m and PBLH> 500 m situa-
tions decreases with distance to the power plants. One rea-
son for this could be that, due to the longer travel time (e.g.
> 12 h for the furthest power plant during wind velocities
of < 5 m s−1), a power plant plume arriving at nighttime in
Heidelberg was still well mixed over a large boundary layer
during the previous day.

Since ICOS tower stations have most of their air inlets
above 30 m a.g.l. (typically between 30 and 250 m), we also
investigated the behaviour of the SSI and VSI approach for
a virtual Heidelberg sampling height at 200 m a.g.l. The re-
sults are shown in Fig. 7d–f. In contrast to the 30 m air inlet,
for the 200 m air inlet the SSI approach shows less enhance-
ments compared to the VSI approach during stable condi-
tions and for power plants very close by. Whereas for ex-
ample the closest 5 km distant power plant leads to an SSI
minus VSI ffCO2 difference of 4.9 ppm in the case of the
30 m air inlet, this difference is reduced to 0.6 ppm in the
case of the 200 m air inlet. This means that the SSI contri-
bution in the case of the 30 m air inlet is 17.4 times larger
than the VSI contribution. In the case of the 200 m air in-
let, the SSI contribution from the closest power plant is only
1.8 times larger during PBLH< 500 m situations. This could
be explained by situations with very stable conditions (with
for PBLH< 200 m), when the sampling height at 200 m a.g.l.
is above the PBL and hardly sensitive to emissions that are
mixed within the bottom half of the PBL (in the SSI ap-
proach). In contrast, the VSI approach yields larger ffCO2
contributions from nearby power plants compared to the case
with the 30 m sampling height, since the sampling height
(200 m a.g.l.) is now closer to the effective emission height.
Consequently, the 200 m sampling height shows (in contrast
to the 30 m sampling height) on average lower ffCO2 contri-
bution differences between SSI and VSI approach, especially
for contributions from very close power plants and during
stable PBL situations.

4 Discussion

4.1 Effects of emission uncertainties on the comparison
between observed and modelled ffCO2 in
Heidelberg

The model–data mismatch presented in Fig. 4 depends not
only on the representation of atmospheric transport and the
handling of point source emissions but also on uncertain-
ties in the emission inventory. Since we interpret the model–
data mismatch difference for the evaluation of the SSI and
VSI approach, we need to ensure that it is not caused by
incorrect area or point source distribution or temporal pro-
files in the emission inventory. If, for example, the nocturnal

point source emissions were overestimated in the inventory,
we would consider the VSI approach to yield better agree-
ment with observations for the wrong reason. Therefore, we
first want to discuss uncertainties in the inventory and assess
which theoretical overestimation in the inventory would be
needed to generate the apparent improvement of the model–
data mismatch going from SSI to the VSI approach. Super
et al. (2020) identified four sources of uncertainties in the
high-resolution TNO inventory: (1) uncertainties in the na-
tional activity data, (2) uncertainties in the emission factors,
which quantify the ffCO2 emissions that are released per
unit of activity and are related to the carbon content of the
fuels, (3) uncertainties in the spatial distribution of the na-
tional emissions, which rely on spatial proxies like popula-
tion or traffic density and finally (4) uncertainties in the tem-
poral profiles of emissions. Super et al. (2020) used a Monte
Carlo approach to produce 10 high-resolution TNO inven-
tory ensembles for the annual emissions in 2015 by incorpo-
rating uncertainties (1) to (3) for the area sources. They re-
gard the point source emission uncertainties as quite low and
thus excluded them from the Monte Carlo simulations. For
a 200km× 200 km area around Heidelberg, the annual total
ffCO2 area source emission calculated from the 10 emission
grid realisations spreads by about±3 %. Based on the results
of Super et al. (2020), we may thus assume a very low un-
certainty for the area and point sources, which could not ex-
plain the observed differences in the model–data mismatch
between SSI and VSI.

In a thought experiment we tested how much we would
have to change the actual point source emissions so that SSI
and VSI approach lead to a similarly good agreement with
observations during nighttime. In Fig. 8 we show that the
point source emissions would have to be reduced by as much
as 70 % during nighttime to show a similar model–data mis-
match for the SSI approach to that of the VSI approach. Such
large point source emission uncertainties are unrealistic and
unexpected. Based on these considerations, we conclude that
it is highly unlikely that the improved model–data mismatch
of the nocturnal VSI approach is due to biases in the tem-
poral profile of the emissions. The improvement in the VSI
approach can therefore be attributed to the different vertical
representation of the point sources.

4.2 Representation of nearby point source emissions in
models

Typically, flask samples for model–observation comparisons
or inversions are collected in the afternoon during well-
mixed conditions when the atmospheric transport and mixing
processes can be best simulated (Geels et al., 2007). How-
ever, the inclusion of nighttime observations into inversion
modelling frameworks would drastically increase the num-
ber of observational data that could be used to optimise emis-
sions and could help draw conclusions about the mixture and
the diurnal emission profiles of source sectors that are more
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Figure 8. Root-mean-square deviation (RMSD) between measured and modelled ffCO2 concentrations of 2-week integrated afternoon (a)
and nighttime (b) 114CO2 samples collected during July 2018 and June 2020 in Heidelberg (HEI) at 30 m a.g.l. for the surface (SSI, in
orange) and volume source influence (VSI, in red) approaches for different relative changes in the TNO point source emissions. A relative
change of −1 means that all point source emissions are switched off, and a relative change of +1 means that the actual emissions of all point
sources are doubled. For instance, the actual point source emissions would have to be decreased by about 70 % (corresponds to −0.7 on the
x axis), and thus SSI and VSI approach lead to a similar RMSD for nighttime situations. The dashed lines show the additional impact of a
TNO area source emission uncertainty of±3 % (see Super et al., 2020) on the RMSD between measured and modelled ffCO2 concentrations.

active during night or in the morning and evening hours. The
exploitation of nighttime observations in inverse modelling
studies relies on the model’s ability to realistically repro-
duce stable nocturnal boundary layers. Here, we discuss the
effect of point source emission heights on the model–data
mismatch, especially during nighttime, and assess when and
where the volume source influence approach should be ap-
plied.

The pseudo power plant experiment yields a mean SSI mi-
nus VSI contribution difference between about 0.5 ppm (for
a 15 km distant power plant) and 4.9 ppm (for a 5 km dis-
tant power plant) during stable conditions with low PBLHs.
Since the Heidelberg measurement site is surrounded by
several point sources, some of them emitting more than
106 t CO2 yr−1 (see Fig. 2), we decided to apply the VSI ap-
proach to all point sources within a 200 km× 200 km area
around Heidelberg and use the SSI approach for the point
sources further away, where we expect only small differ-
ences between the VSI and SSI approach. The ffCO2 re-
sults for the 2-week integrated nighttime samples showed
that the model–data mismatch could already be reduced by
about 3 ppm (RMSD= 3.4 ppm) when using this VSI ap-
proach for nearby point sources instead of the standard SSI
approach (RMSD= 6.3 ppm). During well-mixed conditions
the pseudo power plant experiment showed smaller differ-
ences between the VSI and SSI approach, which can also be
seen in the ffCO2 results for the 2-week integrated afternoon
samples, where the VSI approach and the SSI approach dif-
fer by merely ca. 1 % (both approaches lead to an RMSD of
about 3.7 ppm). Thus, we strongly recommend the applica-
tion of the VSI approach for measurement sites with sam-

pling heights typically within the nocturnal boundary layer
and with nearby point sources so that also nighttime obser-
vations could be used, e.g. for a model–observation compar-
ison. However, the VSI approach is accompanied by larger
computational costs since the volume influence field v must
be calculated for each height interval. In contrast, in the SSI
approach only one surface influence field f must be calcu-
lated (see Sect. 2.2). To save computational power we there-
fore suggest that the VSI approach only be used for nearby
point sources and to use the SSI approach for more distant
point sources where both model approaches lead to simi-
lar results. Depending on the distribution and the emission
strength of the point sources around the measurement site
and the intake height of the measurement site, the results
from the pseudo power plant experiment can help to decide
for which point sources the VSI approach should be applied.
From this experiment it follows that the SSI minus VSI dif-
ferences are substantial for low intake heights (e.g. 30 m) and
power plants within a radius of 5 to 15 km. When averaged
over the two PBLH regimes (< 500 and > 500 m), these dif-
ferences come to 3.9 and 0.5 ppm respectively, equivalent
to a 12- or 2-fold increase in the absolute VSI contribution
for a point source emitting 1 MtCO2 yr−1. Such a station and
point source configuration is realistic for urban observations.
For ICOS-like background stations, which should typically
be located 50 km from point sources, the SSI minus VSI dif-
ference is less than 0.1 ppm and thus even less than the World
Meteorological Organization (WMO) compatibility goal for
CO2 (WMO, 2018).

Since the 14CO2 samples are collected at many ICOS sta-
tions from a higher intake, we performed the pseudo power
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plant experiment also for a (virtual) Heidelberg observation
site at 200 m a.g.l. (where we do not have real measure-
ments). The results show that for nearby power plants the
mean SSI minus VSI contribution differences are roughly an
order of magnitude smaller than in the case of the obser-
vation site at 30 m a.g.l. However, one has to keep in mind
that although the SSI minus VSI contribution differences are
smaller in the case of the 200 m high observation site, the
SSI approach does not represent the atmospheric transport
processes any better than in the case of the observation site
at 30 m a.g.l. It simply means that the 200 m intake height
is less sensitive to the bottom half of the PBL during sta-
ble conditions, which leads to less overestimations for the
SSI compared to the VSI approach. The randomness of the
SSI contributions becomes immediately clear if one consid-
ers the 15 and 20 km distant power plant. Here, the SSI ap-
proach yields even smaller contributions than the VSI ap-
proach during stable conditions. Moreover, the 200 m intake
height is vertically closer to the effective emission height
of the power plants, which leads to larger VSI contributions
compared to the 30 m level. These two circumstances cause
the smaller mean SSI minus VSI contribution differences for
nearby point sources in the case of the 200 m level. The mean
SSI minus VSI contribution difference for a 106 t CO2 yr−1

emitting point source is below 0.1 ppm if the point source
is at least 10 km away from the measurement site. However,
one has to keep in mind that this absolute difference in SSI
minus VSI contribution increases linearly with the emission
strength of the point sources. Thus, for ICOS-like stations
and point sources at least 10 km away, the SSI approach again
seems to be well suited when there is enough time for mixing
throughout the PBL and the SSI assumptions are justified.

Inaccurate representation of point source emissions from
stacks is not limited to Lagrangian models but is found in
many Eulerian modelling setups as well. Super et al. (2017)
investigated how well a Eulerian model (WRF–Chem) alone,
as well as in combination with a Gaussian plume model,
agrees with CO2 and CO mixing ratios at an urban site in
the Netherlands. In the case of the Eulerian model, the point
source emissions are distributed over the different vertical
model levels according to the emission height profiles shown
in Fig. 3, which is rather similar to the VSI approach we used
in WRF–STILT. The Gaussian plume model is able to repre-
sent the exact emission stack heights and improves the de-
scription of the transport and dispersion of the point source
plumes, which in the case of Eulerian models are instantly
mixed within individual grid boxes (Super et al., 2017). The
authors could show that both the exact representation of the
stack heights and the more appropriate description of the
plume dispersion will lead to a better agreement to the obser-
vations in the case of the WRF–Chem model in combination
with the Gaussian plume model. Therefore, they recommend
to treat all large point source emissions within a 10 km radius
around the observation site with such a plume model.

5 Conclusions

In this study we used a 2-year record of afternoon and night-
time 2-week integrated 14C-based ffCO2 measurements con-
ducted in Heidelberg at 30 m a.g.l. to examine the perfor-
mance of the standard STILT surface source influence (SSI)
approach. We find that it is almost twice as good for af-
ternoon situations (RMSD= 3.7 ppm) than for the night-
time situations (RMSD= 6.3 ppm) when comparing mod-
elled and observed ffCO2 concentrations. The lower perfor-
mance during the night could be explained by the large over-
estimation of the contributions from nearby point sources.
We therefore introduced an alternative modelling approach
– the volume source influence (VSI) approach – which is
able to represent the emission height and the plume rise
of the point source emissions more correctly. With this ap-
proach, the performance of STILT is similar for the after-
noon (RMSD= 3.7 ppm) and nighttime samples (RMSD=
3.4 ppm).

We further investigated the behaviour of the SSI and VSI
approach for point sources at different distances to the mea-
surement site and under different atmospheric conditions.
For this we performed a pseudo power plant experiment by
modelling the ffCO2 contributions from 12 virtual power
plants with distances between 5 and 200 km from the ob-
servation site and annual emissions of one million tonnes
of CO2. This model experiment could confirm what we al-
ready observed in the model–observation comparison of the
2-week integrated samples, namely that the standard SSI ap-
proach leads to strong overestimations compared to the VSI
approach given stable atmospheric conditions with low plan-
etary boundary layer heights, especially for point sources
close to the observation site. For instance, point sources with
a distance between 5 and 15 km from the observation site
lead to a mean SSI minus VSI difference of 3.9 to 0.5 ppm
ffCO2, which is 12 to 2 times larger than the mean VSI ffCO2
contribution from these point sources. Thus, we strongly rec-
ommend the use of the VSI approach for these close-by
point sources when modelling their ffCO2 contribution at
low-altitude measurement sites. For ICOS-like background
stations, which should typically be located more than 50 km
away from point sources, the mean SSI minus VSI difference
reduces to below 0.1 ppm. We also performed this model ex-
periment for a virtual observation site with a 200 m sampling
height, which is more comparable to the uppermost measure-
ment height of typical ICOS stations. Here, the mean contri-
bution differences between the SSI and VSI approaches for
nearby point sources are smaller compared to those at the
30 m sampling height because the 200 m height is less sensi-
tive to the bottom half of the PBL during very stable situa-
tions (leading to smaller SSI contributions) and is vertically
closer to the effective power plant emission height (leading to
larger VSI contributions). Whereas for low sampling heights
the VSI approach is strongly recommended to model con-
tributions from nearby point sources in order to avoid large
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overestimations (on the order of several parts per million for
ffCO2) during stable conditions, we also suggest the use of
the VSI approach in the case of sampling heights well above
the nocturnal boundary layer since it is the physically more
correct approach for these situations with suppressed mixing.
The contributions from more distant point sources are gener-
ally smaller and also the assumptions in the SSI approach
seem to be more justified for longer air mass travel times
between the point source and observation site and during un-
stable atmospheric conditions. This explains the smaller dif-
ferences between the SSI and VSI approach for these situ-
ations. Depending on the atmospheric conditions, the sam-
pling height, the distance to the point source and the emission
strength of the point source, the results of our pseudo power
plant experiment can be used to assess the contribution of
the point source in both modelling approaches. Then one can
decide if the SSI approach is sufficient (e.g. for distant point
sources with lower emissions or during unstable conditions)
or if the VSI approach is the better alternative.

Whereas the modelling of transport and mixing processes
is still challenging during nighttime, we showed with this
study that using the VSI approach for nearby point sources
will greatly reduce the overestimations of contributions from
nearby point source emissions during periods with low
PBLH, especially for low-altitude measurement sites. There-
fore, this approach could possibly be a first step towards the
usage of nighttime observations for modelling purposes in
STILT. A further inevitable step towards the exploitation of
nighttime observations in models is the realistic representa-
tion of stable nocturnal boundary layers and their erosion in
the morning hours. Moreover, we want to underline the im-
portance of having an inventory containing the effective point
source emission heights for the whole globe, which is a pre-
requisite for applying this VSI approach also outside Europe.

Code and data availability. The measurement and model re-
sults for the 2-week integrated samples collected at Heidel-
berg and the outcome of the pseudo power plant experi-
ment are available at the Heidelberg University data depository
(https://doi.org/10.11588/data/CK3ZTX, Maier et al., 2021). The R
script (“volume.infl.ffco2.timeres.r”) to calculate ffCO2 contribu-
tions from point sources and the used trajectory information calcu-
lated with WRF–STILT and the TNO point source emissions around
Heidelberg can be found at https://doi.org/10.5281/zenodo.5911518
(Maier et al., 2022). To calculate the trajectories for other locations
or times, one has to download the full STILT model, which is avail-
able at http://stilt-model.org/ (last access: 7 July 2022, Lin et al.,
2003) after registration. We used revision number 747 of the STILT
repository.
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Summary 

The direct way to estimate the regional fossil fuel CO2 surplus (∆ffCO2) at a station is by measuring the 

∆14CO2 depletion compared to a respective background. However, this approach has several challenges, 

which are (1) the choice of an appropriate ∆14CO2 background, (2) potential contaminations through 

nuclear 14CO2 emissions and (3) masking of ∆ffCO2 by 14C-enriched biosphere respiration. Here we 

evaluate these challenges and estimate potential biases and typical uncertainties of 14C-based ffCO2 

estimates in Europe. We show that Mace Head (MHD), Ireland, is a representative background station for 

the ICOS (Integrated Carbon Observation System) atmosphere station network. The mean ∆ffCO2 

representativeness bias when using the MHD ∆14CO2 background for the whole observation network is of 

order 0.1±0.3 ppm. At ICOS sites, the median nuclear contamination leads to 25% low-biased ∆ffCO2 

estimates if not corrected for. The ∆ffCO2 masking due to 14C-enriched heterotrophic CO2 respiration can 

lead to similar ∆ffCO2 biases as the nuclear contaminations, especially in summer. Our evaluation of all 

components contributing to the uncertainty of ∆ffCO2 estimates reveals that, due to the small ffCO2 signals 

at ICOS stations, almost half of the 14C-based ∆ffCO2 estimates from integrated samples have an 

uncertainty that is larger than 50%. 
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1 Introduction 1 

Large uncertainties still exist in greenhouse gases (GHG) budgets to fully understand the causes of 2 

their recent atmospheric changes (Friedlingstein et al., 2022). The atmospheric boundary layer is the 3 

natural integrator of ground-level emissions. In conjunction with atmospheric transport models, trace 4 

gas observations in the boundary layer can, therefore, be used to estimate emissions or uptake rates of 5 

these gases (e.g. Bergamaschi et al., 2018; Petrescu et al., 2021). Including process-based emission 6 

models and inventories further helps to disentangle natural e.g. climate-driven changes from 7 

anthropogenic emissions. However, there still exist large uncertainties in source attribution. Therefore, 8 

supplementary measurements, such as isotopic observations, have been added to the monitoring 9 

programs to help distinguish different sources or constrain sink processes. In the case of CO2, the 10 

radioactive isotope radiocarbon (14C) has a prominent role, e.g. in separating fossil (radiocarbon-free) 11 

CO2 emissions from natural carbon fluxes between atmosphere, ocean and continental biosphere.  12 

 13 
14C is a particularly useful tracer on regional and continental scales, where anthropogenic emissions 14 

from the burning of fossil fuels play an important role in the carbon budget (Levin et al., 1980; Levin et 15 

al., 2003; Turnbull et al., 2006; Miller et al., 2012; Basu et al., 2016; Wang et al., 2018; Basu et al. 2020; 16 

Potier et al. 2022). Disentangling the influence of fossil emissions from ecosystem fluxes on the 17 

observed CO2 concentrations over densely populated areas would, on one hand, provide a means to 18 

follow the effectiveness of fossil CO2 emission reduction strategies (e.g. Levin and Rödenbeck, 2008), 19 

on the other hand, allows observing e.g. climate-driven variations and long-term changes in 20 

ecosystem functioning directly from the atmosphere (Basu et al., 2020). Co-located observations of CO2 21 

and ∆14CO2 (for a definition of the ∆14CO2-notation that is generally used to report atmospheric 14CO2 22 

observations, see Sec. 2.1) over continents and in polluted areas can be exploited in two ways. One 23 

possibility is to derive ΔffCO2 estimates from the atmospheric ∆14CO2 differences between a 24 

background site and the (polluted) monitoring station in what we call here the regional isotope 25 

budget approach. Alternatively, the CO2 and ∆14CO2 observations can be used in a dual-tracer 26 

atmospheric inverse modelling framework to estimate the ffCO2 emissions directly (Basu et al., 2016; 27 

Basu et al., 2020).  28 

 29 

The regional isotope budget approach is frequently used to estimate the share of the so-called recently 30 

added CO2 from fossil fuel burning and cement production (e.g. Levin et al., 2003; Turnbull et al., 31 

2006; Levin et al., 2011; Turnbull et al., 2015; Berhanu et al., 2017; Major et al., 2018; Zhou et al., 2020). 32 

These studies determined the regional fossil CO2 excess at an observational station with respect to a 33 

non-polluted reference site. This reference or background site could be a high mountain station, which 34 

is sampling air from the free troposphere, or a marine site located at the boundary of a continent. The 35 

regional isotope budget approach provides the fossil CO2 excess concentration (∆ffCO2, which for 36 

clarity we will name Cff in all equations and figures) directly, without the need to model the complete 37 

CO2 and 14CO2 cycles. For sites with a long-term ∆14CO2 record, this approach can also be used to 38 
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investigate ffCO2 emission trends under the assumption that the atmospheric transport had no 1 

significant trend during the considered time period (Levin and Rödenbeck, 2008).  2 

 3 

Typically, however, the ∆ffCO2 estimates at an observation station show large variations not only on 4 

long but also on sub-seasonal time scales, which are mainly driven by atmospheric transport and 5 

mixing processes. If this variability can be represented by atmospheric transport models, the ∆ffCO2 6 

observations can be used in inverse modelling frameworks to estimate the ffCO2 emissions in the 7 

footprint of the station (Graven et al., 2018). In contrast, the dual-tracer inversion framework (Basu et 8 

al. 2016; Basu et al. 2020; Potier et al. 2022) allows for direct usage of the CO2 and ∆14CO2 observations 9 

to estimate the ffCO2 emissions. But in this alternative approach a priori information is needed to 10 

represent the CO2 fluxes from the ocean and the terrestrial biosphere as well as their respective 11 

isotopic 14CO2 signatures. Furthermore, a representation of the atmospheric δ13CO2 signature is 12 

required and the cosmogenic production of 14CO2 in the upper atmosphere and its (seasonal) transport 13 

into the troposphere must be implemented correctly.  14 

 15 

Both, the regional isotope budget, and the dual-tracer inversion approach have, thus, advantages and 16 

disadvantages. While the dual-tracer inversion requires an a priori representation of the CO2 and 17 
14CO2 fluxes and the related atmospheric gradients to directly estimate ffCO2 emissions, the regional 18 

isotope budget approach effectively assumes that these can be adequately captured by the appropriate 19 

selection of a representative background. Still, both approaches are not always straight-forward to 20 

apply. In populated areas, we need to consider 14CO2 emissions e.g. from nuclear installations, that 21 

contaminate the ∆14CO2 observations if such emitters are located in the footprints of the sites. Also, 22 

CO2 respired from decomposing organic material e.g. in soils can mask part of the fossil signal. The 23 

biosphere had incorporated bomb 14C in the decades following the atmospheric nuclear bomb testing 24 

during the last century, and this 14CO2 is today released by heterotrophic respiration (Caldeira et al., 25 

1998; Randerson et al., 2002; Naegler and Levin, 2009a). While these contaminating 14CO2 fluxes must 26 

be implemented in the dual-tracer inversion, the regional isotope budget approach uses estimates of 27 

correction terms to adjust the observed ∆14CO2 gradients regarding these masking effects. These 28 

correction terms are either based on expert judgement or estimated by simulating the ∆14CO2 29 

contaminations with a priori fluxes and transport models.   30 

 31 

Over the years, different assumptions have been made when applying the regional isotope budget 32 

approach to e.g. account for the masking effects mentioned above. The aim of the present study is to 33 

in-depth re-visit the regional isotope budget approach, its underlying assumptions and investigate 34 

potential biases introduced in the respective results. We make sensitivity analyses to estimate the error 35 

contributions from all relevant components in this approach, including effects related to the choice of 36 

the background station. To obtain typical estimates of these potential biases and errors, we use the 37 

highly populated European continent as target region as this area has established a dense network of 38 

∆14CO2 observations to validate fossil CO2 emissions and follow its potential changes (Levin et al., 39 

2020; Heiskanen et al., 2022).  40 

 41 
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2 Methods 1 

2.1 The regional isotope budget approach to calculate recently added 2 

ffCO2 3 

In the regional isotope budget approach, the CO2 concentration Cmeas observed at a measurement 4 

station can be written as the sum of the background CO2 concentration Cbg and the recently added or 5 

removed CO2 contributions from different sources and sinks (e.g. Levin et al., 2003; Turnbull et al., 6 

2006): 7 

 8 

𝐶𝑚𝑒𝑎𝑠 = 𝐶𝑏𝑔 + 𝐶𝑓𝑓 + 𝐶𝑟𝑒𝑠𝑝 + 𝐶𝑝ℎ𝑜𝑡𝑜 (+𝐶𝑜𝑐𝑒𝑎𝑛 + 𝐶𝑠𝑡𝑟𝑎𝑡𝑜)       (1) 9 

 10 

The contribution from the background Cbg accounts for the by far largest share and is globally 11 

increasing due to global anthropogenic emissions and land use change. The regionally added or 12 

removed CO2 contributions originate from the combustion of fossil fuels and cement production (Cff), 13 

the biosphere respiration (Cresp) and photosynthesis uptake (Cphoto) in the target area. It may also 14 

contain a component from coastal ocean areas (Cocean) and may be influenced by air mass intrusions 15 

from the stratosphere (Cstrato). Each CO2 component in Eq. 1 is associated with a characteristic 14CO2 16 

signature. When expressing these 14CO2 signatures in the so-called ∆-notation, i.e. the relative 17 

deviation of the 14C/C isotopic ratios from a standard material in permil (as introduced by Stuiver and 18 

Pollach (1977)) the ∆14C signatures of the different components are directly comparable, since the -19 

notation accounts for mass-dependent isotopic fractionation during the different exchange processes 20 

between the corresponding reservoirs and the atmosphere and also corrects for radioactive decay 21 

between sampling and analysis times. Note that, in the following, we replace ∆14C by ∆14 to improve 22 

the readability of the equations below.  23 

 24 

Since the sum over the products of the individual CO2 contributions and the associated isotopic 25 

signatures ∑ 𝐶𝑖 ∙ ∆𝑖
14

𝑖  is a conserved quantity (Tans et al., 1993), it follows that (see Turnbull et al., 26 

2006): 27 

 28 

𝐶𝑚𝑒𝑎𝑠 ∙ ∆𝑚𝑒𝑎𝑠
14  = 𝐶𝑏𝑔 ∙ ∆𝑏𝑔

14 + 𝐶𝑓𝑓 ∙ ∆𝑓𝑓
14 + 𝐶𝑟𝑒𝑠𝑝 ∙ ∆𝑟𝑒𝑠𝑝

14 + 𝐶𝑝ℎ𝑜𝑡𝑜 ∙ ∆𝑝ℎ𝑜𝑡𝑜
14 (+𝐶𝑜𝑐𝑒𝑎𝑛 ∙ ∆𝑜𝑐𝑒𝑎𝑛

14 + 𝐶𝑠𝑡𝑟𝑎𝑡𝑜 ∙ ∆𝑠𝑡𝑟𝑎𝑡𝑜
14 ) +29 

𝐶𝑚𝑒𝑎𝑠 ∙ ∆𝑛𝑢𝑐
14            (2) 30 

 31 

The last term in Eq. 2 considers the potential contamination of the ∆𝑚𝑒𝑎𝑠
14  signature at the measurement 32 

site by 14CO2 emissions from nuclear facilities. These pure 14CO2 emissions cause a change in the 33 

measured ∆14CO2 (∆𝑛𝑢𝑐
14 ) at the station but no change in the observed CO2 concentration. For European 34 

stations the ICOS Carbon Portal (CP) provides a dedicated Jupyter notebook to calculate the 35 

contamination from nuclear facilities in Europe (freely available after registration at: 36 

https://www.icos-cp.eu/data-services/tools/jupyter-notebook, last access: October 05, 2022). With this 37 
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Jupyter notebook the 3-hourly footprints from each ICOS station can be mapped with the annual 1 

mean 14CO2 emissions of the European nuclear facilities taken from the Radioactive Discharges 2 

Database (RADD). Hence, we use this Jupyter notebook to model for each ∆14CO2 sample an 3 

individual ∆𝑛𝑢𝑐
14  contribution. The used footprints were calculated with the Stochastic Time-Inverted 4 

Lagrangian Transport (STILT, Lin et al., 2003) model. Note that the influence from these (elevated) 5 

point sources requires an additional modelling effort if the nuclear installation is located at a distance 6 

smaller than ca. 50 km from the measurement site as shown by Maier et al. (2022). This modification 7 

has, however, not yet been implemented in the ICOS CP tool. We assume for the modelled ∆𝑛𝑢𝑐
14  8 

contributions an uncertainty of 100% to account for possible time dependent (sub-annual) variations 9 

in the nuclear 14CO2 emissions as well as transport uncertainties. A brief description of how the 10 

nuclear 14CO2 contributions ∆𝑛𝑢𝑐
14  are calculated and a more detailed explanation of their assumed 11 

uncertainty is given in appendix A.1. The regional isotope budget approach assumes that the 12 

background station contains all nuclear contributions from outside the target area and that 13 

contaminations from nuclear facilities inside the target area are negligibly small at the background 14 

station. This assumption should be appropriate if we use a background site at which only marine air is 15 

sampled.  16 

 17 

In the further evaluations, we neglect the contributions from (1) the ocean and (2) the stratosphere, 18 

because of the following reasons: (1) In Europe we mainly focus on continental measurement stations 19 

without direct oceanic influence. Therefore, we assume that the oceanic CO2 contribution and its ∆14 20 

signature are integrated in the background measurements. This assumption should be appropriate if 21 

we use a marine background station. (2) We further assume that the latitudinal and vertical 22 

differences between the measurement site and the background station are small enough, so that both 23 

stations are similarly influenced by 14C-enriched stratospheric air; therefore, we assumed that also the 24 

stratospheric component is already integrated in the background measurements. Note that 25 

longitudinal differences in the stratospheric 14C production and corresponding influence on 26 

tropospheric ∆14C can be neglected (e.g. Lingenfelter, 1963).  27 

 28 

As the 14C/C ratio of fossil CO2 is zero, the ∆𝑓𝑓
14 signature of fossil fuel combustion CO2 is -1000‰. 29 

Therefore, Eq. 2 can directly be used to calculate the regionally added ffCO2 contribution Cff if all other 30 

CO2 contributions and ∆14 signatures are known. However, as the two biospheric CO2 components, 31 

Cphoto and Cresp, are typically not known separately, it is convenient to use Eq. 1 for eliminating the 32 

(potentially poorest known) CO2 contribution from photosynthesis Cphoto in Eq. 2. As the ∆-notation 33 

accounts for mass-dependent isotopic fractionation, we can directly use the ∆14 signature of the 34 

photosynthesized atmospheric CO2 to substitute the ∆𝑝ℎ𝑜𝑡𝑜
14  in Eq. 2. However, the ∆14 signature of an 35 

air mass changes on its path from the background station to the measurement site and therewith also 36 

the ∆14 signature taken up by photosynthesis (∆𝑝ℎ𝑜𝑡𝑜
14 ). Previous studies have either approximated the 37 

∆𝑝ℎ𝑜𝑡𝑜
14 signature of the photosynthetically absorbed CO2 with ∆𝑏𝑔

14  or with ∆𝑚𝑒𝑎𝑠
14 . If ∆𝑝ℎ𝑜𝑡𝑜

14  is 38 

approximated by the ∆𝑚𝑒𝑎𝑠
14  value of the ambient CO2, the ffCO2 excess can be calculated according to: 39 

 40 
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𝐶𝑓𝑓 = 𝐶𝑏𝑔 ∙
∆𝑏𝑔

14 −∆𝑚𝑒𝑎𝑠
14

∆𝑚𝑒𝑎𝑠
14 +1000 ‰

+ 𝐶𝑚𝑒𝑎𝑠 ∙
∆𝑛𝑢𝑐

14

∆𝑚𝑒𝑎𝑠
14 +1000 ‰

+ 𝐶𝑟𝑒𝑠𝑝 ∙
∆𝑟𝑒𝑠𝑝

14 −∆𝑚𝑒𝑎𝑠
14

∆𝑚𝑒𝑎𝑠
14 +1000 ‰

  .   (3) 1 

 2 

Otherwise, if ∆𝑝ℎ𝑜𝑡𝑜
14  is approximated with the background ∆𝑏𝑔

14  signature, one gets: 3 

 4 

𝐶𝑓𝑓 = 𝐶𝑚𝑒𝑎𝑠 ∙
∆𝑏𝑔

14 −∆𝑚𝑒𝑎𝑠
14

∆𝑏𝑔
14 +1000 ‰

+ 𝐶𝑚𝑒𝑎𝑠 ∙
∆𝑛𝑢𝑐

14

∆𝑏𝑔
14 +1000 ‰

+ 𝐶𝑟𝑒𝑠𝑝 ∙
∆𝑟𝑒𝑠𝑝

14 −∆𝑏𝑔
14

∆𝑏𝑔
14 +1000 ‰

  .   (4) 5 

 6 

Which of the approximations, Eq. 3 or 4, better estimates regional ΔffCO2 depends on how 7 

representative the respective ∆𝑝ℎ𝑜𝑡𝑜
14  approximation is for the biosphere affecting the measurement site. 8 

Eq. 3, for example, is suitable for remote stations that are significantly influenced by the local 9 

biosphere. Therefore, the ∆𝑝ℎ𝑜𝑡𝑜
14  signature of the (mainly contributing) local biosphere is best 10 

approximated by the measured ∆𝑚𝑒𝑎𝑠
14  signature of the ambient air CO2 at the measurement site. In 11 

contrast, Eq. 4 might be applicable for stations with very little influence of the local biosphere and 12 

supposedly large local fossil emissions. Thus, it might be less appropriate to approximate the ∆𝑝ℎ𝑜𝑡𝑜
14  13 

signature of the photosynthetically absorbed air with the strongly depleted ambient air ∆𝑚𝑒𝑎𝑠
14  14 

signature. Indeed, for such cases the ∆𝑏𝑔
14  signature might more accurately describe the ∆𝑝ℎ𝑜𝑡𝑜

14  signature 15 

of the (mainly contributing) far field biosphere. The difference between using the two alternative 16 

equations will be evaluated in Sect. 3.1.1.  17 

 18 

2.2 Importance of the components and correction terms in the regional 19 

isotope budget approach for estimating ΔffCO2 20 

 21 

The choice of the background station is crucial for the ffCO2 estimate, since the first term in Eq. 3 and 22 

4 is proportional to the ∆14 difference between the measurement station and the background station 23 

and usually contributes the most. Ideally, a single site can be used to provide a physically 24 

representative background for all other observation sites within a ∆14CO2 monitoring network. This 25 

will be the case when all observation sites within the sampling domain are influenced by the same 26 

weather systems, generally flowing from the background to the observation sites. In the modelling 27 

world, this would mean that the unique background should be valid for all boundaries of the targeted 28 

domain, for which the ffCO2 flux shall be estimated. This assumption of representativeness is 29 

examined further in Sect. 3.1.2. 30 

 31 

The second term in Eq. 3 and 4 describes the corrections for nuclear contaminations at the 32 

measurement site. Particularly in Europe with many nuclear power plants and two large nuclear fuel 33 

reprocessing plants (cf. Fig. A1), disregarding these nuclear contaminations would result in significant 34 

under-estimation of ffCO2 estimates (Levin et al., 2003; Graven and Gruber, 2011; Kuderer et al., 35 

2018).  36 

 37 
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The third term in Eq. 3 and 4 accounts for the correction for biosphere respiration, which, if not 1 

accounted for, may also mask part of the ffCO2. The ∆𝑟𝑒𝑠𝑝
14  signature differs for autotrophic and 2 

heterotrophic respiration. In earlier studies (e.g. Levin et al., 2011), we approximated the autotrophic 3 

∆𝑟𝑒𝑠𝑝
14  signature with that of background air, while for the heterotrophic component, we used the ∆14C 4 

signature modelled by Naegler and Levin (2009b). Turnbull et al. (2006) assumed a mean terrestrial 5 

carbon residence time of 10±10 years and used the 14C history of the Northern Hemisphere to calculate 6 

the ∆14 signature of heterotrophic respiration. ∆𝑠𝑜𝑖𝑙
14  of soil respiration was measured in summer 2012 at 7 

a boreal forest site in Finland by Palonen et al. (2018) to lie between (48.2 – 56.7) ‰, values about 20‰ 8 

higher than background air in that year. Chanca (2022) reported a mean ∆𝑟𝑒𝑠𝑝
14  of 32.0±7.4‰ for a 9 

tropical rainforest site in Brazil. This latter value was on average 29‰ higher than atmospheric CO2 in 10 

that year. From these studies, we conclude that ∆𝑟𝑒𝑠𝑝
14  in the last decade was a few tens of ‰ higher 11 

than the contemporary atmospheric CO2. We used the Vegetation Photosynthesis and Respiration 12 

Model (VPRM, Mahadevan et al., 2008) in combination with STILT to simulate the respiration CO2 13 

signal Cresp for the two ICOS sites Observatoire Pérenne de l’Environnement (OPE) in France and 14 

Křešín (KRE) in the Czech Republic. These results show on average about twice as high Cresp signals in 15 

summer than in winter. Overall, we would expect the typical range of Cresp to be between 2 and 8 ppm 16 

at ICOS sites in Central Europe.  17 

 18 

3 Results 19 

The aim of the present study is to quantify potential biases and estimate individual error contributions 20 

to the total uncertainty of ffCO2 resulting from the uncertainties of the measured and estimated 21 

parameters and corrections in Eq. 3 and 4. In Sect. 3.1. we first evaluate the difference of results when 22 

approximating ∆𝑝ℎ𝑜𝑡𝑜
14  by ∆𝑚𝑒𝑎𝑠

14  or  ∆𝑏𝑔
14 , respectively. Then, as a typical example for a populated region, 23 

we evaluate biases introduced in the ffCO2 result when selecting only a single background station for 24 

Europe that is located on the western coast of Ireland. We will further quantify the biases in the 25 

ffCO2 estimates, which would be induced when ignoring nuclear contaminations, and finally, we 26 

investigate the bias related to 14C-enriched respiration CO2. Sect. 3.2 investigates the relative 27 

uncertainty contributions introduced through (1) the uncertainty of the CO2 and 14CO2 observations 28 

at the measurement station, (2) the uncertainty of the background Δ14CO2 curve, which incorporates 29 

the uncertainty of its construction (smooth curve fitted through observational data at that background 30 

station) as well as the uncertainty due to the representativeness of the background curve. We will (3) 31 

estimate the uncertainty of the correction for nuclear 14CO2 contamination and (4) the error 32 

contribution of the correction for heterotrophic respiration. Finally, we assess the total uncertainty of 33 

typical (bias-corrected) ffCO2 estimates at European ICOS stations by identifying those 34 

components/parameters with the largest impact. 35 

 36 

3.1 Potential bias components in the ffCO2 estimates 37 

3.1.1 Bias due to the approximation of ∆𝑝ℎ𝑜𝑡𝑜
14 (choice of Eq. 3 or 4) 38 
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To investigate the impact of the approximation of ∆𝑝ℎ𝑜𝑡𝑜
14  on the ffCO2 estimates, i.e. the difference 1 

between Eq. 3 and 4, Fig. 1 shows the ratio of the ffCO2 results from Eq. 3 and 4 plotted versus the 2 

(∆𝑏𝑔
14 − ∆𝑚𝑒𝑎𝑠

14 ) difference for typical current 14CO2 and CO2 values (cf. Tab. 1) and a large range of 3 

possible ratios of Cphoto to Cff.  As can be seen from Fig. 1, the differences in the final ffCO2 results 4 

when using Eq. 4 vs. 3 can be large at stations where the (negative) photosynthetic component is much 5 

larger than the (positive) ffCO2 component and if the 14CO2 difference between station and 6 

background is large. Typical (∆𝑏𝑔
14 − ∆𝑚𝑒𝑎𝑠

14 ) differences at ICOS stations go up to 10‰ (cf. Fig. 6 7 

below), and in cases with high differences (large ffCO2), i.e. in winter, the photosynthetic uptake is 8 

generally small, so that we expect |Cphoto/Cff| ratios < 2 (see Fig. A2). Therefore, we expect biases 9 

between using Eq. 3 relative to Eq. 4 to be restricted to a few percent only. In summer, the |Cphoto/Cff| 10 

ratio is larger but the 14CO2 difference to the background tends to be smaller, again pushing the 11 

difference between the equations into the range of few percent. As we are evaluating here typical 12 

biases and uncertainties of 14C-based ffCO2 at ICOS stations that are typically located more than 40 13 

km away from large ffCO2 emitting regions (ICOS RI, 2020), the photosynthetic uptake signals will 14 

most probably be larger than those from fossil emissions (see Fig. A2). Therefore, we restrict our 15 

further analysis on ffCO2 estimates applying Eq. 3.  16 

 17 

3.1.2 Biases due to the choice of one background station  18 

Representation of background air with respect to individual ICOS stations: 19 

The regional isotope budget approach estimates ΔffCO2 with respect to a (measured) background. It 20 

implicitly assumes that the air masses arriving at the stations started with this background value. In 21 

order to use the ΔffCO2 estimates to obtain information on fossil emissions in a given target area, it is 22 

necessary to assess the implicit assumption that the selected background is representative of all 23 

boundaries of this target area. We examine the representativeness problem using Europe and the 24 

ICOS observation network as an example target area. We base our evaluation on the standard STILT 25 

domain over Europe, which extends from 33°N to 73°N and from 15°W to 35°E (Fig. 2). The 26 

distribution of the typical air mass origins entering the STILT domain is constructed by the endpoints 27 

of hourly 10-days STILT back-trajectories for the year 2018 for nine ICOS stations, where regular 28 

14CO2 observations are conducted. The abundance distributions of those trajectory endpoints at the 29 

four boundaries (Fig. 2) clearly indicate that these central European stations are predominantly 30 

influenced by westerly winds, which transport Atlantic air masses to the European continent. On 31 

average, 67% of the back-trajectories from the ICOS sites end at (or go beyond) the western boundary 32 

of the model domain, with an accumulation between roughly 45° and 60°N. This is a good argument 33 

to select Mace Head (MHD, 53.33°N, 9.90°W, 5 m a.s.l.), located close to the western boundary of the 34 

STILT domain, as a background site to calculate the ffCO2 excess at European (ICOS) stations. Mace 35 

Head is located on the west coast of Ireland and atmospheric 14CO2 samples are only collected during 36 

situations when the air comes from the marine sector. These ∆14CO2 (together with CO2) background 37 

measurements can thus be assumed as representative for the Atlantic boundary of the European 38 

continent. However, they may be less suitable as background reference in situations when the 39 
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measurement stations are influenced by easterly (or southerly) air masses, which transport potentially 1 

polluted continental air to our domain. Also northerly Arctic air masses may have a different 14CO2 2 

level. Figure 2 shows that for on average 33% of the time in 2018 the air masses originated from non-3 

western boundaries (or from within the target area) with on average 13% of all situations in 2018 4 

entering via the eastern boundary.  5 

 6 

Background variability at boundaries of the target area: 7 

Currently, no background ∆14CO2 observations exist in eastern Europe or close to the eastern 8 

boundary of our target domain. This makes it impossible to construct a purely observation-based 9 

∆14CO2 reference for the eastern air masses entering our target region and to deduce the bias of the 10 

representativeness problem from this. Therefore, we used the global atmospheric tracer transport 11 

model TM3 (Heimann and Körner, 2003; spatial resolution of 4° x 5°) to estimate ffCO2 concentrations 12 

of air masses entering the eastern boundary of our domain. For this simulation, ffCO2 emissions 13 

within the European target domain have been set to zero, while we used the Global Carbon Budget 14 

Gridded Fossil Emissions Dataset (GCP-GridFED; version 2022.2) emissions (Jones et al., 2022) 15 

elsewhere. The upper panels of Fig. 3 show the simulated ffCO2 concentration difference of hourly 16 

data (purple dots) between a virtual station located at the eastern boundary of the STILT domain at 17 

mid-latitudes (55°N, 34°E, 150m a.g.l.) and Mace Head for the years 2016 – 2020. As expected, this 18 

difference is generally positive. It varies between a few tenths of a ppm up to more than 8 ppm in one 19 

event in 2020. A significant seasonal variation is observed, with higher concentration differences 20 

compared to MHD during winter and lower differences in summer. This seasonality is mainly due to 21 

seasonal variations of emissions, but also due to seasonal variations in atmospheric transport. As 22 

emissions within the target domain were set to zero in this TM3 model run, the concentration 23 

differences in Fig. 3 (upper panels) provide a good approximation of the ffCO2 concentration offset 24 

(relative to MHD) of air masses entering the domain from the east. The upper left panel shows the 25 

biases for all hours in 2016 – 2020 and for averages of two-week integrated samples (black solid line). 26 

The upper right panel shows the difference for potential flask samples collected at midday. For any 27 

potential station located close to this border, this difference would represent the approximate positive 28 

bias of the calculated ffCO2 for those situations when the station is not influenced by westerly air 29 

masses but by air from the east. The mean bias is about 20% larger for all hours and two-week 30 

integrated samples than for flask samples collected at midday. For flask samples, however, the 31 

standard deviation of that bias is about 30% higher than for two-week integrated samples since flask 32 

samples depend stronger on individual weather situations. The station in the ICOS network located 33 

closest to the eastern border of the target domain is Křešín (KRE). This station typically experiences 34 

about 16% of situations with easterly trajectories (Fig. 2). On average over all situations of potential 35 

flasks sampled at Křešín at midday, the ffCO2 bias would thus be only 0.56 x 0.16 = 0.09 ppm. 36 

However, Křešín station is located about 20° west of the eastern boundary. Therefore, any 37 

contribution from domain-external ffCO2 emissions coming from the east will be diluted during 38 

transport of the air mass to the station.  39 

 40 
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We can use similar arguments and the TM3 model results to estimate the influence on ICOS stations 1 

due to emissions from outside our domain from the west, e.g. from North America. The concentration 2 

from such sources as observed at Mace Head would also be (further) diluted when the air mass travels 3 

over Europe and reaches e.g. the Křešín station. This is why in the lower panel of Fig. 3, where we plot 4 

the difference of the TM3 concentrations simulated for KRE minus those at MHD, often turn out to be 5 

negative. Note that the positive values in this plot are the signals from the easterly trajectories, but 6 

here diluted during the transport from the eastern boundary to the Křešín site. As the majority of 7 

trajectories reaching Křešín comes from the west, the average difference is negative. In summary, we 8 

expect typical mean representativeness biases of order 0.1±0.3 ppm ffCO2 when applying the 9 

regional isotope budget approach for the investigated example of the ICOS station network with 10 

MHD as a background in the STILT domain. A ffCO2 inversion using our ΔffCO2 estimates would 11 

incorrectly locate this 0.1±0.3 ppm representativeness bias within the STILT domain.  12 

 13 

Influence of a latitudinal 14CO2 gradient: 14 

The Mace Head background station is located at about 55°N, a latitude where global fossil CO2 15 

emissions are large. We would, thus, expect lower fossil CO2 concentrations at lower latitudes of the 16 

Northern Hemisphere, corresponding to slightly higher 14CO2 in background air further south. Levin 17 

et al. (2021) published mean 14CO2 data from Izaña station on Tenerife Island (28.3°N, 16.48°W, 2373 18 

m a.s.l.) in the Atlantic Ocean, which indeed showed slightly higher values in the 1990s. However, in 19 

the last decade, the 14CO2 difference to Mace Head is smaller than 1‰. As air masses only 20 

occasionally arrive from latitudes south of 40°N, the potential bias due to a latitudinal 14CO2 gradient 21 

is assumed negligible and thus not taken into account here as a potential bias.  22 

 23 

3.1.3 Biases due to nuclear 14CO2 emissions 24 

As mentioned before, 14CO2 contaminations by emissions from nuclear installations are a potentially 25 

serious problem for 14C-based ffCO2 estimates in Europe (Graven and Gruber, 2011; Kuderer et al., 26 

2018; see Fig. A1 for a distribution of the nuclear 14CO2 emissions in Europe). This may be particularly 27 

true at stations with small ffCO2 signals, i.e. small 14CO2 depletion at the measurement station 28 

compared to the background (∆𝑏𝑔
14 −  ∆𝑚𝑒𝑎𝑠

14 ). We, therefore, estimated the masking of ffCO2 29 

(𝐶𝑓𝑓
𝑢𝑛𝑐𝑜𝑟𝑟𝑒𝑐𝑡𝑒𝑑/𝐶𝑓𝑓

𝑛𝑢𝑐−𝑐𝑜𝑟𝑟𝑒𝑐𝑡𝑒𝑑) with respect to the ratio between ∆𝑛𝑢𝑐
14  and (∆𝑏𝑔

14 − ∆𝑚𝑒𝑎𝑠
14 ). As this masking 30 

effect (second term in Eq. 3) also depends on the CO2 concentration at the measurement station, we 31 

estimated the masking for two typical concentrations, Cmeas = 430 ppm and 450 ppm, respectively, as 32 

displayed in Fig. 4. 33 

 34 

A relative ∆𝑛𝑢𝑐
14  contamination from nuclear emissions of about 25% of the (∆𝑏𝑔

14 −  ∆𝑚𝑒𝑎𝑠
14 ) signal would 35 

mask about 20% of the ffCO2 signal. The nuclear correction is, thus, especially important for stations 36 

with small 14C-depletions compared to the background site, as indeed expected at ICOS atmosphere 37 

stations (see below, Fig. 6). Sampling during times with potential influence from nuclear installations 38 
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should, therefore, be avoided, e.g. for flask sampling, or the bias must be calculated precisely (see Sec. 1 

3.2.4). 2 

 3 

3.1.4 Biases due to 14C-enriched biosphere respiration 4 

Also soil respiration can mask part of the fossil fuel-related 14C difference between the stations and 5 

the background site. In this case, however, the contaminating source does not emit pure 14CO2, as is 6 

the case for nuclear installations. The respired CO2 today, if at all, is only slightly enriched in 14C 7 

compared to contemporary ambient CO2. Unfortunately, only very few measured data are available 8 

on ∆𝑟𝑒𝑠𝑝
14  in different ecosystems. These data suggest enrichments of a few tens of ‰ compared to 9 

atmospheric CO2 (Palonen et al., 2018; Chanca, 2022). Figure 5 shows the masking of ffCO2 10 

(𝐶𝑓𝑓
𝑢𝑛𝑐𝑜𝑟𝑟𝑒𝑐𝑡𝑒𝑑/𝐶𝑓𝑓

𝑏𝑖𝑜−𝑐𝑜𝑟𝑟𝑒𝑐𝑡𝑒𝑑) in relation to the 14 difference between respired and measured CO2 11 

(∆𝑟𝑒𝑠𝑝
14 − ∆𝑚𝑒𝑎𝑠

14 ) for a range of Cresp/Cff ratios between 0.1 and 6.  12 

 13 

If the Cresp signal has a similar magnitude as ffCO2 (i.e. Cresp/Cff = 1), which is a typical ratio in winter 14 

(see Fig. A2), the uncorrected ffCO2 is underestimated by less than 5%, under the assumption that 15 

the 14 difference between respiration CO2 and measured CO2 is smaller than 40‰. Apparently, this 16 

bias increases with an increasing relative Cresp signal. Thus, the biosphere correction is potentially 17 

important at stations with low ffCO2 and a high respiration component Cresp, which is the case for a 18 

number of ICOS stations in summer and in Northern Europe, i.e. far away from high ffCO2 emission 19 

areas. Here we can find Cresp/Cff ratios as large as 6 (see Fig. A2). In such situations, the ffCO2 20 

masking due to ignoring the biosphere correction (3rd term in Eq. 3) could become as large as 20%, if 21 

the 14 difference between respiration CO2 and ambient air CO2 is larger than 40‰. 22 

 23 

3.1.5 Typical 14CO2 signals at ICOS stations 24 

The relevance of the two bias correction terms for nuclear and respiration contamination at ICOS 25 

stations discussed above depends on their individual influence areas with respect to fossil emitters 26 

and 14CO2-emitting nuclear installations. It also depends on the type of samples collected (two-week 27 

integrated vs. midday flasks). Figure 6 shows in its upper left panel the distribution of (∆𝑏𝑔
14 −28 

 ∆𝑚𝑒𝑎𝑠
14 ) of two-week integrated samples collected in the years 2017-2020 at the nine ICOS stations 29 

shown in Fig. 1. The upper right panel in Fig. 6 gives the distribution of the mean ∆𝑛𝑢𝑐
14  contaminations 30 

for the same stations and sample type. The median measured CO2 difference between station and 31 

background (MHD) is only 3.8‰ while the median nuclear contamination amounts to about 30% of 32 

that value. If not corrected, this would correspond to an almost 25% masking of ffCO2. This 33 

illustrates the importance of the nuclear contamination problem in Europe and the need to correctly 34 

model ∆𝑛𝑢𝑐
14 . Such a correction could best be done with high-resolution emissions data and a reliable 35 

transport modelling system. Currently, however, only annual mean 14CO2 emission data are available. 36 

 37 

The lower panels of Fig. 6 show similar distributions as the upper panels, but for hourly flask samples 38 

collected at 13h local time. The median (∆𝑏𝑔
14 − ∆𝑚𝑒𝑎𝑠

14 ) difference for the currently available flask 39 
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samples - yet collected only at seven ICOS class-1 stations - is 4.4‰, slightly larger than for two-week 1 

integrated samples, while the nuclear correction term is, on average, only half of that for the 2 

integrated samples. Still the average masking of about 15% is significant and should be corrected.  3 

 4 

3.2 Uncertainty of the ffCO2 estimates  5 

After having quantified potential biases when using (1) Eq. 4 instead of Eq. 3 to estimate recently 6 

added ffCO2, (2) the potential bias due to the use of a single background station for all European ICOS 7 

sites, (3) neglecting corrections for nuclear 14CO2 emissions and (4) for ffCO2 masking due to 14C-8 

elevated biosphere respiration, in the following we evaluate the contributions to the total uncertainty 9 

of the bias-corrected ffCO2, including the uncertainty due to these bias corrections. 10 

 11 

3.2.1 Typical measurement uncertainty 12 

One important uncertainty contribution to estimate recently added fossil CO2 is the 14CO2 13 

measurement uncertainty. This uncertainty is relevant for the measurements at the ICOS sites but also 14 

for estimating the background reference, here from MHD data. Both determine the uncertainty of the 15 

main term in Eq. 3 and 4. Typical high-precision radiocarbon laboratories measure single atmospheric 16 
14CO2 samples with a precision between 14C = (1.7 – 2.3) ‰ (e.g. Hammer et al., 2017). This range also 17 

covers the average precision and long-term repeatability in the ICOS Radiocarbon Laboratory for 18 

integrated and flask samples. For simplicity we assume here a measurement precision of 2‰ for all 19 

14CO2 analyses. 20 

 21 

3.2.2 Uncertainty of the 14CO2 background estimate 22 

The uncertainty of the 14CO2 background estimate comprises two components. On the one hand, the 23 

uncertainties resulting from the construction of the 14CO2 background curve from the measurements at 24 

the background station, and on the other hand, the uncertainties resulting from the representativeness 25 

assumption. As illustrated in Sect. 3.1.2, using MHD as single background for all ICOS stations in 26 

western and central Europe could lead to a mean ffCO2 bias of order 0.1 ppm for two-week 27 

integrated samples and also for flask samples collected over one hour at midday at the most easterly 28 

located station KRE. The standard deviation of this bias was estimated to 0.12 ppm for integrated and 29 

to 0.28 ppm for flask samples, with individual biases of up to 2 ppm in exceptional cases. The 30 

variability of the bias can be seen as the representativeness uncertainty of the 14CO2 background.  31 

 32 

To construct a continuous 14CO2 background curve for MHD that is applicable for flask and 33 

integrated samples, we calculated a smooth curve through these data by using a curve fitting routine 34 

developed by the National Oceanic and Atmospheric Administration NOAA (Thoning et al., 1989). A 35 

detailed description how the background curve has been calculated is given in Appendix A.2. Two 36 

different uncertainty estimates have been made for the background reference, one based on the 37 

standard NOAA routine and a second one using a Monte Carlo approach. From these estimates we 38 
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derived a mean uncertainty for ∆𝑏𝑔
14  of ±0.86‰. Adding the (independent) background 1 

representativeness uncertainty mentioned above, we obtain a total background reference uncertainty 2 

for integrated samples of 0.9‰ and for flask samples of 1.0‰. The uncertainty of the background CO2 3 

reference concentration curve is negligible for the overall ffCO2 uncertainty, even if an assumed 4 

upper-limit CO2 background representativeness uncertainty of 5 ppm is added. 5 

 6 

3.2.3 Uncertainty of the nuclear and respiration masking corrections 7 

In order to estimate the error contributions of the two correction terms in Eq. 3 (masking by nuclear 8 
14CO2 emissions, 2nd term, and contribution from respiration of 14C-enriched CO2, 3rd term), we made 9 

the following assumptions: We assume 100% uncertainty for the nuclear contamination estimates; this 10 

is justified with a significant transport model error to correctly simulate the dispersion and location of 11 

power plant plumes and by the fact that the significant temporal variability of the nuclear emissions 12 

(e.g. Kuderer et al., 2018) is totally ignored when using the currently reported annual mean emissions 13 

from RADD for estimating ∆𝑛𝑢𝑐
14  (see Appendix A.1). The ffCO2 masking contribution from CO2 14 

respiration, Cresp, has also a significant uncertainty because for daytime situations it has to be 15 

estimated using e.g. a vegetation model that is coupled to an atmospheric transport model. For 16 

nighttime situations when photosynthetic uptake of CO2 is negligible, Cresp or Cresp/Cff, the latter being 17 

the relevant parameter that determines the masking (cf. Fig. 5), could be estimated in an iterative way 18 

as the difference between Cmeas, Cbg and Cff. Finally, we estimate the uncertainty of ∆𝑟𝑒𝑠𝑝
14  to be 50% of 19 

the difference between ∆𝑟𝑒𝑠𝑝
14  and ∆𝑚𝑒𝑎𝑠

14 . This means, if we measure a ∆𝑚𝑒𝑎𝑠
14  of 1‰ and assume a ∆𝑟𝑒𝑠𝑝

14  20 

signature of 25‰, the applied uncertainty for ∆𝑟𝑒𝑠𝑝
14  would be 12‰. The dependence of the ∆𝑟𝑒𝑠𝑝

14  21 

uncertainty on the (∆𝑟𝑒𝑠𝑝
14  – ∆𝑚𝑒𝑎𝑠

14 ) difference seems appropriate as the biosphere correction (3rd term in 22 

Eq. 3) is also dependent on the (∆𝑟𝑒𝑠𝑝
14  – ∆𝑚𝑒𝑎𝑠

14 ) difference (see Fig. 5).  23 

 24 

3.2.4 Overall uncertainty of ffCO2 for typical ICOS stations 25 

The assumed concrete values and parameters that were used in the following overall error estimate of 26 

ffCO2 derived from 14CO2 measurements of two-week integrated and flask samples at typical ICOS 27 

stations and their assumed uncertainties are listed in Tab. 1. Figure 7 (left panel) shows the relative 28 

uncertainty of bias-corrected ffCO2 in relation to the difference of 14 between background and 29 

station (∆𝑏𝑔
14 −  ∆𝑚𝑒𝑎𝑠

14 ), while the right panel shows the absolute uncertainty in ppm. The different 30 

colors show different combinations of individual uncertainty contributions. It is obvious that the 31 

largest contribution to the overall uncertainty of bias-corrected ffCO2 is due to the analytical error of 32 

the 14C measurements, ∆𝑚𝑒𝑎𝑠
14 . When adding an uncertainty of the background reference ∆𝑏𝑔

14  of 1‰ and 33 

a typical nuclear contamination of ∆𝑛𝑢𝑐
14  = (1 ± 1) ‰, the overall uncertainty of (bias-corrected) ffCO2 34 

is larger than 50% at an observed (∆𝑏𝑔
14 − ∆𝑚𝑒𝑎𝑠

14 ) difference smaller than 3.5‰. (Note that the 35 

uncertainty of Cmeas and Cbg have not been added in Fig. 7 as both error contributions are negligible.) 36 

Considering the median (∆𝑏𝑔
14 −  ∆𝑚𝑒𝑎𝑠

14 ) value (Fig. 6, upper panel), this means that, when ignoring the 37 

uncertainty due to respiration masking (yellow curve in Fig. 7), almost half of the 14C-based ffCO2 38 

estimates from integrated samples at ICOS stations have an uncertainty > 50%. Only at observed 39 
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(∆𝑏𝑔
14 − ∆𝑚𝑒𝑎𝑠

14 ) differences larger than 8‰ the uncertainty of the ffCO2 estimate becomes smaller than 1 

25%. This illustrates the importance of precise CO2 measurements. If the CO2 measurement 2 

uncertainty can be reduced to 1‰, only about 1/3 of the integrated samples at ICOS stations would 3 

have an ffCO2 uncertainty > 50%. 4 

 5 

The right panel in Fig. 7 shows the absolute uncertainty of bias-corrected ffCO2 in ppm. The absolute 6 

error is only slightly increasing to 1.1 ppm (for an assumed 2‰ ∆𝑚𝑒𝑎𝑠
14  uncertainty) with larger 7 

differences between background reference and station (∆𝑏𝑔
14 − ∆𝑚𝑒𝑎𝑠

14 ). The yellow curves in both 8 

panels of Fig. 7 show the uncertainty contribution from Cresp, when assuming that the respiration CO2 9 

(Cresp) signal is 3 times higher than Cff. During summer, when the (∆𝑏𝑔
14 − ∆𝑚𝑒𝑎𝑠

14 ) difference is small, 10 

the Cresp/Cff is often larger than 3 (see Fig. A2); however, in connection with low (∆𝑏𝑔
14 − ∆𝑚𝑒𝑎𝑠

14 ) 11 

differences the error contribution from respiration masking will still be small. Contrary, for situations 12 

with high fossil components, i.e. during winter, we expect a ratio of less than 3; therefore, we conclude 13 

that an uncertainty contribution of 0.5 ppm due to respiration masking correction, as shown in the 14 

right panel of Fig. 7, probably represents an upper limit. All-in-all, however, the potential uncertainty 15 

of ffCO2 masking by 14C-enriched soil respiration is non-negligible and potentially of similar 16 

magnitude as the uncertainty of the contamination from nuclear installations, if the respiration CO2 is 17 

significantly 14C-enriched compared to that of the ambient atmosphere. 18 

 19 

4 Discussion and Conclusion 20 

The property of fossil emissions being free from 14C makes ∆14CO2 a unique and direct tracer for the 21 

fossil share in regional CO2 excess compared to a (clean air) background. However, this method, 22 

called the regional isotope budget approach here, also has its challenges and uncertainties. In this 23 

study, we revisited the assumptions made to address these various challenges and gave an overall 24 

uncertainty of the 14C-based ∆ffCO2 estimates so that those could be used in atmospheric inversion 25 

modelling to verify or evaluate fossil fuel emissions. In the following, we will summarise and discuss 26 

our main findings.  27 

 28 

The first and most important decision is the choice of the background site, as the ∆14CO2 difference 29 

between observation and background site directly determines the ∆ffCO2 concentrations. In general, 30 

the background site should be chosen to suit the target area of the ffCO2 emission estimates. For 31 

example, if the emissions of a city are to be sampled, it might be convenient to measure the signals 32 

from the city downwind and to use a regional or local background station upwind of the city (e.g. 33 

Turnbull et al., 2015). In our study, we wanted to select a background site for a station network like 34 

ICOS that covers wide parts of the European continent. If the ∆ffCO2 estimates derived with the 35 

regional isotope budget approach shall be used as a constraint in an inversion modelling framework 36 

to evaluate the fossil fuel emissions, the used background site has to be representative for all 37 

boundaries of the targeted domain. Otherwise, ΔffCO2 signals originating from outside the domain 38 

would be distributed within the domain. For the European example, STILT back-trajectories suggest 39 
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that the entire European domain is dominated by westerly winds in about 2/3 of all situations. 1 

Therefore, we chose Mace Head (MHD), located on the west coast of Ireland, as our background 2 

station. To construct a background ∆14CO2 curve, we calculated a smooth fit through the integrated 3 

∆14CO2 observations of MHD and estimated its construction uncertainty to be less than 1‰. However, 4 

the clean Atlantic air background from MHD might be less representative for potentially slightly 5 

polluted continental air masses with non-western origin, which are expected to occur in about 1/3 of 6 

all situations. The lack of representativeness of the MHD reference for these situations induces a bias 7 

and an additional uncertainty to the ∆ffCO2 estimates. We used the global TM3 model (Heimann and 8 

Körner, 2003) and switched off the emissions from the European target area to estimate this 9 

representativeness bias and additional uncertainty. The bias depends on the distance between the 10 

observation site and the boundaries of the target area, as it affects the dilution of the background 11 

signal from the boundaries to the observation site. This means that potential observation sites close to 12 

the e.g. eastern boundary of the target domain can show substantial biases for situations when they 13 

are affected by CO2 plumes from outside the target region. Therefore, the ∆ffCO2 estimates from such 14 

sites should be corrected for those biases if the ∆ffCO2 observations are to be used in inverse models to 15 

evaluate ffCO2 emissions. Concerning the current ICOS atmosphere stations, these plumes from 16 

outside the European domain are typically well mixed when they arrive at the observation site; here 17 

we expect mean biases of order 0.1ppm. Therefore, we think that it is appropriate to use MHD as a 18 

single background site for the observation sites in Central Europe and for all wind conditions. 19 

Furthermore, we recommend to not exclude data under easterly wind conditions as this could lead to 20 

sampling biases if the ∆ffCO2 estimates are used in an atmospheric transport inversion to optimize 21 

ffCO2 emissions. However, the variability in the bias induces a representativeness uncertainty of the 22 

MHD reference, which must be added quadratically to the MHD background fit uncertainty. This 23 

representativeness uncertainty depends also on the sample type. For Křešín (KRE), which is an eastern 24 

ICOS site in Central Europe and therefore expected to be most influenced by a false representation of 25 

the eastern boundary, the standard deviation of the bias amounts to 0.12 ppm for two-week integrated 26 

samples and 0.28 ppm for potential midday flasks; these could have a bias of up to 2 ppm. The overall 27 

background ∆14CO2 uncertainty (0.9‰ for two-week integrated samples and 1.0‰ for flasks), i.e. the 28 

combination of the MHD fit and representativeness uncertainties, together with the measurement 29 

uncertainty of the ∆14CO2 signals at the monitoring sites (ca. 2‰) account for ca. 0.9-1.0 ppm 30 

uncertainty of the ∆ffCO2 estimates for typical signals observed at ICOS sites (see Tab. 2).   31 

 32 

In Europe, with more than 170 in-operation reactors and two reprocessing plants (IAEA-PRIS, 2022), 33 

the nuclear contamination of the ∆14CO2 samples is a serious problem. The median nuclear 34 

contamination at the ICOS sites accounts for about 30% (for day-and-night integrated samples) and 35 

almost 15% (for flasks that are collected during midday integrated over one hour) of the median 36 

∆14CO2 depletion compared to the MHD reference. This would roughly result in a 25% and 15%, 37 

respectively, underestimation of the ∆ffCO2 estimates if no correction is applied. Therefore, we 38 

strongly recommend correcting the ∆ffCO2 estimates for nuclear contaminations, especially for sites 39 

with small signals or substantial influence from nuclear facilities. The uncertainty for the nuclear 40 

contaminations originates from the transport model uncertainty as well as the uncertainty of the 41 
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nuclear 14CO2 emissions. The transport model uncertainty depends on the sample type and the 1 

distance to the nuclear facilities. On the one hand, the nuclear corrections might be more reliable for 2 

integrated samples than for flasks as it is less relevant when exactly the plume of a nuclear point 3 

source hits the observation site. On the other hand, integrated samples include also nighttime 4 

situations when transport models show typically poorer performance. The uncertainty of the nuclear 5 

emissions is mainly based on the strong temporal variability of the emissions (Kuderer et al., 2018; 6 

Varga et al., 2021), which we could not consider as we only had access to the officially reported annual 7 

mean 14CO2 emissions. Therefore, we assumed an uncertainty of 100% for the nuclear corrections. This 8 

increases the overall uncertainty of the nuclear corrected ∆ffCO2 estimates by about 0.1 ppm for a 9 

typical nuclear contamination of 1‰. Overall, and particularly for flask sampling, we suggest 10 

calculating near-real time (or even better forecast) back-trajectories or footprints so that sampling 11 

during situations with potentially large nuclear influences can be avoided.  12 

 13 

Soil respiration CO2 is expected to be a few tens of ‰ enriched in ∆14CO2 compared to atmospheric 14 

CO2, since it was initially fixed by plants during higher atmospheric ∆14CO2 levels after the 15 

atmospheric nuclear bomb testing. Therefore, also respiration CO2 may lead to masking part of the 16 

∆ffCO2 signal, depending on the ∆14CO2 difference between respired and atmospheric CO2 and the 17 

relative amount of respired CO2. For typical winter Cresp/Cff ratios of 1 (see Fig. A2), the ∆ffCO2 18 

masking is less than 5% if the respiration ∆14CO2 signature is enriched by less than 40‰ compared to 19 

the ambient ∆14CO2. However, this masking effect can easily increase for a larger relative share of 20 

respiration CO2, e.g. during summer, and with higher soil respiration ∆14CO2 signatures. For a typical 21 

summer Cresp/Cff ratio of 6 at ICOS sites, the ∆ffCO2 masking reaches already almost 20% for a 40‰ 22 

∆14CO2 enrichment in the respired CO2. Therefore, the correction for soil respiration is especially 23 

important for sites with low ffCO2 signals and strong biosphere influence, which might be the case for 24 

many ICOS sites. The respiration CO2 component in the ambient CO2 concentration is hard to 25 

estimate, particularly during the day when photosynthesis is active. In these situations, a vegetation 26 

model in combination with an atmospheric transport model is needed. Therefore, we assume an 27 

uncertainty of 100% for the respiration CO2. Moreover, we estimated the uncertainty of the respiration 28 

∆14CO2 signature to 50% of the ∆14CO2 enrichment compared to the ambient ∆14CO2. With those 29 

uncertainty assumptions, we expect the contribution of the uncertainty of the biosphere correction to 30 

the overall ∆ffCO2 uncertainty to be smaller than 0.5 ppm for typical ICOS sites.  31 

 32 

In this study, we also investigated the effect, if the ∆14CO2 signature of the photosynthetically absorbed 33 

CO2 is approximated with the ambient air ∆14CO2 at the measurement site (see Eq. 3) or, alternatively, 34 

with the background ∆14CO2 observations (see Eq. 4). It turns out that the relative bias in the ∆ffCO2 35 

estimates caused by these two different approximations is typically restricted to a few percent only. 36 

The choice between Eq. 3 or Eq. 4 to calculate the ∆ffCO2 concentrations may also depend on the 37 

availability of the required measurements. For example, Eq. 4 requires CO2 concentration data at the 38 

observation site. However, in some cases, the CO2 concentration at the observation site is not known, 39 

e.g. if the ∆ffCO2 is based on 14C from plant material. For such cases, Eq. 3 might be more useful, as 40 

its major term depends on the background CO2 concentration Cbg instead of Cmeas. However, Cmeas is 41 
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also needed in the nuclear correction term (2nd term of Eq. 3). We, therefore, investigated the bias if 1 

Cmeas is replaced by Cbg in Eq. 3. Obviously, it depends on the CO2 concentration difference between 2 

Cmeas and Cbg and the magnitude of the nuclear contamination. Even if the nuclear contamination is of 3 

the order of the ∆14 difference between measurement and background site, this bias will still be below 4 

5% for CO2 differences (Cmeas – Cbg) of up to 40 ppm. Thus, this effect is much smaller compared to the 5 

bias introduced by neglecting the nuclear correction itself.    6 

 7 

Overall, this study shows that the largest single uncertainty contribution to ΔffCO2 estimates still 8 

comes from the limited precision in Δ14CO2 analyses if the potential biases due to nuclear 9 

contamination or biosphere respiration are corrected for. Even a Δ14CO2 measurement uncertainty of 10 

1‰ would still make up a substantial contribution to the overall ΔffCO2 uncertainty for typical (∆𝑏𝑔
14 −11 

 ∆𝑚𝑒𝑎𝑠
14 ) gradients at ICOS sites and assumed nuclear ∆𝑛𝑢𝑐

14  contributions of 1‰. This means that about 12 

every second (or third) integrated sample from the ICOS network would yield a ∆ffCO2 uncertainty 13 

larger than 50% for an assumed 2‰ (or 1‰) Δ14CO2 measurement uncertainty. These large relative 14 

∆ffCO2 uncertainties can be explained by the small (∆𝑏𝑔
14 −  ∆𝑚𝑒𝑎𝑠

14 ) gradients at the remote ICOS sites. 15 

Therefore, the regional isotope budget approach is best suited in polluted areas with large ∆𝑚𝑒𝑎𝑠
14  16 

depletions due to fossil CO2 emissions. In such cases, the regional isotope budget approach is also 17 

relatively less sensitive to possible representativeness biases in ∆𝑏𝑔
14 . If the transport-driven variability 18 

in the ∆ffCO2 estimates can be reproduced by an atmospheric transport model, the ΔffCO2 19 

observations can be used in inversion frameworks to estimate ffCO2 emissions. Graven et al. (2018) 20 

used 14C-based ΔffCO2 observations from nine urban and non-urban sites in California to investigate 21 

the ffCO2 surface fluxes with a Bayesian inversion framework based on Fischer et al. (2017). They 22 

could show that their estimates for the total in-state emissions are consistent with bottom-up 23 

estimates. Thus, it would also be interesting to investigate if the ΔffCO2 observations from the ICOS 24 

sites can be used to estimate the ffCO2 emissions in Europe. Indeed, the signal-to-noise constraints that 25 

limit the ΔffCO2 detection at remote sites might not limit the inverse problem in the same way. Thus, 26 

the large and growing number of samples from distributed ICOS sites with small but persistent 27 

ΔffCO2 signals may provide meaningful adjustments of the ffCO2 surface fluxes in Central Europe. An 28 

alternative approach to investigate ffCO2 emissions is the dual-tracer inversion, which uses the CO2 29 

and Δ14CO2 observations directly. This approach has already successfully been applied in the US by 30 

Basu et al. (2020). The authors used the CO2 and Δ14CO2 observations from the NOAA station network 31 

in Northern America and showed that the estimated US national total ffCO2 emissions for 2010 are 32 

significantly larger than reported by bottom-up inventories. Undoubtedly, this dual-tracer inversion 33 

approach should also be implemented in Europe to take advantage of the ICOS observation network. 34 

Ideally, the results of the ffCO2 inversion and the dual-tracer inversion would then converge within 35 

their individual uncertainty margins.  36 

 37 

Certainly, a big challenge in Europe is the large number of nuclear power plants (Graven and Gruber, 38 

2011), which affect both, the regional isotope budget approach, and the dual-tracer inversion 39 

approach. Thus, there is an urgent need for temporally highly resolved (i.e. at least monthly or 40 
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weekly) 14CO2 emissions data from nuclear facilities in Europe, so that reliable and un-biased ffCO2 1 

emission estimates can be deduced. In other parts of the world with a much lower spatial density of 2 

nuclear installations this "nuclear problem" seems to be less prominent than in Europe. However, we 3 

showed that the biosphere respiration could lead to similar biases as the nuclear contaminations if not 4 

properly taken into account. In other rural regions of the world the respiration ∆𝑟𝑒𝑠𝑝
14  might be 5 

different, depending on climate and vegetation types. This must be considered, so that ΔffCO2 6 

concentrations can be estimated bias-free. But also, the dual-tracer inversion requires a reliable a priori 7 

representation of the ∆𝑟𝑒𝑠𝑝
14  signature.  8 

 9 

Finally, we showed that a marine site located at the western edge of the European target region is an 10 

appropriate background site for calculating ΔffCO2 estimates for sites in Central Europe. Similarly, 11 

Graven et al. (2018) used measurements from three coastal sites in California to construct a Δ14CO2 12 

background for observation sites in California. Zhou et al. (2020) defined the Qixianling Mountain, 13 

which is located on the Hainan Island in the south of China as a background to estimate ΔffCO2 14 

concentrations for 15 Chinese cities. To conclude, if the Δ14C observations of a single site are used to 15 

estimate ΔffCO2 concentrations for an observation network, a potential background 16 

representativeness bias and uncertainty should be investigated by either comparing the ∆𝑏𝑔
14  values 17 

with observations from other potential background sites or estimating the representativeness bias via 18 

model simulations as in the present study.  19 

 20 

 21 
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Tables 23 

Table 1: Assumed values and parameters for our standard uncertainty evaluation.  24 

Parameter Value ± uncertainty Description 

       𝐶𝑚𝑒𝑎𝑠  420 ± 0.1 ppm  CO2 concentration at station 

∆𝑚𝑒𝑎𝑠
14  ± 2 ‰ typical ∆14CO2 measurement uncertainty 

        Cbg (410 ± 1) ppm background CO2 concentration  

∆𝑏𝑔
14  (3 ± 1) ‰ taken from fitted background curve of MHD data 

∆𝑛𝑢𝑐
14  (1 ± 1) ‰ typical nuclear ∆14CO2 contamination at ICOS stations  

   𝐶𝑟𝑒𝑠𝑝/𝐶𝑓𝑓  3 ± 3 respiration CO2 component relative to ∆ffCO2 

∆𝑟𝑒𝑠𝑝
14  (25 ± 12) ‰ respiration ∆14CO2 signature  

 25 
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 1 

Table 2: Contributions to the overall ∆ffCO2 uncertainty. The shown uncertainties are representative of a range 2 

of (∆𝑏𝑔
14 − ∆𝑚𝑒𝑎𝑠

14 ) differences from -2 to 20‰, which covers most of the observed range in Fig. 6. The uncertainty 3 

contribution of a certain parameter is the increase in the ∆ffCO2 uncertainty if the uncertainty of this parameter 4 

is (quadratically) added to the ∆ffCO2 uncertainty, which was caused by the previous parameters (in the rows 5 

above this certain parameter). 6 

   Parameter Contribution to overall ∆ffCO2 uncertainty Parameter value ± uncertainty 

∆𝑚𝑒𝑎𝑠
14  0.8 – 0.9 ppm ± 2 ‰  

∆𝑏𝑔
14  0.1 ppm (3 ± 1) ‰ 

∆𝑛𝑢𝑐
14  0.1 ppm [0.3 ppm] (1 ± 1) ‰ [(2 ± 2) ‰] 

∆𝑟𝑒𝑠𝑝
14  0 – 0.05 ppm (25 ± 12) ‰ 

𝐶𝑟𝑒𝑠𝑝/𝐶𝑓𝑓 0 – 0.5 ppm 3 ± 3  

𝐶𝑏𝑔 ~10−4 ppm (410 ± 1) ppm 

𝐶𝑚𝑒𝑎𝑠 ~10−9 ppm (420 ± 0.1) ppm 

 7 

 8 

 9 

Figures 10 

 11 

 12 

Figure 1: Ratio of ∆ffCO2 when estimated with Eq. 4 vs. Eq. 3 for Cphoto/Cff ratios ranging from -0.1 to -10.  13 

 14 
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 1 

Figure 2: Abundance distribution for the endpoints of the STILT back-trajectories from nine ICOS sites (colored 2 

crosses) in 2018. At each hour and each station, 100 particles were released in STILT, and their back-trajectories 3 

were calculated for 10 days backward in time. If the trajectory leaves the shown domain, its endpoint is defined 4 

as the grid cell where the trajectory leaves the domain the first time. STILT was driven with the 0.25° resolved 5 

ERA5 (European ReAnalysis 5) meteorology from the European Center for Medium-Range Weather Forecasts 6 

(ECMWF). The black cross indicates the position of the Mace Head (MHD) background site (back-trajectories 7 

were not calculated for MHD). 8 

 9 

Figure 3: TM3-simulated fossil fuel CO2 concentration offsets relative to Mace Head caused by emissions outside 10 

of our target region (Fig. 2). The upper panels show the offsets at a location at mid-latitudes of the eastern 11 

boundary, for all hours (left panel) and for 13h UTC only (right panel). The lower panels show corresponding 12 

data for the ICOS station Křešín (KRE). Note the different scales in upper and lower panels. 13 
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 1 

 2 

Figure 4: ∆ffCO2 masking by 14CO2 emissions from nuclear installations in relation to the ratio between ∆𝑛𝑢𝑐
14  3 

and (∆𝑏𝑔
14 −  ∆𝑚𝑒𝑎𝑠

14 ). 4 

 5 

 6 

Figure 5: ∆ffCO2 masking by 14C-enriched respiration CO2 plotted vs. the difference between (∆𝑟𝑒𝑠𝑝
14 −  ∆𝑚𝑒𝑎𝑠

14 ) 7 

for Cresp/Cff ratios between 0.1 and 6.  8 

 9 

 10 
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 1 

Figure 6: Distribution of observed ∆14 signals between reference station (MHD) and ICOS stations (in the left 2 

panels, the upper graph shows the data for two-week integrated samples, the lower graph those for the currently 3 

available flask samples). The right panels show the distributions of the estimated nuclear corrections of the 4 

samples.  5 

 6 

Figure 7: Left panel: relative uncertainty of ∆ffCO2 in relation to the observed difference of ∆14 between 7 

background and station (∆𝑏𝑔
14 −  ∆𝑚𝑒𝑎𝑠

14 ). The right panel shows the absolute uncertainty in ppm. Note, the x axis 8 

starts at -2 to account for masking effects.  9 
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Appendixes 1 

A.1 Nuclear contaminations and their uncertainties 2 

We used the 14CO2 emissions from the European Commission RAdioactive Discharges Database 3 

(RADD) where the member states of the European Union report their annual nuclear emissions 4 

(RADD, 2022). For some facilities, only the total 14C emission but not the 14CO2 emission is reported. In 5 

these cases, we assume that Pressurised Water Reactors (PWR) emit 28% of the 14C as 14CO2 and that 6 

all other reactor types emit all 14C as 14CO2 according to Zazzeri et al. (2018) and Graven and Gruber 7 

(2011). Since the Belgian facilities are missing in the RADD database, we used the energy consumption 8 

data from the International Atomic Energy Agency – Power Reactor Information System (IAEA-PRIS, 9 

available at: https://pris.iaea.org/PRIS/CountryStatistics/CountryDetails.aspx?current=BE, last access: 10 

October 05, 2022) and multiplying a factor of 0.24 TBq/a per GWa for PWRs and 0.51 TBq/a per GWa 11 

for BWRs (Boiling Water Reactors) to get the annual 14C emissions (as Zazzeri et al., 2018). For the 12 

nuclear facilities in Switzerland the 14CO2 emissions were taken from the annual Radiological 13 

Protection Reports (available at: https://www.ensi.ch/en/documents/document-14 

category/strahlenschutzberichte/, last access: October 05, 2022) authored by the Swiss Federal Nuclear 15 

Safety Inspectorate (ENSI). This nuclear 14CO2 emission map (see Fig. A1) has been implemented at the 16 

ICOS CP.  17 

 18 

To calculate the ∆14CO2 contaminations from nuclear facilities at the observation site (∆𝑛𝑢𝑐
14 ), we 19 

transport the 14CO2 emissions with the STILT model (Lin et al., 2003). In STILT, the surface source 20 

influence f with units (µmol/molair)/(µmol/m2s) describes the sensitivity to emissions from surface grid 21 

cells (xi, yj) in the footprint of the station. As the nuclear 14CO2 emissions Q are given in units Bq/(m2s), 22 

the mapping of those emissions with the surface source influence f yields a nuclear activity AS = (Q o f) 23 

in units Bq/molair (“o” indicates the element-wise multiplication of each surface influence grid cell (xi, 24 

yj) with its corresponding flux Q(xi, yj) and the subsequent sum over all grid cells). Eq. A1 gives the 25 

definition of the -notation according to Stuiver and Pollach (1977) and Eq. A2 the ∆𝑛𝑢𝑐
14 : 26 

 27 

∆ 𝐶𝑂 
14

2
 =  (

𝐴𝑆𝑁

𝐴𝑎𝑏𝑠
− 1) ∙ 1000‰ ≈  (

0.968∙𝐴𝑆

𝐴𝑎𝑏𝑠
− 1) ∙ 1000‰      (A1) 28 

 29 

 30 

∆𝑛𝑢𝑐
14 =  

0.968 (𝑄∘𝑓)

𝐶𝑚𝑒𝑎𝑠∙𝑀𝐶∙𝐴𝑎𝑏𝑠
∙ 1000‰         (A2) 31 

 32 

Here, we assume a constant atmospheric δ13C-CO2 value of -9‰ and use the standard activity Aabs of 33 

0.226 Bq/gC (“gC” means gram carbon). To get the sample activity in the same units as the standard 34 

activity, we have to divide the sample activity by the product of the CO2 concentration at the 35 

measurement site 𝐶𝑚𝑒𝑎𝑠 and the molar mass of carbon 𝑀𝐶. Since the RADD nuclear emissions are 36 

reported only on an annual basis, we assume constant emissions throughout the year. This procedure 37 
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of mapping the RADD 14CO2 emissions with modelled surface source influences has been 1 

implemented in the radiocarbon Jupyter notebook offered by the ICOS Carbon Portal. The surface 2 

source influence fields are available for all ICOS sites on a three-hourly resolution and were generated 3 

with 0.25° resolution meteorological data from the European Center for Medium-Range Weather 4 

Forecasts (ECMWF). Since the nuclear emissions are released from stacks with a height of typically 5 

above 100 m, using the standard STILT approach that can transport only surface emissions, may over-6 

estimate 14CO2 activity concentrations during stable (night-time) conditions if the nuclear installations 7 

are located closer than ca. 50 km from the measurement site. For these stations a more sophisticated 8 

approach introduced by Maier et al. (2022) should be applied. In the current study we did, however, 9 

only use the standard surface influence approach and the distribution of ∆𝑛𝑢𝑐
14  for integrated samples 10 

shown in Fig. 6 (upper right panel) may, thus, be slightly biased high for some of the stations (i.e. 11 

NOR). 12 

 13 

The uncertainty of the transport model is mainly due to the uncertainty of the meteorological input 14 

fields and their resolution as well as on the correct representation of the effective emission heights. 15 

Kuderer et al. (2018) showed with the Hybrid Single-Particle Lagrangian Integrated Trajectory 16 

(HYSPLIT) model that the mean nuclear contamination from nearby power plants can be more than 17 

doubled if the horizontal resolution of the meteorological fields is increased from 0.5° to 2.5°. 18 

Therefore, we used high resolution meteorological fields from ECMWF. Considering these various 19 

and difficult-to-quantify sources of uncertainty to calculate ∆𝑛𝑢𝑐
14 , we choose a simple but justified 20 

approach and applied an uncertainty of 100% for all sample types. This allows on the one hand to 21 

cover situations with the dominant nuclear 14CO2 emissions during the two-week period being twice 22 

as high as expected (i.e., the annual average). On the other hand, it considers situations when the 23 

model erroneously predicts nuclear influences at the observation site. 24 

 25 
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 1 
Figure A1: Nuclear 14CO2 emissions in Europe (annual means for 2018). The black crosses show the locations of 2 
the ICOS class-1 stations. See the text for a description of how this map was created. 3 

 4 

A.2 Construction of the MHD ∆𝑏𝑔
14  background curve 5 

In this study, we use the two-week integrated ∆14CO2 data from the maritime site Mace Head (MHD, 6 

53.33°N, 9.90°W, 5 m a.s.l.) located at the west coast of Ireland to calculate marine background 7 

reference curves for all ICOS stations. We applied the curve fitting algorithm from the National 8 

Oceanic and Atmospheric Administration (NOAA) to the two-week integrated ∆14CO2 measurements. 9 

A description of the fitting routine can be found at: https://gml.noaa.gov/ccgg/mbl/crvfit/crvfit.html 10 

and a Python script is freely available at: https://gml.noaa.gov/aftp/user/thoning/ccgcrv/ (last access: 11 

March 11, 2022). We used the following three components of the NOAA curve fitting routine: (1) a 12 

polynomial function with three terms (i.e., a quadratic function) to account for the long-term ∆14CO2 13 

decline, (2) two harmonics to simulate the annual ∆14CO2 cycle, and (3) a low-pass filter to the 14 

residuals with a long-term cut-off value of five years to consider interannual variations. This NOAA 15 

fitting routine also provides variances 𝜎𝑓𝑢𝑛𝑐
2  and 𝜎𝑓𝑖𝑙𝑡

2  for the function, which is set up by the 16 

polynomial terms and the harmonics, and for the low-pass filtering of the residuals, respectively. The 17 
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total variance 𝜎𝑓𝑖𝑡
2  of the NOAA fit is then given by the combination of both variances (see 1 

https://gml.noaa.gov/ccgg/mbl/crvfit/crvfit.html, Eq. A3):  2 

 3 

𝜎𝑓𝑖𝑡
2 = 𝜎𝑓𝑢𝑛𝑐

2 + 𝜎𝑓𝑖𝑙𝑡
2           (A3) 4 

 5 

The NOAA fitting routine was originally developed for CO2 concentrations, which can be measured 6 

very accurately with uncertainties of typically below 0.1 ppm. So, the ratio between measurement 7 

uncertainty and a typical seasonal variation of 20 ppm is only 5‰. That’s why the measurement 8 

uncertainties of the individual observations are not considered by the NOAA fit. However, in case of 9 

∆14CO2 the measurement uncertainty is ca. 2‰, which is 40% of a typical 5‰ peak-to-peak seasonal 10 

∆14CO2 variation at background sites. Therefore, we also performed a Monte-Carlo approach, to take 11 

into account the measurement uncertainties of the individual two-week integrated ∆14CO2 samples. 12 

We draw for each ∆14CO2 sample a random number from a Gaussian distribution with zero mean and 13 

the one-sigma standard deviation given by the respective measurement uncertainty. The initial ∆14CO2 14 

measurements were then shifted by those random numbers. Afterwards, we calculated the NOAA 15 

fitting curve for this configuration. After repeating this procedure 1000 times, we could calculate the 16 

standard deviation over all 1000 background curves to get an additional estimate of the average 17 

background curve uncertainty.  18 

 19 

The NOAA fitting routine yields a standard deviation for ∆𝑏𝑔
14  of 0.86‰ for the points relative to the 20 

background curve, while the standard deviation over the 1000 Monte-Carlo realisations was on 21 

average only 0.43‰, i.e. half the standard deviation calculated with the NOAA fitting algorithm. This 22 

small standard deviation of the Monte-Carlo realisations shows that the chosen parameters (i.e., the 23 

long-term cut-off value of five years) leads to a background curve, which is robust to variations within 24 

the one-sigma range of the individual ∆14CO2 measurements. If we vary the individual ∆14CO2 25 

measurements within their two-sigma uncertainty range, we get a standard deviation of 0.86‰ over 26 

the 1000 Monte-Carlo realisations, i.e. the same value as the standard deviation computed with the 27 

NOAA algorithm. We also investigated the influence of a different number of polynomials (2 or 4 28 

polynomials instead of 3), harmonics (3 or 4 harmonics instead of 2) and years for the long-term cut-29 

off value (1 or 3 years instead of 5). These parameter-varied background curves lie all well within the 30 

0.86‰ uncertainty band of the MHD background curve. On average, the deviations are even less than 31 

0.1‰. That’s why we will use in the following the 0.86‰ standard deviation as an estimate for the 32 

uncertainty of the MHD background ∆14CO2 curve. 33 

 34 

A.3 Modelled Cresp/Cff and Cphoto/Cff ratios for two ICOS sites 35 

Figure A2 shows the modelled Cphoto/Cff and Cresp/Cff ratios for the integrated samples collected at the 36 

two ICOS sites Křešín (KRE) in the Czech Republic and Observatoire Pérenne de l’Environnement 37 

(OPE) in France between 2016 and 2021. We used VPRM-STILT to simulate the biospheric CO2 signals 38 

and the Emissions Database for Global Atmospheric Research (EDGAR, Janssens-Maenhout et al., 39 



33 

 

 

 

Phil. Trans. R. Soc. A. 

 

 

 

2019) and STILT to calculate the Cff contributions. The model results illustrate the expected range of 1 

the ratios at typical ICOS sites in Central Europe as well as their seasonal cycle with lower (absolute) 2 

ratios in winter compared to summer.  3 

 4 

Figure A2: Simulated Cphoto/Cff (green) and Cresp/Cff (red) ratios for the integrated samples collected at the two 5 
ICOS sites KRE (upper panel) and OPE (lower panel). 6 

 7 
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Abstract. In situ CO2 and CO measurements from five
Integrated Carbon Observation System (ICOS) atmosphere
stations have been analysed together with footprint model
runs from the regional Stochastic Time-Inverted Lagrangian
Transport (STILT) model to develop a dedicated strategy for
flask sampling with an automated sampler. Flask sampling
in ICOS has three different purposes, namely (1) to provide
an independent quality control for in situ observations, (2)
to provide representative information on atmospheric com-
ponents currently not monitored in situ at the stations, and
(3) to collect samples for 14CO2 analysis that are signifi-
cantly influenced by fossil fuel CO2 (ffCO2) emission areas.
Based on the existing data and experimental results obtained
at the Heidelberg pilot station with a prototype flask sam-
pler, we suggest that single flask samples are collected reg-
ularly every third day around noon or in the afternoon from
the highest level of a tower station. Air samples shall be col-
lected over 1 h, with equal temporal weighting, to obtain a
true hourly mean. At all stations studied, more than 50 % of

flasks collected around midday will likely be sampled during
low ambient variability (<0.5 parts per million (ppm) stan-
dard deviation of 1 min values). Based on a first application
at the Hohenpeißenberg ICOS site, such flask data are princi-
pally suitable for detecting CO2 concentration biases larger
than 0.1 ppm with a 1σ confidence level between flask and in
situ observations from only five flask comparisons. In order
to have a maximum chance to also sample ffCO2 emission
areas, additional flasks are collected on all other days in the
afternoon. To check if the ffCO2 component will indeed be
large in these samples, we use the continuous in situ CO ob-
servations. The CO deviation from an estimated background
value is determined the day after each flask sampling, and
depending on this offset, an automated decision is made as
to whether a flask shall be retained for 14CO2 analysis. It
turned out that, based on existing data, ffCO2 events of more
than 4–5 ppm that would allow ffCO2 estimates with an un-
certainty below 30 % were very rare at all stations studied,
particularly in summer (only zero to five events per month
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from May to August). During the other seasons, events could
be collected more frequently. The strategy developed in this
project is currently being implemented at the ICOS stations.

1 Introduction

Since the pioneering work by Charles David Keeling who,
already in the 1950s, started continuous monitoring of at-
mospheric carbon dioxide concentrations at the South Pole
and Mauna Loa (Brown and Keeling, 1965), global cover-
age of continuous greenhouse gas (GHG) observations has
considerably improved (https://gaw.kishou.go.jp, last access:
20 September 2020). However, there still exist large observa-
tional gaps in remote marine and continental regions of the
globe, which have partly been filled by regular flask sampling
and analysis in central laboratories. If frequently conducted,
data from flask sampling in the marine realm are often rep-
resentative of the large-scale distribution of GHGs in the at-
mosphere and, thus, suitable for estimating large-scale flux
distributions by inverse modelling. The situation is more dif-
ficult when it comes to representative flask sampling at con-
tinental sites because there the distribution of sources and
sinks is much more heterogeneous and variable than over the
oceans.

In the last few decades, observational networks have
been extended to the continents in order to closely monitor
GHG concentrations and quantify terrestrial GHG sources
and sinks. These heterogeneous terrestrial fluxes are often
less well implemented in models compared to ocean fluxes
(Friedlingstein et al., 2019). As biogenic sources and sinks
are strongly influenced by regional climatic variability, only
continental observations can provide insight into the asso-
ciated ecosystem processes (Ciais et al., 2005; Ramonet et
al., 2020). Besides monitoring the terrestrial biosphere, mea-
surements over continents are also conducted to observe an-
thropogenic emissions, in particular from fossil fuel burn-
ing and agriculture. Due to their proximity to these highly
variable sources and sinks, measurements over continents are
best conducted continuously with in situ instrumentation at a
high temporal resolution. Only continuous observations can
resolve the variability and fully represent the entire footprint
of a station (e.g. Andrews et al., 2014). However, not all
atmospheric trace components we are interested in can be
precisely measured in situ at remote stations yet. The most
prominent example is radiocarbon (14C) in atmospheric CO2,
a quantitative tracer that separates the fossil fuel from the
biospheric component in recently emitted CO2 from conti-
nental sources (e.g. Levin et al., 2003). Note that in indus-
trialised and highly populated areas of midlatitudes in the
Northern Hemisphere, i.e. in North America, eastern Asia,
or Europe, atmospheric signals from the biosphere and from
fossil fuel sources are of same order (see Sect. 4.3.1). To
correctly interpret absolute CO2 concentration variations in

terms of source and/or sink attribution, separation of the fos-
sil fuel from the biogenic CO2 signal is, therefore, manda-
tory. Precise 14CO2 measurements are, however, currently
only possible in dedicated laboratories and on discrete sam-
ples.

In Europe the Integrated Carbon Observation System re-
search infrastructure (ICOS RI; https://www.icos-cp.eu/, last
access: 20 September 2020) has been established to monitor
GHG concentrations and fluxes in the atmosphere, in various
ecosystems, and over the neighbouring ocean basins. ICOS
atmosphere has set up a pan-European network of preferen-
tially tall tower stations located at least 50 km away from in-
dustrialised and highly populated areas. The primary purpose
is to monitor biogenic sources and sinks in Europe and moni-
tor their behaviour under changing climatic conditions. In ad-
dition to continuous CO2, CH4, and CO observations, a sub-
set of stations (Class 1 stations) perform 2-week integrated
sampling of CO2 for 14C analysis. Class 1 stations are addi-
tionally equipped with an automated flask sampler dedicated
to three major objectives. First, the collected flasks shall pro-
vide an independent quality control (QC) for the continuous
in situ measurements of CO2, CH4, CO, and further species
mole fractions. Second, flasks shall be collected for the anal-
ysis of additional trace components not measured in situ at
the stations; finally, flasks with a potentially elevated fossil
fuel CO2 component originating from anthropogenic sources
in the footprint of the stations shall be analysed for 14CO2.

Dedicated sampling strategies had to be developed for
ICOS which best meet these three objectives and which can
be accomplished in the framework of the infrastructure and
its available capabilities and resources. This includes techni-
cal constraints at the stations but also analysis capacity at the
ICOS Central Analytical Laboratories, which are analysing
all flask samples in ICOS. The ICOS flask sampling strat-
egy might change in the future, e.g. when real-time GHGs or
footprint prediction tools become available.

In the current paper, we first give an introduction to the
current ICOS atmosphere station network and then present
a strategy for how to collect the flask samples for ICOS
in a simple and cost-effective way. The sampling strate-
gies have been developed based on footprint model simula-
tions with a regional transport model, the Stochastic Time-
Inverted Lagrangian Transport (STILT) model (Lin et al.,
2003), that was implemented at the ICOS Carbon Portal
(https://www.icos-cp.eu/about-stilt, last access: 20 Septem-
ber 2020) for ICOS station principal investigators (PIs) and
data users. The first tests to develop a strategy for the quality
control objective were performed at the ICOS pilot station in
Heidelberg, where ICOS instrumentation and a prototype of
the ICOS flask sampler have been installed, and at the Ho-
henpeißenberg station. The strategy was further tested for its
feasibility based on the first years of continuous ICOS CO2
and CO observations available at the ICOS Carbon Portal
(ICOS RI, 2019).
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2 The atmosphere component of the ICOS research
infrastructure

2.1 The atmosphere station network and its Central
Facilities

The ICOS atmosphere station network currently consists of
25 officially labelled stations (with 12 stations still to come),
located in 12 countries, and covering Europe from Scandi-
navia to Italy and from Great Britain to the Czech Repub-
lic (see Fig. 1). The preferred station types are tall tower
sites, allowing vertical profile sampling at a minimum of
three height levels up to at least 100 m above ground level
(a.g.l.). Tall tower stations cover footprints of several tens to
hundreds of kilometres of distance from the sites (Gloor et
al., 2001; Gerbig et al., 2006). Although their representation
in state-of-the-art regional atmospheric transport models is
more difficult than in the case of tower observations, due to
their often long history of GHG measurements, a number of
mountain and coastal stations are also part of the ICOS net-
work. However, the flask sampling strategy developed here
was designed specifically for the standard ICOS tall tower
stations.

All ICOS atmosphere stations are equipped with com-
mercially available instruments measuring CO2, CH4, and
CO continuously at high temporal resolutions. Instruments
are tested at the Atmosphere Thematic Centre (ATC), an
ICOS Central Facility hosted by the Laboratoire des sciences
du climat et de l’environnement (LSCE) in Gif-sur-Yvette,
France, before they are installed at the sites (Yver Kwok et
al., 2015). The calibration gases for the in situ measurements
are prepared and calibrated at the Flask and Calibration Lab-
oratory (FCL), which has been established at the Max Planck
Institute for Biogeochemistry in Jena, Germany, as part of
the ICOS Central Analytical Laboratories (CAL). This pro-
cedure guarantees the best possible compatibility of obser-
vations within the ICOS atmosphere network and maintains
the link to the internationally accepted World Meteorologi-
cal Organization (WMO) calibration scales. In addition, the
FCL analyses the flasks with a focus on QC and additional
species. Precise 14CO2 analysis of integrated samples and se-
lected flasks is conducted in the second part of ICOS CAL at
the Heidelberg University Institute of Environmental Physics
in the Karl Otto Münnich Central Radiocarbon Laboratory
(CRL).

All raw data (level 0) are automatically transferred, on a
daily basis, from the measurement sites to the ATC, where
they are converted to calibrated (level 1) concentration values
(Hazan et al., 2016) based on regular on-site calibrations and
FCL-assigned calibration values. For ongoing automatic data
quality assurance of all measurements, the ATC has devel-
oped automatic procedures. Further software tools are made
available by the ATC for mandatory validation of all raw data
by the station PIs. These quality-assessed data form the basis
of the hourly mean concentrations, which are finally released

Figure 1. Map of ICOS atmosphere stations. The five stations in-
cluded in this study are marked with big yellow dots: HTM – Hylte-
mossa, GAT – Gartow, KRE – Křešín, OPE – Observatoire Pérenne
de l’Environnement, and HPB – Hohenpeißenberg. Sources: ESRI,
US National Park Service and ICOS Carbon Portal.

as level 2 data and made available to the user community on
the ICOS Carbon Portal hosted by Lund University, Sweden.
For the latest data release, see ICOS RI (2020a).

Two station types are currently implemented in the ICOS
atmosphere station network, namely Class 1 and Class 2.
Class 1 stations are equipped with the complete instrumen-
tation, including integrated 14CO2 and flask sampling. Class
2 stations perform only in situ continuous measurements of
CO2, CH4, and CO (currently not mandatory) but with the
same instrumentation and demand for data quality as Class 1
stations. A detailed description of the specifications of the in-
strumentation is given in the ICOS Atmosphere Station Spec-
ification document (ICOS RI, 2020b), which is regularly up-
dated. To become an official part of the ICOS atmosphere
station network, stations have to undergo a two-step labelling
process, which warrants their conformance with the ICOS
station specifications, including smooth data transfer to the
ATC and meeting ICOS data quality requirements.
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2.2 Description of selected ICOS stations

To develop and test our flask sampling strategy, we selected
five ICOS Class 1 tall tower stations in four different coun-
tries. A short description of these stations is given in the fol-
lowing.

Hyltemossa (HTM) is located a few kilometres south
of Perstorp in northwestern Skåne, Sweden (56.098◦ N,
13.418◦ E; 115 m above sea level – a.s.l.). It hosts a combined
atmosphere and ecosystem station labelled, respectively, as
Class 1 and Class 2 sites in its respective networks. The site
was established in 2014 in a 30-year-old managed Norwe-
gian spruce forest. More than 600 m away from the tower
there is a mosaic consisting of forests, clear-cuts, and farm
fields. Within a radius of 100 km, the elevation changes from
0 to 200 m a.s.l., while in the near vicinity of the tower the
elevation gently changes by only 35 m. In the larger foot-
print, the site is surrounded by cities; i.e. Halmstad to the
north (70 km; 58 000 inhabitants), Kristianstad to the east
(45 km; 36 000 inhabitants), Lund (45 km; 111 000 inhabi-
tants), Malmö (60 km; 318 000 inhabitants), and Copenhagen
(in Denmark; 70 km; 1 990 000 inhabitants) to the southwest,
and Helsingborg (45 km; 124 000 inhabitants) and Helsingør
(in Denmark; 55 km; 61 000 inhabitants) to the west. The sta-
tion is equipped with a Picarro, Inc. G2401 cavity ring-down
spectroscopy (CRDS) gas analyser that measures CO2, CH4,
and CO. Air inlets are located at 30, 70, and 150 m a.g.l. Air
is sampled for 5 min from each level, where the data for the
first minute after switching to the new level are discarded.
Subsampling lines have installed 8 L mixing volumes that are
continuously flushed with a flow rate of 2.1 L min−1, result-
ing in a residence time of 270 s in each line. In addition, at
the height of each air inlet, air temperature, relative humidity,
and wind speed and direction are being measured.

The ICOS tall tower station Gartow (GAT; 53.066◦ N,
11.443◦ E; 70 m a.s.l.) is situated in the easternmost region
of Lower Saxony, Germany, close to the river Elbe, approx-
imately at the midpoint between Hamburg and Berlin. The
surrounding area is very flat, with elevations ranging from
less than 9 m a.s.l. (Elbe Valley) up to 124 m a.s.l. (at the Ho-
her Mechtin hill 35 km west of GAT). The land use in this
area is dominated by forests and agricultural fields. The sta-
tion hosts a lattice television tower operated and managed by
the Deutsche Funkturm GmbH (DFMG). The closest cities
are Schwerin (65 km north of the station; ca. 100 000 inhab-
itants), Wolfsburg (80 km south of the station; ca. 120 000
inhabitants), and Lüneburg (70 km northwest of the station;
ca. 70 000 inhabitants). Air inlets are at 30, 60, 132, 216, and
341 m. A Picarro, Inc. G2301 cavity ring-down spectroscopy
(CRDS) gas analyser, measuring CO2, CH4, and CO, and,
since the beginning of 2019, a Los Gatos Research, Inc.
(part no. 913-0015; Enhanced Performance – EP) off-axis
integrated cavity output spectroscopy (OA-ICOS) analyser,
measuring CO and N2O, have been installed in a container
next to the tower. Air is sampled for 5 min from each level,

where data for the first minute after switching to the new
level are discarded. All inlet lines are continuously flushed
with approximately 5 L min−1. Meteorological sensors for
air temperature, relative humidity, and wind speed and direc-
tion have been installed at every sampling height. For histori-
cal reasons, Gartow modelling was conducted for 344 m a.g.l.
(and not for the highest sampling level at 341 m); this differ-
ence between the measured and modelled level is, however,
not relevant for the comparisons presented in the context of
this study.

Station Křešín u Pacova (KRE; 49.572◦ N, 15.080◦ E;
534 m a.s.l.) is located in the central Czech Republic, about
100 km southeast of Prague. The site was established in
2013 close to the Košetice Observatory, a station of the
Czech Hydrometeorological Institute with 30 years of prac-
tice in meteorology and air quality monitoring. Today, these
two stations form the National Atmospheric Observatory in
the Czech Republic. Since the site is designed as a back-
ground station, the area is not significantly influenced by
human activity. The tower is surrounded by fields and, at
a greater distance, forests and small villages (the closest is
1 km away). There is a highway running northeast of the
tower at an approximate distance of 6 km; however, the wind
frequencies from the north and east are 9 % and 5 %, respec-
tively. The closest towns, namely Pelhřimov, Vlašim, and
Humpolec, with 10 000 to 17 000 inhabitants, are located ap-
proximately 20 km away from the station. As for industrial
activity, a small wood-processing company is located 20 km
to the west (which is the prevailing wind direction). The town
of Havlíčkův Brod, with ca. 20 000 inhabitants, is located
about 30 km from the site; larger towns (up to 50 000 inhab-
itants) are about 40 km away (i.e. Jihlava and Tábor). Fur-
ther still, there are only towns with populations of, at most,
35 000 inhabitants, except for Prague (80 km; 1 million in-
habitants), Pardubice (80 km; 90 000 inhabitants), and České
Budějovice (90 km; 90 000 inhabitants). The terrain around
the tower is relatively flat within a few kilometres’ dis-
tance, with only small hills around. The Bohemian-Moravian
Highlands, where the site is located, have an average alti-
tude of 500–600 m a.s.l., with rare spots of 800 m a.s.l. The
highest hills, namely Javořice (837 m a.s.l.) and Devět skal
(836 m a.s.l.), are located 43 m and 69 km away. The station
is equipped with the ICOS atmosphere-recommended instru-
mentation for CO2 and CH4 (Picarro, Inc. G2301 CRDS) and
for N2O and CO (Los Gatos Research, Inc.; part no. 913-
0015; EP). The air is sampled at 10, 50, 125, and 250 m levels
of the tower. Sampling period is 10 min per height, where the
highest level is sampled in between all other levels. This re-
sults in a complete vertical profile measured within 1 h, with
a preference for the 250 m level. After switching to a new
height, 3 min measurements are always excluded (known as
the stabilisation period). All sampling heights of the tower
are equipped with meteorological sensors (wind speed and
direction, air pressure and temperature, and relative humid-
ity).
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The Observatoire Pérenne de l’Environnement (OPE;
48.563◦ N, 5.506◦ E; 395 m a.s.l.) is located on the eastern
edge of the Paris basin in the northeastern part of France. The
station is located in a rural area with large crop fields, some
pastures, and forest patches. A local village and small roads
are about 1 km away. The closest large towns are between 30
and 40 km away, and a major road is found at a distance of
about 15 km. The station hosts a complete set of in situ mea-
surements of meteorological parameters, trace gases (CO2,
CH4, N2O, CO, O3, NOx, and SO2), and particle characteris-
tics. The station is part of the French aerosol in situ network,
contributing to Aerosol, Clouds and Trace Gases Research
Infrastructure (ACTRIS; https://www.actris.eu/, last access:
20 September 2020) and the Institut de Radioprotection et
de Sûreté Nucléaire (IRSN) network for ambient air radioac-
tivity monitoring. It also contributes to the French air qual-
ity monitoring network and to the European Monitoring and
Evaluation Programme (EMEP). The infrastructure, includ-
ing a 120 m tall tower, was built in 2009–2010, and the vari-
ous measurements started between 2011 and 2013. Ambient
air is sampled at three levels, namely 10, 50 and 120 m a.g.l.,
of the tower and is analysed by Picarro, Inc. cavity ring-
down spectrometers (CRDSs; series G1000 and G2000) for
CO2, CH4, H2O, and CO as well as Los Gatos Research, Inc.
off-axis-ICOS spectrometers for N2O and CO (Conil et al.,
2019). The sampling period for each level is 20 min, includ-
ing an automatic rejection of the first 5 min. Meteorological
parameters are measured at all air sampling levels.

The ICOS station Hohenpeißenberg (HPB; 47.801◦ N,
11.010◦ E; 934 m a.s.l.) is located on top of a solitary hill that
rises approximately 300 m above the almost flat to rolling
landscape, 30 km north of the Alps and approximately 60 km
southwest of Munich. The main land uses are forests and
meadows. The station hosts a concrete television tower oper-
ated and managed by the DFMG. Cities closest to the station
are Weilheim (10 km east of the station; 20 000 inhabitants),
Landsberg (30 km north of the station; 30 000 inhabitants),
Augsburg (60 km north of the station; 270 000 inhabitants),
Munich (60 km northeast of the station; 1 million inhabi-
tants), and Innsbruck (in Austria; 65 km south of the station;
127 000 inhabitants). Air inlets are at 50, 93, and 131 m. A
Picarro, Inc. G2401 CRDS analyser, measuring CO2, CH4,
and CO, and a Los Gatos Research, Inc. (part no. 913-0015;
EP) OA-ICOS analyser, measuring CO and N2O, are in-
stalled in the basement of the tower. Air is sampled for 5 min
from each level, where data for the first minute after switch-
ing to the new level are discarded. All inlet lines are continu-
ously flushed with approximately 5 L min−1. Meteorological
sensors (air temperature, relative humidity, and wind speed
and direction) are installed at every sampling height.

2.3 Atmospheric transport modelling for ICOS stations

A footprint simulation tool based on the regional atmospheric
transport model, STILT (Lin et al., 2003; Gerbig et al., 2006),

was implemented at the ICOS Carbon Portal (https://www.
icos-cp.eu/about-stilt, last access: 20 September 2020) as
a service for ICOS station PIs and data users. The STILT
model simulates atmospheric transport by following a parti-
cle ensemble, released at the measurement site, backwards
in time and calculating footprints that represent the sensitiv-
ity of tracer concentrations at this site to surface fluxes up-
stream. The footprints are mapped on a 1/12◦ latitude×1/8◦

longitude grid and are coupled to the Emission Database
for Global Atmospheric Research (EDGAR) version 4.3.2
emission inventory (Janssens-Meanhout et al., 2019) and
the biosphere model, Vegetation Photosynthesis and Respi-
ration Model (VPRM; Mahadevan et al., 2008), to simu-
late atmospheric CO2 and CO concentrations. These regional
concentration components represent the influence from sur-
face fluxes inside the model domain (covering the greater
part of Europe). For CO2, the contributions from global
fluxes are accounted for by using initial and lateral bound-
ary conditions from the Jena CarboScope globally anal-
ysed CO2 concentration fields (http://www.bgc-jena.mpg.de/
CarboScope/s/s04oc_v4.3.3D.html, last access: 20 Septem-
ber 2020), while for CO only regional contributions are eval-
uated in our study. Note that STILT does not account for the
stack emission height of point sources. This may cause biases
when estimating ffCO2 contributions from close-by emis-
sions of, for example, power plants. However, as this model
deficiency becomes less important with increasing distance
from the source, it seems of minor relevance for the ICOS
stations studied here as they are located far away from major
emitters.

2.4 The automated ICOS flask sampler

The automated ICOS flask sampler was designed and con-
structed at the Max Planck Institute for Biogeochemistry
(MPI-BGC), Jena, Germany, by the Flask and Calibration
Laboratory (FCL) of the CAL to allow automated air sam-
pling under highly standardised conditions. The sampler can
hold up to 24 individual glass flasks (four drawers with six
flasks each) for separate air sampling events (Fig. 2, upper
panel). The glass flasks can be individually replaced and sent
to the CAL for analysis. The glass flasks used within ICOS
(3 L volume; product no. ICOS3000; Pfaudler Normag Sys-
tems GmbH, Germany) were developed according to ICOS’
specific requirements based on well-proven designs (Sturm
et al., 2004). Each flask has two valves, one at each end, that
allow air exchange by flushing sample air through the flask.
The flasks are attached with 1/2 in. clamp ring connectors
to the flask sampler. The flask valves, with polychlorotriflu-
oroethylene (PCTFE) sealed end caps, can be opened and
closed by a motor.

A sample is taken by flushing air through a flask at a con-
stant overpressure of 1.6 bar (absolute). Sampling at over-
pressure increases the amount of available sample air for
analysis and allows for the detection of flasks with leak prob-
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Figure 2. Photograph of the ICOS flask sampler with a schematic
flow diagram.

lems. Flasks are prefilled with 1.6 bar of dry ambient air with
a well-known composition at the FCL to avoid concentration
changes due to wall adsorption effects. The schematic sam-
pler layout is depicted in the flow diagram in Fig. 2. Incoming
air is dried to a dew point of approximately −40 ◦C by pass-
ing through a cooled glass vessel where the exceeding hu-
midity is frozen out. The glass vessel is placed in a silicon oil
heat bath that is cooled for drying and heated for flushing out
the collected water to regenerate the trap. The drying unit is
automated and consists of two independent inter-switchable
drying branches that complement each other and allow a near
interruption-free drying. The dryer design is inspired by an
already existing system from Neubert et al. (2004). The in-
coming sample air is compressed with a pump (J161-AF-

HJ0; Air Dimensions, Inc.). A mass flow controller (MFC;
F-201CV; Bronkhorst) between the compressor and flasks al-
lows one to sample preset flow rates; i.e. with a decreasing
flow rate over time so that the sample represents a real aver-
age, for example, over 1 h (Turnbull et al., 2012). The flask
pressure during sampling (1.6 bar) is kept constant through
a pressure regulator at the outlet of the flasks. An overpres-
sure valve set at 2.0 bar behind the pump assures a constant
flow rate through the intake line, independent of the flow rate
through the mass flow controller.

In ICOS we strive to sample real 1 h mean concentra-
tions in 3 L flasks. The 1/t filling approach requires, for
this specific case, a theoretical dynamic flow rate between
80 mL min−1 and infinity. In reality, the maximum flow rate
of the selected flow controller is limited to 2 L min−1. An
almost constant weighting of the sample concentration over
the 1 h sampling time is achieved by the temporal modu-
lation of the sample flow f (t) (standard litre per minute –
SLPM) passing a flask, which acts at the same time as mix-
ing volume V given in litre standard temperature and pres-
sure (STP). The flow rate f is changed over time t according
to f (t)= V/(t− t0). Since the flow rate at the start time t0 in
a 1/t function would be infinite, a 30 min flushing phase at
maximum flow rate precedes the averaging period to ensure
a complete air exchange in the flask with ambient air before
the sampling starts.

The concentration cF(t) in the flask is determined by the
ambient air concentration cA(t) and can be described as a
time series using sufficiently small time steps 1t as follows:

cF (t +1t)=
cF (t) · (V − f (t) ·1t)+ cA (t) · (f (t) ·1t)

V
. (1)

The resulting weight of the ambient air concentration wcA

at time step tn in the flask depends on the following two fac-
tors:

wcA (tn)∼ cA (tn) ·
f (tn) ·1t

V
·

E∏
i=n+1

(
1−

f (ti) ·1t

V

)
, (2)

namely the weight at the moment when the ambient air por-
tion enters the flask, and a weight-reduction factor caused by
dilution with sampled air entering the flask at later times. The
reduction is calculated by multiplication of the respective di-
lution steps from tn to the sampling end time tE. This weight-
ing function has to be applied to the ambient air measure-
ments so that the flask concentrations can be compared with
the in situ data. Average in situ minus flask concentration dif-
ferences with the aimed uncertainty can only be reached un-
der sufficiently stable concentration conditions during sam-
pling.

With the current design of the flask sampler, technical re-
strictions do not allow parallel sampling of flask duplicates
or triplicates as a means for quality control, for example,
based on flask pair agreement. The technical effort for al-
lowing exact parallel hourly averaged sampling is very high;
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it would, for example, require flow controllers for all indi-
vidual flasks sampled in parallel. Therefore, the ICOS At-
mosphere Monitoring Station Assembly (MSA) decided to
sample only single flasks. This seems appropriate because
in the ICOS network the flask sampler is always collect-
ing flasks in parallel to continuous measurements, and erro-
neously collected flasks, or errors due to flask leakages, can
be detected when comparing results with the continuous data.
Therefore, in contrast to the general practice of duplicate
flask sampling, in our network single flask sampling seems
to be sufficient for meeting ICOS objectives. This has the
additional advantage that single flask sampling allows more
frequent sampling and, thus, a more representative coverage
of the footprint of the stations. If true duplicate samples are
required in the future, the flask sampler is designed to ac-
commodate an additional mass flow controller to fulfil this
task. The sampler is controlled by an embedded PC offering a
broad range of interaction possibilities satisfying the emerg-
ing needs within ICOS. Sampling event time schemes can be
preprogrammed, and communication with external devices
(i.e. data loggers) is possible with analogue or digital sig-
nals. Flask-to-port attributions are completely barcode con-
trolled. Sampling and sensor data are automatically stored,
and all necessary sampling-related data can be automatically
transferred to the CAL. Various automated internet-assisted
approaches, like remote programming of sampling times and
preselection of samples, are possible.

3 Aims and technical constraints of ICOS flask
sampling

As briefly outlined above, there are three main aims for reg-
ular flask sampling at ICOS stations:

1. Flask results are used for comparison with in situ ob-
servations (i.e. CO2, CH4, CO, and N2O). This com-
parison provides an ongoing quality control (QC) of the
in situ measurement system, including the intake lines.
It is of the utmost importance that ICOS measurements
meet the WMO compatibility goals (WMO, 2020) for
all GHG components. Already very small biases be-
tween station data lead to erroneous source and/or sink
distributions if used in model inversions (e.g. Corazza
et al., 2011). Therefore, a comparison of continuous in
situ data with flask data provides a very efficient QC and
a basis for determining reliable uncertainties of data.

2. Flasks are analysed for components not measured con-
tinuously at the station, such as SF6 or H2, but also sta-
ble isotopes of CO2 or the O2 : N2 ratio. The aim here is
to monitor large-scale representative concentration lev-
els of these components, allowing estimations of their
continental fluxes with the help of inverse modelling.
Selecting, for example, only situations of low ambient
variability may cause a significant bias when these data

are used in inverse models for source and/or sink bud-
geting.

3. A subset of flasks is analysed for 14C in CO2, allow-
ing the determination of the atmospheric fossil fuel CO2
component (ffCO2) and, with help of these data and in-
verse modelling, estimating the continental fossil fuel
CO2 source strength of the sampled areas.

To meet aims 1 and 2, flask sampling during well-mixed
meteorological conditions is required, and the sampled foot-
prints should not be dominated by particular hotspot source
areas. Particularly for aim 2, we further strive to cover the
entire daytime footprint of the station. In contrast, aim 3, due
to the generally small fossil fuel signals at ICOS stations, re-
quires targeted sampling of “hotspot emission areas” in the
footprint to maximise the fossil fuel CO2 signal in the sam-
ples. Note that the detection limit (or measurement uncer-
tainty) of the fossil fuel CO2 (ffCO2) component with 14CO2
measurements is of order 1–1.5 parts per million (ppm; e.g.
Levin et al., 2011).

There are a number of technical and/or logistical con-
straints concerning flask sampling, shipment, and analysis in
ICOS which need to be taken into account when designing an
operational sampling strategy that best meets the three aims
listed above. The most important limitations are listed in the
following:

1. Timing. In order that all flask sample results are use-
ful for flux estimates with current regional inversion
models, flasks should be collected during midday or in
the early afternoon at the standard ICOS tall tower sta-
tions. During this time of the day, atmospheric mixing is
strong, and model transport errors are smaller than dur-
ing night (Geels et al., 2007). For all samplings, wind
speeds should be larger than about 2 m s−1 so that the
sampled footprint is well defined. The strategy outlined
below has been developed for tall tower sites that are
located not directly at the coast (i.e. that are of a pre-
dominantly continental character).

2. Intake height. There is only one intake line from the
highest level of the tower running to the flask sam-
pler; therefore, only the continuous observations from
this height can be quality controlled with parallel sam-
pled flasks (aim 1). As modellers prefer using data (aim
2) from the highest level of the tower (largest foot-
print, most representative, etc.), all flasks will be sam-
pled from that highest level (as specified in the ICOS
Atmosphere Station Specification Document; ICOS RI,
2020b).

3. Integration period. Flasks should be sampled as inte-
grals; i.e. the collected sample should represent a real
mean of ambient air (e.g. 1 h mean, comparable to the
current model resolution). Also, synchronising in situ
continuous observations and integrated flask sampling
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is important for the quality control aim (aim 1). This
latter requirement is easier to achieve with longer inte-
gration times in flask sampling. This means, however,
that for comparison reasons, the continuous in situ ob-
servations must be kept at the flask sampling height dur-
ing the entire flask sampling period (i.e. no calibration
gas measurement, no switching of in situ intake heights
during flask sampling, and no profile information avail-
able). This also means that flow rates, delay volumes,
and residence times in the tubing, as well as the time of
both flask and in situ sampling systems must be prop-
erly monitored.

4. Flask handling. Flasks need to be installed and removed
manually from the sampler. Remote stations are regu-
larly visited, about once per month, by a technician. The
flasks sampled to meet aim 1 should be shipped to the
FCL within 1 month after sampling so that a potential
bias between in situ and flask analyses is detected with-
out major delay. 14CO2 analysis of flasks in the CRL is
less urgent; therefore, a few months’ delay in the ship-
ment of flasks collected for aim 3 are acceptable.

5. CAL measurement capacity. While the capacity for
flask analysis at the FCL has been designed for a to-
tal of about 100 flask analyses per station per year, the
capacity for 14CO2 analyses in the Central Radiocarbon
Laboratory (CRL), which are performed after the anal-
ysis of all other components at the FCL, are only about
one-quarter, i.e., on average, 25 samples per station per
year. Consequently, all flasks will be shipped from the
station to the FCL, and after analysis, a subset will be
shipped to the CRL for further analysis. After all analy-
ses have been finished, all flasks, including those which
were analysed at the CRL, are leak-tested and condi-
tioned at the FCL before being dispatched to the sta-
tions.

4 Results

4.1 Solutions and testing to meet aim 1: ongoing
quality control

The ICOS atmosphere station network, supported by the
ICOS Central Facilities (ATC and CAL), has been designed
and implemented to achieve the highest possible accuracy,
precision, and compatibility of atmospheric GHG measure-
ments. For ICOS CO2 observations, a compatibility goal of
0.1 ppm or better is compulsory. Similarly, ICOS needs to
meet the WMO compatibility goals for CH4 and CO, which
are 2 parts per billion (ppb) for both gases (WMO, 2020).
First evaluations of ICOS CO2 measurements indeed yield
monthly mean afternoon differences between stations in the
free troposphere above 100 m of typically very few parts per
million (Ramonet et al., 2020), underlining the importance

of the excellent precision and compatibility of these observa-
tions.

With regular and frequent comparisons of flask and in situ
measurements, ICOS aims to independently monitor their
compatibility and provide respective alerts if, for example,
the average difference of CO2 exceeds 0.1 ppm over a few
weeks of comparisons. Using flasks sampled from a dedi-
cated intake line to crosscheck the in situ measurements is an
important part of the ICOS quality management. It allows an
independent end-to-end QC of the entire in situ measurement
system consisting of inlet system, drier, analyser, and cal-
ibration. As mentioned above, for logistical reasons, about
once per month, or every 5 weeks, a box with 12 flasks is
scheduled to be shipped from a remote station to the FCL.
After analysis, the flask results covering about 1 month of
time will be compared with the corresponding in situ data.
In the following paragraph, we elaborate on the minimum
number of comparison flasks and the corresponding time de-
lay for detecting a significant CO2 bias between flask and in
situ measurements larger than 0.1 ppm. Therefore, we tested
the envisaged flask sampling procedure experimentally at the
ICOS pilot station in Heidelberg and present here its first ap-
plication at an ICOS field station.

4.1.1 Flask and in situ CO2 comparisons in Heidelberg

Similar to the official ICOS atmosphere stations, Heidel-
berg is equipped with an ICOS-conforming CRDS instru-
ment continuously measuring CO2, CH4, and CO in ambient
air. In addition, the Heidelberg instrument is calibrated with
standard gases provided by the FCL, and its continuous data
are automatically evaluated at the ATC. All flasks have been
analysed at the FCL. However, since the site does not have a
high tower and is located in an urban environment, the vari-
ability of the signal can complicate the flask versus in situ
comparison.

In order to collect a real hourly integrated air sample in the
flask, the flow rate through the flask has to be adjusted during
the filling process (Turnbull et al., 2012; see Sect. 2.4). First
tests with a 1/t decreasing flow rate through the flasks were
conducted in Heidelberg during the period from September
2018 to February 2019 and with a better-suited flow con-
troller for the 1/t decreasing flow rate from May to Oc-
tober 2019. Ambient air, for continuous measurements and
for flask sampling, was collected via a bypass from a per-
manently flushed intake line from the roof of the institute’s
building, about 30 m above local ground. These flasks were
collected not only at low ambient air variability during af-
ternoon hours but also during other times of the day when
within-hour concentration variations for CO2 at this urban
site were higher than 10 ppm. The results of the concentra-
tion differences between in situ and flask measurements for
CO2 are shown in Fig. 3a and b. During the first experimen-
tal period we obtained three outliers for which the flask CO2
results were up to more than 3 ppm higher than the in situ
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measurements. CH4 and CO in the flasks (not shown) did,
however, compare very well and were within a few parts per
billion of the continuous in situ data. Although one of the
mass flow controllers had some problems with regulating the
flow over the large range of flow rates exactly, we did not find
obvious reasons for the malfunction of the sampling system.
The only explanation for the outliers may, thus, be the con-
tamination of these flasks with room air, which is elevated in
CO2, but not in CH4 or CO, compared to outside air.

If we disregard the three outliers in the first testing pe-
riod (one at a low variability situation; see Fig. 3a) and con-
sider only the observations with ambient air CO2 variability
<0.5 ppm, the limited results from the (polluted) Heidelberg
site give us the confidence that the flask samples collected
over 1 h at low ambient CO2 variability are well suited for
meeting our first aim (i.e. ongoing quality control at Class
1 stations). It is important, though, that the different air res-
idence times in the intake systems of the flask sampler and
in situ instrument are properly adjusted; they may signifi-
cantly differ, for example, if a mixing volume system is in-
stalled in the intake lines (as at Hyltemossa). The mean dif-
ferences between in situ and flask measurements for CO2 in
Heidelberg have been −0.01 ppm at an ambient CO2 vari-
ability of less than 0.5 ppm, with a standard deviation of
±0.04 ppm (n= 18); also see Fig. 3b, which shows that all
18 low variability comparisons lie within the±0.1 ppm com-
patibility range indicated by the dashed red lines. For CH4
we observed, for ambient variability smaller than ±10 ppb,
a mean difference of 0.20 ppb, with a standard deviation of
±0.81 ppb (n= 111). CO comparison data have not been
evaluated here as the CRDS in situ data were not finally cal-
ibrated and, thus, not fully compatible with the flask results.

The test measurements in Heidelberg clearly showed that
meaningful QC results can best be obtained during situations
of low ambient concentration variability. Individual concen-
tration differences increase with increasing ambient variabil-
ity within the 1 h comparison period. The reason for this
increase may be uncertainties in the synchronisation of the
measurements (note that a few minutes of shifts in the tim-
ing of the integration already introduces a significant bias) or
due to incorrect flow rates through the flasks in the 1/t sam-
pling scheme. For the QC aim, flask samples should pref-
erentially be collected during low variability situations. We
therefore evaluated how frequent afternoon events with less
than 0.5 ppm variability occur at typical ICOS stations. In the
years 2016 to 2019, except for a few stations and a few sum-
mer months, we found, at all five stations, at least 10 h per
month at midday (13:00 h local time – LT) with hourly CO2
standard deviations smaller than 0.5 ppm. On average over
the year, more than half of all midday hours had CO2 stan-
dard deviations below 0.5 ppm. Based on this evaluation, we
decided that we would not need to preselect sampling days
with low ambient variability but could pursue a very simple
sampling scheme, e.g. sampling every 3 or 4 d, to be able
to detect a mean bias larger than 0.1 ppm between flask and

continuous measurements within a period of 4–5 weeks. On
average, we can expect that every second flask we sample
is suitable for precise intercomparison with in situ measure-
ments. This simple methodology will help us meet aim 2 (see
below).

4.1.2 Flask and in situ CO2 comparisons at the ICOS
station Hohenpeißenberg

The very first field test of our flask sampling scheme for
QC was conducted at the ICOS station of Hohenpeißenberg
(HPB). From the highest level of the tall tower (131 m), am-
bient air, for continuous measurements and for flask sam-
pling, was collected via two separate lines. Collecting flasks
at HPB started in July 2019. The flasks were always sam-
pled with a decreasing 1/t flow rate and sampled between
12:30 and 14:00 Coordinated Universal Time (UTC) as we
aimed for conditions with low ambient variability, which oc-
curs more frequently in well-mixed conditions during the af-
ternoon. Up to now, 48 flasks have been collected, which
could be used for the QC of this ICOS Class 1 station. The
overall results of the concentration differences for CO2 for
the complete test period are shown in Fig. 3c.

Our first results of the comparison between continuous
measurements and flasks were available in October 2019 and
showed larger differences between in situ and flask measure-
ments than expected. A mean difference of 0.34 ppm, with a
standard deviation of±0.13 ppm (n= 4), was determined for
situations with an ambient variability of less than 0.5 ppm.
Based on these results, the intake system and the entire CO2
instrumentation were carefully checked. Whilst the last regu-
lar leak test on 10 April 2019 passed the ICOS specifications,
an unscheduled leak test was performed at the end of Octo-
ber 2019, following the unexpected flasks results. During this
test, a leak in the 131 m sampling line to the instruments for
the continuous measurements was detected in the shelter. The
leak was eliminated on 30 October 2019, and leak tightness
was confirmed by a second leak test on 19 November 2019.

For the period after the leak elimination, the calculated dif-
ferences between in situ and flask measurements for an am-
bient variability of less than 0.5 ppm all lay within the com-
patibility goal for CO2 (0.1 ppm); see blue dots in Fig. 3d.
The mean difference between flasks and in situ measure-
ments is−0.02 ppm, with a standard deviation of±0.04 ppm
(n= 5). These results of the first field test of the flask sam-
pling scheme for QC are promising, for example, for en-
abling the detection of potential leaks at the stations. Once
the flask QC procedures have been set up operationally, po-
tential system malfunctions can be detected within a month,
complementing the half-yearly compulsory ICOS leak tests.
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Figure 3. In situ minus flask CO2 results obtained with the 1/t flask flushing method to obtain a real hourly mean sample. (a–b) Results
from Heidelberg; flasks from the second comparison period are marked in blue. (a) Results for all comparison flasks plotted versus ambient
variability. (b) Temporal development of the in situ minus flask measurements for ambient air CO2 variability <0.5 parts per million –
ppm. All differences in the second comparison period lie within the required ±0.1 ppm compatibility range. No sampling was performed
between February and May 2019. (c–d) Same as (a) and (b) but for results from Hohenpeißenberg. Flasks from the comparison period after
30 October 2019 (the date when the leak was sealed) are plotted in blue. (d) Temporal development of the in situ minus flask measurement
for ambient CO2 variability <0.5 ppm. All five differences, after sealing the leak on 30 October 2019 (blue arrow; blue dots), lie within the
required ±0.1 ppm compatibility range.

4.2 Solutions and testing to meet aim 2: representative
flask sampling

In the preceding section we showed that low ambient vari-
ability situations would be best suited for meeting aim 1 as
synchronisation and exact weighting of flask filling and in
situ measurements are not so important at low ambient vari-
ability. Moreover, a potential bias between flask and in situ
measurements could be detected with better confidence and
with an increased number of comparisons. However, to meet
aim 2, a scheme for collecting flasks only during low vari-
ability situations may cause a significant bias in the sampled
footprint. We have tested if such a sampling bias would be
visible in the European ICOS network and calculated, with
STILT, all midday (13:00 LT) footprints of the five selected

stations for the year 2017, using the Jupyter Notebook pack-
age of Karstens (2020). Figure 4 shows the respective aggre-
gated footprints for October 2017. A time of 13:00 LT was
chosen as an example throughout the paper, but other after-
noon hours could also have been chosen, leading to simi-
lar results. The left column in Fig. 4 shows the aggregations
if every afternoon hour (13:00 LT) was sampled, the middle
column shows the aggregated footprints for every third day,
and the right column shows the 10 footprints with the lowest
variability during October 2017. As expected, the regional
coverage of the entire station footprint is generally better
when sampling randomly, every third day, than when sam-
pling on the 10 d with the lowest variability.

In addition to the footprint analysis, which gives a vi-
sual, qualitative idea of the effect of different flask sampling
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Figure 4. Aggregated footprints calculated for the five ICOS sta-
tions from top to bottom: Hyltemossa (HTM), Gartow (GAR),
Křešín (KRE), Observatoire Pérenne de l’Environnement (OPE),
and Hohenpeißenberg (HPB) for October 2017. The left column
shows the footprints for all 31 d at 13:00 local time (LT), the mid-
dle column shows the same footprints, but sampled only every third
day, and the right column shows those of the 10 d with the lowest
variability. Note the logarithmic colour scale.

schemes, we evaluated the first 3 years of continuous CO2
measurements from the five ICOS stations to quantify the ef-
fect of random sampling every 3 d versus only sampling low
variability situations. Figure 5a–e show, in the upper panels,
for each station, all available hourly atmospheric CO2 data
as grey dots, while the blue lines, each shifted by 1 d, con-
nect the 13:00 LT data every 3 d. The red dots in the upper
panels highlight the 10 lowest variability afternoon values in
each month. As expected, all summer afternoon concentra-
tions generally fall into the lower concentration range of the
bulk of data. At all stations, the variability changes from a
diurnal shape during the summer months to a more synoptic
variability in the winter (for more details, also see Figs. 7 and

8). This synoptic variability is also represented in the after-
noon sampling. In the middle panels of Fig. 5a–e we have
plotted, as black dots, monthly means calculated from all af-
ternoon hours between 11:00 and 15:00 LT and their standard
deviations. The blue dots show the monthly mean values ob-
tained from sampling every third day (the three different 3 d
patterns are shown in individual shifted blue dots), while the
red dots represent the monthly means calculated from the 10
samples with the lowest variability (the coloured dots were
shifted by 1 d each for better visibility). It is obvious that reg-
ular sampling provides better representative monthly means,
deviating in only a few cases from the all-afternoon means in
CO2 by more than 2 ppm (Fig. 5a–e, bottom panels). If sam-
ples were collected at low variability only, they would often
underestimate monthly mean values, in some cases by more
than 4 ppm (red lines in Fig. 5a–e, bottom panels). Although
regular sampling every third day also introduces some vari-
able deviations from the correct afternoon means, sampling
only at low variability may introduce rather large biases –
mainly towards lower CO2 concentrations. Note that inver-
sion models also select measured data for their inversion runs
only for the time of the day, and not for low variability data,
to estimate fluxes (Rödenbeck, 2005).

We have investigated only potential sampling effects on
CO2 concentrations here; however, other tracer concentra-
tions are also expected to be affected in a similar way. For the
ICOS atmosphere network we, therefore, choose the simpler
sampling scheme of one flask every third day. This sampling
scheme is expected to serve aims 1 and 2, where those flasks
with low within-hour variability (on average one flask per
week; see Sect. 4.1) could be used for the quality control aim,
while all flask samples would deliver as much representative
data as possible for all additional trace components analysed
in the FCL solely based on flasks.

4.3 Solutions and testing to meet aim 3: catching
potentially high fossil fuel CO2 events

The first 14C analyses on integrated CO2 samples at ICOS
stations showed rather low average fossil fuel CO2 (ffCO2)
concentrations, therewith confirming that ICOS stations pri-
marily monitor the terrestrial biospheric signals. Figure 6a–
d (upper panels of the graphs for the individual stations)
shows our first 14CO2 results from the 2-week integrated
CO2 sampling at Hohenpeißenberg, Observatoire Pérenne
de l’Environnement, Hyltemossa, and Křešín. Particularly
during summer, the monthly mean regional fossil fuel CO2
offsets, if compared to a background level calculated from
the composite of 2-week integrated 14CO2 measurements at
Jungfraujoch in the Swiss Alps and Mace Head on the Irish
coast, are often lower than a few parts per million (Fig. 6a–d,
lower panels). Only during winter can regional ffCO2 off-
sets reach 2-week mean concentrations of more than 5 ppm.
These signals, although providing good mean ffCO2 results
for the average footprints of the stations, are often too small
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Figure 5. CO2 concentration data measured at Hyltemossa (a), Gartow (b), Křešín (c), Observatoire Pérenne de l’Environnement (d), and
Hohenpeißenberg (e). For each station the upper panel shows all hourly data as grey dots, while afternoon data (13:00 LT) from every third
day are displayed as three blue lines shifted by 1 d each. Red dots highlight the 10 afternoon values with the lowest variability for each month.
The middle panels show monthly means and standard deviations of all afternoon hours (11:00–15:00 LT) as black dots, respective means
from afternoon data collected every third day are shown in blue, and means of the 10 afternoon values with the lowest variability are shown
in red (for better visibility the coloured dots were shifted by 1 d each). The lower panels present the differences in the selected afternoon
means from the respective mean calculated from all afternoon data.
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to provide a solid top-down constraint of regional fossil fuel
CO2 emission inventories and its changes when evaluated
in regional model inversions (Levin and Rödenbeck, 2008;
Wang et al., 2018). One of the aims of flask sampling in
ICOS is, therefore, to explicitly sample air which has passed
over fossil fuel CO2 emission areas. Ideally we would like
to obtain signals and analyse flasks for 14CO2 only in cases
when the expected fossil fuel CO2 component is larger than
4–5 ppm. This would allow us to obtain an uncertainty of the
estimated ffCO2 component below 30 % (Levin et al., 2003;
Turnbull et al., 2006). Furthermore, as sample preparation for
14C analysis is very laborious and the capacity of the CRL is
limited to about 25 flask samples per station per year, one
should know beforehand if a sample potentially contains a
significant regional fossil fuel CO2 component. This could
either be found out with near real-time transport model simu-
lations or directly using the in situ observations at the station.

A good indicator of the potential regional fossil fuel CO2
concentration at a station is the ambient CO concentration
(Levin and Karstens, 2007), a trace gas that is monitored
continuously at all ICOS Class 1 sites. It would then depend
on the average CO : ffCO2 ratio of fossil fuel emissions in
the footprint of the stations to estimate, from the measured
CO, the expected ffCO2 concentration. Mean CO : ffCO2
emission ratios can be very different in different countries;
they mainly depend on the energy production processes and
on domestic heating systems (Gamnitzer et al., 2006; Turn-
bull et al., 2006, 2011; Levin and Karstens, 2007; Vogel
et al., 2010). In this respect, the share of biofuel use may
also be relevant. In our study we first analysed our selected
ICOS stations for regional fossil fuel CO2 signals larger
than 4 ppm and determined the frequencies of those events.
Note that in order for the flask results to be used in trans-
port model investigations, similar to all other flask samples,
14CO2 flasks should also be collected during early afternoon
when atmospheric mixing can be modelled with good con-
fidence. During these situations, however, any ffCO2 signals
will be highly diluted. Similar to the approach in the pre-
vious section, we investigated the potential ffCO2 levels for
the five stations of Hyltemossa, Gartow, Křešín, Observatoire
Pérenne de l’Environnement, and Hohenpeißenberg; this was
first done theoretically with STILT model simulations trans-
porting EDGAR version 4.3.2 emissions to the five measure-
ment sites. As a second step, we evaluated the real continuous
CO2 and CO observations from 2017 and 2018 (see Table 1).

4.3.1 Investigation of afternoon fossil fuel CO2 events
in 2017 at Gartow

Figure 7a–b show ambient STILT-simulated CO2 and CO
mole fractions at Gartow 341 m in July 2017 (13:00 LT val-
ues highlighted by coloured symbols), while Fig. 7c com-
pares STILT-simulated total CO2 (blue line) to observations
(black line). The agreement between model and observations
turned out to be reasonable, particularly during afternoon

hours. In July 2017, deviations of the model simulations from
observations are larger during night when the model seems
to underestimate the measured concentration pile up. This
model deficiency is the reason why we decided to collect the
flask samples at midday or in the afternoon, making sure the
data can be used in inversion estimates of fluxes. In Fig. 7d
the simulated regional CO2 components (ffCO2 offset and
biospheric CO2 offset) originating from fluxes in the model
domain covering the greater part of Europe are displayed,
underlining the generally moderate fossil fuel CO2 signal at
Gartow in July. Indeed, summer situations with potentially
high ffCO2 concentrations are rare (one to five cases) at all
ICOS stations and, at Gartow, only during 3 d; i.e. on 1, 7,
and 27 July the modelled afternoon ffCO2 was larger than
4 ppm (highlighted by red crosses in Fig. 7a). At the same
time, the modelled CO offset was elevated but did not reach
0.04 ppm (Fig. 7b). CO offsets were estimated relative to the
minimum modelled CO concentration of the last 3 d (grey
line in Fig. 7b). In October 2017, the modelled (Fig. 8b)
and measured CO (Fig. 8f) offsets do, however, rather fre-
quently exceed 0.04 ppm. The generally good correlation be-
tween simulated ffCO2 and CO offset can therefore be used
as a criterion for ffCO2 in collected flasks, and 0.04 ppm may
be a good threshold for Gartow to predict a ffCO2 signal of
more than 4 ppm in sampled ambient air. This is supported
by real observations displayed in Figs. 7f and 8f, where ob-
served CO offsets >0.04 ppm (marked by magenta crosses)
coincide with high total CO2 and also with STILT-simulated
ffCO2 (see, for example, the synoptic event on 19–20 Octo-
ber 2017).

The aggregated footprints of the three afternoon situa-
tions with STILT-simulated ffCO2 >4 ppm in July 2017 are
displayed in Fig. 9a. They show southwesterly trajectories
and a dominating surface influence from the highly popu-
lated German Ruhr area but also some influences from large
emitters (e.g. power plants) in northwestern Germany and at
the Netherlands’ North Sea coast (see Fig. 9b). The main
influence area with high ffCO2 emissions in October 2017
(Fig. 9d) also shows Berlin as a significant emitter and some
“hotspots” close to the German–Polish border in the south-
east.

4.3.2 Investigation of afternoon fossil fuel CO2 events
in 2017 and 2018 at Hyltemossa, Křešín,
Observatoire Pérenne de l’Environnement, and
Hohenpeißenberg

Overlapping measurements and STILT model runs are also
available for the other four ICOS stations (Karstens, 2020).
The general picture is similar here as in Gartow, but the
number of elevated ffCO2 events is often even smaller at
these stations than at Gartow. For example, we find no ffCO2
events at Hyltemossa, Gartow, Křešín, and Hohenpeißenberg
and only three at Observatoire Pérenne de l’Environnement
in July 2018 (Table 1). Simultaneously observed CO eleva-
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Figure 6. 14CO2 observations and estimated fossil fuel CO2 concentrations relative to European background at the ICOS stations (a–d)
Hohenpeißenberg, Observatoire Pérenne de l’Environnement, Hyltemossa, and Křešín. The top panel for each station shows the 114CO2
results in permil deviation from the National Bureau of Standards (NBS) oxalic acid standard (Stuiver and Polach, 1977) for the respective
station (blue histogram) together with the European background, which is estimated as the fit curve to measured data from Jungfraujoch (JFJ)
and Mace Head (MHD). The bottom panel for each station gives the regional fossil fuel CO2 offset calculated from the 14CO2 and CO2
data, according to Levin et al. (2011). For Hohenpeißenberg and Hyltemossa, the ffCO2 calculation starts later than the 14CO2 data since no
ICOS CO2 data are available in the early periods for these stations.

Table 1. Number of midday (13:00 LT) ffCO2 events >4 ppm estimated by the Stochastic Time-Inverted Lagrangian Transport (STILT)
model for 2017 and 2018 and potential fossil fuel CO2 events in both years, based on modelled (M) and observed (O) 1CO elevations of
more than 0.04 ppm compared to background (entries are empty if fewer than 20 afternoon CO observations are available in the respective
month).

Hyltemossa Gartow Křešín Observatoire Pérenne Hohenpeißenberg
de l’Environnement

ffCO2 1CO ffCO2 1CO ffCO2 1CO ffCO2 1CO ffCO2 1CO

2017/
2018 M M O M M O M M O M M O M M O

Jan 9/4 2/3 /7 15/8 7/3 /8 6/5 8/5 11/4 10/4 10/8 10/10 15/11 /6
Feb 7/5 4/1 /7 10/7 6/4 /11 7/4 7/2 /16 6/10 3/7 10/13 4/9 9/6 /17
Mar 2/3 0/4 /8 5/6 4/4 /11 4/1 3/3 /16 5/4 5/4 4/7 3/4 3/5 6/9
Apr 1/2 0/2 /3 0/4 0/1 /2 2/1 0/0 /3 1/2 0/2 0/1 6/2 0/1 3/0
May 0/0 0/0 /0 1/0 0/0 3/1 4/3 1/0 2/0 2/2 1/2 1/3 2/3 2/2 1/1
Jun 0/0 0/0 /0 2/4 0/0 1/1 0/2 0/0 /0 0/4 0/2 2/1 1/3 0/0 0/0
Jul 0/0 0/0 /0 3/0 0/0 2/2 0/0 0/0 /0 0/3 0/2 1/0 0/0 0/0 0/0
Aug 0/1 0/0 2/1 2/2 1/0 2/5 0/0 0/0 /3 0/1 0/1 0/6 0/1 0/0 3/3
Sep 2/0 0/0 0/0 6/4 2/1 10/1 3/4 0/1 /3 3/6 1/3 2/5 1/5 0/2 0/2
Oct 1/7 0/2 2/6 8/8 4/3 7/6 4/6 3/1 /10 1/12 1/7 0/8 1/5 0/3 2/8
Nov 5/9 4/5 5/12 13/12 10/7 11/ 5/3 2/4 /18 5/9 5/6 5/12 9/15 8/15 14/12
Dec 3/5 1/4 5/8 8/8 3/2 2/ 10/9 2/6 /12 2/7 1/7 /8 9/5 8/9 10/5
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Figure 7. Variability of STILT-simulated (a–d) and measured (c, e, f) CO2 and CO concentrations at Gartow at the 344 or 341 m level in
July 2017. Afternoon values are highlighted with coloured symbols (blue dots) and situations with elevated ffCO2, based on modelled or
measured CO (CO offset >0.04 ppm), are marked with a magenta cross in the CO and also in the CO2 records (clearer in Fig. 8 for October
2017 when such situations occur more often). CO offsets in STILT model simulations (b) and observations (f) were estimated relative to the
minimum CO concentration of the last 3 d (grey lines).

tions relative to background are often only small in summer
and do not reach the (preliminary) threshold of 0.04 ppm.
Starting in October or November, ffCO2 elevations become
more frequent, coupled to the more synoptic variability of
GHGs in the winter half-year (see Fig. 5a–e, upper panels).
The number of modelled fossil fuel CO2 events larger than
4 ppm for all months in 2017 and 2018, or based on observed
CO offsets larger than 0.04 ppm using the same estimate for
the CO background as for the model results displayed in
Figs. 7b and 8b, are listed in Table 1. Only in the winter
half-year can we potentially sample measurable fossil fuel

CO2 signals well. Lower 1CO thresholds could be used for
summer, which means accepting larger uncertainties of the
ffCO2 component. Although it would be most desirable to
have a good ffCO2 estimate in summer when the biospheric
signal is large, our present measurement precision does not
allow us to determine very small ffCO2 contributions with
good confidence. Therefore, we will currently have to restrict
14C analysis to flasks mainly collected in autumn, winter, and
spring to constrain ffCO2 emission inventories, with the ad-
ditional advantage that the variability of biospheric signals is
smaller during these seasons (see Fig. 8d).
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Figure 8. Same as Fig. 7 but for October 2017.

To give some indication of the main ffCO2 emission areas
influencing the four stations, Fig. 10 shows aggregated foot-
prints and the respective surface influence areas contributing
to modelled ffCO2 concentrations larger than 4 ppm in Octo-
ber 2017. At all four stations, and also at Gartow (Fig. 9), the
areas potentially contributing significantly to the fossil fuel
signals are located rather far away, and many of them are
associated with large coal-fired power plants or other point
sources. But a few big cities, such as Prague at Křešín, also
occasionally contribute.

5 Implementation of the flask sampling scheme at
ICOS stations

Sampling one flask every third day, independent of ambient
CO2 variability, can easily be implemented at ICOS stations,
since sampling of all 24 flasks in the sampler can individu-
ally be programmed in advance. Assuming that flasks can be
exchanged about once per month, during this time span 12
flasks would have been collected and could then be shipped
in one box to the FCL for analysis. The remaining 12 flasks
in the sampler would be reserved for ffCO2 event sampling.
In order to have a realistic chance to catch all possible events
at a station, the sampler would be set to fill one of these flasks
on each day in between the regular sampling every third day.
As continuous trace gas measurement data are transferred
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Figure 9. Aggregated footprints with elevated ffCO2, and the cor-
responding surface influences for Gartow in July 2017 (a–b) and
October 2017 (c–d), based on the EDGAR version 4.3.2 emission
inventory. Note the logarithmic colour scale in the aggregated foot-
print maps.

from the station to the ATC every night, level 1 CO data are
available on the morning after flask sampling the day before.
These data will then be automatically evaluated at the ATC
for potentially elevated CO to decide if the flask that had been
collected on the day before potentially has an elevated ffCO2
concentration and should be retained for 14CO2 analysis. If
yes, the flask sampler will receive a respective message from
the ATC. If not, the flask can be resampled. Based on our
analysis of modelled ffCO2 for the years 2017 and 2018, the
likelihood is small that more than 12 ffCO2 events are sam-
pled within 1 month. Also, some of the events may already
have been sampled in one of the “regular”flasks sampled ev-
ery third day. If this is the case, these flasks will be marked
so that they are passed on to the CRL after analysis of all
other components in the FCL. In the future, the flask sam-
pling strategy, in particular, for ffCO2 events might change
once real-time GHG prediction systems or prognostic foot-
print products are available, which would allow more accu-
rate targeting of certain emission areas. The first tests, using
prognostic trajectories to automatically trigger 14CO2 flask
sampling, are made at the ICOS CRL pilot station and at se-
lected ICOS Class 1 stations but are not yet mature enough to
be implemented in the entire ICOS network. It is, however,
also worth mentioning that sampling flasks during nighttime
could largely increase the significance of 14C-based ffCO2
estimates. Currently, we optimise our sampling strategy to
meet the inability of transport models that are not digest-

Figure 10. Aggregated footprints with elevated ffCO2 and the cor-
responding surface influences for Hyltemossa (a, e), Křešín (b, f),
Observatoire Pérenne de l’Environnement (c, g), and Hohenpeißen-
berg (d, h) in October 2017.

ing nighttime data. This situation is unfortunate and must
urgently be improved in order to increase our ability to mon-
itor, in a top-down way, long-term changes of the envisaged
ffCO2 emissions in Europe.

6 Conclusions

Although other flask sampling programmes from continen-
tal tall tower stations have similar aims, as presented here for
ICOS, developing a dedicated sampling strategy to maximise
the information from a minimum number of flasks is a new
approach which, to our knowledge, has not yet been taken in
any other sampling network. It may contribute to optimising
efforts at the (remote) ICOS stations and the analytical capac-
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ities and capabilities of the ICOS Central Analytical Labora-
tories. Our strategy was designed to meet, on one hand, the
requirements for quality control, making sure, by compari-
son of flask results with the parallel in situ measurements,
that ICOS data are of highest precision and accuracy. Our
first results showed that this strategy of independent qual-
ity control is working successfully. However, it requires fast
turnaround of flasks in order to quickly detect errors in the in
situ and also in the flask sampling systems. Besides ongoing
QC, our sampling scheme will provide flask results that can
be optimally used in current inverse modelling tasks to esti-
mate continental fluxes, not only of core ICOS components,
such as CO2 and CH4, but also of trace substances, which
are not yet measured continuously. Trying to also monitor
fossil fuel CO2 emission hotspots at ICOS stations during
well-mixed afternoon hours will be a particular challenge be-
cause the ffCO2 influence at that time of the day is often very
small, particularly in summer. There is thus an urgent need
for transport model improvement so that nighttime data can
also be used for the inversion of fluxes. Experience in the
coming years will show if our current strategy is successful
in meeting all the aims or if it needs further adaption.
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CHAPTER 5

Uncertainty of continuous ∆CO-based ∆ffCO2

estimates derived from 14C flask and bottom-up
∆CO/∆ffCO2 ratios

This chapter will be submitted to Atmospheric Chemistry and Physics: Maier, F., and
co-authors: Uncertainty of continuous ∆CO-based ∆ffCO2 estimates derived from 14C flask
and bottom-up ∆CO/∆ffCO2 ratios, 2023.
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Abstract

Measuring the 14C/C depletion in atmospheric CO2 compared to a clean-air reference is
the most direct way to estimate the recently added CO2 contribution from fossil fuel (ff)
combustion (∆ffCO2) in ambient air CO2 excess with respect to a clean air background.
However, since 14CO2 measurements cannot be conducted continuously nor remotely, there
are only very sparse 14C-based ∆ffCO2 estimates available. Therefore, continuously measured
tracers like carbon monoxide (CO), which are co-emitted with ffCO2 can be used as additional
proxies for ∆ffCO2, provided that the ∆CO/∆ffCO2 ratios can be determined correctly.
Here, we use almost 350 14CO2 measurements from flask samples collected between 2019
and 2020 at the urban site Heidelberg in Germany, and corresponding analyses from more
than 50 afternoon flasks collected between September 2020 and March 2021 at the remote
ICOS site Observatoire pérenne de l’environnement (OPE) in France, to calculate average
∆CO/∆ffCO2 ratios for those sites. By dividing the hourly ∆CO excess observations by
the averaged flask ratios, we construct continuous and bias-free ∆CO-based ∆ffCO2 records.
The comparison between ∆CO-based ∆ffCO2 and 14C-based ∆ffCO2 from the flasks yields a
RMSD of about 4 ppm for the urban site Heidelberg and of 1.5 ppm for the remote site OPE.
While for OPE, this uncertainty can be explained by observational uncertainties alone, for
Heidelberg about half of the uncertainty is caused by the neglected spatiotemporal variability
of the ratios. We further show that modelled ratios based on the Netherlands Organization
for Applied Scientific Research (TNO) emission inventory would lead to substantial biases
in the ∆CO-based ∆ffCO2 estimates for Heidelberg, but also for OPE. This highlights the
need for an ongoing observational calibration/validation of inventory-based ratios, if those
shall be applied for large-scale ∆CO-based ∆ffCO2 estimates, e.g. from satellites.
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5.1 Introduction

The observational separation of the fossil fuel CO2 contributions (∆ffCO2) in regional at-
mospheric CO2 excess is a prerequisite for independent “top-down” evaluation of bottom-up
ffCO2 emission inventories (Ciais et al., 2016). The most direct method for estimating re-
gional ∆ffCO2 contributions is measuring the ambient air ∆14CO2 depletion compared to a
clean air ∆14CO2 reference, as fossil fuels are devoid of 14C, which has a half-life of 5700
years (Currie, 2004; for the ∆14CO2 notation see Stuiver and Polach, 1977). Many studies
have successfully applied this approach to directly estimate regional ∆ffCO2 concentrations
in urban regions (e.g., Levin et al., 2003; Levin and Rödenbeck, 2008; Turnbull et al., 2015;
Zhou et al., 2020), which could then be used in atmospheric inverse modeling systems to
compare with bottom-up ffCO2 emission inventories (Graven et al., 2018; Wang et al., 2018).
One drawback of this method is, however, that 14C-based ∆ffCO2 estimates have typically
only a low (i.e. weekly or monthly) temporal resolution and poor spatial coverage, due to
the labor-intensive and costly process of collecting and measuring precisely air samples for
14CO2. Up to now, 14CO2 observations cannot be conducted continuously with the precision
needed for atmospheric ∆ffCO2 determination neither can 14CO2 observations be performed
remotely, e.g. with satellites. This limits the potential of 14C observations to estimate ffCO2

emissions at the continental scale and at high spatiotemporal resolution.

Therefore, frequently measured gases like carbon monoxide (CO), which is co-emitted with
ffCO2 during incomplete combustion has been used as additional constraint for estimating
ffCO2 emissions (e.g., Palmer et al., 2006; Boschetti et al., 2018). Also, CO observations
from satellites turned out to be a powerful tool for verifying and optimizing bottom-up
ffCO2 emission estimates of large industrial regions in the whole world (Konovalov et al.,
2016). However, using CO observations in inverse models for estimating ffCO2 emissions
requires decent information about the spatiotemporal variability of the CO/ffCO2 emission
ratios. Typically, this information is taken from bottom-up CO and CO2 emission inventories,
which are based on national activity data and source sector specific emission factors (Kuenen
et al., 2014; Janssens-Maenhout et al., 2019). However, these emission factors are associated
with high uncertainties, especially for CO, since they strongly depend on the often variable
combustion conditions (Dellaert et al., 2019). This urgently calls for an observation-based
verification of the bottom-up emission ratios to prevent biases in top-down ffCO2 emission
estimates.
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In the case of in-situ observations, continuously measured ∆CO offsets compared to a clean
air reference were used in the past to construct temporally highly resolved ∆ffCO2 concen-
tration records, which can provide additional spatiotemporal information for constraining
fossil emissions in transport model inversions. For this, the continuous ∆CO measurements
are divided by mean ⟨∆CO/∆ffCO2⟩ ratios, which are representative for the observation site
and the averaging period (e.g., Gamnitzer et al., 2006 ; Levin and Karstens, 2007; Van Der
Laan et al., 2010; Vogel et al., 2010). At observation sites with simultaneous 14CO2 measure-
ments these ⟨∆CO/∆ffCO2⟩ ratios can be calculated from 14C-based ∆ffCO2 estimates. This
allows to calculate continuous ∆CO-based ∆ffCO2 concentration offsets, which are fully in-
dependent of bottom-up emission information. For example, Vogel et al. (2010) used weekly
integrated ∆14CO2 observations combined with occasional hourly ∆14CO2 flask data from
the urban site Heidelberg, located in a heavily industrialized area in the Upper Rhine Valley
in Southwestern Germany, to estimate continuous ∆CO-based ∆ffCO2 concentrations. They
show that calculating the ∆CO/∆ffCO2 ratios from the weekly integrated 14CO2 samples
leads to biases in the ∆CO-based ∆ffCO2 estimates, since the weekly averaged ratios are
biased towards hours with high ∆ffCO2 concentrations. That is why they used the 14CO2

flask data to calculate mean diurnal cycles for the summer and winter period. By correcting
the weekly averaged ratios with these diurnal profiles, they could reduce some of the bias of
the ∆CO-based ∆ffCO2 estimates.

In the two years of 2019 and 2020, we have collected almost 350 hourly integrated 14CO2 flask
samples during very different atmospheric conditions at the Heidelberg observation site. The
purpose of this high-frequent flask sampling is to investigate if such a large flask pool allows
an estimation of the urban ffCO2 emissions in Heidelberg. Our aim of the present study is to
investigate the potential of using these 14CO2 flask results directly to calculate ∆CO/∆ffCO2

ratios and construct a continuous ∆CO-based ∆ffCO2 record for the Heidelberg observation
site. We further estimate the uncertainty of this ∆CO-based ∆ffCO2 record therewith assess-
ing the share of uncertainty that is caused by the spatiotemporal variability of the emission
ratios in the surrounding of Heidelberg. A similar investigation was conducted at a more
remote Integrated Carbon Observation System (ICOS, Heiskanen et al., 2022) atmosphere
station at Observatoire pérenne de l’environnement (OPE), but here only based on about 50
hourly integrated flask samples collected between September 2020 and March 2021.

We further compare the flask-based ∆CO/∆ffCO2 ratios with modelled ratios based on
bottom-up estimates from the high-resolution emission inventory of the Netherlands Or-
ganization for Applied Scientific Research (TNO, Dellaert et al., 2019; Denier van der Gon
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et al., 2019). As mentioned above, this observation-based validation of the bottom-up emis-
sion ratios is essential when using CO concentration measurements as an additional tracer
in inverse models to estimate ffCO2 emissions. This comparison also allows to investigate
if the modelled, inventory-based ∆CO/∆ffCO2 ratios could be solely used to construct a
∆CO-based ∆ffCO2 record at sites without 14CO2 measurements. Indeed, ambient air CO
concentrations are frequently measured at urban emission hot spots, as CO emissions affect
air pollution and human health (Pinty et al., 2019). Thus, the ability of constructing contin-
uous ∆CO-based ∆ffCO2 records from inventory-based ∆CO/∆ffCO2 ratios could play an
important role in quantifying anthropogenic ffCO2 emissions from hot spots. Obviously, the
success of such an approach strongly relies on correct bottom-up CO and ffCO2 emissions,
and that the impact of natural CO sources and sinks, e.g. due to oxidation of methane and
volatile organic compounds (VOCs), and sinks like the oxidation by hydroxyl (OH) radicals
(Folberth et al., 2006) and soil uptake (Inman et al., 1971), is negligible.

Based on the results from this work we will investigate, in a follow-up paper by Maier et al.
(2023a), which ∆ffCO2 observations – discrete 14C-based or continuous ∆CO-based ∆ffCO2

– are better suited and provide more reliable estimates of the ffCO2 emissions in the main
footprint of our Heidelberg station in the highly polluted Rhine-Neckar metropolitan area.

5.2 Methods

5.2.1 Site and data description

We calculate representative ∆CO/∆ffCO2 ratios for the urban site Heidelberg (49.42°N,
8.67°E) in Southwest Germany and the rural site OPE (48.56°N, 5.50°E) in Eastern France.
Heidelberg is a medium-sized city (∼160’000 inhabitants) located in the densely populated
Upper Rhine Valley. As is typical for an urban site, Heidelberg is surrounded by many
different anthropogenic CO2 and CO emitters, which leads to a large spatial variability of
the CO/ffCO2 emission ratios in the footprint of the station. The observation site (30 m
a.g.l.) is situated on the campus of the university, so that local emissions mainly originate
from the traffic and heating sector. However, there is also a combined heat and power plant
located to the North at 500 m distance of the site, as well as the two heavily industrialised
cities Mannheim and Ludwigshafen, including a large coal-fired power plant and the BASF
company at a distance of 15-20 km to the North-West. The OPE site is located in a much
less populated remote rural region, about 250 km South-East of Paris, and might be mainly
influenced by cropland (Storm et al., 2022). The OPE site is a so-called class-1 tower station
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within the ICOS atmosphere station network and is situated on an almost 400 m high hill
with the air inlet at 120 m above ground.

At both stations, CO is continuously measured with a Cavity Ring-Down Spectroscopy
(CRDS) gas analyser (for OPE data see Ramonet et al., 2022). Furthermore, hourly flask
samples are collected at both stations with an automated ICOS flask sampler (see Levin et
al., 2020). Thereby, the air flow into the flasks is regulated by mass flow controllers, so that
the final air sample in the flasks approximates 1-hour average concentrations of ambient air.
In Heidelberg, we sampled very different atmospheric situations, i.e. during well-mixed condi-
tions in the afternoon, but also during the morning and evening rush-hours and at night, with
almost 350 flasks during the two years 2019 and 2020. At OPE, the flask sampler was pro-
grammed to fill one flask every third noon between September 2020 and March 2021, so that
there are more than 50 flasks available in this time period. The CO2 and CO concentrations
of the collected flask samples are measured at the ICOS Flask and Calibration Laboratory
(FCL, https://www.icos-cal.eu/fcl) with a gas chromatographic analysis system (GC).
Afterwards, the CO2 in the flask samples is extracted and graphitized in the Central Ra-
diocarbon Laboratory (CRL, https://www.icos-cal.eu/crl; Lux, 2018), and the 14C is
analysed with an accelerator mass spectrometer (AMS, Kromer et al., 2013). The ∆14CO2

measurements are reported in the so-called ∆-notation introduced by Stuiver and Polach
(1977), which is normalized for fractionation processes and expresses the 14C/C deviation
of the sample from a standard activity in ‰. The typical ∆14CO2 and CO measurement
uncertainties for the hourly flasks are better than 2.5‰ and 2 ppb, respectively.

5.2.2 Construction of a continuous ∆CO-based ∆ffCO2 record

We construct a continuous ∆CO-based ∆ffCO2 record with hourly resolution (∆ffCOhrly
2 ) by

dividing the hourly ∆CO concentrations (∆COhrly) by an average 14C flask-based ∆CO/∆ffCO2

ratio ⟨Rflask⟩:

∆ffCOhrly
2 = ∆COhrly

2
⟨Rflask⟩

(5.1)

To calculate the ∆CO and the 14C-based ∆ffCO2 excess concentrations at the Heidelberg
and OPE observation sites, we must choose an appropriate CO and ∆14CO2 background.
Back-trajectory analyses by Maier et al. (2023b) show a predominant westerly influence for
stations in Central Europe; about 2/3 of all back-trajectories, which were calculated for nine
European ICOS sites for the full year 2018 end over the Atlantic Ocean at the western bound-

https://www.icos-cal.eu/fcl
https://www.icos-cal.eu/crl
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ary of the European continent. Indeed, we identified Mace Head (MHD, 53.33°N, 9.90°W,
5 m a.s.l.), which is located at the west coast of Ireland, to be an appropriate marine refer-
ence site for Central Europe. Therefore, we use smooth fit curves through weekly CO flask
results (Petron et al., 2022) and two-week integrated ∆14CO2 samples from MHD as our CO
and ∆14CO2 background, respectively. The applied curve fitting algorithm was developed by
the National Oceanic and Atmospheric Administration (NOAA, Thoning et al., 1989). This
algorithm yields a fit standard deviation of 13.37 ppb and 0.86‰, respectively, for the CO
and ∆14CO2 background curves.

Obviously, MHD is a less representative background station for situations with non-western
air masses. For this, Maier et al. (2023b) estimated a representativeness bias and uncertainty
for the MHD background of 0.09±0.28 ppm ffCO2 for hourly flask samples collected in Central
Europe at the eastern ICOS site Křešín. We assume this estimate to be an upper limit for
the Heidelberg and OPE sites, which are located further to the West. Therefore, we decided
to neglect the representativeness bias in our calculations. However, we take into account its
variability, which is the representativeness uncertainty of the MHD background. The 0.28
ppm ffCO2 uncertainty would result in a representativeness uncertainty of 0.64‰ for the
MHD ∆14CO2 background, if one assumes that a 1 ppm ffCO2 signal is caused by a 2.3‰
∆14CO2 depletion (we deduced this conversion factor from the Heidelberg flask results).
Similarly, we can estimate the representativeness uncertainty for the CO background, if we
assume a mean CO/ffCO2 ratio to convert the estimated 0.28 ppm ffCO2 uncertainty into a
CO uncertainty. The TNO inventory suggests for the Eastern boundary of our model domain
(within 22-23°E and 37-61°N) a mean CO/ffCO2 emission ratio of roughly 18 ppb/ppm in
2020. We expect this ratio as an upper limit and get a CO background representativeness
uncertainty of 0.28 ppm*18 ppb/ppm=5.04 ppb. To estimate the overall CO and ∆14CO2

background uncertainty, we add the fit uncertainty and the representativeness uncertainty
quadratically, which yields 14.29 ppb and 1.07‰, respectively.

Calculation of an observation-based ⟨Rflask⟩ ratio

To calculate the 14C-based ⟨Rflask⟩ ratio, we first estimate the ∆ffCO2 concentrations from
the ∆14CO2 difference between the flask and background observations. For this, we use
the following Eq. (5.2) from Maier et al. (2023b), which also contains a correction for
contaminating 14CO2 emissions from nuclear facilities and for the potentially 14C-enriched
increased ∆14CO2 signature of biosphere respiration (still releasing stored nuclear bomb test
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14CO2 to the atmosphere):

∆ffCO2 = Cbg
∆14

bg − ∆14
meas

∆14
meas + 1000‰ + Cmeas

∆14
nuc

∆14
meas + 1000‰ + Cresp

∆14
resp − ∆14

meas

∆14
meas + 1000‰ (5.2)

Table 5.1 shows a compilation of all components of Eq. (5.2) with short explanations. In
general, we used the same procedure as described by Maier et al. (2023b) to estimate the
correction terms in Eq. (5.2). Note, that we only use the flask results with a modelled nuclear
contamination below 2‰, to avoid huge nuclear corrections whose uncertainty exceeds the
typical uncertainty of the ∆14CO2 measurements (see Maier et al., 2023b).

Table 5.1 Description of the components in Eq. (5.2).

Component Description Method

∆14
meas

∆14CO2 of flasks from
observation site Measured

∆14
bg

∆14CO2 background
curve

NOAA fit through inte-
grated samples from MHD

∆14
nuc

∆14CO2 contamina-
tion from nuclear
facilities

Modelled using WRF-
STILT in combination with
nuclear 14CO2 emissions
from the Radioactive Dis-
charges Database RADD
(see Maier et al., 2023b)

∆14
resp

∆14CO2 signature of
biosphere respiration

Modelled based on Naegler
and Levin (2009)

Cmeas

CO2 concentration of
flasks from observa-
tion site

Measured

Cbg
CO2 background
curve

NOAA fit through weekly
flasks from MHD

Cresp
CO2 signal from respi-
ration

Modelled with the Vege-
tation Photosynthesis and
Respiration Model (VPRM,
Mahadevan et al., 2008)
coupled to STILT

We then use the weighted total least squares algorithm from Wurm (2022) to calculate
regression lines to the ∆CO and 14C-based ∆ffCO2 concentrations of the 343 flasks from
Heidelberg and the 52 flasks from OPE. This regression algorithm is built on the code from
Krystek and Anton (2007) and considers uncertainties in both the ∆CO and ∆ffCO2 flask
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concentrations. In this study, we force the regression line through the origin. Thus, we assume
that the very well-mixed and clean air masses at the observation sites without ∆ffCO2 excess
also represent the background CO concentrations at MHD. The slope of the regression line
gives then an estimate for the average ⟨Rflask⟩ ratio, which is representative for the respective
observation site and the time period of the flask samples. In Appendix 5.6.1, we show why
one should use a regression algorithm, which considers the uncertainties in the dependent
and independent variables, to calculate a mean bias-free ⟨∆CO/∆ffCO2⟩ ratio instead of
error-weighted means or median estimates from individual samples.

Modelling of inventory-based ∆CO/∆ffCO2 ratios

To compare the 14C-based ∆CO/∆ffCO2 ratios with inventory-based ratios, we need to
weight the bottom-up emissions with the footprints of the observation sites. For this, we
use the Stochastic Time-Inverted Lagrangian Transport (STILT) model (Lin et al., 2003),
which is coupled with the Weather Research and Forecast (WRF) model (Nehrkorn et al.,
2010) in combination with high-resolution CO and ffCO2 emission fluxes from the TNO in-
ventories (Dellaert et al., 2019; Denier van der Gon et al., 2019) to simulate hourly ∆CO
and ∆ffCO2 concentrations at the Heidelberg and OPE observation sites. The WRF-STILT
domain expands from 37°N to 61°N and from 10°W to 23°E (see Fig. 5.1). The meteo-
rological fields are taken from the European Centre for Medium-Range Weather Forecasts
(ECMWF) and have a horizontal resolution of 0.25° (European ReAnalysis 5 data, https:
//www.ecmwf.int/en/forecasts/datasets/reanalysis-datasets/era5). These meteo-
rological data were used as input for the WRF model to generate high-resolution meteoro-
logical fields with a horizontal resolution of 2 km in the Rhine Valley (red rectangular in
Fig. 5.1) and of 10 km outside the Rhine Valley, which were finally used to calculate hourly
footprints with STILT. Those footprints are then mapped with the high-resolution CO and
ffCO2 emissions from TNO to get CO and ffCO2 concentrations for Heidelberg and OPE.
As we assume zero CO and ffCO2 boundaries at the edge of the STILT model domain, the
modelled CO and ffCO2 concentrations directly correspond to the ∆CO and ∆ffCO2 ex-
cesses compared to the model domain boundaries. The TNO inventory divides the total CO
and ffCO2 emissions into 15 emission sectors with individual monthly, weekly and diurnal
temporal emission profiles. Note, that the CO emissions from TNO contain the fossil fuel
and biofuel CO contributions. Since Heidelberg is surrounded by many point sources with
elevated stacks, we treat the TNO point sources within the Rhine Valley separately with the
STILT volume source influence (VSI) approach (see Maier et al., 2022), to model the point
source contributions at the Heidelberg site. In this model study, we fully neglect natural CO
sources and sinks as well as atmospheric CO chemistry.

https://www.ecmwf.int/en/forecasts/datasets/reanalysis-datasets/era5
https://www.ecmwf.int/en/forecasts/datasets/reanalysis-datasets/era5
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Figure 5.1 Map of the European WRF-STILT model domain (framed in blue). The Heidel-
berg (HEI) and OPE observation sites as well as the Mace Head (MHD) background site are
indicated. The red rectangular shows the Rhine Valley domain.

5.3 Results

5.3.1 Study at the urban site Heidelberg

14C-based ∆CO/∆ffCO2 ratios from flask samples

Fig. 5.2 shows the 14C-based ∆CO/∆ffCO2 ratios of the hourly flask samples from Heidel-
berg, which were collected during very different atmospheric conditions (see colors in Fig.
5.2). By testing different flask sampling strategies, we sampled very different situations
ranging from background conditions, nighttime CO2 enhancements, morning and evening
rush-hour signals and local contaminations as well as large-scale synoptic events and diur-
nal patterns. We observe large positive and also negative ratios with enormous error bars
mainly during summer and during well-mixed atmospheric background conditions (green
dots). These outliers are associated with very low (or even negative) ∆ffCO2 concentrations
and large relative ∆ffCO2 uncertainties that blow up the ratio and its uncertainty. Indeed,
these individual unrealistic ratios can lead to a bias in the mean or median of the (averaged)
ratios, as we show with a synthetic data study in Appendix 5.6.1. However, the slope of an
error weighted regression through the flask ∆CO and ∆ffCO2 excess concentrations repre-
sents an un-biased estimate for the average flask ⟨Rflask⟩ ratio (see Fig. 5.3a).
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Figure 5.2 14C-based ∆CO/∆ffCO2 ratios from hourly flasks collected at the Heidelberg ob-
servation site between 2019 and 2020. Very different atmospheric conditions are sampled
as indicated by the different colors. We sampled background conditions (green), CO2 en-
hancements during night (blue), morning and evening rush-hour peaks and CO2 spikes from
most probably local sources (orange), synoptic events with a CO2 concentration built up over
several days (magenta) as well as diurnal cycles (cyan). Panel (b) shows a zoom into panel
(a).

The slope of this regression yields an average ratio of 8.44 ± 0.07 ppb/ppm for all flasks
collected during the two years 2019 and 2020. The good correlation indicated by an R2 value
of 0.88 is predominantly caused by the flasks with large ∆CO and ∆ffCO2 concentrations,
which were mainly collected during synoptic events in the winter half-year (see Fig. 5.8).
While the flasks from only the winter half-year show an average ratio of 8.52 ± 0.08 ppb/ppm
with high correlation (R2 = 0.89), the flasks from the summer half-year are associated with a
slightly smaller average ratio of 8.08 ± 0.17 ppb/ppm but much worse correlation (R2 = 0.36).
Thus, there might be a small seasonal cycle in the ratios with about 5% larger ratios during
winter compared to summer. The daily cycle of the ratios seems to be small, too. Afternoon
flasks show an average ratio of 8.60 ± 0.19 ppb/ppm (R2 = 0.84) and non-afternoon flasks
have an average ratio of 8.41 ± 0.08 ppb/ppm (R2 = 0.88). Furthermore, there is also a
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slightly decreasing trend between 2019 (8.57 ± 0.11 ppb/ppm, R2 = 0.87) and 2020 (8.35 ±
0.10 ppb/ppm, R2 = 0.88), which is, however, within the 2σ uncertainty range.

Uncertainty of the ∆CO-based ∆ffCO2 record

Figure 5.3 (a) Scatter plot with the measured ∆CO and the 14C-based ∆ffCO2 concentrations
of the hourly flasks collected at the Heidelberg observation site between 2019 and 2020. The
colors indicate the sampling situation of the flasks (see description in the caption of Fig.
5.2). The black dashed line shows a regression line calculated with the weighted total least
squares algorithm from Wurm (2022). (b) Comparison between the ∆CO-based ∆ffCO2
(from Eq. (5.1)) and the 14C-based ∆ffCO2 concentrations of the Heidelberg flasks (black
dots) and of the synthetic data (red dots). The synthetic data were generated by assuming
a constant ∆CO/∆ffCO2 ratio of 8.44 ppb/ppm, which is the average ⟨∆CO/∆ffCO2⟩ ratio
from the flasks. Therefore, the scattering of the red data points is only caused by the
measurement and background representativeness uncertainties of the ∆CO and 14C-based
∆ffCO2 concentrations. This means that the increased scattering of the real data (black)
compared to the synthetic data (red) is caused by the variability of the ratios.

Because of the small daily and seasonal differences in the 14C-based ∆CO/∆ffCO2 ratios
and the difficulty to calculate average summer ratios (see Appendix 5.6.1), we decided to use
the average ratio of all flasks to compute a continuous hourly ∆CO-based ∆ffCO2 record for
the two years 2019 and 2020. However, this means that we fully neglect any spatiotemporal
variability in the ratios. At times when we have collected flasks, we can then compare these
∆CO-based ∆ffCO2 estimates with the 14C-based ∆ffCO2 concentrations of the flasks (see
Fig. 5.3b, black dots). Obviously, a regression through this data yields a slope of 1 since we
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used the average ratio of all flasks to construct the ∆CO-based ∆ffCO2 record. The (verti-
cal) scattering of the data around this 1:1 line, e.g. the root-mean-square deviation (RMSD)
between ∆CO- and 14C-based ∆ffCO2, can be used as an estimate for the uncertainty of the
∆CO-based ∆ffCO2 record. This RMSD is 3.95 ppm, which is almost 4 times larger than
the typical uncertainty for 14C-based ∆ffCO2. As the RMSD is dependent on the range of
the ∆ffCO2 concentrations, we also calculate a normalized RMSD (NRMSD), by dividing the
RMSD by the mean 14C-based ∆ffCO2 concentration of the flasks. We get a NRMSD of 0.39,
which means that the RMSD adds up to 39% of the average ∆ffCO2 excess at Heidelberg.

In the following, we want to investigate the reason for this increased uncertainty: Is it caused
by the measurement and background representativeness uncertainties of the ∆CO and 14C-
based ∆ffCO2 concentrations, or rather by the spatiotemporal variability of the ratios that
we fully neglect when using an average ratio to construct the ∆CO-based ∆ffCO2 record?
To answer this, we performed a synthetic data experiment, in which we assumed a “true”
constant ∆CO/∆ffCO2 ratio of 8.44 ppb/ppm. We used this constant ratio together with
the observed ∆ffCO2 concentrations from the flasks to create synthetic “true”, i.e., error-free
∆CO and ∆ffCO2 data pairs. We then drew random numbers from an unbiased Gaussian
distribution with a 1σ range of 1.16 ppm (for ∆ffCO2) and 14.49 ppb (for ∆CO), which
represents the mean ∆CO and ∆ffCO2 uncertainties of the real measurements (see Sect.
5.2.2). These random numbers were added to the synthetic “true” ∆CO and ∆ffCO2 data
to get error-prone synthetic data. Obviously, the weighted total least squares fit through
these error-prone synthetic data yields again a slope of 8.44 ± 0.06 ppb/ppm, which we used
to calculate from the error-prone ∆CO data synthetic ∆CO-based ∆ffCO2 concentrations.
Comparing the error-prone synthetic ∆ffCO2 concentrations with the synthetic ∆CO-based
∆ffCO2 concentrations (see Fig. 5.3b, red dots), we get a lower RMSD of only 2.07 ppm. By
construction, this synthetic data experiment covers the same ∆CO and ∆ffCO2 ranges like
the real flask observations but assumes a constant ratio. Therefore, the difference between
the RMSD of the real ∆ffCO2 observations (3.95 ppm) and the synthetic data (2.07 ppm)
must be caused by the spatiotemporal variability of the ratios. Thus, about half of the
uncertainty of the ∆CO-based ∆ffCO2 record can be attributed to uncertainties of the ∆CO
and ∆ffCO2 excess concentrations, and the remaining half of this uncertainty originates from
the spatiotemporal variability of the ratios.
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Figure 5.4 WRF-STILT simulation of the TNO ∆CO and ∆ffCO2 contributions in Heidel-
berg, 30 m, from emissions within the European STILT domain (see Fig. 5.1). Shown are
the model results for hours with flask sampling events between 2019 and 2020. The blue and
red points indicate hourly situations with a point source contribution of less and more than
50%, respectively. As a reference, the flask observations are also shown in grey. The dashed
lines show linear regressions through the respective data points.

Comparison with inventory-based ∆CO/∆ffCO2 ratios

We also compared our 14C-based ∆CO/∆ffCO2 ratios with the high-resolution emission in-
ventory from TNO. For this, we modeled hourly ∆CO and ∆ffCO2 contributions in Heidel-
berg, by transporting the CO and ffCO2 emissions from the European STILT domain (see
Fig. 5.1) to the observation site. Figure 5.4 shows for the flask sampling hours in 2019 and
2020 the respective modelled ∆CO and ∆ffCO2 results (red and blue dots). In contrast to the
flask observations (grey crosses), the modelled data do not scatter around a single regression
line corresponding to a constant ratio. The model results rather show two branches indicat-
ing two different ratios. If the contributions from point sources in the modelled ∆ffCO2 is
larger than 50% (red points in Fig. 5.4), the data scatter around a regression line with slope
2.04 ± 0.23 ppb/ppm and poor correlation (R2=-0.05). Else, if the contributions from point
sources in the modelled ∆ffCO2 is below 50% (blue points in Fig. 5.4), the data yield a ratio
of 5.21 ± 0.06 ppb/ppm with high correlation (R2=0.91).
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The comparison with the flask observations provides two findings. First, the Heidelberg
observation site is rarely influenced by events with strong point source contributions larger
than 50% because hardly any of the observed ratio scatters around the red regression line in
Fig. 5.4 and thus shows a point source dominated ratio (that lies around 2 ppb/ppm). The
model results for Heidelberg thus often overestimate the contributions from point sources.
Second, the area source dominated model results with point source contributions smaller than
50% show an equally high correlation as the observations. This indicates that the emission
ratios for the dominating heating and traffic sectors are probably currently very similar in
the main footprint of Heidelberg. However, the mean ratio of 5.2 ppb/ppm in the model
results is almost 40% lower compared to the average ratio of the flask observations. Also, the
contributions from the area source emissions alone lead to an average ratio of merely 6.02 ±
0.06 ppb/ppm. This might indicate that TNO underestimates the ratios of the area source
emissions in the Rhine Valley. Consequently, those inventory-based ratios would lead to huge
biases if they were used to calculate a ∆CO-based ∆ffCO2 record for Heidelberg.

5.3.2 Study at the remote ICOS site Observatoire Pérenne de
l’Environnement (OPE)

We also want to investigate if the flask observations from a remote site can be used for
calculating a continuous ∆CO-based ∆ffCO2 record. For this, Fig. 5.5a shows the ∆CO
and 14C-based ∆ffCO2 observations of 52 flasks from the OPE station, which were collected
roughly every third day between September 2020 and March 2021 in the early afternoon.
The flasks have an average ∆ffCO2 concentration of 2.19 ppm showing that OPE is much
less influenced by polluted air masses compared to the urban site Heidelberg. The regression
algorithm from Wurm (2022) yields an average flask ∆CO/∆ffCO2 ratio of 11.49 ± 0.81
ppb/ppm (R2 = 0.70), which is 3 ppb/ppm larger than the average ratio from Heidelberg
during 2019 and 2020. Furthermore, the 1σ uncertainty of the slope of the regression line
is 10 times larger compared to Heidelberg. This comes along with a reduced correlation
between ∆CO and ∆ffCO2 and can at least partly be explained by the smaller range of
∆ffCO2 concentrations sampled at OPE (see Appendix 5.6.1). Since all flasks were collected
in the winter half-year and during the afternoon, it is not possible to draw conclusions about
potential seasonal or diurnal cycles in the ∆CO/∆ffCO2 ratios at OPE.

Again, we want to use this average ratio from the collected flasks to calculate with Eq. (5.1)
an hourly ∆CO-based ∆ffCO2 record for OPE. The RMSD between the ∆CO-based ∆ffCO2

and the 14C-based ∆ffCO2 from the flasks is only 1.49 ppm, which is due to the much smaller
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Figure 5.5 (a) ∆CO and ∆ffCO2 concentrations from hourly afternoon flasks collected at
the OPE observation site between September 2020 and March 2021. The black dashed
line shows a regression line performed with the weighted total least squares algorithm from
Wurm (2022). (b) WRF-STILT simulation of the TNO ∆CO and ∆ffCO2 contributions at
OPE from emissions within the European STILT domain (see Fig. 5.1) for the hours with
flask sampling events at OPE. The blue and red points indicate hourly situations with a point
source contribution of less and above 50%, respectively. As a reference, the flask observations
are also shown in grey. The dashed lines show linear regressions through the respective data
points.

∆ffCO2 excess at OPE compared to Heidelberg. However, the NRMSD is 0.68, which indi-
cates that at OPE the RMSD is almost 70% of the average ∆ffCO2 afternoon signal during
Sept. 2020 and Mar. 2021. We perform a similar synthetic data experiment as for Heidelberg
(see Sect. 5.3.1) to investigate, which share of the RMSD can be attributed to the uncer-
tainty of the observations and which part is due to the (neglected) spatiotemporal variability
of the ratios. It follows, that the assumption of a constant synthetic ratio of 11.49 ppb/ppm
together with the consideration of the ∆CO and 14C-based ∆ffCO2 excess uncertainties al-
ready leads to a RMSD of 1.61 ± 0.16 ppm between the synthetic ∆CO-based and 14C-based
∆ffCO2 data. This is in the range of the observed RMSD of 1.49 ppm. Thus, the ∆CO and
14C-based ∆ffCO2 excess uncertainties alone can fully explain the observed RMSD and the
spatiotemporal variability of the ratios in the footprint of the OPE site seem to have minor
influence.
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Finally, Fig. 5.5b shows the modelled ∆CO and ∆ffCO2 contributions for the flask sampling
hours at OPE. A linear regression through the data yields an average ratio of 8.18 ± 0.24
ppb/ppm with high correlation (R2=0.93). There is only a very small difference <5% between
the average ratio of the situations with point source contributions lower than 50% (blue
points) and the very few events with point source contributions larger than 50% (red points).
This indicates that the simulations do not show events with purely point source dominated
contributions at OPE, which is in agreement with the observations. However, the average
ratio of the model results is 29% lower compared to the average ratio of the observations.
In contrast, the area source emissions alone would lead to an average ratio of 10.98 ± 0.53
ppb/ppm, which is well in the uncertainty range of the observed ratio. This could indicate
that the contributions from point sources are still overestimated by STILT and/or that the
emission ratio of the area sources is still underestimated by TNO. Furthermore, there could
be a contribution of additional non-fossil CO sources in the vicinity of this remote site, which
we ignored in STILT.

5.4 Discussion

5.4.1 How large is the uncertainty of an hourly ∆CO-based ∆ffCO2 record
based on flask observations?

As was shown by Vogel et al. (2010) for the Heidelberg observation site, there is a bias
in the ∆CO-based ∆ffCO2 estimates when calculating the ∆CO/∆ffCO2 ratios from weekly
integrated 14CO2 samples. Since the weekly ratios are weighted by the ∆ffCO2 concentration,
their value is biased towards hours with high ∆ffCO2. Therefore, Vogel et al. (2010) used
flasks to sample the diurnal cycles in summer and winter, so that they can correct the weekly
averaged ratios for the diurnal variations. This allowed them to reduce some of the bias
in the ∆CO-based ∆ffCO2 estimates. In the present study we aim to investigate whether
frequently collected flask samples can directly be used to estimate a continuous ∆CO-based
∆ffCO2 record and examine what uncertainty this would lead to. For this, we focus on the
urban site Heidelberg and the remote site OPE.

Results from the urban site Heidelberg

In Heidelberg, there are almost 350 14CO2 flask samples collected during very different situa-
tions between 2019 and 2020. Their ∆CO and ∆ffCO2 excess concentrations compared to the
marine background from MHD show a strong correlation. This indicates that the emission
ratios of the traffic and heating sectors are quite similar in the main footprint of Heidelberg
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and the investigated period of time. Furthermore, it follows that the Heidelberg observation
site with an air intake height of 30 m above ground is hardly influenced by the plumes from
nearby point sources, which are associated with rather low emission ratios. Indeed, there are
very small differences below 3% between the mean afternoon and non-afternoon ratios, and
between the average ratios in 2019 and 2020. Moreover, there might be only a small seasonal
cycle in the ratios, since the average ratio of the flasks collected in the summer half-year is
ca. 5% smaller than the average ratio of the flasks from the winter half-year.

However, we must emphasize the difficulty to reliably calculate average ratios for the summer
period. If for example only the flasks from the three main summer months June, July and
August are considered, the correlation between ∆CO and ∆ffCO2 disappears (R2 = 0.06),
which prohibits calculating average summer ratios (see Appendix 5.6.1). This has also been
found by other studies (Vogel et al., 2010; Miller et al., 2012; Turnbull et al., 2015; Wenger
et al., 2019) and can be explained by smaller ∆ffCO2 signals with large relative uncertainties
(see Appendix 5.6.1) or by the increased contribution from biospheric CO sources during
summer (Vimont et al., 2019). Therefore, we calculated the average ratio from summer and
winter flasks and neglect a potential seasonal cycle in the ratios. However, it is important
to note that the slope of the regression line through the entire flask pool is strongly deter-
mined by the flasks with large ∆CO and ∆ffCO2 concentrations, which were predominantly
collected during synoptic events in the winter half-year.

The comparison of the ∆CO-based ∆ffCO2 estimates with the 14C-based ∆ffCO2 data from
the flasks yields a RMSD of about 4 ppm, which we use as an estimate for the 1σ uncertainty
of the ∆CO-based ∆ffCO2 concentrations. One half of this uncertainty could be attributed to
the measurement uncertainty and the representativeness uncertainty of the CO and ∆14CO2

background from the marine site MHD. The other half of this uncertainty is caused by the
spatiotemporal variability of the ratios in the main footprint of Heidelberg, which has been
ignored by applying a constant ratio to calculate the ∆CO-based ∆ffCO2 concentrations.
Overall, this uncertainty is almost 4 times larger than the typical uncertainty of 14C-based
∆ffCO2 estimates and corresponds to ca. 40% of the mean ∆ffCO2 signal of the flasks
collected in Heidelberg. However, by using the average ratio from the flasks we got a bias-
free ∆CO-based ∆ffCO2 record with hourly resolution. In the companion paper by Maier et
al. (2023a) we investigate which observation is better suited to estimate the ffCO2 emissions
in the main footprint of Heidelberg – discrete 14C-based ∆ffCO2 from flasks with a small
uncertainty or continuous ∆CO-based ∆ffCO2 with hourly coverage but a 4 times larger
uncertainty.
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Results from the remote site OPE

At OPE there are only afternoon 14C flasks collected roughly every 3rd day between Septem-
ber 2020 and March 2021. Thus, we cannot investigate any potential diurnal or seasonal
cycle in the ratios. Hence, we again use a constant ratio for calculating the ∆CO-based
∆ffCO2 record. The flask ∆CO and 14C-based ∆ffCO2 concentrations show a lower correla-
tion (R2=0.7) compared to the flasks from the urban site Heidelberg (R2=0.87), which might
predominantly be explained by the almost 80% lower mean signal of the flasks collected at
OPE and the smaller number of flask samples. This affects the uncertainty of the slope of the
regression line, which is at OPE with 0.81 ppb/ppm more than 10 times larger compared to
Heidelberg. The RMSD between the ∆CO-based ∆ffCO2 and the 14C-based ∆ffCO2 from the
flasks is 1.5 ppm, which accounts for almost 70% of the mean ∆ffCO2 signal from the flasks.
Compared to the typical 14C-based ∆ffCO2 uncertainty, the uncertainty of the ∆CO-based
∆ffCO2 is only about 30% higher. Therefore, the remote site might be less influenced by the
spatiotemporal variability of the ratios. Indeed, we determined that the whole RMSD of 1.5
ppm can entirely be explained by the measurement uncertainties and the representativeness
uncertainty of the background concentrations. This is indeed expected for remote sites like
OPE and shows that atmospheric mixing has smoothed out the different CO/ffCO2 emission
ratios before the air masses arrive at OPE. Therefore, this ∆CO-based ∆ffCO2 record with
continuous data coverage, if well calibrated with 14CO2 measurements, could be a valuable
alternative compared to discrete 14C-based ∆ffCO2 estimates for constraining ffCO2 emis-
sions – at least for afternoon situations during the winter half-year.

5.4.2 How many 14CO2 flask measurements are needed to estimate a reliable
continuous ∆CO-based ∆ffCO2 record?

We can use the STILT forward runs to examine how representative the collected flask samples
are for the entire period covered by the ∆CO-based ∆ffCO2 record. For this, we determine
the average STILT ∆CO/∆ffCO2 ratios by calculating a linear regression through the mod-
elled ∆CO and ∆ffCO2 data for (1) the hours with flask samples only and for (2) all hours
covered by the ∆CO-based ∆ffCO2 record. For Heidelberg, this yields a difference of less
than 3% between the average modelled ratio of the hours with flask sampling events and the
average modelled ratio of all hours between 2019 and 2020. As the STILT results suggest
unrealistic situations with more than 50% point source influence in Heidelberg, we have only
used those hours where STILT predicts a point source influence below 50% for this analy-
sis. This result suggests that the Heidelberg flasks are indeed quite representative for these
two years. In the case of OPE, the STILT average ratio of the hours with flask samplings
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differs by less than 1% from the average ratio of all afternoon hours between Sept. 2020
and Mar. 2021, indicating that the flask samples are very representative for the afternoons
during this period. Interestingly, the difference to the average ratio of all, i.e. afternoon and
non-afternoon, hours during these 7 months is about 8%, which indicates that the model
suggests a small diurnal cycle in the OPE ratios.

After having shown that the flask pools from both observation sites seem to be quite repre-
sentative, we want to investigate how many flasks are needed to determine a robust average
ratio for constructing the ∆CO-based ∆ffCO2 record. For this, we perform a small boot-
strapping experiment. We select from the Heidelberg (and OPE) flask pool randomly i flasks,
with i ranging from 3 to the total number of flasks Ntot (Ntot = 343 flasks in Heidelberg and
Ntot = 52 flasks at OPE). Then we calculate from the ∆CO and ∆ffCO2 data of the i flasks
an average ratio ⟨Ri,j⟩ by using the regression algorithm from Wurm (2022). We repeat this
experiment j=100 times for each i. After that, we can calculate for each i the standard de-
viation σ(⟨Ri⟩) over the 100 realizations of {⟨Ri,1⟩,. . . ,⟨Ri,100⟩}. Obviously, we get for i=Ntot

the average flask ratio ⟨Rflask⟩ and σ(⟨Ri=Ntot⟩) = 0, as we used all available flasks. Figure 5.6
shows the relative standard deviation σ(⟨Ri⟩)/⟨Rflask⟩ for different shares i/Ntot of flasks used
to calculate the ratio. Apparently, this relative standard deviation of the ratio increases for
a decreasing number of flasks used to calculate the ratio. At the urban site Heidelberg, we
would need 15 flasks, which are less than 5% of our flask pool, to keep the standard deviation
of the ratio below 10%. At the remote site OPE, we would need 20 flasks, i.e. almost 40%
of the collected OPE flasks, to reduce the standard deviation of the ratio to 10%.

Overall, this experiment shows that the number of flasks needed to determine a robust average
∆CO/∆ffCO2 ratio with an uncertainty below 10% depends on the correlation between
the ∆CO and ∆ffCO2 data. For R2 values between 0.7 and 0.9 it takes about 15 to 20
flasks to determine the average ∆CO/∆ffCO2 ratio with an uncertainty of less than 10%.
For this, however, these flasks must cover a wide range of the observed ∆CO and ∆ffCO2

concentrations. As mentioned above, the determination of an average ratio is associated with
much larger uncertainties during summer with typically lower R2 values. Thus, in order to
investigate a potential seasonal cycle in the ratios, it is important to also collect flasks during
summer situations with large ∆CO concentrations. This might increase the chance of getting
better correlations and thus lower uncertainties in the summer ratios.
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Figure 5.6 Results of the bootstrapping experiment. We used an increasing number of random
flasks from the Heidelberg (in red) and OPE (in blue) flask pools to deduce an average
∆CO/∆ffCO2 ratio. For each number of flasks, we repeat this experiment 100 times. Finally,
we calculate the standard deviation of the average ratios over the 100 repetitions for each
number of flasks. Here, we show the relative standard deviation (STD) of the average ratios
for an increasing flask fraction used to calculate the ratios. A flask fraction of 1 means that
all available flask samples from Heidelberg and OPE, respectively, were used to calculate the
average ratios. Obviously, this leads to a standard deviation of 0. See the text for a detailed
description of the bootstrapping experiment.

5.4.3 Can inventory-based ∆CO/∆ffCO2 ratios be used to construct the
∆CO-based ∆ffCO2 record?

The big advantage of flask-based ∆CO/∆ffCO2 ratios is that they are independent of the cor-
rectness of the sector specific inventory emission ratios and the transport model uncertainties.
Moreover, they intrinsically include all potential CO contributions from natural sources and
sinks. However, for many observation sites with continuous CO measurements but without
14C measurements, the usage of inventory-based ∆CO/∆ffCO2 ratios could possibly be an
option to calculate hourly ∆CO-based ∆ffCO2 estimates. Therefore, we also compared the
flask-based ratios from Heidelberg and OPE with ∆CO/∆ffCO2 ratios from TNO, which are
transported with STILT to those observational stations.

At the urban site Heidelberg, there are two issues: First, the model predicts events with
pure point source emissions which have very low ∆CO/∆ffCO2 ratios of about 2 ppb/ppm,
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but are hardly observed at the observation site. This illustrates the deficits of STILT to
correctly simulate point source emissions. Thus, even the improved STILT-VSI approach,
which considers the effective emission heights of the point sources seems to overestimate the
contributions from point sources for individual hours. Second, the contributions from the
area source emissions alone would lead to an average ratio that is almost 30% lower compared
to the average flask ratio. Indeed, Rosendahl (2022) found during a field campaign next to a
highway in Heidelberg, that the measured traffic ratios are about 80% higher compared to the
TNO emission ratio for the highway traffic sector. If we assume that the overall TNO traffic
ratio is underestimated throughout the Rhine Valley and would increase it by 80% in this do-
main, the modelled ratio of the total area source emissions would increase by more than 20%.

Also, the ratios of the heating sector come along with large uncertainties. In particular,
the share of biomass burning has a major impact on the ∆CO/∆ffCO2 ratios of the total
heating sector since it releases no ffCO2 emissions. In TNO, the proximity to forested areas
is used as a proxy to determine the share of biomass burning within a grid cell (as cited
by Rosendahl, 2022). During two measurement campaigns in two villages around Heidel-
berg, Rosendahl (2022) showed that this also can lead to biases between the measured and
inventory-based heating ratios. Overall, it seems that the TNO emission inventory underes-
timates the ∆CO/∆ffCO2 ratios in the Rhine Valley during the two years 2019 and 2020.
Thus, using those inventory-based (area source) emission ratios would result in strong biases
on the order of 40% in the ∆CO-based ∆ffCO2 estimates.

At the remote site OPE, the model results show no distinct point source events. This is
expected, too, since the ICOS atmosphere stations are typically located at distances larger
than 40 km from large point sources (ICOS RI, 2020). The average modelled ∆CO/∆ffCO2

ratio at OPE turned out to be 30% smaller compared to the average flask ratio. However,
if only the contributions from area sources were considered, the modelled ratio would agree
with the flask ratio within their 1σ uncertainty ranges. Thus, there are three possibilities
that could explain the 30% difference between the modelled and observed average ratio: (1)
the STILT model might also at the OPE site overestimate the contributions from the point
sources, (2) the TNO inventory still underestimates the emission ratios of the area sources,
and/or (3) there is an additional CO contribution from natural sources, which we ignored in
STILT as we only transport the TNO emissions to the observation site.
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To investigate the potential contribution from non-fossil CO sources, we calculate the linear
regression through the flask ∆CO and ∆ffCO2 concentrations by not forcing the regression
line through the origin. This yields a slightly larger slope of 11.72 ± 1.09 ppb/ppm with an
almost vanishing ∆CO-offset of -1 ± 3 ppb. In principle, this ∆CO-offset could be explained
by a representativeness bias of the MHD CO background or by non-fossil CO contributions
between the MHD background site and the OPE observation site. Thus, from this small (and
even slightly negative) ∆CO-offset there is no observational evidence for significant non-fossil
CO sources or an inappropriate CO background. The former can be confirmed by the top-
down inversion results from Worden et al. (2019), who used the Measurements Of Pollution
In The Troposphere (MOPITT) CO satellite retrievals in combination with the global chem-
ical transport model GEOS-Chem to calculate monthly gridded (5° x 4°) a-posteriori CO
fluxes for the years 2001 until 2015. The CO fluxes are separated into the three primary
source sectors: anthropogenic fossil fuel and biofuel, biomass burning, and oxidation from
biogenic non-methane VOCs (NMVOCs). When averaging their results over the 15 years
from 2001 until 2015 for the 7 months between September and March, one gets a mean top-
down biogenic CO flux of 1.38 nmol/(m2s) in the 4° x 5° grid cell around the OPE site. If we
apply this biogenic CO source for the whole European STILT domain, the modelled average
∆CO/∆ffCO2 ratio would only slightly increase from 7.6 ± 0.3 ppb/ppm with ∆CO-offset
of 3 ± 1 ppb to 7.8 ± 0.4 ppb/ppm with ∆CO-offset of 9 ± 1 ppb. Thus, this non-fossil CO
source would mainly affect the ∆CO-offset and might be neglectable during winter. Indeed,
the 2001-2015 mean top-down biogenic CO flux in the grid cell around OPE is for the period
September to March almost 10 times smaller than the respective anthropogenic CO flux from
Worden et al. (2019).

Therefore, we expect that the differences between the modelled and observed average ratio
at OPE are rather caused by inconsistencies in the TNO emission ratios or deficits in the
transport model. However, for the period April to August, the mean biogenic and mean an-
thropogenic CO fluxes from Worden et al. (2019) are of the same magnitude, which indicates
that the biogenic influence on the ∆CO/∆ffCO2 ratios is much more important during sum-
mer than during winter. Overall, these results show that the ratios from emission inventories
should be validated by observations before they are used to construct a ∆CO-based ∆ffCO2

record. Otherwise, there could be large biases in the ∆CO-based ∆ffCO2 estimates. While
the contribution of natural CO sources and sinks in winter seems negligible even at remote
stations, additional modeling of the natural CO contributions in summer may be needed,
especially for remote sites.
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5.5 Conclusions

In the present study, we investigated if 14C-based ∆CO/∆ffCO2 ratios from flasks collected
at the urban site Heidelberg and at the remote site OPE can be used to construct a con-
tinuous ∆CO-based ∆ffCO2 record for these sites. The almost 350 Heidelberg flasks were
sampled during very different meteorological conditions between 2019 and 2020 but show a
strong correlation, suggesting for this period similar heating and traffic emission ratios in
the Upper Rhine Valley. Therefore, we could use the average flask ∆CO/∆ffCO2 ratio to
construct an hourly ∆CO-based ∆ffCO2 record. The comparison between ∆CO-based and
14C-based ∆ffCO2 from flasks yields a RMSD of about 4 ppm, which is almost 4 times higher
than the typical uncertainty for 14C-based ∆ffCO2 estimates. We showed that about one
half of this RMSD is due to observational uncertainties and the other half is caused by the
variability of the ratios, which we ignored by applying a constant flask ratio. In a companion
paper (Maier et al., 2023a) we therefore compare the information content of less but precise
14C-based ∆ffCO2 observations in contrast to hourly ∆CO-based ∆ffCO2 estimates with a
4 times larger uncertainty. For this, we perform a ∆ffCO2 model inversion within the urban
Rhine Valley around Heidelberg.

At the remote site OPE, about 50 afternoon flasks were collected from September 2020 to
March 2021. Compared to Heidelberg, these flasks show a slightly smaller correlation, but
still allowed the determination of a (constant) ratio to construct the ∆CO-based ∆ffCO2

record for the afternoon hours. The RMSD between ∆CO-based and 14C-based ∆ffCO2

from flasks is about 1.5 ppm, which is about 70% of the mean ∆ffCO2 signal of the flasks but
only about 30% higher than the uncertainty of the 14C-based ∆ffCO2 estimates. Here, the
RMSD can fully be explained by the observational uncertainties alone, which indicates that
atmospheric mixing has smoothed out the spatiotemporal variability in the ratios. There-
fore, it is interesting to investigate if the continuous ∆CO-based ∆ffCO2 record could provide
additional spatiotemporal information to constrain the ffCO2 emissions around a remote site.

Overall, this study highlights a number of challenges in estimating ∆CO-based ∆ffCO2 con-
centrations for an urban and a remote site. Urban sites like Heidelberg with large CO and
ffCO2 signals allow the estimation of ∆CO/∆ffCO2 ratios with typically smaller uncertain-
ties. However, the spatiotemporal variability of the ratios from nearby emissions has a strong
impact on the overall ∆CO-based ∆ffCO2 uncertainty. In contrast, the heterogeneity in the
fossil emission ratios seems to be smoothed out when the air masses arrive at remote sites like
OPE. However, at these sites it is more difficult to calculate average ratios due to the lower
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correlations between ∆CO and 14C-based ∆ffCO2, which might be caused by the smaller sig-
nals and a potentially larger influence from natural CO sources and sinks, especially during
summer.

Finally, we also compared the flask-based ratios with ∆CO/∆ffCO2 ratios from TNO, which
we modelled with STILT. At both sites there are substantial differences between the observed
and the modelled ratios, which might mainly be caused by inconsistencies in the TNO emis-
sion ratios and deficits in the STILT transport model. Consequently, there are systematic
biases in the ∆CO-based ∆ffCO2 record if those inventory-based estimates are used. This
illustrates the importance of an ongoing observation-based validation of the sector-specific
bottom-up CO/ffCO2 emission ratios, so that also the frequent CO measurements from many
urban and remote sites without 14C measurements could be used as additional constraint for
estimating ffCO2 emissions.

5.6 Appendix

5.6.1 A1. How to estimate the average ⟨∆CO/∆ffCO2⟩ ratio from error-prone
∆CO and ∆ffCO2 observations

Here, we want to show why one should use a weighted total least squares regression to
calculate average ⟨∆CO/∆ffCO2⟩ ratios from error-prone ∆CO and ∆ffCO2 observations.
For this, we perform a synthetic data experiment. We use the positive 14C-based ∆ffCO2

concentrations from the Heidelberg flasks as the synthetic “true”, i.e., error-free ∆ffCO2 ob-
servations and multiply them with a constant “true” ∆CO/∆ffCO2 ratio of 8.44 ppb/ppm
to get synthetic “true” ∆CO observations (see 5.7a). We then draw random numbers from
an unbiased Gaussian distribution with 1σ range of 1.16 ppm (for ∆ffCO2) and 14.49 ppb
(for ∆CO), which corresponds to the mean uncertainties of the real flask observations. We
add those random numbers to the “true” ∆ffCO2 and ∆CO concentrations, respectively, to
get synthetic error-prone data (see 5.7b). If we plot the synthetic error-prone ∆CO/∆ffCO2

ratios against the synthetic error-prone ∆ffCO2 concentrations, we get a large scattering for
low ∆ffCO2 concentrations (see 5.7c). This scattering is only caused by the uncertainties as
we have assumed a constant ratio in this synthetic data experiment.

For a comparison, we now can calculate the arithmetic mean, the error-weighted mean,
and the median of the synthetic error-prone ratios, as well as the slope of a weighted total
least squares regression line from Wurm (2022) through the synthetic error-prone ∆CO and
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∆ffCO2 data. To get better statistics we repeat this experiment 10’000 times. On average,
we get the following results (average ± standard deviation over 10’000 repetitions):

— Arithmetic mean of the ratios: 9.42 ± 77.84 ppb/ppm
— Error-weighted mean of the ratios: 8.24 ± 0.08 ppb/ppm
— Median of the ratios: 8.39 ± 0.11 ppb/ppm
— Slope of regression line: 8.44 ± 0.06 ppb/ppm

This indicates that only the slope of a regression line, which takes into account the uncertainty
of the ∆CO and ∆ffCO2 data yields the initial “true” constant ratio of 8.44 ppb/ppm.
The arithmetic mean of the ratios shows the largest deviation to the “true” ratio with a
very large variability within the 10’000 repetitions. This can be explained by the widely
scattering ratios during situations with low ∆ffCO2 concentrations but huge relative ∆ffCO2

uncertainties. The error-weighted mean ratio and the median ratio is on average 2.4% and
0.6%, respectively, too low. This bias might be introduced by negative ratios, which are
caused by very small synthetic “true” ∆CO or ∆ffCO2 data that became negative after
adding the random uncertainty contribution. Therefore, we recommend to use a weighted
total least squares algorithm to calculate the average ⟨∆CO/∆ffCO2⟩ ratio.

Figure 5.7 (a) synthetic “true” ∆CO and ∆ffCO2 data with a constant ratio of 8.44 ppb/ppm.
(b) synthetic error-prone ∆CO and ∆ffCO2 data under the assumption of a constant ratio
of 8.44 ppb/ppm. (c) synthetic error-prone ∆CO/∆ffCO2 ratios.

This synthetic data experiment simulates the situation at an urban site like Heidelberg with
a large range of ∆CO and ∆ffCO2 concentrations. In this case, we have a very good correla-
tion between the ∆CO and ∆ffCO2 data. Indeed, the R2-value from the applied regression
is on average 0.968 ± 0.003 and the uncertainty of the slope is on average 0.06 ppb/ppm.
But what happens if we have a smaller range of ∆CO and ∆ffCO2 data, for example at a
remote site or during summer? To answer this, we perform the synthetic data experiment
again, but only with synthetic “true” ∆ffCO2 concentrations that are smaller than 5 ppm.
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This increases the uncertainty of the slope to 0.55 ppb/ppm, which is almost a factor of 10.
Moreover, the R2-value dramatically decreases to 0.08 ± 0.12. This shows the difficulty of
calculating average ratios during summer or at very remote sites with low ∆ffCO2 signals
(even in the absence of natural CO sources).

In Fig. 5.3b we want to estimate the contribution of the observational uncertainties (i.e.,
the measurement and background representativeness uncertainty) to the RMSD between the
∆CO- and 14C-based ∆ffCO2 concentrations of the Heidelberg flasks. For this, we used the
average ratio of 8.44 ± 0.06 ppb/ppm to calculate from the error-prone ∆CO data (see 5.7b)
synthetic ∆CO-based ∆ffCO2 concentrations. In Fig. 5.3b (red dots), we plot these synthetic
∆CO-based ∆ffCO2 data against the error-prone synthetic ∆ffCO2 concentrations from 5.7b.

5.6.2 A2. Summer vs. winter ratios

Figure 5.8 Scatter plot with the measured ∆CO and the 14C-based ∆ffCO2 concentrations of
the hourly flasks collected at the Heidelberg observation site between 2019 and 2020 during
(a) the summer half-year and (b) the winter half-year. The colors indicate the sampling
situation of the flasks (see description in the caption of Fig. 5.2). The black dashed line
shows a regression line performed with the weighted total least squares algorithm from Wurm
(2022).
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CHAPTER 6

Potential of 14C-based versus ∆CO-based ∆ffCO2

observations to estimate urban fossil fuel CO2 (ffCO2)
emissions

This chapter will be submitted to Atmospheric Chemistry and Physics: Maier, F., and
co-authors: Potential of 14C-based versus ∆CO-based ∆ffCO2 observations to estimate
urban fossil fuel CO2 (ffCO2) emissions, 2023.
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Abstract

Atmospheric transport inversions are a powerful tool for independently estimating surface
CO2 fluxes from atmospheric CO2 concentration measurements. However, additional tracers
are needed to separate the fossil fuel CO2 (ffCO2) emissions from natural CO2 fluxes. In this
study we focus on radiocarbon (14C), the most direct tracer for ffCO2, and the continuously
measured surrogate tracer carbon monoxide (CO), which is co-emitted with ffCO2 during
incomplete combustion. In the companion paper by Maier et al. (2023a) we determined
for the urban Heidelberg observation site in Southwestern Germany discrete 14C-based and
continuous ∆CO-based estimates of the ffCO2 excess concentration (∆ffCO2) compared to a
clean-air reference. Here, we use the CarboScope inversion framework adapted for the urban
domain around Heidelberg to assess the potential of both types of ∆ffCO2 observations to
investigate ffCO2 emissions and their seasonal cycle. We find that discrete 14C-based ∆ffCO2

observations from almost 100 afternoon flask samples collected in the two years 2019 and
2020 are not well suited for estimating robust ffCO2 emissions in the main footprint of this
urban area with a very heterogeneous distribution of sources including several point sources.
The benefit of the continuous ∆CO-based ∆ffCO2 estimates is that they can be averaged to
reduce the impact of individual hours with an inadequate model performance. We show that
the weekly averaged ∆CO-based ∆ffCO2 observations allow for a robust reconstruction of
the seasonal cycle of the area source ffCO2 emissions from temporally flat a-priori emissions.
In particular, the distinct COVID-19 signal with a steep drop in emissions in spring 2020
is clearly present in these data-driven a-posteriori results. Moreover, our top-down results
show a shift in the seasonality of the area source ffCO2 emissions around Heidelberg in 2019
compared to the bottom-up estimates from TNO. This highlights the huge potential of ∆CO-
based ∆ffCO2 to verify bottom-up ffCO2 emissions at urban stations if the ∆CO/∆ffCO2

ratios can be determined without biases.
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6.1 Introduction

The combustion of fossil fuels (ff) like coal, oil and gas is the major reason for the steep
increase in the atmospheric CO2 concentration, which causes current global warming. About
70% of the global ffCO2 emissions are released from urban hotspot regions (Duren and Miller,
2012). However, the atmospheric CO2 increase is fortunately strongly weakened, since about
half of the human-induced CO2 emissions are currently taken up by the terrestrial biosphere
and the oceans in roughly equal shares (Friedlingstein et al., 2022). Indeed, there are large
seasonal and inter-annual variations in the natural CO2 sinks and sources that need to be
better understood in order to make predictions about future changes in the carbon cycle
owing to increased atmospheric CO2 levels.

The “atmospheric transport inversion” (Newsam and Enting, 1988) is a powerful tool for
deducing surface CO2 fluxes from atmospheric CO2 observations. Hence, many studies have
applied this top-down approach to constrain natural CO2 fluxes (e.g., Rödenbeck et al., 2003;
Peylin et al., 2013; Jiang et al., 2016; Rödenbeck et al., 2018; Monteil et al., 2020; Liu et al.,
2021). In these calculations, ffCO2 emissions are typically prescribed using bottom-up infor-
mation from emission inventories. These bottom-up ffCO2 emission estimates are typically
based on national annual activity data that describe the fuel consumption and sector-specific
emission factors (Janssens-Maenhout et al., 2019). While annual national total ffCO2 emis-
sions are associated with low uncertainties of typically a few percent for developed countries
(Andres et al., 2012), their proxy-based distribution on individual spatial grid cells and indi-
vidual months, days or hours can dramatically increase the uncertainties (Super et al., 2020).
Therefore, it is essential to have an independent verification of the bottom-up statistics, es-
pecially on the relevant urban scales. In particular, the seasonal cycle of bottom-up ffCO2

emissions needs to be validated, if they are used in CO2 inversions to deduce biogenic CO2

fluxes that are dominated by a large seasonal cycle.

Atmospheric transport inversions can be used to validate these bottom-up ffCO2 emissions
(e.g., Lauvaux et al., 2016; Basu et al., 2020). However, their success relies on the ability of
the used observational tracers to separate fossil fuel from natural CO2 contributions (Ciais
et al., 2015; Bergamaschi et al., 2018). The most direct tracer for ffCO2 is radiocarbon (14C)
in CO2. Radiocarbon has a half-life of 5700 years and is therefore no longer present in fossil
fuels (Currie, 2004). Thus, the 14C depletion in ambient air CO2 compared to a clean-air
reference site can directly be used to estimate the recently added ffCO2 excess (∆ffCO2) at
the observation site (Levin et al., 2003; Turnbull et al., 2006). These ∆ffCO2 estimates can
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then be implemented in regional inversions to evaluate bottom-up ffCO2 emissions in the
footprints of the observation sites (Graven et al., 2018; Wang et al., 2018). However, a draw-
back of 14C-based ∆ffCO2 estimates is that they have poor temporal and spatial coverage
due to the labor-intensive and expensive 14C sampling and analysis. Therefore, continuously
measured atmospheric excess concentrations of trace gases like CO, which is co-emitted with
ffCO2, have been used as alternative proxies for ∆ffCO2 (e.g., Gamnitzer et al., 2006; Turn-
bull et al., 2006; Levin and Karstens, 2007; Van Der Laan et al., 2010; Vogel et al., 2010).
However, to construct a high-resolution ∆CO-based ∆ffCO2 record requires to correctly de-
termine the ∆CO/∆ffCO2 ratio in the footprint of the observation site. This can indeed be
a big challenge: As the CO/ffCO2 emission ratio depends on the combustion efficiency and
applied end-of-pipe measures, it is very variable for different emission processes and changes
with time due to technological progress (Dellaert et al., 2019).

In the companion paper by Maier et al. (2023a) we calculated a ∆CO-based ∆ffCO2 record
for the urban Heidelberg observation site from the ∆CO/∆ffCO2 ratios of almost 350 14CO2

flask samples collected between 2019 and 2020. By comparing the ∆CO-based ∆ffCO2 with
the 14C-based ∆ffCO2 from the flasks we estimated for the hourly ∆CO-based ∆ffCO2 record
an uncertainty of about 4 ppm, which is almost 4 times larger than typical 14C-based ∆ffCO2

uncertainties. About half of this uncertainty could be attributed to the spatiotemporal vari-
ability of the ∆CO/∆ffCO2 ratios.

The goal of this study is to investigate which type of ∆ffCO2 observations provides the
greater benefit in an atmospheric transport inversion to verify bottom-up ffCO2 emission
estimates in an urban region: (1) sparse 14C-based ∆ffCO2 observations from flasks with
a small uncertainty or (2) ∆CO-based ∆ffCO2 estimates at high temporal resolution but
with an increased uncertainty? For this, we adapt the CarboScope inversion framework
(Rödenbeck, 2005) for the highly populated and industrialized Rhine Valley in Southwestern
Germany around the Heidelberg observation site. We perform separate inversion runs with
the 14C- and ∆CO-based ∆ffCO2 observations from Heidelberg. Thereby, we mainly focus
on the seasonal cycle in the ffCO2 emissions and investigate which ∆ffCO2 information is
best suited to verify the seasonal cycle of the bottom-up emissions in the main footprint of
Heidelberg.



6.2. METHODS 133

6.2 Methods

6.2.1 Heidelberg observation site

Heidelberg is a medium-sized city with about 160’000 inhabitants, which is part of the Rhine-
Neckar metropolitan area with over 2 million people. The Heidelberg observation site is
located on the university campus in the northern part of the city. The sampling inlet line is
30 m above ground on the roof of the institute’s building. Local ffCO2 emissions originate
mainly from traffic and residential heating but there is also a nearby combined heat and
power station as well as a large coal-fired power plant and the giant industrial complex
from BASF at 15-20 km to the North-West. Due to its location in the Upper Rhine Valley,
Heidelberg is frequently influenced by south-westerly air masses, which carry the signals from
heterogeneous sources in the Rhine Valley. A more detailed description of the Heidelberg
observation site can be found in Hammer (2008). The 14C-based and ∆CO-based ∆ffCO2

observations from Heidelberg are presented in Sect. 6.2.2.

6.2.2 Inversion setup

The CarboScope inversion algorithm was initially introduced by Rödenbeck et al. (2003) to
estimate inter-annual and spatial variability in global CO2 surface-atmosphere fluxes. The
algorithm can also be applied to regional inversions (Rödenbeck et al., 2009). In the present
study we adapt this inversion modelling framework to estimate ffCO2 surface fluxes in the
regional Rhine Valley domain (see Fig. 6.1) with ∆ffCO2 observations from the Heidelberg
observation site (see Fig. 6.2). This requires a high-resolution atmospheric transport model
and a careful estimation of the lateral ∆ffCO2 boundary conditions.

The CarboScope inversion system uses Bayesian inference to minimize the deviations be-
tween observed and modelled ∆ffCO2 concentrations by finding the (global) minimum of the
cost function (for technical details see Rödenbeck, 2005). This cost function consists of a
data constraint and an a-priori constraint, which is needed to regularize the underdetermined
problem and to prevent large and unrealistic spatiotemporal ffCO2 flux variabilities (Röden-
beck et al., 2018). The data constraint is weighted by the uncertainties of the transport
model and the ∆ffCO2 observations. Furthermore, the uncertainty applied for the a-priori
ffCO2 emissions determines the impact of the a-priori constraint. Overall, the ratio between
the model-data uncertainty and the a-priori flux uncertainty controls the strength of the
a-priori constraint over the observational constraint (Rödenbeck, 2005).



6.2. METHODS 134

Atmospheric transport model

We use the Stochastic Time-Inverted Lagrangian Transport (STILT, Lin et al., 2003; Nehrkorn
et al., 2010) model, driven by meteorological fields from the high-resolution Weather Research
and Forecasting (WRF) model, to simulate the atmospheric transport in the Rhine Valley
domain (see red rectangular in Fig. 6.1). The WRF meteorological fields have a horizontal
resolution of 2 km and are based on hourly 0.25°-resolved European ReAnalysis 5 (ERA5,
Hersbach et al., 2020) data from the European Centre for Medium-Range Weather Forecasts
(ECMWF). As there are many point source emissions within the Rhine Valley, we apply the
STILT volume source influence (VSI) approach introduced by Maier et al. (2022) to model
them. This model approach takes into account the effective heights of the point source
emissions, which are typically released from elevated chimney stacks. For the area source
emissions, we apply the standard approach in STILT, which assumes that all emissions are
released from the surface.

Figure 6.1 (a) Map with the entire Central European STILT model domain (blue) and the
Rhine Valley domain (red). The observation site Heidelberg (HEI) and the marine back-
ground site Mace Head (MHD) are indicated. (b) Zoom into the Rhine Valley domain with
the mean prior ffCO2 emissions from the TNO inventory. The blue surrounded region in the
zoom shows the “50%-footprint” range, i.e., the area accounting for 50% of the Heidelberg
average footprint within the Rhine Valley.
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A-priori information

We use the ffCO2 emissions from TNO (Dellaert et al., 2019; Denier van der Gon et al.,
2019) with a horizontal resolution of about 1 km (1/60° lon, 1/120° lat) as a-priori estimates
for our Rhine Valley inversion. The TNO emission inventory provides annual total ffCO2

emissions for 15 different source sectors as well as sector-specific temporal profiles. In this
study, we treat the ffCO2 emissions from the point source dominated “energy production”
and “industry” TNO sectors separately due to the following reasons: (1) While the VSI ap-
proach (see above) strongly improves the vertical representation of point source emissions in
STILT, it still remains difficult to correctly describe the mixing and transport of narrow point
source plumes with a 2 km resolved meteorology. (2) Due to the elevated release of point
source emissions from high stacks, the Heidelberg observation site with an air intake height
of only 30 m above ground is rarely influenced by distinct emission plumes from nearby point
sources (see Maier et al., 2023a). This makes it difficult to evaluate those point source emis-
sions with ∆ffCO2 observations from the Heidelberg observation site alone. (3) We expect
that the energy and industry emissions in the Rhine Valley are better known in TNO than
the more diffuse area source emissions. We thus focus on how well our observations are able
to constrain area source emissions in the footprint of the Heidelberg site.

For these reasons, we prescribe the energy and industry emissions in our inversion setup and
adjust only the area source emissions in the Rhine Valley, which mainly originate from the
heating and traffic sector. We use the sector-specific monthly profiles provided by TNO to
calculate from the annual total emissions monthly ffCO2 emissions for the energy and industry
sectors and treat them as fixed fluxes in our inversion system. As we aim to investigate the
information of the ∆ffCO2 observations regarding the seasonal cycle of the area source ffCO2

emissions, we apply temporally constant (“flat”) a-priori ffCO2 emissions for the area sources.
For this, we use the (spatially highly resolved) 2-year average TNO area source emissions of
the years 2019 and 2020.

Observations

In separate inversion runs, we use either the discrete 14C-based ∆ffCO2 estimates from flasks,
collected as integrals over one hour, or the hourly ∆CO-based ∆ffCO2 record from the Hei-
delberg observation site (see Fig. 6.2). The companion paper (Maier et al., 2023a) describes
in detail the construction of this continuous ∆CO-based ∆ffCO2 record and gives an esti-
mation of its uncertainty. In short, the ∆CO-based ∆ffCO2 record has been constructed by
dividing the observed hourly ∆CO offsets compared to the marine reference site Mace Head
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(MHD) by an average ∆CO/∆ffCO2 ratio, which was determined by the ∆CO and 14C-
based ∆ffCO2 observations of almost 350 day- and night-time flask samples collected in 2019
and 2020. In the inversion, however, we only use the afternoon 14C-based and ∆CO-based
∆ffCO2 observations between 11 and 16 UTC, as night-time situations are related with a
poorer transport model performance.

Figure 6.2 Afternoon ∆ffCO2 observations from the Heidelberg observation site. The grey
curve indicates the ∆CO-based ∆ffCO2 record and the black circles the 14C-based ∆ffCO2
estimates from flasks. Both, the 14C-based and ∆CO-based ∆ffCO2 observations are 2σ-
selected.

Furthermore, we apply a 2σ-selection criterion to the ∆ffCO2 observations as introduced
by Rödenbeck et al. (2018). For this, we take the high-resolution annual total ffCO2 emis-
sions from TNO and apply the hourly sector-specific temporal profiles. These hourly resolved
ffCO2 emissions are then transported with the WRF-STILT model to simulate hourly ∆ffCO2

concentrations. The mean difference between the simulated and the ∆CO-based ∆ffCO2 ob-
servations is only -0.04 ppm during afternoon hours with a standard deviation of 6.76 ppm,
which indicates that the model is able to reproduce, on average, the afternoon ∆CO-based
∆ffCO2 observations without a significant mean bias. This directly allows the application of
the 2σ-selection criterion, which means that we only use those ∆ffCO2 observations, whose



6.2. METHODS 137

deviation to the modelled ∆ffCO2 is smaller than 2 times the standard deviation between
observed and modelled ∆ffCO2, i.e. which is within the 2σ-range of 2*6.76 = 13.52 ppm.
Therewith, we exclude the data outside the 2σ-range, which obviously cannot be represented
with our transport model. Examples of such data are observations during very strong syn-
optic events in winter, which are underestimated in the model, or vice versa, situations when
the model overestimates the point source influence at the observation site. Since the inversion
system assumes a Gaussian distribution for the model-data mismatch, these extreme outlier
events would have a strong impact on the inversion results (Rödenbeck et al., 2018). Thus,
this 2σ-selection can be seen as an additional regularization for the inversion to avoid over-
fitting of individual situations with unrealistic model simulations. We apply the 2σ-selection
criterion to both the 14C-based ∆ffCO2 observations from the afternoon flask samples and
the afternoon hours of the ∆CO-based ∆ffCO2 record.

Lateral boundary conditions

We set up the inversion system for the Rhine Valley domain (6.00°E – 10.25°E, 47.75°N –
50.25°N, red rectangular in Fig. 6.1a) around the Heidelberg observation site and run the
inversion for the full two years 2019 and 2020 within this domain. As we calculated the
14C- and ∆CO-based ∆ffCO2 excess compared to MHD (see Maier et al., 2023a), however,
we need to define a suitable ∆ffCO2 background representative for the boundary of the
Rhine Valley domain. In the following, we call this the “Rhine Valley ∆ffCO2 background”.
By definition, we assume that the ∆14CO2 observations from MHD correspond to ∆ffCO2

= 0 ppm, which might be reasonable since the MHD 14CO2 samples were only collected
during situations with clean westerly air masses from the Atlantic. Therefore, it seems to be
suitable to apply the MHD (∆ffCO2 = 0 ppm) background to the entire western boundary
of the Central European STILT domain (blue rectangular in 6.1a). But how representative
is this background for the other boundaries of the Central European domain? Maier et
al. (2023b) estimated the representativeness bias of the MHD background for the probably
most polluted eastern boundary of the Central European domain. They could show that the
representativeness bias is on average smaller than 0.1 ppm for an observation site in Central
Europe. Therefore, we neglect this bias and assume ∆ffCO2 = 0 ppm also at the non-
western boundaries of the Central European domain. To estimate the Rhine Valley ∆ffCO2

background we model for the Heidelberg site for each hour during 2019 and 2020 the ∆ffCO2

contributions from the Central European domain outside the Rhine Valley (∆ffCO2,CE−RV).
For this, we use the WRF-STILT model and hourly ffCO2 emissions from TNO (Dellaert et
al., 2019; Denier van der Gon et al., 2019). Note that the WRF meteorology outside the Rhine
Valley has a reduced horizontal resolution of 10 km. We then subtract the modelled Rhine
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Valley ∆ffCO2 background (∆ffCO2,CE−RV) from the estimated ∆ffCO2 excess compared to
MHD (∆ffCO2,MHD), to obtain the ∆ffCO2 excess compared to the Rhine Valley boundary
(∆ffCO2,RV):

∆ffCO2,RV = ∆ffCO2,MHD − ∆ffCO2,CE−RV (6.1)

The ∆ffCO2,RV excess concentrations compared to the Rhine Valley boundary are then in-
troduced into the inversion system to constrain the ffCO2 emissions within the Rhine Valley.

Model-data mismatch

The model-data mismatch is calculated by subtracting the modelled from the observed
∆ffCO2,RV concentrations. The uncertainties of the ∆CO-based and 14C-based ∆ffCO2 ob-
servations are estimated to be 3.9 ppm and 1.1 ppm, respectively (see Maier et al., 2023a).
The transport model uncertainty of urban, continental sites like Heidelberg with complex
local circulations was assumed to be 5 ppm. The quadratically added observational and
transport model uncertainties yield the total uncertainty of the model-data mismatch. To
account for the temporal correlations of observations that are close together in time, we ap-
ply a data density weighting as described in Rödenbeck (2005). It artificially increases the
uncertainty of the model-data mismatch, so that all observations within one week lead to
the same constraint as a single observation per week. The weighting interval was set to one
week because this is a typical length scale of large-scale weather patterns.

Degrees of freedom

Since we only use ∆ffCO2 observations from a single station in the Rhine Valley, we must
restrict the number of degrees of freedom in our inversion system so that the inverse problem
is not too strongly underdetermined. Therefore, we only investigate the area source emissions
in the Rhine Valley and prescribe the energy and industry emissions, as mentioned above.
Moreover, the inversion system adjusts only one spatial scaling factor, which increases or
decreases the area source emissions in the whole Rhine Valley domain equally. Hence, we
expect that the high-resolution TNO inventory is much better at describing the large spatial
heterogeneity in the ffCO2 emissions within the Rhine Valley than our top-down approach.
As we want to investigate the seasonal cycle of the ffCO2 emissions, additional temporal
degrees of freedom are needed. For this, we choose a temporal correlation length of about 4
months (“Filt3T” in CarboScope notation), which should be appropriate to explore seasonal
cycles. Finally, since the Heidelberg observations cannot be used to constrain the emissions
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in the whole Rhine Valley domain, we only analyze the a-posteriori area source emissions in
the (most constrained) nearfield of the observation site. We define the nearfield of Heidelberg
as the area which accounts for 50% of the temporally accumulated footprint in the Rhine
Valley domain for the two years 2019 and 2020 (blue surrounded region in Fig. 6.1b).

6.3 Results

6.3.1 Potential of flask-based ∆ffCO2 estimates to investigate the seasonal
cycle in ffCO2 emissions

First, we investigate the potential of flask-based ∆ffCO2 estimates to explore the seasonal
cycle of the area source ffCO2 emissions around the urban Heidelberg observation site. For
this we use the average of the TNO area source ffCO2 emissions of the two years 2019 and
2020 as a temporally constant prior estimate (see Sect. 6.2.2). To analyze the impact of the
observational constraint on the a-posteriori results, we apply different prior uncertainties,
which effectively lead to different ratios between a-priori and data constraint (see Fig. 6.3).
In a first inversion run (Fig. 6.3a), we use the 14C-based ∆ffCO2 observations from the 94
afternoon flasks collected in the two years 2019 and 2020 in Heidelberg. The distribution
of the flask samplings over the two years can be seen in Fig. 6.2. Due to various reasons
(e.g. testing of the flask sampler associated with frequent changes of the flask sampling
strategy) the flasks were not evenly collected and especially the winter 2019/2020 has only
thin flask coverage. The 14C-based a-posteriori ffCO2 emissions show a clear seasonal cycle
for the larger prior uncertainties, which is fully data-driven. However, large and unrealistic
a-posteriori flux variabilities emerge for prior uncertainties larger than 50% of the flat a-priori
emissions. For example, the low flask coverage during the winter period 2019/2020 leads to
a huge maximum in the area source ffCO2 emissions in November 2019 when the inversion
algorithm tries to minimize the model-data mismatches of individual flasks. Similarly, the
flask samples with vanishing or even negative ∆ffCO2 estimates in summer 2020 (cf. Fig.
6.2) cause a strong reduction of the a-posteriori emissions. Therefore, this urban inversion
setup obviously needs a very strong regularization through low prior uncertainties to prevent
the fitting of individual flask observations.

We further investigate whether these overfitting patterns can be attributed to the uneven
distribution of the flask samples. For this, we subsample the continuous ∆CO-based ∆ffCO2

record. In a first step, we use the ∆CO-based ∆ffCO2 observations from those 94 afternoon
hours with flask samplings as observational constraint (Fig. 6.3b). For the most part, the sub-
sampled ∆CO-based ∆ffCO2 observations reproduce the a-posteriori results of the 14C-based
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Figure 6.3 Area source ffCO2 emissions in the nearfield (blue surrounded area in Fig. 6.1b) of
Heidelberg. Shown are the flat prior emissions (black dashed line), the a-posteriori emissions
for different prior uncertainties between 20% and 200% of the flat a-priori emissions (colored
solid lines) as well as the bottom-up estimates from TNO (grey line). In panel (a) 14C-
based ∆ffCO2 estimates from 94 2σ-selected afternoon flasks from Heidelberg were used as
observational input (cf. Fig. 6.2). Panel (b) shows the inversion results if the ∆CO-based
∆ffCO2 observations subsampled during the 94 flask sampling hours were used. In the panels
(c) and (d) the inversion was constrained with one hourly afternoon (at 13 UTC) ∆CO-based
∆ffCO2 observation every week collected on Tuesday (c) or Friday (d). Panel (e) shows the
results if each day at 13 UTC one hypothetical flask is collected. In panel (f), the 7 afternoon
flask observations within one week are averaged.
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∆ffCO2 estimates. However, there are differences like the shifted summer minimum in 2019.
These differences can be explained by the variability of the ∆CO/∆ffCO2 ratios that we fully
neglected by using a constant mean ratio for constructing the ∆CO-based ∆ffCO2 record.
Thus, when comparing the results with the TNO seasonality of emissions (grey histogram)
it seems obvious that the 14C-based ∆ffCO2 estimates provide the more accurate data than
the subsampled ∆CO-based ∆ffCO2 record. However, the general similarity between both
results means that we can use the continuous ∆CO-based ∆ffCO2 record to investigate an
even data coverage with hypothetical flask samples collected in Heidelberg.

The middle panels in Fig. 6.3 show the inversion results if the ∆CO-based ∆ffCO2 record is
subsampled for one flask every week on Tuesday (c) or on Friday afternoon (d), respectively.
The increased number of evenly distributed weekly flasks strongly dampens the variability
of the a-posteriori results. However, they show large differences depending on which day
of the week the hypothetical afternoon flask was collected. Whereas the Tuesday flasks for
example lead to a quite unrealistic gradual increase in the ffCO2 emissions between January
and November 2019, the Friday flasks show a more realistic seasonal cycle in this year. In
contrast, both Tuesday and Friday flasks lead to an unexpected maximum in summer 2020.
This implies that the a-posteriori results are still dependent on the selection of the individual
hypothetical flasks. Therefore, it seems that even a uniform data coverage with a realistic
flask sampling frequency of one flask per week is not sufficient to determine a plausible sea-
sonal cycle of the area source ffCO2 emissions around Heidelberg, as suggested by the TNO
inventory. However, the situation should be better in the case of real, weekly 14C flasks, as
the average ∆CO/∆ffCO2 ratio used to construct the ∆CO-based ∆ffCO2 record might be
inappropriate for individual hours.

Finally, we investigated the benefit of an extremely high flask sampling frequency with one
flask per afternoon (see Fig. 6.3e). Here, the a-posteriori results seem to approach towards
the TNO bottom-up emissions in 2019. However, there are still unexpectedly strong de-
viations between the top-down and bottom-up estimates in the summer half-year 2020 for
increased prior uncertainties. These differences might be caused by individual afternoon
hours with a negative model-data mismatch in summer 2020. To reduce the impact of such
hours, we perform a separate inversion run where we average the modelled and observational
data of all 7 hypothetical afternoon flasks within each week (Fig. 6.3f). This further reduces
the spread of a-posteriori results, particularly in summer 2020, further approaching towards
the seasonal amplitude of the bottom-up TNO emissions. Thus, several afternoon flasks per
week would be needed so that the influence of individual flasks on the inversion results can
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be averaged out and a plausible seasonal cycle amplitude in the area source ffCO2 emissions
around Heidelberg can be obtained.

Overall, these results show that the a-posteriori estimates are very sensitive to individual
flask observations in this target region with very heterogeneously distributed ffCO2 sources.
Obviously, the transport model fails to appropriately simulate the ∆ffCO2 concentrations for
individual afternoon hours. This can be explained by remaining shortcomings in the transport
model but also by the enormous heterogeneity of the ffCO2 emissions in the footprint of the
Heidelberg observation site. As already mentioned in Sect. 6.2.2, modelling individual plumes
from point source emissions is a particular challenge in this urban region, and e.g. the forward
model estimates of point source signals, even with the improved VSI approach seem often
incorrect, at least at a temporal resolution of one hour. Therefore, we decided to average the
model results – and thus the observations – over multiple hours and therewith minimize the
impact of individual hours with poor model performance (e.g. when an exhaust plume hits
the observational station at a slightly displaced time).

6.3.2 Potential of continuous ∆CO-based ∆ffCO2 estimates to investigate the
seasonal cycle in ffCO2 emissions

Figure 6.4 Area source ffCO2 emissions in the nearfield (blue surrounded area in Fig. 6.1b)
of Heidelberg. In (a) a flat prior (black dashed line) was used for the area source emissions
and in (b) the monthly bottom-up estimates from TNO (grey line) were used as a-priori
estimate. Shown are the a-posteriori emissions for different prior uncertainties between 20
and 200% (colored solid lines). The inversion was constrained with weekly averages of hourly,
2σ-selected afternoon ∆CO-based ∆ffCO2 observations from Heidelberg.

The big advantage of the continuous ∆CO-based ∆ffCO2 record is that it provides a full
temporal coverage of the inversion period and can, thus, also be averaged such that the sen-
sitivity of the a-posteriori results on individual (hourly) model-data mismatches is strongly
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reduced. In Appendix 6.6.1, we investigate if the averaging over the five (11 – 16 UTC)
afternoon hours of the ∆CO-based ∆ffCO2 record is enough to sufficiently reduce the impact
of the point source emissions on the a-posteriori area source emissions (see magenta curves
in Fig. 6.6). For this, we perform in addition to the standard inversion runs with fixed point
source emissions further sensitivity runs with adjustable point source emissions. Ideally, the
a-posteriori area source emissions are identical for both inversion runs, meaning that the
modelling of the well-known point source emissions has no impact on the area source emis-
sions. However, depending on whether the point source emissions are being adjusted in the
inversion framework or not, the a-posteriori area source ffCO2 emissions can differ by more
than 100% for individual seasons. Thus, an averaging interval of one afternoon only seems
to be too short.

The averaging interval of one week strongly reduces the impact of the point sources on the a-
posteriori area source emissions (see blue curves in Fig. 6.6). It limits the differences between
the a-posteriori area source emissions of the inversion runs with fixed and adjustable point
source emissions to below 30% for individual seasons. Averaged over the two years 2019 and
2020, these differences are below 10%. We also tested an extreme averaging interval of one
month, which further reduces the difference between the respective a-posteriori area source
emissions to below 20% for individual seasons (see pink curves in Fig. 6.6). However, such
a long interval would lead to an averaging of very different meteorological situations, which
reduces the temporal information of the observations. Therefore, we decided to apply in
the following an averaging interval of one week, which is the typical length scale of synoptic
weather patterns. The difference between the a-posteriori area source emissions of the in-
version runs with fixed and adjustable point source emissions can be seen as an uncertainty
estimate for the area source emissions due to imperfect point source modelling.

In the following, we use the weekly averaged afternoon ∆CO-based ∆ffCO2 observations to
investigate the seasonal cycle of the area source ffCO2 emissions around Heidelberg (see Fig.
6.4a). If the prior uncertainty is chosen large enough, the a-posteriori estimates agree the
seasonal cycle amplitude of the TNO inventory reasonably well. Moreover, the data-driven
inversion results distinctly show the effect of the COVID-19 restrictions with lower emissions
in 2020 compared to 2019. In Southwestern Germany, the first COVID-19 lockdown started
in mid-March 2020. Indeed, the inversion results show at that time a strong decrease in the
area source ffCO2 emissions. In particular, the decline in the a-posteriori ffCO2 emissions is
much steeper in spring 2020 compared to spring 2019 and the minimum of the seasonal cycle
is flatter in 2020 as it extends over several summer months.
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The agreement with the phasing of the seasonal cycle of the TNO inventory seems to be
better in 2020 than in 2019. In 2020, TNO provides country-specific “COVID-19” seasonal
cycles, which take into account the timing and the strength of the respective national restric-
tions. In Fig. 6.4 an average over the German and French seasonal cycle is shown, which
seems to be confirmed by our observations. The shown TNO seasonal cycle for 2019 is a
general European average estimate that is not specific for 2019. It assumes minimum emis-
sions in July, whereas our observations show minimal emissions in August and September.
Indeed, this shifted minimum of the seasonal cycle coincides with the summer holidays in
Southwestern Germany, which are from August to mid-September.

We want to further investigate the consistency of the seasonal cycles from the bottom-up
and the top-down estimates. For this, we explore the effect of applying the monthly TNO
bottom-up seasonal cycle to the a-priori emissions (see Fig. 6.4b). As expected, the phase
of the a-posteriori seasonal cycle is in agreement with the TNO inventory in 2020. How-
ever, in 2019 the a-priori information pulls the summer emission minimum to July. With
weakening regularization of the prior the inversion algorithm tries to shift the minimum of
the a-posteriori seasonal cycle from July towards August and September. Due to the limited
temporal degrees of freedom of the inversion this shifting results in artificially increasing the
emissions in May 2019 and lowering them in October. Hence, these results point to some in-
consistencies in the seasonality of the TNO emissions in the main footprint of the Heidelberg
observation site. In fact, a correct phasing of the fossil emissions is essential when prescribed
ffCO2 emissions are used in CO2 model inversions to separate the fossil from the biogenic
contribution in atmospheric CO2 observations to constrain CO2 fluxes from the biosphere.

Overall, the (weekly averaged) ∆CO-based ∆ffCO2 record seems to be well suited to estimate
(and verify) the seasonal cycle of bottom-up ffCO2 emissions in the nearfield of the Heidel-
berg observation site. This is a very promising result, especially considering how simple the
∆CO-based ∆ffCO2 record was constructed. It is based on the average ∆CO/∆ffCO2 ratio
estimated from 14C measurements on flask samples where a potential seasonal cycle in the
∆CO/∆ffCO2 ratios was fully neglected. In the following we investigate, among other pos-
sible error influences, the effect of a hypothetical seasonal cycle in the ∆CO/∆ffCO2 ratios
on the inversion results.
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Figure 6.5 (a): Area source ffCO2 emissions in the nearfield (blue surrounded area in Fig.
6.1b) of Heidelberg for different sensitivity runs. Shown are the a-posteriori results for 20%
reduced flat a-priori emissions (solid magenta line), for an alternative Rhine Valley ∆ffCO2
background modelled with EDGAR emissions (blue) and for an assumed seasonal cycle in
the ∆CO/∆ffCO2 ratios (cyan, see Fig. 6.7). As a reference, the a-posteriori result of the
base inversion from Fig. 6.4a is shown in black. All a-posteriori results correspond to a
150% prior uncertainty. The dotted lines indicate the flat prior emissions (black) and the
by 20% reduced prior emissions (magenta). (b): Relative deviations between the different
a-posteriori area source emissions of the sensitivity runs and the base inversion in %.
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6.3.3 Robustness of the ∆CO-based ∆ffCO2 inversion results

In the following we want to investigate the robustness of the (weekly averaged) ∆CO-based
∆ffCO2 inversion results. For this, we (1) reduce the flat prior emissions by 20%, (2) assume a
seasonal cycle in the ∆CO/∆ffCO2 ratios, and (3) apply an alternative Rhine Valley ∆ffCO2

background. Figure 6.5 shows the respective a-posteriori results for a 150% prior uncertainty,
which constitutes enough weighting on the (weekly averaged) ∆CO-based ∆ffCO2 observa-
tions to reconstruct the seasonal cycle from the flat a-priori area source ffCO2 emissions (see
Fig. 6.4a).

First, if the a-priori area source ffCO2 emissions in the Rhine Valley domain are equally
reduced by 20% (see dotted magenta curve in Fig. 6.5a), the ∆CO-based ∆ffCO2 inversion
manages to compensate for almost all of this bias (compare the magenta curves with the
black curves in Fig. 6.5). The deviations between the a-posteriori emissions of the inversion
runs with perturbed and unperturbed flat prior emissions is typically below 5% for all sea-
sons. Accordingly, the a-posteriori seasonal cycle of the ffCO2 emissions is hardly affected by
a potential bias in the flat prior emissions. The deviations between the annual totals of the
a-posteriori estimates of the perturbed and unperturbed prior inversion runs is only 2% for
both years. This means that on an annual scale about 90% of this 20%-bias in the perturbed
flat prior could be corrected for.

With the second sensitivity test, we want to investigate the effect of the ∆CO/∆ffCO2 ratios
used to construct the ∆CO-based ∆ffCO2 record. For our base inversion, the ∆CO-based
∆ffCO2 record was constructed by using the average ∆CO/∆ffCO2 ratio of 8.44 ppb/ppm,
which was calculated from all flask samples collected in 2019 and 2020. However, as discussed
in Maier et al. (2023a), the ratio during summer with lower signals is hard to determine and
thus less constrained. The question is thus: How would our inversion results change if the
∆CO/∆ffCO2 ratios would have a (small) seasonal cycle? For this, we assume a seasonal
cycle in the ratios for the two years with 5% lower ratios in summer and correspondingly
5% larger ratios in winter, so that the two-year mean is still 8.44 ppb/ppm (see Fig. 6.7).
Notice, that we use the ratios to calculate the ∆ffCO2,MHD excess compared to the MHD
background site and then subtract the modelled Rhine Valley ∆ffCO2,CE−RV background to
get the ∆ffCO2,RV observations for our Rhine Valley inversion (see Eq. (6.1)). This effec-
tively results in summer and winter ∆ffCO2 concentrations being more than 5% larger and
lower, respectively, than the ∆ffCO2 concentrations based on the average ratio. Obviously,
this leads to larger a-posteriori emissions (cyan curve in Fig. 6.5) during summer and lower
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emissions in winter compared to the base inversion results. The largest seasonal deviations
to the base inversion a-posteriori emissions are 10%. Since by construction the mean of the
seasonally varying ratios corresponds to the average ratio used for the base inversion, the
effect on the annual totals of the a-posteriori ffCO2 emissions is neglectable.

Finally, we investigate the impact of the lateral ∆ffCO2 boundaries on the area source ffCO2

emissions estimates. For our base inversion, we used the high-resolution TNO emission inven-
tory and WRF-STILT to model for the Heidelberg observation site the ∆ffCO2 contributions
from the European STILT domain outside the Rhine Valley (see Sect. 6.2.2). For the follow-
ing sensitivity run (blue curve in Fig. 6.5), we model the Rhine Valley ∆ffCO2 background
with ffCO2 emissions based on the Emissions Database for Global Atmospheric Research
(EDGAR, Janssens-Maenhout et al., 2019) and use the coarser ECMWF meteorology in
STILT. The application of this alternative Rhine Valley ∆ffCO2 background leads to more
than 10% lower emissions in the autumn of both years, which can be explained by strong de-
viations between the weekly averages of the two modelled background concentrations during
these periods (see Fig. 6.8). Thus, the Rhine Valley background affects the seasonal cycle of
the area source ffCO2 emissions. During summer, the deviations to the base inversion results
are below 5%. The annual totals of the area source ffCO2 emissions around Heidelberg are
3% and 7% lower in the years 2019 and 2020, respectively, if the alternative Rhine Valley
∆ffCO2 background is used.

6.4 Discussion

In the present study we investigate the potential of 14C-based and ∆CO-based ∆ffCO2 ob-
servations to evaluate the ffCO2 emissions and their seasonal cycle in an urban region around
the Heidelberg observation site. This urban area is characterized by a complex topography
and a large spatial heterogeneity in the ffCO2 sources, including several nearby point sources.
Thus, deficits in the transport model and inaccuracies in the driving meteorology strongly
impact the model-data mismatch at the observation site, which will be minimized by the
inversion algorithm. We focus on the estimation of the ffCO2 emissions from area sources,
since the observations from the Heidelberg site with an air intake height of 30 m above the
ground are not suitable to constrain the emissions of nearby point sources with elevated stack
heights. Indeed, the analysis of the ∆CO/∆ffCO2 ratios in Maier et al. (2023a) showed that
the Heidelberg observation site is hardly influenced by pure point source emission plumes.
Thus, we prescribe the well-known point source ffCO2 emissions in the inversion setup and
only adjust the area source emissions in the Rhine Valley domain.
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6.4.1 Can flask-based ∆ffCO2 observations be used to predict the seasonal
cycle of ffCO2 emissions at an urban site?

To investigate the potential of ∆ffCO2 observations to predict the seasonal cycle of the area
source ffCO2 emissions around Heidelberg, we applied temporally constant (flat) a-priori
ffCO2 emissions in our inversion system, such that all seasonal information comes from the
atmospheric data. We could show that 14C-based ∆ffCO2 observations from almost 100
hourly flask samples collected in the two years 2019 and 2020 are not sufficient to reconstruct
a robust seasonal cycle from the flat a-priori estimate. As the Bayesian inversion setup as-
sumes a Gaussian distribution for the model-data mismatch, the inversion algorithm tries
to primarily reduce the largest model-data differences. Therefore, we applied a 2σ selection
to exclude the flask events with the largest model-data mismatches and thus worse model
performances. However, the a-posteriori ffCO2 emissions are still very sensitive to individual
flask observations. Therefore, a strong regularization through small a-priori uncertainties
(i.e. < 50% prior uncertainty, Fig. 6.3a) is needed to avoid large overfitting patterns in the
inversion results.

By subsampling the ∆CO-based ∆ffCO2 record, we further investigate the potential of a
uniform data coverage with one hypothetical afternoon flask per week to reliably estimate
the seasonal cycle in the area source emissions. Indeed, several afternoon flask samples
per week are needed, as well as an averaging of the flask observations within one week so
that the overfitting of individual flask data is reduced. However, the situation should be
better for real, e.g. sub-weekly, 14C flasks compared to the subsampled ∆CO-based ∆ffCO2

record; as the applied average ∆CO/∆ffCO2 ratio may be inappropriate for individual hours,
this could amplify the overfitting of the individual hypothetical flasks. For the Heidelberg
observation site where the flask sampling during our study period was rather irregularly, we
used the ∆CO/∆ffCO2 flask ratios to construct a continuous ∆CO-based ∆ffCO2 record (see
Maier et al., 2023a) that, due to its high frequency could then be averaged in the inversion
framework to explore the seasonal cycle of the ffCO2 emissions.

6.4.2 What is an appropriate averaging interval for urban observations?

The main advantage of the ∆CO-based ∆ffCO2 record is its continuous data coverage that
allows an averaging so that the influence of individual hours with poor model performance
on the inversion results is strongly reduced. In this urban region, this is especially necessary
because of the shortcomings in the STILT model and its driving meteorology to describe the
transport and mixing of nearby point source emissions. Imagine that the plume of a point
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source arrives a few hours earlier or later at the observation site than simulated by STILT.
In such cases, the averaging is inevitable to prevent a wrong adjustment of the ffCO2 emis-
sions. Moreover, the STILT-VSI approach itself has its deficits as it assumes mean effective
emission height profiles for all meteorological situations and ignores the stack heights of indi-
vidual power plants. Furthermore, the VSI approach still relies on a correct mixing in STILT.
Whereas in Maier et al. (2022) we could show that the VSI approach strongly improves the
agreement between modelled and observed ∆ffCO2 concentrations from two-week integrated
samples, it thus still may overestimate the point source contributions for individual hours.
Therefore, an averaging of the observations is very helpful when a transport model like STILT
is used to describe the transport and mixing of nearby point source emissions.

In Appendix 6.6.1, we investigate how to appropriately average the observational data. Ide-
ally, the a-posteriori area source ffCO2 emissions are independent of a wrong modelling of
the point source emissions. Thus, they should not be affected by whether the a-priori point
source emissions are fixed or adjustable in the inversion framework. We showed that an av-
eraging interval of one week limits the differences between the a-posteriori area source ffCO2

emissions of the inversion runs with fixed and adjustable point source emissions, respectively,
to below 30% for all seasons. This deviation can be used as a measure for the uncertainty of
the a-posteriori area source ffCO2 emissions that is induced by an inadequate modelling of
the point source emissions.

A longer, e.g. monthly, averaging interval further reduces this difference, but comes along
with an averaging over very different meteorological situations and thus reduces the spa-
tiotemporal information comprised in the observations. This might be especially important
if there are several observation sites, and the inversion system optimizes the ∆ffCO2 gradi-
ents between these different stations. The averaging interval of a week corresponds to the
typical length scale of synoptic weather patterns. Therefore, a certain correlation between
the observations within one week has anyhow to be considered in the inversion and the weekly
averaging should, thus, not destroy too much information. In this study, we thus applied an
averaging interval of one week as a compromise between reducing the impact of hours with
an inadequate model performance and using as much observational information as possible.
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6.4.3 What is the potential of ∆CO-based ∆ffCO2 to estimate the seasonal
cycle in urban ffCO2 emissions?

The potential of weekly averaged ∆CO-based ∆ffCO2 observations to explore the seasonal
cycle of the ffCO2 emissions in an urban region is very promising. In Heidelberg, we could
reliably reconstruct the seasonal cycle from flat a-priori area source ffCO2 emissions with the
∆CO-based ∆ffCO2 observations for increased prior uncertainties. We further could detect
the COVID-19 signal in 2020, which is characterized by lower emissions compared to 2019
and a very steep decline in the emissions in spring 2020. In this latter year, the a-posteriori
seasonal cycle agrees very well with the bottom-up seasonal cycle from TNO, where the
timing of the COVID-19 restrictions has explicitly been considered. For 2019, TNO only
provides a non-year-specific European average seasonal cycle, which has its annual minimum
in July. In contrast, our ∆CO-based ∆ffCO2 observations suggest the 2019 minimum of the
(restricted) Rhine Valley area source ffCO2 emissions to be in August and September, when
local summer holidays take place in that part of Germany. Even when we apply the bottom-
up seasonal cycles from TNO to the flat a-priori ffCO2 emissions the inversion system still
tries to shift the minimum in 2019 from July into September. However, due to the limited
temporal degrees of freedom in our inversion system, this comes along with artificially in-
creased or decreased emissions in May and October 2019, respectively. Thus, this result of
the Heidelberg inversion points to some inconsistencies in the seasonality of TNO emissions
in the footprint of the station. A correct phasing of the fossil emissions is essential when
prescribed ffCO2 emissions and associated forward modelling results are used in atmospheric
transport inversions to constrain the CO2 fluxes from the biosphere.

In contrast to the inversion with flask-14C-based ∆ffCO2 observations, the ∆CO-based ∆ffCO2

inversion allows a weakening of the regularization strength without generating unrealistic
variabilities in the seasonal cycle of the ffCO2 emissions. This implies that the a-posteriori
results are less dependent on a potential bias in the a-priori emissions. Indeed, a sensitivity
run with a 20% reduced flat prior estimate for the area source ffCO2 emissions leads for suffi-
ciently large prior uncertainties to similar results as the base inversion run with unperturbed
prior estimate. Thus, the ∆CO-based ∆ffCO2 inversion is able to simultaneously reconstruct
the seasonal cycle from a flat prior and correct a potential bias in the a-priori emissions.

However, the ∆CO-based ∆ffCO2 inversion results strongly depend on a potential bias in the
∆CO/∆ffCO2 ratios that are applied to calculate the ∆ffCO2 estimates. Since there is no ev-
idence for a strong seasonal cycle in the ∆CO/∆ffCO2 ratios at the Heidelberg observation
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site, we used a constant average ∆CO/∆ffCO2 ratio to calculate the ∆CO-based ∆ffCO2

record for the two years 2019 and 2020 (see Maier et al., 2023a). But due to the low signals
and the weak correlation between ∆CO and ∆ffCO2 during summer, it is hard to determine
separate summer ratios. Nevertheless, our results indicate that there might be a small sea-
sonal cycle on the order of 5% in the ratio. In this study, we could show that a hypothetical
seasonal cycle with 5% lower and 5% larger ratios in summer and winter, respectively, would
lead to changes in the area source ffCO2 emissions of up to 10% for individual seasons. This
emphasizes the importance of a thorough determination of the ∆CO/∆ffCO2 ratios to pre-
vent biases in estimates of total fluxes and the seasonal cycle of the ffCO2 emissions.

Indeed, we are currently in a kind of a fortunate situation in Heidelberg, since the emission
ratios of the traffic and heating sectors seem to be quite similar in the main footprint of
the station (see Maier et al., 2023a). Hence, despite the varying share of traffic and heating
over the course of a year, this simply allowed the usage of a constant average flask-based
∆CO/∆ffCO2 ratio for constructing the ∆CO-based ∆ffCO2 record. Of course, it is much
more challenging to determine continuous ∆CO-based ∆ffCO2 estimates for stations where
the ∆CO/∆ffCO2 ratios show large seasonal or even diurnal variabilities.

A common challenge in regional inversions is the determination of the lateral boundary con-
ditions (Munassar et al., 2023). In this study, we used two different emission inventories and
meteorological fields to estimate the ∆ffCO2 background for the Rhine Valley domain by
modelling the contributions from the Central European ffCO2 emissions outside the Rhine
Valley. For individual seasons the a-posteriori area source ffCO2 emissions around Heidel-
berg can differ by more than 10%. This highlights the strong need for appropriate boundary
conditions. In Europe, the Integrated Carbon Observation System (ICOS, Heiskanen et al.,
2022) provides high-quality atmospheric in-situ data from a network of tall-tower stations
that cover a large part of the European continent. These observations may help to verify the
ffCO2 emissions in Europe. Then, the optimized European ffCO2 emissions could be used to
estimate more reliably the ∆ffCO2 background for the Rhine Valley domain.

Overall, our results demonstrate that the weekly averaged ∆CO-based ∆ffCO2 observations
are currently well suited to investigate the amplitude and the phasing of the seasonal cycle
of the area source ffCO2 emissions in the main footprint of the Heidelberg observation site.
The different sensitivity runs suggest that ∆CO-based ∆ffCO2 allows a reconstruction of this
seasonal cycle from temporally constant a-priori estimates with an uncertainty of below ca.
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30% for all seasons. Thus, one may recommend applying this ∆CO-based ∆ffCO2 inversion at
further urban sites with a strong heterogeneity in the local ffCO2 sources if the ∆CO/∆ffCO2

ratios can be determined accurately.

6.5 Conclusions

This study illustrates the strong potential of continuous ∆CO-based ∆ffCO2 observations to
determine the seasonal cycle of ffCO2 emissions in an urban region with highly heterogeneous
ffCO2 sources in its vicinity. The ability of averaging and thus reducing the influence of in-
dividual hours with an inadequate model performance makes ∆CO-based ∆ffCO2, despite
its larger uncertainty, currently a better tracer than discrete 14C-based ∆ffCO2 from weekly
flasks for estimating the seasonal cycle of the area source ffCO2 emissions in the Upper Rhine
Valley around the urban Heidelberg observation site.

For our study, we set up the CarboScope inversion system in the Rhine Valley. It is based on
the high-resolution WRF-STILT model and uses the STILT volume source influence (VSI)
approach developed in Maier et al. (2022) to represent the emission heights of point sources.
However, despite the high-resolution WRF meteorology and the improved STILT-VSI ap-
proach, almost 100 14C-based ∆ffCO2 estimates from flasks collected in Heidelberg during
the two years 2019 and 2020 are insufficient to robustly estimate seasonal cycles of the area
source ffCO2 emissions in the main footprint of the site. Indeed, it seems that several flasks
per week would be needed, so that the flask observations within one week could be averaged
and overfitting of individual flask observations be prevented.

Due to the fortunate circumstance of currently having similar heating and traffic emission
ratios in the main footprint of Heidelberg, we could use the average 14C-based ∆CO/∆ffCO2

ratio from the flasks to construct a continuous ∆CO-based ∆ffCO2 record (see Maier et
al., 2023a). The weekly averaging of this ∆CO-based ∆ffCO2 record strongly reduces the
impact of hours with an inadequate modelling on the a-posteriori ffCO2 emissions. In fact,
the weekly averaged ∆CO-based ∆ffCO2 observations can robustly reconstruct the amplitude
and the phasing of the seasonal cycle of the ffCO2 area source emissions even from temporally
constant a-priori emissions. In particular, the observational data clearly contain the distinct
COVID-19 signal in 2020, which is characterized by overall lower emissions compared to 2019
and a steep drop in emissions in spring 2020 with the onset of the restrictions. Moreover,
the comparison with the bottom-up emissions from TNO points to some inconsistencies in
the TNO seasonality of the area source ffCO2 emissions in the footprint of Heidelberg in 2019.
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Overall, our sensitivity runs suggest that we can reconstruct the seasonal cycle of the ffCO2

area source emissions around Heidelberg with an uncertainty of below ca. 30%. Therefore,
one may recommend applying the ∆CO-based ∆ffCO2 inversion at further urban sites with
heterogeneous ffCO2 sources, if the ∆CO/∆ffCO2 ratios can be estimated accurately. If
ratios from bottom-up inventories are not trusted or the urban region is influenced by CO
emissions from the biosphere, the ratios are most reliably calculated from 14C flasks. Then,
at least some of the summer 14C flasks should be collected during situations with significant
CO and ffCO2 signals, so that a possible seasonal cycle in the ∆CO/∆ffCO2 ratios could
be identified. At remote sites, such as at several ICOS atmosphere stations, with low ffCO2

signals and predominant biosphere influence the calculation of ∆CO/∆ffCO2 ratios and the
construction of a bias-free ∆CO-based ∆ffCO2 record might be more challenging than at
an urban site. However, the model performance is expected to be better at remote sites
with a typically higher air intake above the ground and a much lower heterogeneity in the
surrounding ffCO2 sources with minor influences from nearby point sources. Consequently,
the outcome of our urban study cannot directly be transferred to remote sites; further studies
are needed to investigate the potential of 14C-based versus ∆CO-based ∆ffCO2 to estimate
ffCO2 emissions at such sites.

6.6 Appendix

6.6.1 A1. Impact of point sources on the a-posteriori area source ffCO2

emissions

To investigate the influence of inadequate point source modelling on the a-posteriori area
source ffCO2 emissions, we use two different ∆CO-based ∆ffCO2 inversion setups: (1) an
inversion with fixed point source emissions (“INV_fix”) and (2) an inversion with adjustable
point source emissions (“INV_adj”). The first inversion setup corresponds to the inversion
described in Sect. 6.2.2. It optimizes the flat a-priori area source emissions by using fixed
monthly point source emissions. The second inversion setup optimizes both, the flat a-priori
area source emissions, and the monthly a-priori point source emissions. Thereby, the point
source emissions from the energy production and the industry sector, respectively, get the
same temporal (i.e. “Filt3T” in CarboScope notation, see Sect. 6.2.2) and spatial (i.e. one
spatial scaling factor) degrees of freedom like the area source emissions.
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Figure 6.6 (a): Area source ffCO2 emissions in the nearfield (blue surrounded area in Fig.
1b) of Heidelberg. Shown are the results of the ∆CO-based ∆ffCO2 inversion with fixed
point sources (solid lines, “fixed PS”) and adjustable point sources (dashed lines, “adj. PS”)
for different averaging intervals ranging from no averaging at all (cyan) to daily averaging of
the five hours of each afternoon (magenta) and weekly (blue) and monthly (pink) averaging.
All a-posteriori results correspond to a 150% prior uncertainty. The flat a-priori emissions
and the bottom-up emissions are shown as a reference in black and grey, respectively. (b):
Relative differences (fixed PS minus adj. PS) between the a-posteriori area source ffCO2
emissions of the inversion runs with adjustable and fixed point source emissions in %.
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Ideally, both inversion setups should lead to the same a-posteriori area source emissions,
meaning that the modelling of the well-known point source emissions has no influence on
the area source emission estimates. Obviously, this is not the case. If the model-data mis-
matches of the individual afternoon hours of the ∆CO-based ∆ffCO2 record are not averaged,
the INV_fix inversion leads to much lower area source emissions estimates than the INV_adj
inversion (see cyan curves in Fig. 6.6). For individual seasons, e.g. in summer 2020, the
differences are larger than 150%. Thus, the INV_fix inversion tends to decrease the area
source emissions to compensate for an inadequate modelling of the (fixed) point source emis-
sions. This shows that even with the VSI approach the model seems to overestimate the
contributions from point sources at the Heidelberg observation site for individual hours.

The averaging over one afternoon (magenta curve in Fig. 6.6) leads only to minor improve-
ments; there are still deviations larger than 100% in summer 2020. In contrast, the averaging
interval of one week (blue curve) limits the largest deviations in summer 2020 to below 30%.
Averaged over the two years 2019 and 2020, these deviations between the INV_fix and
INV_adj a-posteriori area source emissions are even less than 10%. A monthly averaging
interval (pink curve) further reduces the deviations to below 20% in summer 2020.

6.6.2 A2. Hypothetical seasonal cycle in the ∆CO/∆ffCO2 ratios

Figure 6.7 Average ∆CO/∆ffCO2 ratio (black) and hypothetical seasonal varying ratio (cyan)
used to construct the ∆CO-based ∆ffCO2 record for the base inversion (Fig. 6.4) and the
sensitivity inversion run (cyan curve in Fig. 6.5), respectively.
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6.6.3 A3. Comparison between two modelled Rhine Valley ∆ffCO2

backgrounds

Figure 6.8 Difference between the Rhine Valley background modelled with TNO emissions
(∆ffCO2,CE−RV,TNO) and the Rhine Valley background modelled with EDGAR emissions
(∆ffCO2,CE−RV,EDGAR). Shown are weekly averages for afternoon situations.
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7.1 Context of this thesis

Bottom-up ffCO2 emissions are often prescribed in atmospheric transport inversions to de-
duce from atmospheric CO2 observations the potentially less known natural CO2 fluxes from
the biosphere or the oceans (e.g., Rödenbeck et al., 2003; Peylin et al., 2013; Jiang et al., 2016;
Rödenbeck et al., 2018; Monteil et al., 2020, Liu et al., 2021). In particular, the estimation
of the seasonal (or diurnal) cycle of the biospheric CO2 emissions relies on accurate temporal
profiles in the bottom-up ffCO2 emissions. With the ongoing reduction of the measurement
uncertainties and a growing spatiotemporal availability, 14CO2 observations have been used
to estimate ffCO2 emissions directly and to verify bottom-up ffCO2 emissions (Basu et al.,
2020). Accordingly, several observation system simulation experiments (OSSEs) have been
performed to assess the potential of 14CO2 in constraining monthly ffCO2 emissions from
national scale to urban regions (Basu et al., 2016; Kunik et al., 2019), and to investigate the
benefit of different 14CO2 observation networks and sampling strategies (Wang et al., 2018).

So far, inversions with real 14CO2 observations have mainly been conducted on continental
or national scales. Basu et al. (2020) used 14CO2 and CO2 flask observations from the North
American part of the NOAA station network to estimate the annual and monthly ffCO2

emissions of the US in 2010 with a 14CO2-CO2 dual-tracer inversion framework. Graven
et al. (2018) implemented 14C-based ∆ffCO2 estimates from nine sites in a ∆ffCO2 model
inversion system to deduce the ffCO2 emissions in California for three months between 2014
and 2015. Due to the lack of 14CO2 observations at urban sites, city-scale ffCO2 emissions
have commonly been verified by using total CO2 observations during the dormant season
when the contribution of the biosphere is expected to be small (Lauvaux et al., 2016; Pisso
et al., 2019; Lopez-Coto et al., 2020). For example, Turnbull et al. (2019) utilizes in-situ
CO2 observations from 13 towers within the Indianapolis urban area to estimate its total
CO2 emissions in winter. Furthermore, they calculated ∆CO2/∆ffCO2 ratios from 14CO2

and CO2 flasks collected up- and downwind of the city with which they scale their top-down
CO2 emissions estimates to finally derive ffCO2 emissions, which could be compared with
bottom-up data. For comparison, they also calculated flask-based ∆CO/∆ffCO2 ratios to
scale the CO emissions, which they deduced from an aircraft mass balance approach (Heim-
burger et al., 2017).

In my thesis, I aimed to estimate the seasonal cycle of ffCO2 emissions in an urban area using
in-situ ∆ffCO2 observations and inverse modelling. To the best of my knowledge, this is the
first time that 14C- and ∆CO-based ∆ffCO2 observations have been used in a high-resolution
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∆ffCO2 model inversion system for this purpose. The study area is the Upper Rhine Val-
ley around the Heidelberg observation site, which is a highly populated and industrialized
region with complex emissions patterns, including several point sources. The Heidelberg
observation site has an air intake height of only 30 m above ground, resulting in small-scale
representativity of the measurements. Overall, this places high demands on the atmospheric
transport model and makes it challenging to estimate ffCO2 emissions accurately. Therefore,
appropriate model approaches and a careful estimation of the ∆ffCO2 concentrations are
essential in this urban inversion framework.

The main goal of this thesis was to develop these methods and to finally investigate the
potential of 14C-based vs. ∆CO-based ∆ffCO2 observations to evaluate the seasonal cycle of
the ffCO2 emissions in the Upper Rhine Valley. Below is a discussion of my main findings
in which I also elaborate on what needs to be considered when estimating ffCO2 emissions
in other urban regions. Since Heidelberg was chosen as a pilot site for the ICOS atmosphere
station network, I will also analyze which conclusions can be drawn from my thesis work for
an application at remote stations.

7.2 How to represent elevated point source emissions in STILT?

A challenging part in modelling ∆ffCO2 concentrations at the Heidelberg observation site
is the large heterogeneity of the surrounding ffCO2 emissions, and in particular the nearby
point sources. This requires the usage of an appropriate transport model and a high-resolution
emission inventory, which accurately describes the spatial heterogeneity in the emissions. In
this thesis, I used the WRF-STILT (Lin et al., 2003; Nehrkorn et al., 2010) model, which
is driven by highly resolved meteorological fields with a horizontal resolution of 2 km. Fur-
thermore, I applied the high-resolution ffCO2 emission inventory from TNO (Dellaert et al.,
2019; Denier van der Gon et al., 2019), which distinguishes between area and point source
emissions and thus allows a separate treatment of the area and point source emissions in the
inversion system.

7.2.1 Performance of the STILT volume source influence (VSI) approach

The difficulty of modelling point source emissions is based on the small spatial extent of the
point sources and their emission release from elevated stacks. However, point source emis-
sions are commonly released from the surface in most Lagrangian and Eulerian atmospheric
transport modelling studies (Brunner et al., 2019). This can lead to large overestimations of
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near-surface CO2 concentrations (Brunner et al., 2019) and may thus impact the inversion
results (Kunik et al., 2019). Therefore, I developed in my thesis a novel model approach in
STILT, the so-called volume source influence (VSI) approach, which takes into account the
effective emission heights of point sources (see Ch. 2).

In the case of the Heidelberg observation site with an air intake height of 30 m above ground
and several large power plants in its vicinity, the VSI approach improves the root-mean-
square deviation (RMSD) between modelled and 14C-based two-week integrated ∆ffCO2 by
almost a factor of 2 at night. As a result, the VSI approach leads to a similar RMSD at
night as during the afternoon. In the afternoon with typically well-mixed conditions, the
RMSD between modelled and observed ∆ffCO2 is on average quite similar for the VSI and
the standard STILT surface source influence (SSI) approach, which releases all point source
emissions at the surface. However, there are individual synoptic events in winter when also
afternoon situations show suppressed atmospheric mixing and low PBL heights. For such
situations, the SSI approach yields up to a few ppm larger ∆ffCO2 concentrations than the
VSI approach even during the afternoon. Therefore, the VSI approach should not only be
used at night, but also for afternoon situations with low PBL heights.

Overall, these results clearly illustrate that the improved representation of point source emis-
sions with the VSI approach leads to a much more reliable modelling of their ∆ffCO2 contri-
butions at the Heidelberg observation site. Therefore, this VSI approach could be a first step
towards exploiting nighttime situations in models. However, also the VSI approach depends
on accurate meteorological fields and a reliable simulation of the atmospheric transport and
mixing processes, which includes, e.g., a realistic representation of stable boundary layers
during night and their erosion in the morning hours.

7.2.2 Application of the STILT-VSI approach

As already mentioned, the application of the VSI approach is especially important during
stable conditions with low PBL heights. In order to estimate up to which distance from the
observation site the point source emission heights should be represented in STILT, I con-
ducted a model experiment with artificial power plants (see Ch. 2). In fact, this distance
depends on whether the observation site is above or within the PBL during stable conditions,
and thus on the air intake height of the observation site. For this analysis I assumed an air
intake height of 30 m above the ground and considered typical power plants with an annual
CO2 emission of 1 million tons. It turned out that such power plants should be treated with
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the VSI approach if they have a distance of less than roughly 50 km to the observation site.
Thus, the VSI approach is particularly important for urban sites. For observation sites with
their air intake above the PBL during stable conditions, the differences between the VSI and
the SSI approach are less pronounced. For tower sites with an air intake height of e.g. 200
m above the ground, the VSI approach should be applied to all power plants within a ca. 10
km radius.

To consider the point source emissions heights in the Rhine Valley inversion, I implemented
– with technical support from Christian Rödenbeck at the Max Planck Institute for Bio-
geochemistry – the STILT-VSI model approach in the CarboScope inversion system. Thus,
the CarboScope framework now allows a more reliably representation of the point source
emissions, which is particularly beneficial for CO2 inversions in urban regions.

7.3 Estimation of ∆ffCO2 concentrations from 14CO2 observations

After having provided the modelling basis for estimating ffCO2 emissions in the Rhine Valley,
accurate estimates of the ∆ffCO2 concentrations and their uncertainties are needed. For this,
I described and revisited the challenges and assumptions in estimating ∆ffCO2 from 14CO2

observations (see Ch. 3).

7.3.1 How to calculate bias-free 14C-based ∆ffCO2 estimates in Central
Europe?

The most important challenge in estimating 14C-based ∆ffCO2 concentrations is the selec-
tion of an appropriate ∆14CO2 background. For observation sites in Central Europe with
prevailing westerly winds, the ∆14CO2 observations from the marine site Mace Head (MHD),
located at the western coast of Ireland, turned out to be a suitable background. In Ch. 3
a study with the coarse resolution TM3 model (Heimann and Körner, 2003) was conducted
to assess the representativeness of this marine background site for non-western air masses.
This study yields an average representativeness bias and uncertainty of 0.1±0.3 ppm for ob-
servation sites in Central Europe.

In Europe, the high density of nuclear facilities is a severe problem for estimating 14C-based
∆ffCO2 concentrations. For example, the two-week integrated 14CO2 samples collected at
the ICOS sites show a median nuclear contamination, which accounts for about 30% of the
median ∆14CO2 depletion compared to MHD. This would lead to a ∆ffCO2 masking of 25%
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if the 14CO2 samples are not corrected. However, the modelling of the nuclear contamination
at the observation sites is associated with huge uncertainties on the order of 100%. These
uncertainties are mainly induced by the uncertainties of the nuclear 14CO2 emissions, which
can show large variabilities (Kuderer et al., 2018; Lehmuskoski et al., 2021) but are typically
only available annually.

14C-enriched heterotrophic CO2 respiration can lead to similar ∆ffCO2 masking effects like
nuclear contaminations, especially during summer and for remote observation sites with low
∆ffCO2 signals and strong biosphere influence. Therefore, the 14CO2 samples should also be
corrected for biosphere respiration. However, this requires an estimation for the respired CO2

signal and its ∆14CO2 signature, which further increases the uncertainty of the 14C-based
∆ffCO2 observations.

Overall, the ∆14CO2 measurement uncertainties together with the background representa-
tiveness uncertainty are with 0.9-1.0 ppm the dominant contributions to the overall ∆ffCO2

uncertainty if the biases due to nuclear contamination and heterotrophic respiration are cor-
rected. However, those corrections can increase the overall ∆ffCO2 uncertainty by several
tenths of ppm. This study showed that almost the half of the two-week integrated 14CO2

samples collected at the remote ICOS sites have an uncertainty larger than 50%.

7.3.2 How to collect flask samples for 14C analysis?

The methodological study on how to estimate accurate 14C-based ∆ffCO2 illustrated that
14CO2 flask samples should be collected during situations with pronounced ∆ffCO2 signals.
Such a flask sampling strategy would decrease the relative uncertainty of the 14C-based
∆ffCO2 estimates and further reduces the impact of an inappropriate background or of
masking effects due to nuclear contaminations and biosphere respiration. Therefore, the
ICOS flask sampling strategy suggests collecting 14C flasks during situations with elevated
CO excess concentrations, which are indicative of ffCO2 influence at the observation site (see
Ch. 4).

Furthermore, significant nuclear contaminations of the 14C flask samples should be avoided
whenever possible as its correction is associated with large uncertainties. Therefore, 14C
flasks should only be collected during situations with less nuclear 14CO2 influence at the
observation site. For this, near-real time or forecasted footprints could be used to estimate
the potential nuclear contamination at the observation site. Then, 14C flasks should only be
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collected if the predicted nuclear contamination is below a set threshold, which may depend
on the expected ∆ffCO2 signals at the observation sites. In case of the urban Heidelberg
observation site, this threshold was set to 2‰, which corresponds to roughly 10% of the
mean ∆ffCO2 signal of the flask samples.

Finally, the transport model must be able to represent the signals sampled with the 14C
flasks, so that these observations can be used in inverse models to estimate ffCO2 emissions.
For this, the ICOS flask sampler is programmed to collect hourly integrated flasks, whose
final concentration corresponds to the mean ambient air concentration during the sampling
hour (see Ch. 4). Hereby, the hourly integration time leads to a smoothing of high-frequent
ambient air variabilities, which cannot be represented by models.

7.4 Estimation of ∆ffCO2 concentrations from ∆CO observations

In the two years 2019 and 2020 I have collected almost 350 14CO2 flask samples with the
ICOS flasks sampler at the Heidelberg observation site. These flasks were taken during very
different atmospheric conditions to characterize the observation site and to test different flask
sampling strategies. Examples are the sampling of background conditions, local signals like
from the rush-hour, nighttime situations, synoptic events, or diurnal cycles. In Ch. 5, I
investigated if this large 14C flask pool can be used to construct a continuous ∆CO-based
∆ffCO2 record, which could then also be exploited in the Rhine Valley inversion.

7.4.1 How to determine continuous ∆CO-based ∆ffCO2 estimates and their
uncertainties?

The ∆CO/∆ffCO2 ratios of the flask samples showed only small diurnal, seasonal and inter-
annual differences below ca. 5%. Obviously, we are currently in a quite fortunate situation in
Heidelberg of having similar emission ratios from the traffic and heating sectors. Furthermore,
the Heidelberg observation site seems to be less influenced by distinct point source emissions,
which are associated with low ∆CO/∆ffCO2 ratios. Therefore, the average ∆CO/∆ffCO2

ratio of the whole flask pool could be used to construct an hourly ∆CO-based ∆ffCO2 record
for 2019 and 2020.

By comparing the ∆CO-based ∆ffCO2 with the 14C-based ∆ffCO2 concentrations of the flask
samples the uncertainty of the ∆CO-based ∆ffCO2 record could be estimated. It turned out
that the RMSD between 14C- and ∆CO-based ∆ffCO2 is about 4 ppm, which is almost 4
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times larger than the typical uncertainty of 14C-based ∆ffCO2 observations. At this urban
observation site, about one half of the uncertainty can be explained by the measurement and
background representativeness uncertainties and the other half can be attributed to the spa-
tiotemporal variabilities of the CO/ffCO2 emission ratios in the footprint of the observation
site.

7.4.2 Can inventory-based ∆CO/∆ffCO2 ratios be used to estimate the
continuous ∆CO-based ∆ffCO2 record?

I further investigated if inventory-based emission ratios could be used instead of the 14C-based
∆CO/∆ffCO2 ratios to estimate the continuous ∆CO-based ∆ffCO2 record. This would allow
the construction of ∆CO-based ∆ffCO2 records at many sites with CO but without 14CO2

observations. For this, I used STILT to calculate footprint weighted ∆CO/∆ffCO2 ratios
from TNO. This analysis showed that the modelled ratios are about 40% lower than the flask
ratios from Heidelberg. Consequently, this would lead to a direct bias in the ∆CO-based
∆ffCO2 record, and thus in the top-down ffCO2 emission estimates if those modelled ratios
would have been used to construct the ∆CO-based ∆ffCO2 record. Thus, this illustrates the
need for an independent validation of the bottom-up ffCO2 (and CO) emissions.

7.5 What is the potential of 14C-based vs. ∆CO-based ∆ffCO2 observations to
estimate the seasonal cycle of the ffCO2 emissions in the Rhine Valley
metropolitan region?

After having calculated the 14C-based and ∆CO-based ∆ffCO2 concentrations and their
uncertainties, these observations were used in the Rhine Valley inversion system to investigate
their potential to estimate robust ffCO2 emissions. For this study, only afternoon observations
were used, so that the inversion results are not influenced by the typically poorer model
performance at night.

7.5.1 How to deal with point source emissions in the Rhine Valley inversion?

As mentioned above, I used the STILT-VSI approach to represent nearby point source emis-
sions more reliably, which is especially important for winter afternoons with low PBL heights.
However, while on average the difference between modelled and observed ∆ffCO2 is quite
small (the median difference is below 0.4 ppm for both 14C- and ∆CO-based ∆ffCO2 obser-
vations), there are still some large model-data ∆ffCO2 differences with several tens of ppm
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for individual hours. These large deviations could be attributed to a wrong simulation of the
low-level PBL heights during synoptic weather patterns in winter and an occasionally inad-
equate modelling of the contributions from point sources for individual hours. Indeed, the
study in Ch. 5 shows that the STILT-VSI approach predicts for the Heidelberg observation
site events with strong point source influences that are associated with low ∆CO/∆ffCO2

ratios, but are hardly observed at the Heidelberg observation site at 30 m above ground.
Obviously, such situations cannot be represented appropriately with the transport model.
Thus, a 2σ-selection was applied, to exclude the observations with the largest model-data
mismatches.

The inadequate modelling of the contributions from point source emissions for individual
hours with the STILT-VSI approach can be explained by inconsistencies in the driving WRF
meteorology and deficits in the VSI approach, which is still dependent on accurate mixing
in STILT. To appropriately simulate the mixing of narrow plumes from nearby power plant
stacks, the 2 km resolution of the WRF meteorology is still too coarse. Moreover, small errors
in the wind fields would lead to slight changes in the arrival time of the point source plumes
at the observation site. The shortcomings of the VSI approach are that it assumes default
effective emission height profiles for all meteorological situations and for all point sources in
a specific emission sector. This means that, e.g., the different chimney heights of individual
power plants are not taken into account.

For these reasons, and the fact that the observations from Heidelberg are not strongly influ-
enced by point sources anyway, I decided to use the monthly energy production and industrial
point source ffCO2 emissions from TNO as fixed a-priori estimates that are not adjusted in
the inversion system. Furthermore, the fixing of the a-priori point source emissions can be
motivated by the fact that they are typically much better known than the more diffuse area
source emissions.

7.5.2 Potential of flask-based ∆ffCO2 observations to estimate ffCO2 emissions
in the Rhine Valley

The goal of the Rhine Valley inversion is to investigate the potential of 14C-based vs. ∆CO-
based ∆ffCO2 observations to evaluate the seasonal cycle of the area source ffCO2 emissions
in the main footprint of the Heidelberg observation site. For this, I used the 2019-2020
bi-annual mean area source ffCO2 emissions from TNO as a temporally constant, i.e. flat,
a-priori estimate and evaluated if the observational data can reconstruct the seasonal cycle in
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the a-posteriori estimates. The discrete 14C-based ∆ffCO2 estimates from almost 100 after-
noon flasks collected during 2019 and 2020 lead to a distinct seasonal cycle in the a-posteriori
area source ffCO2 emissions with larger emissions during winter and lower emissions in sum-
mer. Thus, the 14C flask data intrinsically contain the information about the seasonal cycle
of the ffCO2 emissions. However, there are huge overfitting patterns, i.e. unexpected large
variabilities in the a-posteriori seasonal cycles, for increased prior uncertainties larger than
ca. 50%. These variabilities occur predominantly during times with a low flask coverage
when the inversion tries to minimize the model-data mismatch of individual flask samples.
Thus, a strong prior constraint is needed to avoid this overfitting. However, this means that
the a-posteriori results are less data driven. Overall, the strong dependence of the a-posteriori
seasonal cycle on the prior uncertainty prevents the determination of a robust inversion result
when using the 14C-based ∆ffCO2 flask observations from Heidelberg.

To investigate if a higher and more uniform flask coverage would help to reduce the overfitting
patterns in the inversion results, I subsampled the continuous ∆CO-based ∆ffCO2 record for,
e.g., one hypothetical afternoon flask per week or per day, respectively. Such a high-frequent
flask sampling reduces the spread in the a-posteriori results for different prior uncertainties
and leads to more robust signals. However, the a-posteriori seasonal cycles differ strongly,
if the weekly hypothetical flask samples are collected, e.g., every Tuesday, or every Friday
afternoon, respectively. This illustrates that the a-posteriori seasonal cycles still depend on
the model-data mismatches of individual (hypothetical) flask samples.

To investigate the impact of the point source modelling on the a-posteriori area source ffCO2

emissions, I performed additional inversion runs with adjustable (instead of fixed) a-priori
point source emissions. Indeed, even if all (2σ-selected) afternoon hours of the ∆CO-based
∆ffCO2 record are used in the inversion, there are huge deviations larger than 100% between
the a-posteriori area source ffCO2 emissions of the inversion runs with fixed and adjustable
point source emissions. This illustrates that – despite the applied 2σ-selection – there are
still individual hours, which are not well represented by the transport model.

Therefore, the model results must be averaged over multiple hours – and thus also the obser-
vations – to reduce the impact of individual hours with poor transport model performance
on the area source ffCO2 emission estimates. I showed that the averaging interval of one
week strongly reduces the differences between the a-posteriori area source emissions of the
inversion runs with fixed and adjustable a-priori point source emissions, respectively, to below
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30% for all seasons. A longer, i.e. monthly, averaging would further reduce this difference
to below 20%, but would result in an averaging over very different meteorological situations
and thus less temporal information. Therefore, I decided to use an averaging interval of one
week, which is a compromise between reducing the impact of individual hours with inade-
quate model performance and using as much individual information as possible.

Overall, this work showed that even the STILT-VSI approach combined with a high-resolution
WRF meteorology as well as the 2σ-selection, applied to exclude the potentially poorest
simulated hours with the largest model-data mismatches, is not enough for 14C-based ∆ffCO2

observations from flasks to be used to estimate robust seasonal cycles of the ffCO2 emissions
in the Upper Rhine Valley. Although 14C-based ∆ffCO2 observations provide the more
accurate information than the ∆CO-based ∆ffCO2 data for individual hours, the results
of the subsampled ∆CO-based ∆ffCO2 inversion suggest that several flasks per week are
needed to prevent unrealistic variabilities in the urban ffCO2 emission estimates.

7.5.3 Potential of ∆CO-based ∆ffCO2 observations to estimate ffCO2 emissions
in the Rhine Valley

The big advantage of the continuous ∆CO-based ∆ffCO2 record is that it can be averaged,
so that the impact of individual hours with a poor transport model performance is reduced.
The weekly averaged (2σ-selected) afternoon ∆CO-based ∆ffCO2 observations from Heidel-
berg allow a reliable and robust reconstruction of the seasonal cycle of the area source ffCO2

emissions for increased uncertainties of the flat a-priori emissions. In particular, these obser-
vations show the distinct COVID-19 signal in 2020 with lower emissions compared to 2019
and steeply declining emissions in spring 2020. In the COVID-19-year 2020, the a-posteriori
seasonal cycle of the area source ffCO2 emissions agrees very well with the bottom-up sea-
sonal cycle from TNO, which has been adapted for the national COVID-19 restrictions in
2020. For 2019 TNO provides a non-year-specific European average seasonal cycle with the
summer minimum in July. However, for this year (2019) the inversion leads to a summer
minimum in August and September, when summer holidays take place in our region.

When using the seasonal cycles of 2019 and 2020 from TNO as a-priori estimate for the
area source ffCO2 emissions, the inversion tries to shift the summer minimum from July into
September in 2019 but hardly changes the seasonal cycle in 2020. Thus, for 2019, this might
point to some inconsistencies in the phasing of the (European average) seasonal cycle of the
TNO area source ffCO2 emissions in the main footprint of Heidelberg. As mentioned before,
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an accurate phasing of the seasonal cycle of the ffCO2 emissions is essential when these esti-
mates are used in atmospheric transport inversions to separate the fossil from the biogenic
contribution in atmospheric CO2 observations and therewith constrain the seasonal cycle of
the CO2 exchange with the biosphere.

In contrast to the 14C-based ∆ffCO2 inversion, the ∆CO-based ∆ffCO2 inversion allows for a
weakening of the regularization strength, i.e. the prior constraint, without causing unrealistic
variability in the a-posteriori seasonal cycles. Consequently, the a-posteriori results are less
dependent on potential biases in the a-priori emission estimates. In Ch. 6, I showed that
the ∆CO-based ∆ffCO2 inversion is able to simultaneously reconstruct the seasonal cycle
from flat a-priori area source ffCO2 emissions and to compensate for a potential bias in the
a-priori area source ffCO2 emissions of the order of 20%. This illustrates the very promising
potential of weekly averaged ∆CO-based ∆ffCO2 observations to explore the ffCO2 emissions
in an urban region with very heterogeneously distributed fossil emissions.

However, it must be emphasized that the ∆CO-based ∆ffCO2 inversion results rely on an
accurate determination of the ∆CO/∆ffCO2 ratios, which are used to construct the ∆CO-
based ∆ffCO2 record. This also includes the investigation of a potential seasonal cycle in
the ∆CO/∆ffCO2 ratios. As mentioned before, the flask samples from Heidelberg showed
only small summer-winter differences. However, a sensitivity inversion run, which assumes a
hypothetical seasonal cycle in the ∆CO/∆ffCO2 ratios with 5% larger and 5% lower ratios
during winter and summer, respectively, showed that the a-posteriori area source ffCO2

emissions can change by 10% for individual seasons. This highlights the importance of
carefully determining the ∆CO/∆ffCO2 ratios by investigating their potential seasonal cycles,
so that the amplitude and the phasing of the seasonal cycle of the ffCO2 emissions can be
estimated without biases.

7.6 Application of the 14C- and ∆CO-based ∆ffCO2 inversion in other urban
regions

After having discussed the potential of 14C- and ∆CO-based ∆ffCO2 observations to esti-
mate the ffCO2 emissions in the urban Rhine Valley, I want to elaborate on what needs to be
considered when ∆ffCO2 observations are used to estimate ffCO2 emissions in other urban
regions. This thesis showed that urban areas with very heterogeneously distributed ffCO2

emissions and a complex local circulation are hard to represent with atmospheric transport
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models like STILT, even if they are driven with high-resolution meteorological fields and cou-
pled with a highly resolved emission inventory. In particular, the contributions from nearby
point sources in the footprint of the observation site are difficult to predict for individual
hours. For such sites, an averaging of the modelled ∆ffCO2 concentrations, and thus the
observational data, is needed to reduce the impact of individual hours with an inadequate
model performance on the inversion results. Therefore, the continuous data coverage of the
∆CO-based ∆ffCO2 observations is the clear benefit compared to discrete 14C-based ∆ffCO2

data from hourly flasks when ffCO2 emissions are to be estimated in such urban regions.

Overall, the very promising potential of ∆CO-based ∆ffCO2 observations to estimate ffCO2

emissions in the main footprint of Heidelberg motivates the application of ∆CO-based ∆ffCO2

model inversions in other urban regions. However, the ∆CO/∆ffCO2 ratios used to con-
struct the ∆CO-based ∆ffCO2 record must be determined thoroughly to prevent biases in
the ffCO2 emission estimates. As inventory-based ∆CO/∆ffCO2 ratios can lead to strong
biases in the ∆CO-based ∆ffCO2 observations (see Ch. 5), 14C flasks should be used to de-
rive observation-based ∆CO/∆ffCO2 ratios, which also include all natural CO contributions
from the terrestrial biosphere and CO losses e.g. due to atmospheric chemistry. To be as
representative as possible, the flasks should be collected during very different meteorological
situations. As was shown in Ch. 6, a potential seasonal cycle in the ∆CO/∆ffCO2 ratios
can influence both, the amplitude and the phasing of the seasonal cycle of the a-posteriori
ffCO2 emissions. Therefore, it is important to collect 14C flasks during all seasons (at least
during summer and winter) to investigate a potential seasonal cycle in the ratios. If there is a
significant seasonal cycle in the ratios, this must be incorporated when calculating the ∆CO-
based ∆ffCO2 record. However, in particular for the summer period with typically lower
ffCO2 signals it is difficult to determine average ∆CO/∆ffCO2 ratios. Therefore, some flasks
should also be collected during situations with elevated ∆CO signals, so that the correlation
between ∆CO and ∆ffCO2 can be increased. In Ch. 5, I showed that one needs roughly
15-20 flasks at sites with a good correlation, i.e. a R2 value between 0.7 and 0.9, to determine
the average ∆CO/∆ffCO2 ratio with an uncertainty of below 10%. This implies that at least
30 flasks per year are needed to determine an average summer and winter ∆CO/∆ffCO2 ratio.

Another challenge is the selection of an appropriate ∆14CO2 and CO background. For the
Heidelberg observation site, I used smoothly fitted curves through the ∆14CO2 and CO obser-
vations from Mace Head (MHD) as a marine background for the boundary of the European
STILT domain. However, to apply the ∆ffCO2 observations in the regional Rhine Valley,
the ∆ffCO2 contributions from the European continent outside the Rhine Valley have to be
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subtracted from the 14C- and ∆CO-based ∆ffCO2 excesses compared to MHD. These Euro-
pean ∆ffCO2 contributions (called the Rhine Valley ∆ffCO2 background) were modelled with
STILT by using two different emission inventories (TNO and EDGAR (Janssens-Maenhout
et al., 2019), see Ch. 6). Indeed, the top-down ffCO2 emission estimates can show pro-
nounced deviations of more than 10% depending on the chosen emission inventory used to
model the Rhine Valley ∆ffCO2 background. This calls for a thorough determination of the
∆ffCO2 background. Depending on the availability of suitable background sites, it may be
beneficial to use a more regional ∆14CO2 and CO background, which is representative for the
boundaries of the regional model domain. In Indianapolis, e.g., Turnbull et al. (2015) used
an observation station upwind of the city as local background site for downwind stations,
which measure the signal of the city. Then, a model study similar to what has been done in
Ch. 3 could be conducted to assess the representativeness of the local background site for
all boundaries of the targeted model domain. A further advantage of this upwind-downwind
sampling approach is that the ∆14CO2 measurements at both sites are similarly influenced by
nuclear contaminations if there is no nuclear 14CO2 source between the two sites. This means
that the ∆14CO2 differences between the two sites, and thus the ∆ffCO2 concentrations, are
less influenced by nuclear 14CO2 contaminations.

7.7 Which conclusions can be drawn for remote observation sites?

From this study at the ICOS pilot site Heidelberg, it is difficult to draw detailed conclusions
about the potential of remote site 14C- and ∆CO-based ∆ffCO2 observations to estimate
ffCO2 emissions with inverse modelling. In contrast to the urban observation site Heidel-
berg, remote sites are more distant from point sources and heterogeneous ffCO2 emissions.
In fact, the ICOS station specifications (ICOS RI, 2020) recommend for ICOS atmosphere
stations a distance of at least 40 km from point sources so that their emissions are well mixed
when they arrive at the ICOS site and can be better represented in models. Furthermore, in
case of tower stations, the observation sites have a higher air intake of typically well above
100 m, which leads to a larger scale representativity of the observations. This facilitates
the modelling of ∆ffCO2 concentrations at remote sites and might result in a better model
performance. Moreover, in the case of remote stations an entire observational network is
typically used to constrain ffCO2 emissions at continental or national scales (Graven et al.,
2018; Basu et al., 2020) instead of at urban scales. Indeed, such a large-scale inversion setup
would be quite different from that used in this work. Therefore, 14C-based ∆ffCO2 gradients
between remote sites could be well suited for estimating national ffCO2 emissions (see Graven
et al., 2018).
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However, remote sites are also characterized by less signals and a stronger influence from the
biosphere. Consequently, the background selection and the correction for nuclear contami-
nations and biospheric CO2 respiration have a stronger impact on the ∆ffCO2 estimates and
their uncertainties than at urban sites. Therefore, the ICOS flask sampling strategy suggests
collecting 14C flasks during situations with pronounced ∆CO concentrations. However, to
avoid sampling biases, also some randomly collected flasks should be analyzed for 14C. Cur-
rently, the ICOS sampling strategy developed in Ch. 4 is therefore adapted so that one half
of the 14C flasks is collected randomly, e.g. every first flask sampling of the month, and the
other half of the flasks is taken during situations with elevated ∆CO concentrations. Overall,
many small but persistent 14C-based ∆ffCO2 gradients between the remote observation sites
might still provide valuable information for the inversion system to estimate large scale ffCO2

fluxes. Therefore, it will be interesting to explore the performance of the 14C-based ∆ffCO2

observations from the ICOS sites in estimating the ffCO2 emissions in Europe.

The distance to heterogeneously distributed ffCO2 emissions seems to lead to less variable
∆CO/∆ffCO2 ratios at remote observation sites. In Ch. 5, I showed that at the remote ICOS
site OPE a constant ∆CO/∆ffCO2 ratio could be used to construct a ∆CO-based ∆ffCO2

record with an uncertainty of 1.5 ppm, which is entirely explainable by the measurement and
background representativeness uncertainties alone. This ∆CO-based ∆ffCO2 uncertainty is
only about 30% larger than the typical uncertainty of 14C-based ∆ffCO2 observations. Thus,
it will be interesting to investigate the potential of this record to estimate ffCO2 emissions
in the footprint of the OPE site and to analyze if such a ∆CO-based ∆ffCO2 record could
also be constructed for other remote (ICOS) sites. Thereby, the 14C flasks collected during
situations with elevated ∆CO offsets could help to improve the correlation between the ∆CO
and ∆ffCO2 flask data and to determine average ∆CO/∆ffCO2 ratios. However, the study
at OPE is based on flasks collected between September and March when biospheric CO con-
tributions are expected to be small (Worden et al., 2019). Thus, it will be exciting to see if
an average ∆CO/∆ffCO2 ratio can also be calculated for the summertime with lower signals
and more biosphere influence.

Finally, an advantage of the ∆CO-based ∆ffCO2 compared to the 14C-based ∆ffCO2 obser-
vations is that they might be less influenced from the nuclear contaminations of individual
flasks, as the average ∆CO/∆ffCO2 ratios are calculated from several (nuclear corrected)
14C flasks. This could be a benefit for nuclear-influenced sites, e.g. in Europe. However, the
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feasibility of calculating ∆CO-based ∆ffCO2 records at other remote sites and their potential
to estimate large-scale ffCO2 emissions must first be investigated.



179

CHAPTER 8

Conclusions
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Conclusions

The main goal of this thesis was to investigate the potential of 14C- and ∆CO-based ∆ffCO2

observations from Heidelberg to evaluate the seasonal cycle of the urban ffCO2 emissions in
the Upper Rhine Valley. For this, the CarboScope inversion framework was used in combi-
nation with the high-resolution WRF-STILT model to account for the large heterogeneity in
the surrounding fossil emissions. Furthermore, a STILT model approach was developed to
represent the effective emission heights of the several nearby point sources. The 14C-based
∆ffCO2 observations from almost 100 hourly afternoon flasks collected in 2019 and 2020
allow the reconstruction of a clear seasonal cycle from flat a-priori ffCO2 emissions, which
implies that these data contain the seasonality of the ffCO2 emissions. However, these obser-
vations cannot be used to derive robust ffCO2 emissions estimates, which is due to the fact
that the transport model is not able to adequately represent individual hours. This, com-
bined with a strong heterogeneity of the fossil CO2 sources, leads to a model-data mismatch,
which the inversion algorithm tries to compensate for by unrealistic changes in the emissions.

The benefit of the continuous ∆CO-based ∆ffCO2 record is that it can be averaged to reduce
the impact of hours with an inadequate modelling performance on the inversion results.
Indeed, the weekly averaged ∆CO-based ∆ffCO2 observations allow to explore the distinct
COVID-19 signal in 2020 and to validate the seasonal cycle of the bottom-up ffCO2 emissions
in the main footprint of Heidelberg. Therefore, ∆CO-based ∆ffCO2 observations might be a
valuable alternative for estimating ffCO2 emissions in urban areas, if the ∆CO/∆ffCO2 ratios
can be determined without biases. Overall, this work provides expedient tools and approaches
for treating point source emissions in urban model inversions and reliably estimating 14C-
and ∆CO-based ∆ffCO2 concentrations and their uncertainties.
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