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Summary 

ell	 types	 are	 defined	 by	 their	 spatiotemporal	 gene	 expression	 patterns	 and	 their	 differential	
activity	of	promoters	and	enhancers.	Enhancers	are	cis-regulatory	elements	in	the	DNA	critical	for	

the	 acquisition	 and	 maintenance	 of	 cellular	 identities	 by	 regulating	 the	 expression	 of	 key	 genes.	
Enhancers	serve	as	landing	pads	for	transcription	factors	(TFs)	which	are	DNA-binding	proteins	that	
interpret	the	genomic	code	and	enhance	gene	expression	upon	their	binding.	However,	the	underlying	
DNA	sequence	does	not	solely	convey	binding	specificity,	and	therefore	it	is	still	largely	elusive	what	
additional	factors	regulate	TF	binding.		
An	important	regulatory	layer	in	gene	expression	are	dynamic	and	reversible	epigenetic	modifications	
of	chromatin	including	DNA	and	histone	proteins.	To	date,	dozens	of	histone	modifications	have	been	
identified	that	are	associated	with	different	genomic	contexts	and	transcriptional	states.	For	instance,	
histone	H3	lysine	acetylation	has	been	generally	associated	with	active	chromatin	as	active	enhancers	
and	promoters,	while	histone	H3	tri-methylation	at	lysine	23	(H3K27me3)	is	coupled	to	transcription	
repression.	Yet,	 the	causal	contribution	of	such	histone	modifications	to	the	regulation	of	enhancer	
activity	and	TF	binding	is	still	large	unknown.		
To	address	this	question,	I	developed	a	technical	approach	to	analyse	TF	binding	at	DNA	molecules	
where	a	certain	histone	modification	of	interest	is	present.	For	this,	I	combined	a	genomic	enrichment	
technique	with	a	single	molecule	footprinting	(SMF)	approach	that	allows	to	detect	TF	binding	at	single	
DNA	 molecule	 resolution.	 However,	 this	 experimental	 set-up	 paired	 with	 different	 optimization	
approaches	did	not	produce	high	enough	enrichments	of	DNA	molecules	harboring	certain	histone	
modifications	to	suffice	the	required	statistical	power.	Therefore,	the	focus	was	laid	on	investigating	
the	causal	role	of	DNA	methylation.		
	
DNA	methylation	 in	 CpG	 context	 is	 the	 most	 common	 epigenetic	 modification	 in	 the	 mammalian	
genome	that	covers	70-80%	of	all	CpG	dinucleotides.	Despite	its	prevalence,	DNA	methylation	can	be	
highly	dynamic,	especially	at	enhancer	elements	that	exhibit	reduced	methylation	levels	during	their	
activation.	Previous	studies	have	identified	that	the	binding	of	TFs	to	enhancers	is	correlated	with	the	
partial	loss	in	DNA	methylation	and	it	has	been	suggested	that	DNA	methylation	regulates	enhancer	
activity.	 This	 hypothesis	 has	 remained	 elusive	 up	 to	 date,	 which	 has	 multiple	 reasons.	 First,	 the	
relationship	between	TFs	and	DNA	methylation	is	bidirectional.	Previous	studies	have	identified	many	
methyl-sensitive	TFs	in	vitro	whose	binding	is	reduced	upon	methylation	of	their	DNA	binding	motif.	
Some	of	those	have	been	confirmed	by	in	vivo	studies,	which	showed	that	DNA	methylation	prevents	
the	 spurious	 binding	 of	 those	TFs	 in	 the	 genome.	Opposingly,	 TFs	 have	 also	 been	 identified	 to	 be	
directly	responsible	for	the	demethylation	of	enhancers.	In	consequence,	the	bidirectional	regulation	
between	DNA	methylation	and	TF	binding	has	prevented	the	establishment	of	a	causal	relationship	
between	them.	Second,	the	cell-to-cell	epigenetic	variability	observed	as	intermediate	methylation	at	
enhancers	 elements	makes	 common	 bulk-cell	 genomics	 approaches	 ineffective	 to	 identify	 a	 direct	
correlation	between	DNA	methylation	and	TF	binding	and	 to	determine	whether	DNA	methylation	
generally	contributes	to	the	regulation	of	enhancer	activity.	

C	



	 VII	

In	 the	here	presented	PhD	project,	 I	 overcame	 these	 issues	and	 limitation	by	advancing	 the	 single	
molecule	 footprinting	 (SMF)	 approach	 to	 resolve	 chromatin	 accessibility,	 TF	 binding,	 and	
simultaneously	quantify	the	presence	of	DNA	methylation	on	the	same	DNA	molecules.	By	applying	
this	technology	across	the	murine	genome,	I	demonstrate	that	TFs	can	bind	most	(>90%)	enhancers	
irrespective	of	the	underlying	DNA	methylation,	suggesting	that	presence	of	DNA	methylation	does	
not	generally	 impede	enhancer	activity.	Yet,	 for	stem	cells	and	three	somatic	cell	 types,	 I	 identified	
active	enhancers	where	TF	occupancy	is	directly	repressed	by	DNA	methylation,	including	enhancers	
involved	 in	 the	 control	of	key	 cell	 identity	genes.	Using	global	perturbation	assays	and	orthogonal	
enhancer	activity	measurements,	I	was	able	to	show	that	at	these	active	sites,	DNA	methylation	directly	
controls	the	occupancy	levels	of	TFs	such	as	Max-Myc,	that	play	a	key	role	in	the	control	of	stem	cell	
identity	and	proliferation.	In	the	end,	my	data	suggest	a	model	where	the	function	of	DNA	methylation	
extends	beyond	protecting	the	genome	from	spurious	TF	binding,	by	directly	regulating	the	activation	
of	cell-type	specific	enhancers.		
This	 detailed	 analysis	 is	 an	 important	 addition	 to	 our	 general	 knowledge	 on	 gene	 regulation	 and	
suggest	 that	 while	 epigenetic	 factors	 may	 have	 largely	 redundant	 functions,	 their	 individual	
contributions	can	play	important	and	instructive	roles	in	tuning	the	quantitative	expression	of	key	cell-
specific	genes.	Understanding	the	regulation	of	such	genes	involved	in	cell	identity	will	have	important	
implications	in	the	comprehension	of	development	and	disease.	
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Zusammenfassung 

elltypen	 werden	 durch	 ihre	 raum-zeitlichen	 Genexpressionsmuster	 und	 ihre	 unterschiedliche	
Aktivität	 von	 Promotoren	 und	 Enhancern	 definiert.	 Enhancer	 sind	 cis-regulierende	 DNA	

Elemente,	die	für	den	Erwerb	und	die	Aufrechterhaltung	der	zellulären	Identität	entscheidend	sind,	
indem	sie	die	Expression	von	Schlüsselgenen	regulieren.	Enhancer	dienen	als	Bindungsplattformen	
für	Transkriptionsfaktoren	(TFs).	Bei	diesen	TFs	handelt	es	sich	um	DNA-bindende	Proteine,	die	den	
genomischen	 Code	 interpretieren	 und	 die	 Genexpression	 nach	 ihrer	 Bindung	 an	 regulatorische	
Elemente	verstärken.	Die	zugrundeliegende	DNA-Sequenz	ist	jedoch	nicht	allein	für	die	Spezifität	der	
Bindung	verantwortlich.	Daher	ist	es	noch	weitgehend	unklar,	welche	zusätzlichen	Faktoren	die	TF-
Bindung	regulieren.		
Eine	 wichtige	 Regulierungsebene	 bei	 der	 Genexpression	 sind	 dynamische	 und	 reversible	
epigenetische	Modifikationen	des	Chromatins,	einschließlich	der	DNA	und	der	Histonproteine.		
Bislang	wurden	Dutzende	von	Histonmodifikationen	identifiziert,	die	mit	verschiedenen	genomischen	
Kontexten	und	Transkriptionszuständen	in	Verbindung	gebracht	werden.	So	wird	beispielsweise	die	
Histon-H3-Lysinacetylierung	 allgemein	 mit	 aktivem	 Chromatin	 wie	 aktiven	 Enhancern	 und	
Promotoren	 in	 Verbindung	 gebracht,	 während	 die	 Histon-H3-Tri-Methylierung	 an	 Lysin	 23	
(H3K27me3)	 mit	 der	 Transkriptionsunterdrückung	 verbunden	 ist.	 Der	 kausale	 Beitrag	 dieser	
Histonmodifikationen	 zur	 Regulierung	 der	 Enhanceraktivität	 und	 TF-Bindung	 ist	 jedoch	 noch	
weitgehend	unbekannt.	
Um	diese	Kausalitätsfrage	zu	klären,	habe	ich	einen	technischen	Ansatz	entwickelt	um	die	TF-Bindung	
an	DNA-Molekülen	zu	analysieren	an	denen	bestimmte	Histonmodifikationen	vorhanden	sind.	Dazu	
habe	 ich	 eine	 genomische	 Anreicherungsmethode	 mit	 einer	 Methode	 der	 Einzelmolekül-Genomik	
(Single	 Molecule	 Footprinting,	 SMF)	 kombiniert,	 mit	 dem	 die	 TF-Bindung	 auf	 einzelnen	 DNA-
Molekülen	nachgewiesen	werden	kann.	Diese	Versuchsanordnung	in	Verbindung	mit	verschiedenen	
Optimierungsansätzen	führte	jedoch	nicht	zu	einer	ausreichenden	Anreicherung	von	DNA-Molekülen	
mit	bestimmten	Histonmodifikationen,	um	die	erforderliche	statistische	Aussagekraft	zu	erreichen.	
Daher	wurde	der	Schwerpunkt	der	Dissertation	auf	die	Untersuchung	der	kausalen	Rolle	der	DNA-
Methylierung	gelegt.	
	
DNA-Methylierung	 im	 CpG-Kontext	 ist	 die	 häufigste	 epigenetische	 Modifikation	 im	 Genom	 von	
Säugetieren	und	findet	sich	auf	70-80%	aller	CpG-Dinukleotide.	Trotz	ihrer	weiten	Verbreitung	kann	
die	DNA-Methylierung	sehr	dynamisch	sein,	insbesondere	an	Enhancer-Elementen,	die	während	ihrer	
Aktivierung	 reduzierte	 Methylierungswerte	 aufweisen.	 Frühere	 Studien	 haben	 gezeigt,	 dass	 die	
Bindung	von	TFs	an	Enhancer	mit	dem	teilweisen	Verlust	der	DNA-Methylierung	korreliert,	und	es	
wurde	vermutet,	dass	die	DNA-Methylierung	die	Enhancer-Aktivität	reguliert.	Diese	Hypothese	ist	bis	
heute	nicht	eindeutig	geklärt,	was	mehrere	Gründe	hat.	Erstens	ist	die	Beziehung	zwischen	TFs	und	
DNA-Methylierung	bidirektional.	In	früheren	Studien	wurden	viele	methylierungsempfindliche	TFs	in	
vitro	identifiziert,	deren	Bindung	bei	Methylierung	ihres	DNA-Bindungsmotivs	reduziert	wird.	Einige	
von	 ihnen	 wurden	 durch	 In-vivo-Studien	 bestätigt,	 die	 zeigten,	 dass	 die	 DNA-Methylierung	 die	
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unerwünschte	Bindung	dieser	TFs	im	Genom	verhindert.	Umgekehrt	wurden	auch	TFs	identifiziert,	
die	direkt	für	die	Demethylierung	von	Enhancern	verantwortlich	sind.	Folglich	hat	die	bidirektionale	
Regulierung	 zwischen	 DNA-Methylierung	 und	 TF-Bindung	 bisher	 verhindert,	 dass	 eine	 kausale	
Beziehung	zwischen	ihnen	hergestellt	werden	konnte.	Zweitens	macht	die	epigenetische	Variabilität	
von	 Zelle	 zu	 Zelle,	 die	 als	 intermediäre	 Methylierung	 an	 Enhancer-Elementen	 beobachtet	 wird,	
herkömmliche	 Genomikansätze	 für	 Zell-Populationen	 unwirksam,	 um	 eine	 direkte	 Korrelation	
zwischen	 DNA-Methylierung	 und	 TF-Bindung	 zu	 identifizieren	 und	 zu	 bestimmen,	 ob	 DNA-
Methylierung	generell	zur	Regulierung	der	Enhancer-Aktivität	beiträgt.	
In	 dem	 hier	 vorgestellten	 Dissertationsprojekt	 habe	 ich	 diese	 Probleme	 und	 Einschränkungen	
überwunden,	indem	ich	den	Single	Molecule	Footprinting	(SMF)-Ansatz	weiterentwickelt	habe,	um	die	
Chromatin-Zugänglichkeit	und	die	TF-Bindung	zu	bestimmen	und	gleichzeitig	das	Vorhandensein	von	
DNA-Methylierung	 auf	 denselben	 DNA-Molekülen	 zu	 quantifizieren.	 Durch	 Anwendung	 dieser	
Technologie	 auf	 das	 Mausgenom	 konnte	 ich	 zeigen,	 dass	 TFs	 die	 meisten	 (>90%)	 Enhancer	
unabhängig	 von	der	 zugrunde	 liegenden	DNA-Methylierung	binden	 können,	was	darauf	 hindeutet,	
dass	das	Vorhandensein	von	DNA-Methylierung	die	Aktivität	von	Enhancern	nicht	generell	behindert.	
Für	 Stammzellen	 und	 drei	 somatische	 Zelltypen	 habe	 ich	 jedoch	 aktive	 Enhancer	 identifiziert,	 bei	
denen	die	TF-Bindung	direkt	durch	DNA-Methylierung	unterdrückt	wird,	darunter	auch	Enhancer,	die	
an	der	Kontrolle	wichtiger	Zellidentitätsgene	beteiligt	sind.	Mithilfe	genomweiter	Veränderungen	der	
DNA-Methylierung	und	orthogonaler	Messungen	der	Enhancer-Aktivität	konnte	ich	zeigen,	dass	die	
DNA-Methylierung	an	diesen	aktiven	Stellen	direkt	die	Binding	von	TFs	wie	Max-Myc	kontrolliert,	die	
eine	Schlüsselrolle	bei	der	Steuerung	der	Stammzellidentität	und	-vermehrung	spielen.	Letztlich	legen	
meine	 Daten	 ein	 Modell	 nahe,	 bei	 dem	 die	 Funktion	 der	 DNA-Methylierung	 über	 den	 Schutz	 des	
Genoms	 vor	 ungewollter	 TF-Bindung	 hinausgeht,	 indem	 sie	 die	 Aktivierung	 zelltypspezifischer	
Enhancer	direkt	reguliert.	
Diese	 detaillierte	 Analyse	 ist	 eine	 wichtige	 Ergänzung	 unseres	 allgemeinen	 Wissens	 über	 die	
Genregulierung	 und	 lässt	 vermuten,	 dass	 epigenetische	 Faktoren	 zwar	 weitgehend	 redundante	
Funktionen	haben,	ihre	einzelnen	Beiträge	aber	wichtige	und	instruktive	Rollen	bei	der	Abstimmung	
der	 quantitativen	 Expression	wichtiger	 zellspezifischer	 Gene	 spielen	 können.	 Das	 Verständnis	 der	
Regulierung	solcher	Gene,	die	an	der	Zellidentität	beteiligt	sind,	wird	wichtige	Auswirkungen	auf	das	
Verständnis	von	Entwicklung	und	Krankheit	haben.	
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1 | Introduction 

	
pigenetics	 –	 a	 term	 coined	 by	Waddington	 in	 1942	 has,	 in	 its	 original	 sense,	 described	 ”the	
processes	 by	which	 the	 genotype	 brings	 the	 phenotype	 into	 being“	 (Waddington,	 1942).	 The	

meaning	and	 implications	of	 this	 term	have	changed	multiple	 times	since	 then	 (Cavalli	 and	Heard,	
2019;	 Huang,	 2022;	 Nicoglou	 and	 Merlin,	 2017),	 resulting	 in	 its	 increased	 usage	 for	 different	
mechanisms.	Its	application	ranges	from	(I)	systems	epigenetics	–	assuming	a	genome-wide	memory	
and	coordination	in	order	to	establish	and	maintain	certain	gene	expression	patterns	that	define	the	
cellular	state	–,	to	(II)	molecular	epigenetics	–	assuming	local	cis-regulatory	regulations	by	reversible	
DNA	and	histone	modifications,	higher-order	3D	chromatin	organization	and	other	factors	to	establish	
and	 maintain	 local	 switches	 of	 gene	 expression	 that	 are	 not	 encoded	 in	 the	 DNA.	 In	 addition,	
epigenetics	is	sometimes	defined	as	the	memory	of	gene	regulatory	patterns	over	multiple	cell	cycles,	
and	sometimes	over	multiple	generations.	Some	definitions	include	the	impact	of	the	environmental	
stimuli	 on	 cellular	 states	 and	 expression	 patterns,	 others	 focus	 on	 the	 natural	 establishment	 and	
maintenance	of	cellular	states.		
This	non-specific	usage	has	led	to	a	general	confusion	about	the	contexts	in	which	the	term	is	used	
(Huang,	2022).	Therefore,	I	want	to	specify	the	definition	of	“epigenetics”	that	I	have	followed	in	this	
PhD	 dissertation.	Here,	 epigenetics	 is	meant	 as	 the	 local,	 reversible	 and	 dynamic	modifications	 of	
histones	and	DNA,	 such	as	DNA	methylation,	 that	are	not	encoded	 in	 the	DNA	and	are	maintained	
through	cell	division.	The	epigenetic	modifications	 contribute	 to	 the	 regulation	of	 gene	expression	
during	maintenance	and	establishment	of	cellular	states.		
	
	

1.1 | The regulatory network of transcription 

eoxyribonucleic	acid	(DNA)	contains	the	genetic	instructions	for	the	production	of	proteins	and	other	
molecules	 essential	 for	 living	organisms.	DNA	 is	 located	 in	 the	nucleus	where	 it	 is	 organized	 into	

chromatin.	 The	 basic	 unit	 of	 chromatin	 is	 a	 nucleosome,	 that	 consist	 of	 an	 octameric	 histone	 core	 and	
around	147	base	pairs	of	DNA	wrapped	around	it	(Kornberg	and	Lorch,	1999).	Depending	on	the	density	of	
nucleosomes,	chromatin	can	be	classified	into	highly	compacted	(repressed,	gene-poor)	heterochromatin	
and	open	(active,	gene-rich)	euchromatin.		
Genes	are	segments	of	 the	DNA	that	encode	proteins	or	non-coding	RNAs.	The	mouse	genome	contains	
around	25,000	protein-coding	genes	and	over	15,000	non-coding	RNA	genes	(Blake	et	al.,	2021),	whose	
spatial	and	temporal	expression	is	crucial	for	the	establishment	and	maintenance	of	cellular	identities.	The	
regulation	of	those	gene	expression	patterns	is	a	complex	mechanism	involving	different	regulatory	layers	
and	numerous	contributing	factors.	
Genes	consist	of	several	distinct	regions,	including	the	promoter	that	controls	transcription	initiation,	the	
transcriptional	start	site	(TSS)	where	transcription	begins,	and	the	gene	body	that	is	transcribed	into	RNA.	

E	

D	
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For	transcription	to	happen,	general	transcription	factors	and	the	RNA	polymerase	II	have	to	be	sequentially	
recruited	to	the	TSS	and	form	the	pre-initiation	complex	(PIC)	(Sainsbury	et	al.,	2015).	Upon	transcription	
activation,	multiple	processes	are	activated	to	ensure	proper	transcription	elongation	along	the	gene	body,	
transcription	re-initiation	and	mRNA	splicing	(Cramer,	2019;	Haberle	and	Stark,	2018).	Those	processes	
include,	among	others,	nucleosomal	rearrangements	to	open	up	the	chromatin,	topoisomerase	activity	to	
release	 elongating	 RNA	 Polymerase	 II-induced	 DNA	 torsion	 (Pommier	 et	 al.,	 2016),	 and	 chromatin	
modifications	along	the	gene	body	(Kim	and	Wysocka,	2023;	Millán-Zambrano	et	al.,	2022).	
	
However,	 the	 basal	 transcriptional	 activity	 of	 a	 promoter	 is	 rather	 low,	 wherefore	 additional	 genomic	
elements	are	needed	to	enhance	transcription	and	to	determine	the	spatiotemporal	and	quantitative	output.	
One	 important	 part	 of	 this	 gene	 regulatory	 network	 are	 cis-regulatory	 elements	 (CREs)	 that	 are	 either	
proximal	to	TSSs	such	as	the	aforementioned	core	promoters	and	promoter-proximal	elements,	or	distal	to	
TSSs	such	as	enhancers,	silencer	and	insulators.	Those	CREs	are	genomic	regions	with	a	 length	of	a	few	
hundred	base	pairs	 that	 serve	as	binding	platforms	 for	 transcription	 factors	 (TFs).	Their	 combinatorial	
activation	is	crucial	to	establish	distinct	expression	patterns	in	different	cell	types	and	to	enhance	or	repress	
transcription	in	response	to	environmental	stimuli	or	during	cell	differentiation.	
	
Enhancers	are	frequently	located	kilobases	away	from	the	genes	they	regulate	with	an	average	distance	of	
20-50	kb	in	vertebrates	(Furlong	and	Levine,	2018).	Although	they	have	been	shown	to	often	activate	the	
genes	closest	to	them,	they	can	also	act	on	genes	that	are	much	further	away	and	even	skip	neighboring	
genes	 (Lettice	 et	 al.,	 2002).	 In	 addition,	 their	 regulatory	 contribution	 seems	 to	 be	 irrespective	 of	 their	
direction	 (up-	 or	 downstream),	 orientation	 and	distance	 to	 their	 associated	 gene	 (Banerji	 et	 al.,	 1981).	
Enhancers	 can	 also	 regulate	multiple	 genes	 and,	 inversely,	 one	 promoter	 can	 be	 regulated	 by	multiple	
enhancers	 (Andersson	et	 al.,	 2014;	Schoenfelder	et	 al.,	 2015).	Hence,	 gene	 regulation	by	enhancers	 is	 a	
complex	mechanism	 and	 the	 criteria	 that	 determine	which	 genes	 an	 enhancer	 activates	 as	well	 as	 the	
interplay	between	multiple	enhancers	and	other	cis-regulatory	modules	to	achieve	the	quantitative	gene	
expression	output	are	still	largely	elusive	(Gasperini	et	al.,	2020;	Kim	and	Wysocka,	2023).		
	
Enhancer	elements	contain	clusters	of	binding	sites,	whose	binding	by	cell	type-specific	TFs	activates	the	
them	 and	 leads	 to	 the	 recruitment	 of	 additional	 regulators	 such	 as	 nucleosome	 remodelers,	 chromatin	
modifiers,	or	architectural	proteins	and	the	Mediator	complex	(Reiter	et	al.,	2017;	Spitz	and	Furlong,	2012).	
TFs	represent	a	prominent	group	of	more	than	1,600	proteins	that	harbor	different	DNA-binding	domains	
that	recognize	small	6-12	bp-long	DNA	sequences	as	binding	motifs	(Lambert	et	al.,	2018).	TFs	often	have	
tissue-specific	functions	and	are	usually	expressed	in	a	cell-type-specific	fashion	(Lambert	et	al.,	2018).		
Since	the	motif	itself	provides	low	sequence	specificity,	additional	features	contribute	to	the	specificity	of	
TF	occupancy	such	as	DNA	shape	(e.g.,	helix	twist,	minor	groove	width)	(Mathelier	et	al.,	2016;	Rohs	et	al.,	
2009),	chromatin	modifications	(Isbel	et	al.,	2022;	Yin	et	al.,	2017),	and	cooperativity	between	multiple	TFs.	
This	cooperativity	can	either	be	direct	through	protein-protein	interactions	as,	for	instance,	shown	for	Max-
Myc	(Amoutzias	et	al.,	2008;	Jolma	et	al.,	2015;	Lüscher,	2001),	or	indirect	through	combinatorial	action	like	
simultaneous	or	competitive	binding	(Reiter	et	al.,	2017;	Spitz	and	Furlong,	2012).	 Indirect	cooperative	
binding	has	been	shown	to	be	important	for	nucleosome	competition,	where	multiple	TFs	are	needed	to	
displace	nucleosomes	 to	open	and	activate	a	CRE	(Sönmezer	et	al.,	2021),	but	also	 for	cell-type-specific	
localization	 of	 TFs	 to	 different	 enhancers	 in	 different	 cell	 types	 as	 shown	 for	 the	 TF	 PU.1	 in	 the	
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hematopoietic	system	(Barozzi	et	al.,	2014;	Jolma	et	al.,	2015;	Leddin	et	al.,	2011;	Spitz	and	Furlong,	2012).	
In	other	cases,	so-called	pioneer	TFs	open	up	the	chromatin	at	CRE	to	allow	additional	binding	of	other	TFs,	
mainly	due	to	their	ability	to	bind	their	DNA	binding	motif	despite	local	nucleosome	occupancy.	Examples	
of	those	pioneer	TFs	are	Sox2,	whose	binding	in	embryonic	stem	cells	(ESCs)	allows	subsequent	binding	of	
Oct4	 (Chen	 et	 al.,	 2014),	 and	 Oct4,	 Sox2,	 and	 Klf4	 that	 function	 as	 pioneer	 factors	 during	 somatic	 to	
pluripotent	reprogramming	and	enable	Myc	binding	(Soufi	et	al.,	2015).	Upon	binding,	TFs	cooperate	with	
and	 recruit	 different	 classes	 of	 cofactors:	 the	 Mediator	 complex	 (Richter	 et	 al.,	 2022),	 nucleosome	
remodelers	(Clapier	et	al.,	2017),	histone	modifiers	(Morgan	and	Shilatifard,	2020)	and	other	scaffold	or	
adapter	proteins	(Kim	and	Wysocka,	2023;	Reiter	et	al.,	2017;	Spitz	and	Furlong,	2012).	In	the	end,	binding	
of	 TFs	 to	 CREs	 and	 the	 subsequent	 recruitment	 of	 cofactors	 leads	 to	 the	 establishment	 of	 enhancer-
promoter	 contacts,	 the	 recruitment	 of	 the	 transcriptional	machinery	 and	 ultimately	 to	 the	 initiation	 of	
transcription	(Kim	and	Wysocka,	2023).	
	
With	 the	 recruitment	 of	 cofactors,	 another	 layer	 of	 gene	 regulation	 is	 implemented:	 epigenetics.	 These	
include,	e.g.,	the	post-translational	covalent	modification	of	histone	proteins	at	their	globular	core	or	their	
protruding	tails	as	well	as	the	modification	of	bases	in	the	DNA.	Also	3D	chromatin	organization	and	non-
coding	 RNA-mediated	 regulation	 are	 part	 of	 epigenetics,	 but	 will	 not	 be	 discussed	 further	 in	 this	
dissertation.	These	epigenetic	modifications	have	the	potential	to	inhibit	or	enhance	the	recruitment	and	
binding	of	TFs	and	the	transcriptional	machinery,	the	recruitment	of	other	cofactors	and	even	to	directly	
impact	chromatin	accessibility	(Calo	and	Wysocka,	2013;	Kim	and	Wysocka,	2023;	Reiter	et	al.,	2017).	In	
addition,	chromatin	modifications	are	important	for	the	memory	of	the	transcriptional	state.	Yet,	although	
a	large	number	of	chromatin	modifications	has	been	identified,	mapped	in	the	genome	and	correlated	with	
active	or	 repressive	 regulatory	elements,	 their	direct	and	causal	 functions	on	gene	regulation	and	 their	
interplay	with	other	regulators	is	still	largely	unknown.	
	
In	 the	 end,	 multiple	 layers	 contribute	 to	 the	 complex	 regulatory	 network	 of	 transcription	 (Kim	 and	
Wysocka,	2023).	First,	TFs	bind	to	their	DNA	sequence	motifs	and	open	up	chromatin	for	other	TFs	to	bind.	
This	leads	to	the	recruitment	of	multiple	cofactors	which	initiate,	amongst	others,	chromatin	modifications	
and	chromatin	remodeling.	Third,	with	the	help	of	the	recruited	cofactors,	distal	CREs	interact	with	each	
other	and	their	promoters,	forming	a	3D	network.	And	lastly,	diverse	CREs	with	different	functions	form	a	
complex	 regulatory	 landscape.	 Importantly,	 those	 layers	 are	 not	 linear,	 but	 have	 multi-directional	
dependencies	and	influence	each	other.	For	examples,	epigenetic	modifications	that	are	part	of	the	second	
layer	can	also	impact	the	binding	of	TFs,	which	are	part	of	the	first	layer	(Isbel	et	al.,	2022).		
	
In	 summary,	 gene	 transcription	 regulation	 is	 a	 multifaceted	 process	 that	 involves	 multiple	 layers	 and	
factors	 that	 contribute	 to	 a	 complex	machinery	 to	 ensure	 the	 precise	 spatiotemporal	 gene	 expression	
patterns	of	individual	cell	lines.	During	decades	of	research,	different	layers	have	been	discovered,	gradually	
increasing	the	complexity	of	the	system,	and	a	 lot	of	knowledge	on	the	individual	components	has	been	
gained.	Understanding	how	these	layers	integrate,	what	their	specifications	and	relationships	are,	and	how	
they	contribute	to	the	final	transcriptional	output	will	be	the	next	big	endeavor	of	genome	biology.	
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1.2 | Epigenetics 

pigenetics	 is	 an	 important	 regulatory	 layer	 of	 gene	 expression.	 It	 describes	 reversible	
modifications	 to	 the	 DNA	 or	 histones	 that	 can	 affect	 gene	 expression	 without	 changing	 the	

underlying	 DNA	 sequence.	 These	 epigenetic	 modifications	 can	 either	 enhance	 or	 repress	 gene	
expression,	depending	on	their	type	and	location.	They	can,	for	example,	alter	chromatin	accessibility	
to	regulate	the	binding	of	TFs	and	the	transcription	machinery,	and	are	important	for	the	recruitment	
of	additional	regulators.	Due	to	their	stability,	they	serve	as	cellular	memory	to	maintain	the	functional	
identity	of	a	cell.	 In	addition,	 they	can	persist	 through	cell	division,	enabling	cells	 to	 transmit	 their	
functional	 identity	 from	 one	 generation	 of	 cells	 to	 the	 next.	 This	 helps	 to	maintain	 the	 functional	
identity	of	a	tissue	or	organ.	 In	some	cases,	 those	epigenetic	modifications	can	even	be	maintained	
across	multiple	generations	of	an	organism,	a	process	called	transgenerational	epigenetic	inheritance.	
Due	 to	 their	 regulatory	 function,	 epigenetic	modifications	 play	 important	 roles	 in	 normal	 cellular	
processes	such	as	development,	differentiation,	and	aging,	as	well	as	in	the	development	of	diseases	
including	cancer	and	neurodegenerative	disorders.	
	

1.2.1 | Histone modifications 

One	part	of	epigenetics	is	the	covalent	post-translational	modification	of	histones	at	their	globular	core	
or	 their	 protruding	 tails.	 These	 modifications	 can	 have	 direct	 or	 indirect	 effects	 on	 chromatin	
accessibility,	 or	 serve	 as	 recruitment	 and	 binding	 platforms	 for	 other	 regulatory	 factors	 (Millán-
Zambrano	et	al.,	2022).	There	are	several	types	of	histone	modifications,	 including	acetylation	(ac),	
methylation	(me),	phosphorylation,	ubiquitination,	and	SUMOylation,	which	can	have	different	effects	
on	the	structure	and	function	of	chromatin	depending	on	their	type,	position	and	quantity.	Plenty	of	
proteins	have	been	identified	that	catalyze	the	addition	or	removal	of	histone	modifications	or	that	
recognize	 them	 through	 specific	 domains.	 Most	 of	 these	 proteins	 are	 part	 of	 large	 regulatory	
complexes	that	harbor	different	catalytic	and	binding	properties.	The	redundancies	and	specificities	
of	the	histone	modifying	enzymes	and	the	larger	protein	complexes	are	an	important	topic	of	current	
research	(Kreibich	and	Krebs,	2022).	
For	many	histone	modifications,	their	presence	at	specific	genomic	locations	is	positively	or	negatively	
associated	with	 transcriptional	 activity	 (Millán-Zambrano	et	 al.,	 2022),	 yet	 it	 is	 still	 largely	elusive	
whether	the	modifications	exhibit	causal	roles	or	whether	their	presence	is	rather	a	consequence	of	
transcriptional	activity.		
	
	

1.2.1.1 | Histone acetylation 

A	histone	modification	that	is	generally	correlated	with	transcriptional	activity	is	histone	acetylation.	
It	 is	 enriched	 at	 active	 promoters	 and	 enhancers	 and	 other	 accessible	 chromatin	 regions	 and	 is	
catalyzed	by	histone	acetyltransferases	(HATs)	and	removed	by	histone	deacetylases	(HDACs)	(Verdin	
and	 Ott,	 2015).	 Many	 nuclear	 proteins	 and	 transcriptional	 cofactors	 contain	 bromodomains	 that	

E	
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recognize	acetylated	lysine	residues.	Those	proteins	include	HATs	themselves	(p300,	CREB-binding	
protein	 [CBP],	 general	 control	 non-depressible	 5	 [GCN5]),	 ATP-dependent	 remodelers,	 general	
transcription	factors	(e.g.	TFIID	component	TATA-Box	Binding	Protein	Associated	Factor	1	[TAF1]),	
factors	regulating	transcriptional	pause	release	(e.g.	Bromodomain-containing	protein	4	[BRD4])	and	
other	chromatin	modifiers	(e.g.	the	histone	methyltransferase	Mixed	Lineage	Leukemia	protein	[MLL])	
(Filippakopoulos	and	Knapp,	2012).		
Two	prominent	HATs	that	play	crucial	roles	 in	 transcription	regulation	at	enhancers	are	p300	and	
cyclic	AMP	response	element-binding	protein	(CBP),	which	have	been	shown	to	be	either	recruited	by	
TFs	or	bind	to	pre-existing	acetylated	lysine	residues	with	their	bromodomain	(Millán-Zambrano	et	
al.,	2022).	The	main	substrate	of	those	two	HATs	is	the	lysine	27	residue	of	the	histone	3	(H3K27),	
whose	acetylation	is	used	to	distinguish	active	CREs	from	poised/primed	or	inactive	ones	(Creyghton	
et	al.,	2010;	Heintzman	et	al.,	2009;	Rada-Iglesias	et	al.,	2011;	Zentner	et	al.,	2011).	Although	H3K27ac	
is	the	most	prominent	and	widely-studied	acetylation	mark,	also	other	histone	tail	residues	have	been	
found	to	be	acetylated.	As	such,	H3K9ac	as	well	as	H3K14ac,	catalyzed	by	the	HATs	general	control	
GCN5	and	p300/CBP-associated	factor	(PCAF),	are	also	found	at	enhancers	and	active	promoters,	and	
have	been	shown	to	be	positively	correlated	with	active	genes	and	transcription	(Gates	et	al.,	2017;	
Karmodiya	et	al.,	2012).	Notably,	despite	the	enrichment	of	acetylation	at	active	CREs,	studies	have	
shown	that	the	H3K27ac	mark,	for	example,	is	dispensable	for	enhancer	function	(Zhang	et	al.,	2020b).	
In	contrast,	a	recent	study	showed	that	 inhibition	of	HDACs	 in	mouse	ESCs	(mESCs)	resulted	 in	an	
increased	occupancy	of	certain	tested	TFs	(GABPA,	MAX	and	YY1),	either	in	TSS-distal	regions	(MAX),	
TSS-proximal	regions	(GABPA)	or	transposable	elements	(YY1)	(Cusack	et	al.,	2020).	This	provides	
evidence,	that	histone	modifications	may	have	a	direct	impact	at	TF	binding	and	enhancer	activity.	
	
	

1.2.1.2 | Histone methylation 

Another	prominent	histone	modification	is	methylation.	In	contrast	to	acetylation,	the	study	of	histone	
methylation	is	complicated	by	the	fact	that	multiple	methylation	groups	can	be	added	to	one	residue,	
resulting	in	mono-	(me1),	di-	(me2)	or	even	trimethylation	(me3)	which	can	have	different	genomic	
localizations	and	functions.	Histone	methylation	is	catalyzed	by	histone	methyltransferases	(HMTs)	
and	removed	by	histone	demethylases,	both	of	which	are	part	of	large	cofactor	complexes.		
Most	 active	 promoters	 in	 eukaryotes	 are	marked	 by	 H3K4me3,	which	 is	 enriched	 at	 the	 TSS	 and	
strongly	correlates	with	transcriptional	activity	(Benayoun	et	al.,	2014;	Chen	et	al.,	2015;	Talbert	et	al.,	
2019).	Interestingly,	a	wide	collection	of	studies	provide	evidence	that	presence	of	H3K4me3	is	rather	
a	result	of	transcriptional	activity	than	instructing	it	(Howe	et	al.,	2017;	Wang	et	al.,	2022),	while	others	
argue	for	a	dual-feedback	relationship	where	transcription	promotes	deposition	of	H3K4me3,	which	
in	reverse	can	also	promote	transcription	(Hu	et	al.,	2017;	Policarpi	et	al.,	2022).	A	very	recent	study	
shows	that	H3K4me3	is	primarily	important	for	RNA	Polymerase	II	pausing-release	and	elongation	
(Wang	et	al.,	2023).	Hence,	the	specific	role	of	H3K4me3	in	gene	regulation	is	not	yet	fully	resolved.	
However,	it	has	been	identified	as	an	important	factor	for	epigenetic	memory,	since	it	is	maintained	
through	transcriptionally	quiescent	states	(Millán-Zambrano	et	al.,	2022).	
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In	contrast	to	H3K4me3,	its	mono-methylated	version,	H3K4me1,	is	enriched	at	active	enhancers	and	
is	mainly	deposited	by	MLL3	and	MLL4.	While	the	aforementioned	H3K27ac	mark	is	only	present	at	
active	 enhancers,	 H3K4me1	 is	 also	 enriched	 at	 some	 inactive	 enhancers	 like	 developmental	 and	
differentiation-associated	genes.	Hence,	it	is	hypothesized	that	the	premarking	by	H3K4me1	primes	
enhancers	 for	potential	 future	activities	 (Calo	and	Wysocka,	2013).	 In	 line	with	 this,	evidences	are	
accumulating	also	for	H3K4me1	that	the	mark	itself	has	little	impact	on	enhancer	activity	(Dorighi	et	
al.,	2017;	Rickels	et	al.,	2017).		
While	H3K4	methylation	 is	 generally	associated	with	CREs,	H3K27me3	 is	 associated	with	 silenced	
heterochromatin	and	repression	of	enhancers	and	promoters	(Figure	2A	and	B).	It	is	deposited	by	the	
catalytic	 component	of	 the	Polycomb	Repressive	Complex	2	 (PRC2)	 (Cao	et	al.,	2002;	Müller	et	al.,	
2002)	and	bound	by	PRC1	leading	to	a	subsequent	silencing	cascade	(Guo	et	al.,	2021).	In	addition,	
H3K27me3	 plays	 a	 role	 in	 non-canonical	 genomic	 imprinting	 (Inoue	 et	 al.,	 2017a)	 and	 serves	 as	
epigenetic	memory	of	silenced	regions	across	cell	divisions	(Escobar	et	al.,	2019).	Also	for	H3K27me3	
it	has	been	shown	that	its	deposition	can	be	up-	or	downstream	of	transcriptional	regulation,	either	
causing	transcriptional	silencing	or	being	a	consequence	of	it	(Millán-Zambrano	et	al.,	2022).		
Another	histone	modification	that	is	correlated	with	transcriptional	repression	is	H3K9me3	(Figure	
2C-E).	 It	 is	 mostly	 found	 at	 transcriptionally	 silent	 genomic	 region,	 thus	 being	 a	 hallmark	 of	
constitutive	heterochromatin	(Allshire	and	Madhani,	2018).	The	repressive	function	of	H3K9me3	is	in	
part	driven	by	heterochromatin	protein	1	(HP1),	which	binds	the	mark	and	leads	to	compaction	and	
repression	 by	 different	 mechanisms	 including	 self-oligomerization	 and	 recruitment	 of	 other	
chromatin-modifiers	(Allshire	and	Madhani,	2018;	Kumar	and	Kono,	2020;	Schoelz	and	Riddle,	2022).	
A	recent	study	in	Caenorhabditis	elegans	provides	evidence	that	H3K9me	can	block	binding	of	certain	
TFs	and	the	activity	of	enhancers,	as	well	as	promoters	of	tissue-specific	genes,	suggesting	a	role	of	
H3K9me	in	distinct	expression	programs	during	development	or	differentiation	(Figure	2E)	(Methot	
et	al.,	2021).	
Other	 histone	methylation	modifications	 include	H3K9me2,	which	 is	 a	 hallmark	 of	 X	 chromosome	
inactivation	(Escamilla-Del-Arenal	et	al.,	2013;	Rougeulle	Claire	et	al.,	2004).	Moreover,	H3K36me3	
marks	the	gene	body	of	actively	transcribed	genes	and	is	deposited	by	the	HMT	SET	domain-containing	
2	(SETD2),	which	is	recruited	by	the	phosphorylated	cis-terminal	domain	of	RNA	Polymerase	II	(Kizer	
et	al.,	2005;	Sharda	and	Humphrey,	2022;	Sun	et	al.,	2020).		
	
	

1.2.1.3 | The oversimplifying histone code 

By	 now,	 dozens	 of	 histone	 modifications	 have	 been	 identified	 at	 the	 tails	 and	 cores	 of	 histones	
(Lawrence	et	al.,	2016;	Millán-Zambrano	et	al.,	2022)	and	the	repertoire	is	likely	to	be	expanded	even	
more.	To	increase	the	complexity	of	this,	variable	combinations	of	histone	modifications	can	be	found	
at	certain	genomic	regions.	This	has	led	to	the	histone	code	hypothesis,	proposed	by	Strahl	and	Allis	
almost	 25	 years	 ago	 (Strahl	 and	 Allis,	 2000),	 suggesting	 that	 histone	modifications	 act	 in	 specific	
combinations	to	drive	certain	regulatory	functions.	This	hypothesis,	however,	is	oversimplifying	the	
complexity	 of	 the	 system	 and	 does	 not	 take	 the	 dynamic	 changes	 and	 the	 functions	 of	 histone	
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modifications	outside	of	gene	regulation	into	account.	Importantly,	histone	modifications	stand	also	in	
relation	to	other	epigenetic	factors	like	DNA	methylation	(Figure	2),	which	is	increasing	the	complexity	
even	more.	It	has	been	shown	that	certain	histone	modification,	e.g.	H3K36me3	at	gene	bodies,	recruit	
DNA	methyltransferases	 resulting	 in	methylation	of	 the	genomic	 region	 (Figure	2F)	 (Baubec	et	al.,	
2015;	 Rondelet	 et	 al.,	 2016).	Other	 histone	 modifications	 inhibit	 the	 binding	 of	 DNA	
methyltransferases	or	recruit	enzymes	that	remove	DNA	methylation.		
In	addition,	one	major	point	 that	 is	missing	 in	 this	histone	 code	hypothesis	 and	 that	has	not	been	
unraveled	yet	in	the	field,	 is	to	what	extent	certain	histone	modifications	play	a	causal	role	in	gene	
regulation.	As	mentioned	before,	 it	has	been	shown	 for	 some	 individual	examples	already	 that	 the	
histone	mark	itself	does	not	impact	gene	regulation.	Hence,	it	needs	to	be	disentangled	whether	and	
under	which	circumstances	histone	modifications	themselves	have	regulatory	roles	or	whether	they	
are	just	consequences	of	the	recruitment	of	large	regulatory	complexes	with	different	functions,	serve	
as	memory	markers	 or	 simply	 increase	 the	 redundancy	 of	 the	 system.	 Another	 aspect	 that	 is	 still	
elusive	 is	 the	 directionality	 of	 the	 relationship	 between	 the	 histone	modifications	 and	 other	 gene	
regulatory	factors.	For	instance,	it	is	unclear	whether	the	binding	of	certain	TFs	to	CREs	promotes	the	
modification	of	histones	or	whether	certain	histone	modifications	regulate	the	binding	of	TFs.		
	
	

1.2.2 | DNA methylation 

DNA	methylation	(5mC)	is	one	of	the	most	studied	epigenetic	modifications	in	mammals	that	is	defined	
by	the	covalent	addition	of	a	methyl-group	to	the	fifth	carbon	of	the	cytosine	base	in	CpG	context.	5mC	
is	generally	associated	with	gene	repression,	especially	in	the	context	of	genomic	imprinting,	repetitive	
elements	 as	 transposons,	 and	 germline-specific	 genes	 (Ferguson-Smith	 and	 Bourc’his,	 2018;	
Greenberg	and	Bourc’his,	2019;	Iurlaro	et	al.,	2017;	Mattei	et	al.,	2022).	While	the	majority	of	CpGs	is	
methylated	in	most	embryonic	and	somatic	cell	types,	the	levels	of	DNA	methylation	can	differ	and	be	
highly	dynamic	in	certain	genomic	contexts	(Ehrlich	et	al.,	1982;	Lister	et	al.,	2009;	Meissner	et	al.,	
2008;	 Stadler	 et	 al.,	 2011;	 Ziller	 et	 al.,	 2013).	 During	 development,	 global	 DNA	methylation	 levels	
undergo	massive	changes,	whose	disruption	has	detrimental	impacts	on	embryo	viability	(Greenberg,	
2021;	Greenberg	and	Bourc’his,	2019;	Iurlaro	et	al.,	2017).	In	addition,	DNA	methylation	is	associated	
with	a	large	number	of	diseases,	especially	cancer,	where	it	is	used	as	an	epigenetic	marker	of	tumor	
progression	 (Cavalli	 and	 Heard,	 2019;	 Greenberg	 and	 Bourc’his,	 2019;	 Nishiyama	 and	 Nakanishi,	
2021).	
Nevertheless,	 despite	 the	 long	 history	 of	 DNA	methylation	 research	 (Mattei	 et	 al.,	 2022)	 and	 the	
enormous	 amount	 of	 insights	 we	 have	 gained	 in	 almost	 a	 century,	 its	 direct	 causal	 role	 in	 gene	
regulation	 in	 certain	 genomic	 contexts	 and	 the	 mechanistic	 insights	 into	 its	 different	 repressive	
functions	are	still	poorly	understood.	These	outstanding	questions	are	an	important	consideration	for	
many	 areas	 of	 research,	 ranging	 from	 the	 fundamental	 understanding	 of	 the	 interconnections	 in	
(epi)genetic	gene	regulation,	embryonic	development,	aging	and	disease	detection	and	treatment.		
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Figure	1:	DNA	methylation	-	Its	deposition	and	removal.	(A-C)	Methylation	of	the	5th	carbon	of	the	cytosine	base	to	
5-methylcytosine	is	catalyzed	by	DNA	methyltransferases	(DNMTs).	(B)	Fully	unmethylated	sites	are	methylated	by	the	
de	 novo	 MTs	 DNMT3A,	 together	 with	 its	 cofactor	 DNMT3L,	 and	 DNMT3B.	 (C)	 Hemimethylated	 sites	 (e.g.	 after	
replication)	are	recognized	and	methylated	by	the	maintenance	MT	DNMT1,	together	with	its	cofactor	UHRF1.	(D-F)	
DNA	demethylation	can	happen	through	a	passive	or	active	mechanism.	(D-E)	In	the	active	mechanism,	the	methylation	
mark	is	successively	oxidized	in	a	multi-step	process	(D)	by	the	enzymes	TET1,	TET2	and	TET3	that	are	expressed	in	
different	cell	types.	The	last	step	of	the	demethylation	is	either	achieved	by	replication-dependent	dilution	after	any	of	
the	oxidized	 cytosine	version,	or	 through	 the	 thymine	DNA	glycosylase-dependent	base	excision	 repair	 (TDG	BER)	
pathway	 (E).	 (F)	Passive	demethylation	happens	by	dilution	 of	 the	non-maintained	methyl-mark	 through	multiple	
rounds	 of	 replication.	 During	 replication,	 the	 newly	 synthesized	 strand	 is	 not	 methylated.	 Figure	 created	 with	
BioRender.com	

	
	

1.2.2.1 | Deposition and maintenance of DNA methylation 

5mC	is	deposited	by	DNA	methyltransferases	(DNMTs)	that	exhibit	different	 functions	(Figure	1A).	
One	DNMT	family	contains	the	de	novo	MTs	DNMT3A	and	DNMT3B,	that	target	unmethylated	regions	
in	 the	genome	 in	an	strongly	redundant,	ubiquitous	and	non-selective	manner	 (Okano	et	al.,	1998,	
1999)	(Figure	1B).	In	contrast	stands	DNMT1,	which	mediates	the	faithful	5mC	maintenance,	e.g.	after	
DNA	replication	(Figure	1C)	(Goll	and	Bestor,	2005;	Hermann	et	al.,	2004).	For	its	function,	DNMT1	
interacts	with	its	cofactor	ubiquitin-like,	containing	PHD	and	RING	finger	domains,	1	(UHRF1),	an	E3	
ubiquitin-protein	ligase,	which	recognizes	hemi-methylated	DNA	and	recruits	and	activates	DNMT1	
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(Bostick	et	al.,	2007;	Ishiyama	et	al.,	2017;	Sharif	et	al.,	2007)(reviewed	in	(Xie	and	Qian,	2018)).	This	
stimulates	the	 full	methylation	of	hemi-methylated	sites	where	only	one	DNA	strand	 is	methylated	
(Figure	1C).	UHRF1	is	has	been	shown	to	be	an	essential	cofactor	of	DNMT1,	since	its	knockout	leads	
to	a	strong	global	loss	of	DNA	methylation	in	vivo	(Bostick	et	al.,	2007;	Sharif	et	al.,	2007).	A	recent	
study	suggests	that	DNMT1	together	with	UHRF1	may	also	have	de	novo	methylation	functionality,	at	
least	in	the	context	of	transposable	elements	(Haggerty	et	al.,	2021).	
Recently,	another	family	member,	DNMT3C,	has	been	found	in	rodents,	where	it	has	been	shown	to	be	
important	for	the	establishment	of	5mC	in	germ	cells	and	in	the	repression	of	retrotransposons	(Barau	
et	al.,	2016;	Jain	et	al.,	2017;	Sanchez-Delgado	et	al.,	2016).		
	
The	activity	and	recruitment	of	DNMTs	depends	on	various	cofactors.	While	UHRF1	is	an	important	
cofactor	 for	 DNMT1,	 DNMT3L	 has	 been	 identified	 as	 a	 cofactor	 for	 DNMT3A/B.	 DNMT3L	 has	 no	
catalytic	methyltransferase	domain	itself,	but	is	e.g.	important	for	DNMT3A/B’s	enzymatic	activity	in	
the	 germline	 by	 the	 formation	 of	 a	 heterotetrameric	 complex	 that	 increases	 the	 affinity	 to	 DNA	
(Bourc’his	et	al.,	2001;	Jia	et	al.,	2007;	Ooi	et	al.,	2007).	In	addition,	chromatin	remodeling	enzymes	
play	a	role	in	the	establishment	and	maintenance	of	5mC	patterns	(Dennis	et	al.,	2001;	Gibbons	et	al.,	
2000).	 The	 recruitment	 or	 blocking	 of	 DNMTs	 is	 also	 often	mediated	 by	 histone	modifications	 or	
histone	modifying	enzymes	(Cedar	and	Bergman,	2009;	Fuks,	2005;	Smith	and	Meissner,	2013).	For	
example,	H3K36me3	recruits	DNMT3A/B	to	transcribed	gene	bodies	(Baubec	et	al.,	2015;	Rondelet	et	
al.,	2016),	while,	contrastingly,	H3K4	methylation	inhibits	DNMT3	recruitment	and	binding	(Ooi	et	al.,	
2007;	Otani	et	al.,	2009).	Moreover,	also	TF	and	nucleosome	occupancy	have	been	shown	to	block	
DNMT3A/B’s	activity	at	regulatory	elements	(Ginno	et	al.,	2020),	while	other	TFs	have	been	associated	
with	the	specific	recruitment	of	DNMTs	(Hervouet	et	al.,	2018).	
	
The	loss	of	DNMTs	or	of	their	catalytic	activity	strongly	affects	the	integrity	of	a	cell	and	is	detrimental	
during	mammalian	development.	The	loss	of	DNMT1	in	mouse	embryos	leads	to	a	global	decrease	in	
DNA	methylation,	which	results	in	a	drastic	upregulation	of	transposable	elements	(Walsh	et	al.,	1998)	
and	 is	 lethal	 at	 early	 stages	 of	 development	 (Lei	 et	 al.,	 1996;	 Li	 et	 al.,	 1992).	 Generally,	 DNMT1-
deficiency	is	lethal	in	all	dividing	somatic	cells	(Fan	et	al.,	2001;	Jackson-Grusby	et	al.,	2001;	Li	et	al.,	
1992;	Sen	et	al.,	2010;	Trowbridge	et	al.,	2009).	Mice	with	single	knockouts	of	DNMT3A	die	a	couple	of	
weeks	 after	 birth,	 while	 DNMT3B-deficiency	 is	 lethal	 during	 embryogenesis	 (Okano	 et	 al.,	 1999).	
Consequently,	genetic	deletion	of	both	de	novo	MTs	causes	early	embryonic	 lethality	 (Okano	et	al.,	
1999).	Interestingly,	mESCs	are	viable	upon	loss	of	DNMTs	despite	the	global	DNA	demethylation	(Lei	
et	al.,	1996;	Meissner	et	al.,	2005;	Okano	et	al.,	1999;	Tsumura	et	al.,	2006).	However,	they	are	unable	
to	differentiate	in	vitro	and	die	upon	induction	(Lei	et	al.,	1996;	Li	et	al.,	1992;	Sakaue	et	al.,	2010).	This	
could	partly	be	due	to	their	inability	to	silence	pluripotency	genes	such	as	Oct4	and	Nanog	(Feldman	
et	al.,	2006;	Li	et	al.,	2007)	and	the	derepression	of	transposable	elements	(Kaluscha	et	al.,	2022).		
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1.2.2.2 | Erasure of DNA methylation 

The	removal	of	DNA	methylation	can	be	accomplished	through	an	active	or	passive	mechanism	(Figure	
1D-F).	In	the	passive	mechanism,	the	5mC	mark	is	progressively	lost	by	incomplete	maintenance	after	
replication	(Kagiwada	et	al.,	2013).	While	after	the	first	cell	cycle,	the	methylation	is	still	present	at	one	
DNA	strand,	the	newly	synthesized	strand	is	unmethylated.	After	a	second	replication	cycle,	already	
half	 of	 the	daughter	 cells	will	 have	no	DNA	methylation	 anymore	 at	 this	 genomic	 location.	Hence,	
without	maintenance,	the	bulk	methylation	level	is	gradually	reduced	over	multiple	replication	cycles	
(Figure	1F).		
Active	 DNA	 demethylation	 involves	 the	 enzymatic	 turnover	 of	 the	 5mC	 mark	 by	 the	 ten-eleven	
translocation	(TET)	dioxygenase	 family	 (Hackett	et	al.,	2013;	 Ito	et	al.,	2010;	Tahiliani	et	al.,	2009;	
Yamaguchi	et	al.,	2013a).	In	mice,	three	TET	enzymes	(TET1,	TET2,	TET3)	are	expressed	that	recognize	
the	 5mC	 mark	 and	 successively	 oxidize	 the	 methylated	 cytosine	 into	 5-hydroxymethylcytosine	
(5hmC),	5-formylcytosine	(5fC)	and	5-carboxylcytosine	(5caC)	(Figure	1D)	(He	et	al.,	2011;	Ito	et	al.,	
2010,	2011;	Pfaffeneder	et	al.,	2011;	Tahiliani	et	al.,	2009).	The	final	step	of	the	demethylation	process	
is	either	achieved	through	replication-dependent	dilution	or	through	the	thymine	DNA	glycosylase-
dependent	base	excision	repair	(TDG	BER)	pathway	which	leads	to	the	replacement	of	the	modified	
cytosine	with	an	unmodified	version	(Figure	1E)	(He	et	al.,	2011;	Kriaucionis	and	Heintz,	2009;	Maiti	
and	Drohat,	2011;	Tahiliani	et	al.,	2009;	Weber	et	al.,	2016).	
While	all	TET	enzymes	exhibit	catalytic	function,	only	full-length	TET1	and	TET3	have	a	CXXC	domain	
that	increases	their	affinity	to	CpG-rich	regions	(Xu	et	al.,	2011,	2012).	This	may	e.g.	facilitate	TET1’s	
localization	to	CpG	islands,	active	and	bivalent	promoters	(Williams	et	al.,	2011;	Wu	et	al.,	2011;	Xu	et	
al.,	 2011).	 In	 contrast,	 the	 recruitment	 and	 binding	 of	 TET2	 may	 be	 partially	 explained	 by	 its	
interaction	partner	the	CXXC	domain	protein	IDAX	(also	known	as	CXXC4)	(Ko	et	al.,	2013).	In	addition,	
the	CXXC	domain	also	facilities	binding	to	unmethylated	CpGs	(Ko	et	al.,	2013;	Xu	et	al.,	2011,	2012;	
Zhang	et	al.,	2010a).	
Yet,	also	other	factors	may	play	a	role	in	the	genomic	distribution	of	TETs.	Multiple	studies	have	shown	
that	TET	proteins	interact	with	key	TFs.	For	instance,	the	pluripotency	factor	Nanog	has	been	shown	
to	interact	with	and	recruit	TET	proteins	(Costa	et	al.,	2013),	as	well	as	PR	domain	zinc	finger	protein	
14	 (PRDM14)	 (Okashita	 et	 al.,	 2014),	 Polycomb	 repressive	 complex	 2	 (PRC2)	 (Neri	 et	 al.,	 2013),	
the	RNA-binding	protein	LIN28A	(Zeng	et	al.,	2016),	RE1-silencing	transcription	factor	(REST)	(Perera	
et	al.,	2015)	and	CTCF	(Dubois-Chevalier	et	al.,	2014).	Additionally,	 it	has	been	 found	 that	TET2	 is	
recruited	to	enhancer	elements	in	a	highly	cell-type-specific	manner	and	colocalized	with	many	TFBS	
(Rasmussen	et	al.,	2019).	These	studies	suggest	that	TET	recruitment	may	depend,	at	least	in	part,	on	
the	interaction	with	other	gene	regulatory	factors.		
Interestingly,	an	 increasing	number	of	studies	provide	evidence	 that	TET	proteins	exert	additional	
functions	in	gene	regulation	independent	of	their	catalytic	activity.	TET1,	for	example,	associates	with	
different	histone	modifying	complexes	such	as	the	histone	deacetylase	complex	SIN3A	(Williams	et	al.,	
2011),	the	MOF	histone	acetyltransferase	complex	and	even	PRC2	(Neri	et	al.,	2013;	Wu	et	al.,	2011).	
The	same	is	true	for	TET2	which	interacts	with	and	recruits	the	histone	deacetylase	2	(HDAC2)	(Zhang	
et	al.,	2015).	This	suggests	that	TET	proteins	impact	the	chromatin	environment	independently	of	the	
removal	of	DNA	methylation.	In	addition,	studies	using	catalytically	dead	TET	mutants	showed	that	
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they	can	confer	biological	functions	and	can	rescue	the	phenotype	of	TET	knockouts	or	knockdowns	
(Jin	et	al.,	2014;	Kaas	et	al.,	2013;	Montagner	et	al.,	2016;	Tsai	et	al.,	2014;	Zhang	et	al.,	2015),	strongly	
arguing	for	a	catalytic-activity-independent	function	of	TET	enzymes	in	the	genome.		
	
In	contrast	to	DNMTs,	the	loss	of	TET	enzymes	has	more	subtle	effects,	depending	on	the	system	tested.	
In	pluripotent	stem	cells,	single,	double	and	triple	KOs	of	the	TET	family	members	result	in	an	increase	
in	DNA	methylation	levels	at	some	genomic	loci	and	a	strong	reduction	of	global	5hmC	levels	(Ficz	et	
al.,	2011;	Hon	et	al.,	2014;	Lu	et	al.,	2014;	Wu	et	al.,	2011;	Xu	et	al.,	2011).	Those	DNA	methylation	
increases	and	5hmC	decreases	are,	however,	not	universally	distributed	within	the	genome,	but	show	
certain	patterns	and	different	 strengths.	Enhancers,	 for	example,	 show	a	 stronger	 increase	 in	DNA	
methylation	 (Hon	 et	 al.,	 2014),	which	 is	 in	 agreement	with	 the	 recent	 observation	 that	 enhancers	
exhibit	high	methylation	turn-over	that	is	mostly	driven	by	TET	enzymes	(Ginno	et	al.,	2020).	Notably,	
these	methylation	 changes	 have	 only	 limited	 effects	 on	 gene	 transcription	 (Hon	 et	 al.,	 2014)	 and	
maintenance	of	pluripotency	(Dawlaty	et	al.,	2011).	In	addition,	several	studies	showed	that	the	loss	
of	TET	enzymes	in	ESCs	does	not	inhibit	differentiation	(Ficz	et	al.,	2011;	Hon	et	al.,	2014;	Koh	et	al.,	
2011)	 but	 rather	 delays	 the	 first	 steps,	 as	 it	 has	 been	 shown	 for	 in	 vitro	 methylation	 into	 neural	
progenitor	cells	(NPs)	(Hon	et	al.,	2014).		
In	germ	cells,	individual	or	double	TET	KOs	lead	to	disrupted	germ	cell	specification	and	function	(Gu	
et	al.,	2011;	Vincent	et	al.,	2013;	Yamaguchi	et	al.,	2012)	and	disrupted	reprogramming	of	imprinted	
genes	(Hackett	et	al.,	2013;	Yamaguchi	et	al.,	2013a).		
In	 multipotent	 stem	 cells,	 loss	 of	 TET	 enzymes	 has	 been	 shown	 to	 be	 associated	 with	 disrupted	
differentiation,	e.g.	of	hematopoietic	stem	cells	(Izzo	et	al.,	2020;	Ko	et	al.,	2011;	Li	et	al.,	2011;	Moran-
Crusio	et	al.,	2011;	Zhang	et	al.,	2016;	Zhao	et	al.,	2015).		
TET1/2	deficient	cells	can	even	contribute	to	live	animals	(Dawlaty	et	al.,	2013).	Yet,	a	recent	study	
has	examined	the	role	of	the	TET	machinery	in	gastrulation	by	developing	chimeras	with	full	or	partial	
TET	deficiency	(Cheng	et	al.,	2022).	They	identified	that	cells	deficient	for	all	three	TET	enzymes	(TET	
triple-KO	 [TKO])	 showed	 pervasive	 hypermethylation	 and	 mildly	 perturbed	 gene	 expression,	
disrupted	 cell	 signaling	 and	 skewed	 gastrulation.	 Nevertheless,	 in	 chimera	 context,	 TET	TKO	 cells	
retained	their	potential	for	differentiation.	This	argues	that	neither	TET1	nor	TET2	are	required	for	
cell	viability	or	mammalian	development.	
	
	

1.2.2.3 | Readers of DNA methylation 

While	DNMTs	deposit	and	TET	enzymes	remove	DNA	methylation,	other	factors	read	methylated	DNA	
and	may	contribute	to	its	repressive	function.	This	has	led	to	the	hypothesis	of	two	mechanisms	-	an	
indirect	and	a	direct	one	–	on	how	DNA	methylation	exerts	its	functions.		
In	the	direct	mechanism,	DNA	methylation	directly	affects	the	binding	of	TFs,	important	DNA-binding	
proteins	 in	 gene	 regulation	 that	 bind	 to	 specific	 motifs	 in	 CREs	 and	 recruit	 the	 transcriptional	
machinery	and	cofactors.	Multiple	in	vitro	studies	have	shown	that	certain	TFs	are	methyl-sensitive,	
thus	are	inhibited	in	binding	when	their	motif	is	methylated	(Héberlé	and	Bardet,	2019)	(see	chapter	
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1.3.1).	In	contrast,	DNA	methylation	is	usually	absent	(or	reduced)	at	active	CREs,	arguing	that	DNA	
methylation	and	TF	binding	are	mutually	exclusive	(Stadler	et	al.,	2011).	Yet,	despite	the	large	number	
of	in	vitro	identified	methyl-sensitive	TFs,	only	a	fraction	of	them	has	been	confirmed	in	vivo.	Recently,	
CREB1	has	been	shown	to	be	sensitive	to	DNA	methylation	in	vivo	where	methylation	of	transposons	
like	 intracisternal	 A-type	 particle	 elements	 inhibits	 CREB1’s	 binding	 and,	 in	 consequence,	 the	
activation	of	those	elements.	One	of	the	first	methyl-sensitive	TFs	identified	in	vivo	was	NRF1	(Domcke	
et	al.,	2015).	The	deletion	of	all	three	major	DNMTs	in	mESCs	led	to	an	increase	in	NRF1	binding	sites	
that	are	usually	methylated	 in	wild	 type	(WT)	cells.	This	argues	 that	DNA	methylation	 inhibits	 the	
binding	of	certain	TFs	to	spurious	sites	in	the	genome.	
	
The	 indirect	 mechanism	 involves	 proteins	 that	 recognize	 methylated	 CpGs	 and	 recruit	 additional	
silencing	factors	such	as	HDACs	and	DNMTs	to	maintain	methylation	states	(Bird	and	Wolffe,	1999;	Du	
et	 al.,	 2015a;	 Nan	 et	 al.,	 1998;	 Ng	 et	 al.,	 1999).	 Those	 methyl-binding	 proteins	 can	 have	 divers	
functional	 domains	 with	 which	 they	 recognize	 DNA	 methylation	 and	 can	 be	 classified	 into	 three	
structural	families:	the	CpG-methyl-binding	domain	(MBD)	family,	the	zinc	finger	family	and	the	SET	
and	RING-finger	associated	(SRA)	family	(Buck-Koehntop	and	Defossez,	2013).	Most	of	those	proteins	
bind	 to	 methylated	 DNA	 independently	 of	 an	 underlying	 sequence	 motif	 (Buck-Koehntop	 and	
Defossez,	2013).		
In	mammalian	cells,	four	proteins	have	been	identified	that	harbor	a	functional	MBD	enabling	them	to	
bind	methylated	DNA	 in	 vitro	 and	 in	 vivo:	MBD1,	MBD2,	MBD4	and	methyl-CpG-binding	protein	2	
(MeCEP2)	(Baubec	et	al.,	2013;	Du	et	al.,	2015b;	Hendrich	and	Bird,	1998;	Lewis	et	al.,	1992;	Meehan	
et	al.,	1989).	Those	proteins	interact	with	repressor	complexes	such	as	HDACs,	MTs	and	nucleosome	
remodelers	(Nan	et	al.,	1998;	Ng	et	al.,	1999).		
Recently,	it	has	been	shown	that	they	bind	genomic	regions	in	relation	to	the	CpG	density,	thus	mostly	
binding	methylated	CpG-dense	regions	as	inactive	promoter	CpG	islands	(CGIs)	(Baubec	et	al.,	2013).	
It	also	had	been	hypothesized	that	the	binding	of	MBD	proteins	represses	transcription	by	inhibiting	
the	binding	of	TFs	to	CGIs.	Yet,	a	recent	study	in	which	all	four	MBD	proteins	have	been	knocked	out	
revealed	 only	minor	 impacts	 on	 gene	 expression,	 suggesting	 that	MBD	 proteins	 are	 not	 the	main	
drivers	of	repression	by	DNA	methylation	at	promoters	(Kaluscha	et	al.,	2022).		
The	 second	 family	 of	DNA	methylation	binding	proteins	 recognized	methylated	CpGs	with	 an	 SRA	
domain.	 One	 member	 of	 this	 family	 is	 UHRF1	 that	 specifically	 recognizes	 hemi-methylated	 DNA	
and	recruits	 DNMT1	 to	 facilitate	 DNA	methylation	maintenance	 (Bostick	 et	 al.,	 2007;	 Sharif	 et	 al.,	
2007).		
The	third	family	contains	zinc	finger	proteins	which	can	also	discriminate	between	methylated	and	
unmethylated	DNA.	One	of	those	is	the	TF	zinc	finger	protein	57	(ZFP57)	that	binds	to	its	methylated	
motif	and	 is	 involved	 in	 the	maintenance	of	 ICRs	by	recruiting	chromatin	modifying	cofactors	 that	
maintain	DNA	methylation	and	deposit	H3K9me3	at	these	sites	(Quenneville	et	al.,	2011).		
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1.2.2.4 | Functions of DNA methylation in different genomic contexts 

In	mammalian	cells,	70-80%	of	all	CpG	dinucleotides	are	methylated	(Meissner	et	al.,	2008),	which	has	
been	associated	with	gene	repressive	functions,	especially	for	the	silencing	of	transposable	elements,	
repetitive	 elements	 and	 imprinting	 genes	 (Ferguson-Smith	 and	 Bourc’his,	 2018;	 Greenberg	 and	
Bourc’his,	2019;	Iurlaro	et	al.,	2017;	Mattei	et	al.,	2022).	Despite	the	genome-wide	distribution	of	DNA	
methylation,	certain	genomic	regions	show	distinct	and	dynamic	methylation	patterns	(Lister	et	al.,	
2009;	Stadler	et	al.,	2011;	Ziller	et	al.,	2013).		
	

CpG islands (CGIs) 

CpG-dense	 regions,	 called	 CpG	 islands	 (CGIs),	 represent	 the	 only	 genomic	 context	 that	 is	
predominantly	unmethylated	(Figure	2A)	(Bird	et	al.,	1985).	CGIs	are	present	in	around	two	thirds	of	
all	 promoters,	 especially	 of	 housekeeping	 and	 several	 developmental	 genes	 (Gardiner-Garden	 and	
Frommer,	1987;	Ku	et	al.,	2008;	Larsen	et	al.,	1992).	The	unmethylated	state	of	CGIs	is	most	probably	
driven	by	the	CpG	density	itself,	as	multiple	studies	have	shown	(Krebs	et	al.,	2014;	Lienert	et	al.,	2011;	
Long	et	al.,	2016;	Wachter	et	al.,	2014).	CGIs	exhibit	transcriptional	activity	higher	than	that	of	non-
CGI	promoters	(Larsen	et	al.,	1992),	which	could	be	linked	to	the	lack	of	DNA	methylation.	Yet,	a	recent	
study	provides	evidence	that	this	transcriptional	activity	is	rather	promoted	by	the	CpG	density	itself	
(Hartl	et	al.,	2019).	This	argues	that	DNA	methylation	does	not	directly	regulate	CGIs	activity.		
	

X chromosome inactivation (XCI) 

DNA	methylation	plays	a	role	in	the	long-term	gene	silencing	of	the	inactive	X	chromosome	(Figure	
2B).	In	female	mammalian	cells,	one	of	the	two	X	chromosomes	has	to	be	transcriptionally	inactivated	
to	 ensure	 proper	 gene	 dosage	 compensation	 between	 male	 and	 female	 cells	 (Lyon,	 1961).	 This	
silencing	mechanism	is	primarily	driven	by	the	non-coding	RNA	X-inactive	specific	transcript	(XIST)	
(Galupa	 and	 Heard,	 2018).	 In	 addition,	 the	 CGIs	 of	 the	 inactivated	 X	 chromosome	 appear	 to	 be	
methylated,	which	is	catalyzed	by	DNMT3B	(Gendrel	et	al.,	2012).	Yet,	this	DNA	methylation	seems	to	
function	only	as	a	final	lock	of	the	silenced	state,	since	it	occurs	after	initial	silencing	of	the	genes	(Fang	
et	al.,	2019;	Galupa	and	Heard,	2018;	Grant	et	al.,	1992;	Lock	et	al.,	1987;	Singer-Sam	et	al.,	1990).		
	

Transposable and repetitive elements 

One	of	the	most	important	targets	of	DNA	methylation-mediated	silencing	are	transposable	elements	
and	in	particular	retrotransposons	(Figure	2C).	Transposable	elements	are	mobile	genetic	elements	
that	 represent	 37-55%	 part	 of	 the	 mammalian	 genome	 (Alexander	 et	 al.,	 2010;	 Pourrajab	 and	
Hekmatimoghaddam,	2021;	Sanchez-Delgado	et	al.,	2016).	While	all	DNMTs	have	been	shown	to	be	
involved	in	their	methylation	(Bourc’his	and	Bestor,	2004;	Bourc’his	et	al.,	2001;	Chen	et	al.,	2003;	
Dahlet	et	al.,	2020;	Walsh	et	al.,	1998),	the	murine	DNMT3C	has	been	found	to	be	important	for	the	
methylation	of	evolutionarily	young	transposable	elements	in	male	germ	cells	(Barau	et	al.,	2016;	Jain	
et	al.,	2017).	The	loss	of	DNMTs	and	DNA	methylation	results	in	massive	reduction	of	the	repression	
of	transposable	elements,	causing	upregulation	of	neighboring	genes	and	genomic	instability	(Dahlet	
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et	al.,	2020;	Inoue	et	al.,	2017b;	Karimi	et	al.,	2011).	For	mESCs,	which	are	viable	upon	DNMT	KOs,	
compensating	 mechanisms	 have	 been	 identified	 to	 restore	 long-term	 transcriptional	 silencing	 of	
transposable	elements	in	hypomethylated	genomes	(Berrens	et	al.,	2017;	Sharif	et	al.,	2007;	Walter	et	
al.,	2016).	Those	involve,	e.g.,	the	deposition	of	histone	methylation	like	H3K9me3	and	H3K27me3.		
In	 addition,	 DNA	 methylation	 has	 been	 found	 to	 be	 involved	 in	 the	 silencing	 of	 other	 repetitive	
elements	 like	 telomeric	 (Gonzalo	 et	 al.,	 2006),	 centromeric	 (Scelfo	 and	 Fachinetti,	 2019)	 and	
pericentromeric	 (Saksouk	 et	 al.,	 2014)	 regions	 together	 with	 other	 silencing	 mechanisms	 of	
constitutive	heterochromatin	such	as	H3K9me3	(Nishibuchi	and	Déjardin,	2017).		
	

Figure	2:	Functions	of	DNA	methylation.	(A)	DNA	methylation	at	CpG	island	(CGI)	promoters	is	associated	with	gene	
silencing	 together	 with	 H3K27me3.	 (B)	 DNA	 methylation,	 deposited	 by	 the	 de	 novo	 DNMT3B,	 is	 involved	 in	 the	
repression	of	the	inactivated	X	chromosome	together	with	H3K27me3	and	polycomb	repression	complex	2.	(C)	DNA	
methylation	is	involved	in	the	silencing	of	repetitive	elements	like	transposable	elements,	which	are	co-marked	by	the	
repressive	histone	mark	H3K9me3.	All	DNMT	enzymes	are	 involved	and	in	the	mice	germline	also	DNMT3C,	which	
methylates	 young	 retrotransposons	 like	 intracisternal	A	 particles	 (IAP).	 (D)	 DNA	methylation	 is	 important	 for	 the	
regulation	of	imprinting	control	regions	(ICRs)	that	drive	mono-allelic	gene	expression.	I.)	The	establishment	of	sex-
specific	 imprinting	 after	 germline-specific	 epigenetic	 reprogramming	 is	 catalyzed	 by	 DNMT3A	 and	 its	 co-factor	
DNMT3L	in	oocytes,	and	DNMT3A	in	sperm.	II.)	In	somatic	cells,	imprinting	is	maintained	by	the	transcription	factor	
ZFP57	that	binds	to	its	methylated	motif	in	ICRs	and	recruits	the	KAP1-mediated	silencing	machinery,	including	the	
histone	methyltransferase	SetDB1,	the	deposits	H3K9me3,	and	DNMT1with	its	cofactor	UHRF1	that	maintain	the	DNA	
methylation.	Mono-allelic	gene	expression	can	be	achieved	by	inhibiting	the	promoter	(left	box)	or	by	alternative	gene	
promoter	 activation	 (right	 box).	 (E)	 DNA	methylation	 is	 also	 involved	 in	 germline	 gene	 inactivation	 upon	 somatic	
differentiated.	This	is	mediated	by	DNMT3B,	as	well	as	by	other	silencing	mechanisms	that	also	drive	H3K9me3.	(F)	At	
gene	bodies,	DNA	methylation	has	no	repressive	function,	but	 is	correlated	with	transcription.	For	this,	DNMT3B	is	
recruited	by	the	H3K36me3	mark	downstream	of	active	promoters.	Gene	body	methylation	is	potentially	involved	in	
splicing	and	inactivation	of	cryptic	intragenic	promoters.	Figure	in	parts	adapted	from	(Greenberg	and	Bourc’his,	2019).	
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Imprinting control regions (ICRs) 

DNA	methylation-mediated	 gene	 silencing	 plays	 a	 fundamental	 role	 at	 imprinting	 control	 regions	
(ICRs)	(Figure	2D)	(Ferguson-Smith	and	Bourc’his,	2018;	Greenberg	and	Bourc’his,	2019).	ICRs	are	
genomic	regions	that	are	differentially	methylated	between	the	two	parental	alleles	and	drive	mono-
allelic	expression	of	neighboring	imprinted	genes	(Fitzpatrick	et	al.,	2002;	Lin	et	al.,	2003;	Proudhon	
et	al.,	2012;	Thorvaldsen	et	al.,	1998;	Williamson	et	al.,	2006;	Wutz	et	al.,	1997;	Yang	et	al.,	1998).	
Imprinted	 genes	 and	 their	 parent-of-origin	 specific	 expression	 are	 essential	 for	 embryonic	
development	as	well	as	for	postnatal	processes	(Cleaton	et	al.,	2014;	Ferguson-Smith	and	Bourc’his,	
2018).	So	far,	around	25	ICRs	have	been	identified,	22	of	which	are	maternally	methylated	(Ferguson-
Smith	and	Bourc’his,	2018).		
Maternal	ICRs	overlap	with	intragenic	CGI	promoters.	Their	activation	during	oogenesis	causes	gene	
body	–	and	ICR	–	methylation	by	DNMT3A,	assisted	by	its	cofactor	DNMT3L	(Figure	2D)	(Proudhon	et	
al.,	 2012).	 In	 contrast,	 paternal	 ICRs	 are	 CpG-poor	 intergenic	 sequences	 that	 are	 preferentially	
methylated	by	DNMT3A	in	sperm	(Bourc’his	et	al.,	2001;	Kaneda	et	al.,	2004;	Li	et	al.,	1993).	During	
the	 epigenetic	 reprogramming	 post-fertilization,	 the	 ICR	 methylation	 is	 maintained	 through	 the	
binding	of	the	ZFP57	to	its	methylated	binding	motif,	which	is	enriched	in	ICRs,	and	its	recruitment	of	
the	KRAB-A-interacting	protein	(KAP1)-centered	heterochromatic	complex	(Quenneville	et	al.,	2011).	
This	 causes	 maintained	 silencing	 through	 the	 histone	 methyltransferase	 SETDB1	 and	 DNA	
methylation	 maintenance	 factors	 DNMT1	 and	 UHRF1	 (Figure	 2D)	 (Messerschmidt	 et	 al.,	 2012;	
Quenneville	 et	 al.,	 2011;	 Riso	 et	 al.,	 2016;	 Zuo	 et	 al.,	 2012).	 Recently,	 another	 zinc	 finger	 protein,	
ZFP445,	 has	 been	 discovered	 that	 substantially	 impacts	 imprinting	 regulation	 in	 humans	 and	 co-
regulates	genomic	imprinting	in	mice	(Takahashi	et	al.,	2019).		
	

Germline gene expression programs 

A	 large	 set	 of	 germline-specific	 genes	 are	 silenced	 by	 DNA	 methylation	 at	 the	 onset	 of	 somatic	
differentiation	(Figure	2E).	Their	CGI-promoters	are	methylated	by	the	DNMT3	family	and	loss	of	DNA	
methylation	leads	to	reactivation	of	those	genes	(Auclair	et	al.,	2014;	Borgel	et	al.,	2010;	Dahlet	et	al.,	
2020;	 Hackett	 et	 al.,	 2012;	 Maatouk	 et	 al.,	 2006;	 Velasco	 et	 al.,	 2010).	 This	 establishes	 that	 DNA	
methylation	has	a	causal	role	for	the	silencing	of	germline	genes.	The	underlying	mechanisms	are	still	
unclear	and	may	involve	other	silencing	co-regulators	(Greenberg	and	Bourc’his,	2019).		
	

Gene bodies 

At	gene	bodies,	DNA	methylation	has	no	repressive	function	on	the	active	gene.	Quite	to	the	contrary,	
it	is	positively	correlated	with	its	transcription	(Bender	et	al.,	1999;	Lister	et	al.,	2009;	Varley	et	al.,	
2013).	 Thereby,	DNMT3B	 is	 recruited	by	H3K36me3	 (Figure	2F)	 (Baubec	 et	 al.,	 2015),	 a	 common	
histone	modification	at	gene	bodies	that	is	also	positively	correlated	with	transcriptional	activity	and	
transcription	 elongation	 (Kizer	 et	 al.,	 2005;	 Vakoc	 et	 al.,	 2006).	 Nevertheless,	 it	 still	 needs	 to	 be	
clarified,	which	exact	role	DNA	methylation	plays	at	gene	bodies.	On	the	one	hand,	it	has	been	shown	
that	it	prevents	the	initiation	of	transcription	from	cryptic	intragenic	promoter	sequences	(Dahlet	et	
al.,	2020;	Neri	et	al.,	2017).	On	the	other	hand,	it	may	facilitate	transcription	elongation	and/or	splicing,	
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since	DNA	methylation	is	enriched	at	exons	(Gelfman	et	al.,	2013;	Maunakea	et	al.,	2013;	Shayevitch	et	
al.,	2018;	Zhang	et	al.,	2020a).		
	

Enhancers 

DNA	methylation	has	also	been	found	at	enhancer.	While	inactive	enhancers	show	high	methylation	
levels	like	most	of	the	genome,	active	enhancer	show	intermediate	methylation	levels	of	10	to	60%.	
This	 has	 been	 shown	 to	 be	 a	 dynamic	 feature	 across	many	different	 cell	 types	 (Hartl	 et	 al.,	 2017;	
Hodges	 et	 al.,	 2011;	 Stadler	 et	 al.,	 2011;	 Ziller	 et	 al.,	 2013),	 making	 enhancers	 the	most	 variable	
differentially	methylated	genomic	regions.	In	addition,	TET	enzymes	are	enriched	at	active	enhancers	
(Lu	et	al.,	2014),	which	drives	a	high	turnover	of	the	local	DNA	methylation	(Ginno	et	al.,	2020).	Some	
studies	suggest	that	the	demethylation	of	enhancers	is	important	for	their	activation,	thus	arguing	for	
a	causal	role	of	DNA	methylation	in	gene	regulation	(Luo	et	al.,	2018;	Parry	et	al.,	2021;	Song	et	al.,	
2019),	yet	others	have	found	its	dynamics	are	rather	consequential	to	the	underlying	changes	in	gene	
expression	 (Barnett	 et	 al.,	 2020).	 In	 conclusion,	 there	 is	 presently	 only	 limited	 evidence	 that	DNA	
methylation	at	enhancers	is	generally	instructive.	
	
	

1.2.2.5 | DNA methylation dynamics in development 

DNA	methylation	plays	a	crucial	role	in	mammalian	development	(Greenberg,	2021;	Greenberg	and	
Bourc’his,	2019;	Hemberger	et	al.,	2009).	While	in	somatic	cells,	most	of	the	genome	is	fully	methylated	
(Meissner	 et	 al.,	 2008),	 there	 are	 two	 dramatic	 DNA	 methylation	 reprogramming	 events	 during	
development	in	which	DNA	methylation	is	largely	removed	(Figure	3).		
	
The	 first	 reprogramming	 event	 happens	 during	 early	 embryonic	 development	 directly	 after	
fertilization	(Figure	3).	Here,	the	zygotic	genome	is	rapidly	and	progressively	demethylated	until	the	
blastocyst	stage	where	only	around	20%	of	CpGs	in	the	genome	remain	methylated	(Wang	et	al.,	2014).	
DNA	methylation	is	primarily	retained	at	transposable	elements	and	ICRs	(Lane	et	al.,	2003;	Smith	et	
al.,	2012;	Wang	et	al.,	2018,	2014).	During	this	reprogramming,	the	gamete-specific	DNA	methylation	
patterns	 are	 removed	 to	 reach	 a	 pluripotent	 state.	 While	 the	 overall	 dynamics	 of	 de-	 and	 re-
methylation	and	the	timing	of	this	methylation	reprogramming	have	been	largely	identified,	some	of	
the	mechanistic	details	are	 still	 elusive.	 Some	studies,	 for	 instance,	 argue	 for	a	 first	wave	of	active	
demethylation	mediated	 by	 TET3	 (Gu	 et	 al.,	 2011;	 Iqbal	 et	 al.,	 2011;	Wossidlo	 et	 al.,	 2011)	 and	 a	
subsequent	 wave	 of	 passive	 genome-wide	 demethylation	 during	 multiple	 rounds	 of	 cell	 division	
(Howell	et	al.,	2001),	whereas	other	studies	provide	evidence	for	replication-	or	TET3-independent	
demethylation	(Amouroux	et	al.,	2016;	Santos	et	al.,	2013).	In	addition,	it	is	still	under	debate	whether	
local	de	novo	methylation	may	co-occur	with	the	global	demethylation	to	ensure	methylation	retention	
at	desired	regions	(Amouroux	et	al.,	2016;	Zhu	et	al.,	2018).	TET	enzymes	could	then	be	involved	in	
protecting	the	genome	from	this	methylation	activity	(Albert	et	al.,	2020;	Amouroux	et	al.,	2016;	Hill	
et	al.,	2018).		
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Upon	 in	 uterus	 implantation,	 the	 epiblast	 genome	 is	 rapidly	 re-methylated	 by	 the	 de	 novo	 MTs	
DNMT3A/B	until	it	reaches	DNA	methylation	levels	of	somatic	tissues	(Figure	3)	(Borgel	et	al.,	2010;	
Seisenberger	et	al.,	2012;	Smith	et	al.,	2017;	Zhang	et	al.,	2018).	During	this	process,	methylation	is	
broadly	deposited	and	potentially	guided	by	H3K36me2/3	markings	of	the	genome	that	DNMTs	bind	
to	(Baubec	et	al.,	2015;	Dhayalan	et	al.,	2010;	Weinberg	et	al.,	2019).	One	important	genomic	context	
that	escapes	the	DNA	methylation	are	CGI-promoters.	Multiple	mechanisms	have	been	proposed	that	
explain	this	methylation	protection	(Greenberg,	2021).	One	hypothesis	is	based	on	the	fact	that	DNMTs	
are	repelled	by	H3K4me3,	which	is	found	at	active	promoters	(Guo	et	al.,	2015;	Ooi	et	al.,	2007;	Otani	
et	al.,	2009;	Zhang	et	al.,	2010b).	Another	hypothesis	involves	the	methylation	protection	at	bivalent	
promoters.	 Bivalent	 genes	 are	 developmental	 genes	 that	 are	 marked	 by	 active	 (H3K4me3)	 and	
repressive	(PRC2-deposited	H3K27me3)	histone	marks	and	that	are	silent	during	embryogenesis,	but	
become	rapidly	activated	upon	developmental	cues	(Azuara	et	al.,	2006;	Bernstein	et	al.,	2006).	Those	
promoters	are	free	of	DNA	methylation,	which	could	be	due	to	the	repelling	of	DNMTs	by	H3K4me3	as	
for	active	genes,	H3K27me3	(Greenberg	et	al.,	2017;	Li	et	al.,	2018),	the	recruitment	of	TET	enzymes	

Figure	3:	DNA	methylation	dynamics	during	embryonic	and	germline	development.	Sperms	and	oocytes	have	
different	 levels	of	DNA	methylation	with	~80%	and	~50%,	respectively.	After	 fertilization,	global	DNA	methylation	
levels	 are	massively	 removed	 until	 the	 blastocyst	 stage,	mainly	 driven	 by	 TET3	 and	 passive	 demethylation.	 Upon	
implantation,	the	genome	is	rapidly	re-methylated	to	DNA	methylation	levels	found	in	somatic	tissue	of	70-80%.	During	
this	process,	DNMT3A,	DNMT3B	and	DNMT3L	are	involved	in	the	de	novo	methylation	of	the	genome.	A	second	wave	
of	 reprogramming	happens	 in	 the	germline,	where	TET1	and	TET2	drive	 the	demethylation	 including	at	 imprinted	
regions.	At	the	final	stage,	primordial	germ	cells	(PGC)	exhibit	only	6-8%	global	methylation	levels,	mainly	located	at	
transposable	elements.	Afterwards,	the	genome	is	re-methylated	by	DNMT3A/B	and	in	the	mouse	male	germline	also	
by	DNMT3C.	ESCs	that	are	derived	from	the	inner	cell	mass	of	the	blastocyst	show	somatic	methylation	levels	of	70-
80%	when	cultured	 in	 serum/LIF.	Blue	 line	 shows	global	DNA	methylation	 levels.	Blue	boxes	 show	main	enzymes	
involved	in	the	de-	or	re-methylation	process	in	the	different	phases.	Figure	adapted	from	(Greenberg	and	Bourc’his,	
2019)	and	created	with	BioRender.com.	
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(Boulard	et	al.,	2015;	Gu	et	al.,	2018a;	Manzo	et	al.,	2017;	Verma	et	al.,	2018),	and	the	binding	of	the	
TFs	 Developmental	 Pluripotency-Associated	 2	 and	 4	 (DPPA2/4)	 which	 might	 be	 involved	 in	 the	
recruitment	of	both	silencing	and	activating	complexes	(Eckersley-Maslin	et	al.,	2020;	Gretarsson	and	
Hackett,	2020).	
Notably,	 mESCs	 that	 are	 derived	 from	 the	 inner	 cell	 mass	 of	 the	 hypomethylated	 blastocyst	 at	
embryonic	day	(E)	3.5	(Evans	and	Kaufman,	1981)	harbor	somatic-tissue	methylation	 levels	of	70-
80%	when	cultured	under	serum/Leukemia	inhibitory	factor	(LIF)	conditions	(Figure	3).	However,	
when	cultured	in	a	medium	that	contains	two	inhibitors	(2i)	of	distinct	pathways	(mitogen-activated	
protein	kinase	[MAPK]	and	glycogen	synthase	kinase-3	beta	[GSK3β]	inhibitors),	mESCs	are	in	a	more	
“naïve”	pluripotent	state	with	low	methylation	levels	that	more	closely	resembles	the	blastocyst	stage	
(Ficz	et	al.,	2011;	Habibi	et	al.,	2013;	Leitch	et	al.,	2013).		
	
The	second	–	and	even	stronger	–	event	of	global	DNA	methylation	erasure	happens	during	germline	
reprogramming	for	the	establishment	of	primordial	germ	cells	(PGCs)	(Figure	3)	(Guibert	et	al.,	2012;	
Hajkova	et	al.,	2002;	Lee	et	al.,	2002;	Vincent	et	al.,	2013).	During	this	process,	a	first	wave	of	passive	
demethylation	 removes	 most	 genomic	 DNA	methylation	 (Yamaguchi	 et	 al.,	 2013a).	 Subsequently,	
TET1	 and	TET2	 enzymes	 facilitated	 a	wave	 of	 active	DNA	demethylation,	which	 results	 in	 the	 co-
occurrence	of	5hmC	in	the	PGC	genome	(Hackett	et	al.,	2013;	Vincent	et	al.,	2013;	Yamaguchi	et	al.,	
2012,	2013b).	During	 this	 second	stage,	DNA	methylation	 is	primarily	 removed	 from	 ICRs	and	 the	
promoters	of	germ	line	specific	genes.	After	this	wave	of	reprogramming,	only	6-8%	of	CpGs	are	still	
methylated	 in	 mouse	 PGCs	 (Wang	 et	 al.,	 2014),	 which	 are	 mostly	 enriched	 in	 retrotransposons	
(Guibert	et	al.,	2012;	Hajkova	et	al.,	2002).	Afterwards,	global	DNA	methylation	levels	are	reestablished	
in	 sex-specific	 manners	 during	 male	 and	 female	 germline	 differentiation	 up	 to	 ~80%	 and	 ~50%	
methylation	levels	in	the	sperm	and	oocyte	genome,	respectively	(Figure	3)	(Greenberg	and	Bourc’his,	
2019;	Kobayashi	et	al.,	2012;	Smallwood	et	al.,	2014;	Wang	et	al.,	2014).	
	
The	reasons	for	those	two	dramatic	waves	of	global	DNA	demethylation	during	early	embryonic	and	
germline	development	are	still	not	fully	understood.	It	is	speculated	that	they	are	necessary	to	gain	
epigenetic	plasticity	at	pivotal	developmental	stages,	as	well	as	to	limit	the	inheritance	of	epimutations	
acquired	by	aging,	environmental	stimuli	or	diseases	(Greenberg	and	Bourc’his,	2019).	Nevertheless,	
it	 is	 indisputable	 that	 DNA	 methylation	 and	 its	 regulation	 play	 an	 important	 role	 in	 mammalian	
development.	Thus,	studying	DNA	methylation	and	understanding	its	functions	in	different	genomic	
contexts	has	an	important	impact	on	our	understanding	of	these	developmental	mechanisms.	
	
	

1.2.2.6 | DNA methylation in cancer, ageing and other diseases 

DNA	methylation	is	a	key	epigenetic	modification	that	is	frequently	dysregulated	in	diseases.	In	line	
with	this,	mutations	in	DNMT	or	TET	enzymes	have	been	associated	with	multiple	diseases	in	humans	
(Greenberg	and	Bourc’his,	2019;	Paul	and	Beck,	2014),	including	cancer	(Nishiyama	and	Nakanishi,	
2021),	neurological	disorders	(Younesian	et	al.,	2022),	acute	myeloid	leukemia	(AML)	(Li	et	al.,	2017)	



	 19	

and	 the	 immunodeficiency,	 centromere	 instability	and	 facial	anomalies	 (ICF)	syndrome	(Vukic	and	
Daxinger,	2019).	
In	cancer,	aberrant	DNA	methylation	patterns	are	thought	to	be	involved	in	carcinogenesis	as	well	as	
in	the	progression	of	cancer	(Baylin	and	Jones,	2011;	McMahon	et	al.,	2017;	Nishiyama	and	Nakanishi,	
2021).	Thereby,	cancer	cells	show	characteristic	global	hypomethylation	and	local	hypermethylation,	
leading	to	dysregulated	gene	expression	and	the	development	of	tumorigenic	traits.	Hypermethylation	
is	e.g.	observed	at	CGI	promoters,	many	of	which	are	associated	with	tumor	suppressor	genes	(Baylin	
and	 Jones,	 2011;	 Jones,	 2012).	 Hypomethylation,	 in	 contrast,	 is	 associated	with	 the	 expression	 of	
transposable	elements,	leading	to	aberrant	expression	of	other	genes	and	genomic	instability	(Jordà	et	
al.,	2017).	Due	to	these	common	DNA	methylation	patterns,	DNA	methylation	is	often	used	as	a	marker	
for	 cancer	detection,	 progression	 and	prognosis	 (McMahon	 et	 al.,	 2017;	Nishiyama	 and	Nakanishi,	
2021).	 In	 addition,	 cancer	 treatment	 strategies	 targeting	 epigenetic	 factors	 is	 a	 growing	 field	 of	
research	(Cheng	et	al.,	2019).	
Nevertheless,	although	various	cancer	types	and	their	progression	have	been	correlated	with	distinct	
changes	 in	 DNA	 methylation,	 the	 causal	 effects	 of	 these	 changes	 are	 still	 largely	 unknown.	
Interestingly,	90%	of	the	genomic	regions	showing	hypermethylation	in	cancer	cells	are	already	in	a	
silenced	state	in	healthy	somatic	cells,	often	associated	with	Polycomb-mediated	silencing	(Keshet	et	
al.,	2006;	Schlesinger	et	al.,	2007).	In	addition,	most	cancer	types	converge	to	a	common	methylation	
landscape	over	 time,	which	 leads	 to	 the	question,	which	genomic	regions	have	causal	and	disease-
relevant	roles	in	the	initiation	and	progression	of	the	cancerous	traits	(Greenberg	and	Bourc’his,	2019;	
Mattei	et	al.,	2022).	
Changes	is	DNA	methylation	over	time	is	also	one	of	the	hallmarks	of	aging	(López-Otín	et	al.,	2013).	
In	general,	in	a	similar	trend	as	observed	in	cancer,	global	DNA	methylation	levels	decrease	with	age,	
while	local	DNA	methylation	patterns	become	more	heterogeneous	and	show	local	hypermethylation	
(Horvath	and	Raj,	2018;	Seale	et	al.,	2022).	Hypermethylation	occurs	preferentially	at	CGI-promoters	
of	developmental	and	Polycomb-repressed	genes	and	is	conserved	across	different	cells	and	tissues	
(Lu	et	al.,	2022;	Zhou	et	al.,	2018).	In	comparison,	hypomethylation	is	associated	with	low	CpG-density	
at	intronic	and	intergenic	regions	(Pérez	et	al.,	2018)	and	is	less	conserved	across	tissues	(Day	et	al.,	
2013).	These	changes	in	DNA	methylation	have	been	linked	to	age-related	diseases	and	the	decline	in	
physiological	function	(Seale	et	al.,	2022).		
It	is	important	to	note	that	although	DNA	methylation	functions	as	a	biomarker	to	inform	on	disease	
onset	and	progression	as	well	as	the	“epigenetic	age”	(Horvath	and	Raj,	2018;	Seale	et	al.,	2022),	this	
does	not	infer	that	DNA	methylation	is	causally	involved	in	the	disease	or	aging	progress.	
	
	

1.2.3 | Epigenetics and chromatin features of CREs 

The	mammalian	genome	harbors	a	plethora	of	epigenetic	factors	and	chromatin	features.	In	addition,	
these	different	factors	are	enriched	in	certain	genomic	contexts,	resulting	in	complex	combinations	
that	 are	 associated	with	 different	 transcriptional	 regulations	 (Figure	 4).	 In	 consequence,	 genomic	
elements	and	chromatin	states	can	be	identified	by	analysing	those	epigenetic	combinations	(Ernst	
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and	Kellis,	2010).	One	computational	approach	 to	 this	aim	 is	 chromHMM	(Ernst	and	Kellis,	2012),	
which	is	based	on	a	multivariate	hidden	Markov	model	(HMM)	that	integrates	genome-wide	maps	of	
chromatin	 features	 such	 as	 prevalent	 histone	 modifications,	 DNA	 accessibility	 and	 chromatin-
associated	proteins	as	e.g.	RNA	Polymerase	II,	CTCF	and	TFs.	The	unique	combination	of	chromatin	
features	 enables	 the	 assignment	 of	 chromatin	 states	 to	 each	 genomic	 locus	 in	 the	 genome.	 Those	
chromatin	states	include	functional	elements	like	promoters,	enhancers,	insulators,	transcribed,	and	
repressed	regions.		
CREs	are	important	regulators	of	gene	expression	patterns	to	establish	and	define	cellular	identities.	
TSS-proximal	CREs	are	promoters	that	provide	the	binding	platform	for	TFs,	transcriptional	co-factor	
complexes	 and	 the	 general	 transcription	 machinery.	 When	 promoters	 are	 active,	 their	 epigenetic	
landscape	 is	 defined	 by	 an	 enrichment	 of	 H3K27ac,	 H3K4me3	 and	 H3K9ac,	 increased	 chromatin	
accessibility,	RNA	Polymerase	 II	 binding	 and	 low	 levels	 of	DNA	methylation	at	 a	high	CpG	density	
(Figure	4)	(see	chapter	1.2.2.4).	Promoters	can	also	be	in	a	bivalent/poised	state,	in	which	they	are	
accessible	and	bound	by	TFs	and	RNA	Polymerase	II	but	do	not	drive	expression	until	further	stimuli	
like	differentiation	cues.	In	this	state,	they	are	usually	co-enriched	for	H3K4me3	as	well	as	H3K27me3	
and	the	Polycomb-mediated	silencing	machinery,	while	their	DNA	methylation	levels	are	low	(Figure	
4)	(see	chapter	1.2.1.2	and	1.2.2.5)	(Blanco	et	al.,	2020).	Upon	activation,	the	H3K27me3	mark	is	lost	
and	 replaced	 by	 H3K27ac.	 Bivalent	 promoters	 are	 generally	 associated	 with	 developmentally	
important	genes	that	are	already	poised	for	expression	in	pluripotent	cells,	but	only	become	activated	
upon	differentiation	(see	chapter	1.2.2.5)	(Bernstein	et	al.,	2006).		
Downstream	of	the	TSS,	in	the	gene	body,	is	the	region	of	active	transcription	which	can	be	defined	in	
chromHMM	states	as	transcription	transition	and	transcription	elongation.	Upon	transcription,	gene	
bodies	are	generally	marked	by	H3K36me3	and	elevated	levels	of	DNA	methylation	(Figure	4).	
Distal	CREs	 like	enhancers	have	slightly	different	chromatin	 features.	Active	enhancers	are	usually	
marked	 by	H3K4me1,	 H3K27ac	 and	H3K9ac	 (Figure	 4).	 In	 addition,	 they	 show	 intermediate	 DNA	
methylation	 levels	 and	 high	 chromatin	 accessibility.	 Also	 active	 enhancers	 show	 TF	 and	 RNA	
Polymerase	 II	 binding	 that	 leads	 to	 the	 transcription	 of	 short	 non-coding	 RNAs	 (Sartorelli	 and	
Lauberth,	2020).	This	so-called	enhancer	RNA	can	also	be	used	to	determine	the	activity	of	an	enhancer	
by	specific	RNA	sequencing	techniques	such	as	cap	analysis	gene	expression	(CAGE)	(Andersson	et	al.,	
2014;	 Shiraki	 et	 al.,	 2003),	 precision	 run-on	 sequencing	 (PRO-seq)	 (Mahat	 et	 al.,	 2016)	 as	well	 as	
capped	small	RNA	sequencing	(csRNA-seq)	(Duttke	et	al.,	2019).	
As	promoters,	 enhancers	 can	be	 found	 in	 a	poised	 state	 in	pluripotent	 cells,	 in	which	 they	are	 co-
enriched	for	active	and	repressive	marks	such	as	H3K4me1	and	H3K27me3	(Figure	4)	(Crispatzu	et	
al.,	2021).		
Insulators	are	genomic	elements	that	demarcate	domains	of	independent	gene	regulation.	They	serve	
as	 boundaries	 to	 block	 permissive	 promoter	 activation	 by	 enhancers.	 Insulators	 are	 bound	 by	
insulator	 binding	 proteins,	 of	 which	 CCCTC-binding	 factor	(CTCF)	 is	 the	 most	 prominent	 in	
mammalian	cells	(Figure	4)	(Ali	et	al.,	2016).	Upon	binding,	CTCF	mediates	long-range	interactions	and	
contributes	to	the	topology	and	3-dimentional	chromatin	structure.	
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In	 addition	 to	 active	 regulatory	 elements,	 also	 inactive	 chromatin	 states	 can	 be	 identified	 by	 the	
analysis	of	chromatin	features.	Heterochromatin	is,	e.g.,	enriched	for	the	histone	mark	H3K9me3,	while	
repressed	chromatin	shows	H3K27me3	(Figure	4).		
In	the	last	decade,	the	Encyclopedia	of	DNA	Elements	(ENCODE)	project	has	expanded	their	repertoire	
of	defining	genomic	regions	by	incorporating	functional	and	structural	data	about	RNA	transcription,	
chromatin	structure	and	modification,	methylome,	chromatin	looping,	and	binding	of	TFs	(Abascal	et	
al.,	 2020).	Integrating	 chromatin	 states	with	 chromatin	 looping	 and	 gene	 expression	data	 allows	 a	
better	understanding	of	regulatory	network	that	defines	cell-type-specific	gene	expression.	Despite	
those	 advances	 in	 gene	 element	 mapping,	 defining	 the	 regulatory	 network	 of	 enhancers,	 which	
enhancers	contribute	–	and	to	what	extent	–	to	the	regulation	of	which	genes,	is	still	a	difficult	task	and	
prone	to	high	error	rates	(Moore	et	al.,	2020).	
	
	
	
	

Figure	4:	Epigenetic	features	define	chromatin	states.	The	combination	of	different	epigenetic	marks	and	chromatin	
features	can	be	used	to	determine	chromatin	states	like	cis-regulatory	elements	as	enhancers,	insulators	and	promoters	
and	their	activation	status,	as	well	as	hetero-	and	repressed	chromatin.	Shown	is	a	schematic	genome	browser	view	of	
different	genomic	elements	and	the	associated	chromatin	features	as	measured	by	bulk	sequencing	techniques:	DNA	
methylation,	chromatin	accessibility,	activating	and	repressing	histone	modifications,	RNA	Polymerase	II	(RNA	Pol	II),	
CTCF	and	other	 transcription	 factor	(TF)	binding,	and	enhancer	activity	measured	by	Precision	Run-On	sequencing	
(PRO-seq).	Only	the	most	common	features	are	shown.	Figure	adapted	from	(Preissl	et	al.,	2023).	
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1.3 | Regulation of enhancers by DNA methylation  

s	 devolved	 in	 previous	 chapters	 (see	 chapter	 1.2.2),	 the	 role	 of	 DNA	 methylation	 for	
transcriptional	repression	 is	well	defined	at	CGI	promoters,	 transposable	elements,	 imprinted	

genes	and	the	inactive	X	chromosome.	However,	to	what	extend	DNA	methylation	is	instructive	for	the	
regulation	of	enhancer	activity	is	much	less	understood.	Multiple	factors	have	to	be	considered	when	
evaluating	epigenetic	enhancer	regulation,	which	will	be	discussed	in	the	following.		
First,	enhancers	have	a	generally	low	CpG	density,	especially	in	comparison	to	CGIs.	Thus,	methylated	
CpGs	have	to	be	evaluated	individually	and	may	have	very	local	effects.	Moreover,	regulatory	impacts	
of	CpG	clusters	as	it	has	been	shown	for	some	CGI	promoters	cannot	be	transferred	to	enhancer	regions	
(Hartl	et	al.,	2019;	Krebs	et	al.,	2014).		
Second,	 in	 contrast	 to	 fully	 unmethylated	 promoters,	 enhancers	 exhibit	 intermediate	methylation	
levels	of	10-60%,	which	are	highly	dynamic	across	different	cell	types	(Hartl	et	al.,	2017;	Hodges	et	al.,	
2011;	 Stadler	 et	 al.,	 2011;	 Ziller	 et	 al.,	 2013).	 This	 intermediate	 state	 argues	 for	 an	 epigenetic	
heterogeneity,	 in	 which	 individual	 cells	 within	 a	 homogeneous	 cell	 population	 have	 different	
methylation	 states	 of	 the	 same	 enhancer	 element.	 This	 heterogeneity	 makes	 it	 difficult	 to	 study	
methylation-dependent	 regulation	 and	 the	 correlation	 between	 multiple	 regulatory	 factors,	 since	
common	bulk	sequencing	techniques	produce	outcomes	that	average	out	those	heterogeneities.		
Third,	the	direct	impact	of	DNA	methylation	on	TF	binding	is	still	largely	unknown	in	different	genomic	
contexts.	Although	it	has	been	shown	that	the	intermediate	methylation	is	associated	with	TF	binding	
and	elevated	TET	activity	at	enhancers	(Ginno	et	al.,	2020;	Stadler	et	al.,	2011),	it	is	still	unclear	what	
the	 causal	 relationship	 between	 TF	 binding	 and	 DNA	 methylation	 is	 in	 CpG-poor	 regions.	 DNA	
methylation	may	impact	the	binding	of	some	TFs,	but	TFs	can	also	induce	local	DNA	demethylation,	
resulting	 in	 a	 dual	 relationship	 that	 is	 difficult	 to	 resolve	 genome-wide	 with	 common	 detection	
techniques.		
	

1.3.1 | TFs and their variable relationship with DNA methylation 

1.3.1.1 | DNA methylation can impact TF binding 

TFs	play	a	crucial	part	in	the	regulation	of	gene	expression	due	to	their	ability	to	bind	DNA	at	distinct	
motifs	in	a	sequence-specific	manner	and	recruit	transcriptional	co-factors	to	regulatory	elements.	Yet,	
motif	sequence	alone	does	not	explain	the	specificity	in	TF	binding,	since	hundreds	of	thousands	of	
potential	 binding	 sites	 exist	 in	 the	 genome	 of	which	 only	 a	 fraction	 is	 bound	 in	 vivo	 at	 any	 given	
moment.	Thus,	additional	features	must	control	in	which	genomic	contexts	TFs	bind	to	their	motifs.		

An	important	regulatory	mechanism	of	TF	binding	is	cooperativity	or	competition	between	
multiple	TFs,	where	the	binding	of	one	TF	to	a	regulatory	element	stimulates	or	inhibits	the	binding	of	
other	TFs	(Spitz	and	Furlong,	2012).	Additionally,	the	shape	of	the	DNA	in	its	3D	conformation	has	
been	suggested	to	potentially	affect	the	binding	specificities	of	TFs	(Mathelier	et	al.,	2016;	Slattery	et	
al.,	2014).	Lastly,	chromatin	features	such	as	nucleosome	positioning	and	epigenetic	factors	have	been	

A	
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shown	to	regulate	the	binding	of	TFs	(Bell	et	al.,	2011).	For	instance,	most	TFs	cannot	access	their	motif	
sequence	when	the	region	is	bound	by	nucleosomes.	Yet,	a	specific	group	of	TFs,	so	called	“pioneer”	
factors,	have	been	identified	that	are	able	to	bind	nucleosome-occupied	DNA	motifs	and	induce	local	
removal	or	repositioning	of	nucleosomes	by	recruiting	chromatin	remodeling	complexes.	This	leads	to	
the	opening	of	the	region	and	allows	additional	TFs	to	bind	(Iwafuchi-Doi	and	Zaret,	2014).	
	
The	 observation	 that	 DNA	 methylation	 is	 an	 important	 regulator	 of	 transcription	 has	 led	 to	 the	
hypothesis	 that	 also	 CpG	 methylation	 may	 regulate	 TF	 binding	 either	 through	 direct	 interaction	
between	the	methylated	DNA	and	the	TF	or	through	indirect	mechanisms	involving	other	factors	such	
as	chromatin	remodeling	proteins	(Baubec	and	Schübeler,	2014).	
Early	on,	studies	using	different	biochemical	assays	have	supported	the	notion	of	the	direct	mechanism	
for	multiple	TFs	 (Bednarik	 et	 al.,	 1991;	 Campanero	 et	 al.,	 2000;	 Iguchi-Ariga	 and	 Schaffner,	 1989;	
Prendergast	et	al.,	1991;	Watt	and	Molloy,	1988).	In	recent	years,	grand	in	vitro	studies	have	shown	
that	the	majority	of	TFs	(60%	of	the	ones	tested	in	(Yin	et	al.,	2017)	can	be	directly	affected	in	their	
binding	when	their	motif	is	methylated	(Kribelbauer	et	al.,	2017;	Yin	et	al.,	2017).	They	also	showed	
that	TFs	can	be	positively	or	negatively	modulated	(Figure	5).	Yin	et	al.	for	example	showed	that	bHLH-
,	 bZIP-,	 and	ETS-family	TFs	were	generally	 inhibited	by	DNA	methylation,	while	NFAT	 factors	 and	
members	of	the	homeodomain	family	preferred	binding	to	motifs	containing	a	methylated	CpG.	Those	
comprehensive	 in	 vitro	 studies	 support	 the	 hypothesis	 of	 a	 direct	 inhibitory	 mechanism	 of	 DNA	
methylation.	However,	some	of	the	in	vitro	data	is	rather	contradictory	and	in	vivo	evidence	for	this	
direct	methylation-sensitivity	remains	limited	(Table	1).		
Preferential	binding	to	methylated	motifs	has	been	shown	in	vivo	for	Oct4	(Yin	et	al.,	2017),	Klf4	(Hu	
et	al.,	2013;	Spruijt	et	al.,	2013;	Wan	et	al.,	2017)	and	p53	(Kribelbauer	et	al.,	2017),	which	is	in	line	
with	their	proposed	pioneering	activity	(Figure	5B).	Notably,	neither	Oct4	nor	Klf4	have	a	CpG	in	their	
consensus	motif,	arguing	that	this	methylation	preference	has	only	little	effect	in	the	genomic	context	
in	 vivo.	 ZFP57	 and	 ZFP445	 have	 been	 shown	 to	 bind	 methylated	 DNA	 at	 ICRs	 where	 they	 fulfill	

Sensitivite TFs

DNA methylation 
does not afftect TF binding
(C)

e.g. CTCF
REST

p53

Insensitive TFs

DNA methylation 
inhibits TF binding

(A)

e.g. NRF1
CTCF

Myc

Steric hindrance
Alteration of DNA shape
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p53
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Figure	5:	Schematic	representation	of	different	DNA	methylation	sensitivities	of	transcription	factors	(TFs).	(A)	
Methylation-sensitive	TFs	can	be	inhibited	in	their	binding	by	steric	hindrance	or	alteration	of	the	DNA	shape	by	DNA	
methylation	of	the	TF	binding	motif.	(B)	Methylation-sensitive	TFs	can	be	promoted	in	their	binding	by	direct	increase	
in	 their	 affinity	 by	 DNA	 methylation	 in	 their	 motif.	 (C)	 Insensitive	 TFs	 can	 bind	 their	 motif	 independent	 of	 the	
underlying	DNA	methylation.		
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important	roles	in	the	silencing	of	imprinted	genes	(Li	et	al.,	2008;	Quenneville	et	al.,	2011;	Riso	et	al.,	
2016;	Takahashi	et	al.,	2019).	
Negative	methylation-sensitivity	has	been	 confirmed	 in	 vivo	 for	NRF1	 (Domcke	et	 al.,	 2015),	CTCF	
(Maurano	et	al.,	 2015),	Max-Myc	 (Cusack	et	al.,	 2020;	Domcke	et	al.,	 2015;	Yin	et	al.,	 2017),	BANP	
(Grand	et	al.,	2021),	ONECUT1	(Kaluscha	et	al.,	2022)	and	CREB1	(Kaluscha	et	al.,	2022)	(Figure	5A).	
Most	of	these	studies	used	DNMT	triple-knockout	(TKO)	ESCs	to	identify	additional	binding	events	in	
absence	of	genomic	DNA	methylation.	This	showed	for	this	limited	set	of	TFs	that	DNA	methylation	
prevents	their	binding	outside	of	CREs	and	controls	the	formation	of	cryptic	binding	sites	throughout	
the	genome.	Yet,	whether	motif	methylation	impacts	TF	binding	at	active	CREs	and	their	regulation	
remains	elusive.		
Multiple	 features	 have	 been	 found	 that	 potentially	 drive	 the	methylation-sensitivity	 of	 TFs.	 Those	
include	the	shape	of	the	DNA	that	is	affected	by	the	methylation	(Du	et	al.,	2015a;	Slattery	et	al.,	2014),	
the	 chemical	 interaction	between	 the	methyl-group	 and	 the	TF	 (Iguchi-Ariga	 and	 Schaffner,	 1989;	
Kribelbauer	et	al.,	2017;	Yin	et	al.,	2017)	as	well	as	the	steric	hindrance	of	the	TF	(Figure	5)	(Iguchi-
Ariga	 and	 Schaffner,	 1989;	 Kribelbauer	 et	 al.,	 2017;	 Yin	 et	 al.,	 2017).	 Hence,	 the	 position	 of	 the	
methylated	CpG	within	the	motif	is	a	crucial	component	for	its	impact	as	it	has	been	shown	for	CTCF	
(Maurano	et	al.,	2015)	and	ATF4	(Kribelbauer	et	al.,	2017).	On	a	structural	basis,	methylated	cytosine	
can	promote	the	binding	of	a	TF	as	it	has	been	shown	for	HOX	TFs,	where	the	methyl-group	mimics	a	
thymidine	base	in	the	binding	pocket	(Kribelbauer	et	al.,	2017).	Unsurprisingly,	also	the	number	and	
position	of	the	CpG	within	the	TF	motifs	is	impacted	by	local	DNA	methylation.	Based	on	the	TF	motif	
databank	JASPAR,	70%	of	TF	motifs	do	not	contain	a	CpG	(Héberlé	and	Bardet,	2019),	arguing	that	
most	TFs	might	not	be	affected	by	local	DNA	methylation.	This	stands	in	contrast	to	the	observation	
that	most	TFs	are	impacted	by	CpG	methylation	in	vitro,	even	if	their	canonical	motif	does	not	contain	
a	CpG	(Yin	et	al.,	2017).		
Since	the	first	evidences	for	a	regulatory	impact	in	the	late	1980s,	many	studies	have	followed	with	
ambivalent	results.	For	example,	since	CTCF’s	discovery	 in	1990	(Lobanenkov	et	al.,	1990),	studies	
have	 shown	 that	 it	 is	 in	 some	 cases	 negatively	 sensitive	 and	 in	 some	 cases	 insensitive	 to	 DNA	
methylation	(Table	1).	Similar	contradicting	observation	have	been	made	for	other	TFs,	arguing	that	
TFs	cannot	always	be	classified	as	per	se	methyl-sensitive	or	insensitive.		
In	conclusion,	the	functional	role	of	DNA	methylation	for	the	regulation	of	TF	binding	is	still	largely	
unclear	and	the	contradicting	results	argue	for	a	context	specific	impact	of	DNA	methylation	that	is	not	
generalizable	for	all	TFs	within	a	TF	class	and	not	for	single	TFs	for	all	genomic	contexts	across	the	
genome.	
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Table	1:	Evidence	from	in	vitro	and	in	vivo	studies	for	TFs	with	different	DNA	methylation	sensitivities	

Sensitive TFs (negative sensitivity) 

TF in vitro in vivo 
*ATFs (activating 
transcription factors) 

- (Mann et al., 2013)4 
- (Yin et al., 2017)1  
- (Kribelbauer et al., 2017)2: ATF4 – negative 

when CpG central in motif 
- (Zuo et al., 2017)3: BATF1 (B cell–activating TF1) 

 

APs (JUN, FOS) 
(activator proteins) 

- (Yin et al., 2017)1 
- (Mann et al., 2013)4 

 

AP-2 (activating protein 
2)  

- (Gaston and Fried, 1995; Tate and Bird, 1993)  

BANP (BTG3-associated 
nuclear protein) 

 - (Grand et al., 2021) 

CEBPG 
(CCAAT/enhancer binding 
protein G) 

- (Mann et al., 2013)4  

CEBPD - (Mann et al., 2013)4  
CREB1 (CAMP 
responsive element 
binding protein 1) 

- (Iguchi-Ariga and Schaffner, 1989) 
- (Mancini et al., 1999) 
- (Tierney et al., 2000) 
- (Spruijt et al., 2013) 
- (Yin et al., 2017)1 

- (Kaluscha et al., 2022): WT vs DNMT TKO 
neurons at intracisternal A-type particle 
elements  

*CTCF (CCCTC-binding 
factor) 

- (Bell and Felsenfeld, 2000) 
- (Filippova et al., 2001) 
- (Hashimoto et al., 2017): structural insights 
- (Zuo et al., 2017)3 

- (Maurano et al., 2015): at specific sites 

E2F  - (Gaston and Fried, 1995; Tate and Bird, 1993) 
- (Yin et al., 2017)1 

 

GABPA (GA binding 
protein transcription 
factor subunit alpha) 

 - (Domcke et al., 2015): potential candidate 
- (Cusack et al., 2020) 

GLI1 (glioma-associated 
oncogene homolog 1) 

- (Zuo et al., 2017)3  

MYC  - (Gaston and Fried, 1995; Tate and Bird, 1993) 
- (Yin et al., 2017)1 

- (Domcke et al., 2015): potential candidate 
- (Yin et al., 2017): ChIP-seq in WT vs DNMT 

TKO mESCs shows minimal effect 
- (Cusack et al., 2020): Max-Myc 

NF-kB (nuclear factor 
'kappa-light-chain-
enhancer' of activated B-
cells) 

- (Gaston and Fried, 1995; Tate and Bird, 1993)  

NRF1  
(nuclear respiratory factor 
1) 

- (Kumari and Usdin, 2001) - (Domcke et al., 2015): first TF shown to be 
sensitive in vivo; binds to more binding sites 
in DNMT TKO vs WT mESCs (validated by 
ChIP-seq & reporter construct) 

ONECUT1  - (Kaluscha et al., 2022): only at the CpG-
containing motif  

*SP1 (specificity protein 
1) 

- (Clark et al., 1997): dependent on position  

USF (upstream TF 1) - (Yin et al., 2017)1  
*YY1 (Yin Yang 1)  - (Cusack et al., 2020) 
BHLH family (basic 
Helix-Loop-Helix) 

- (Yin et al., 2017)1  

BZIP family (basic 
leucine zipper) 

- (Yin et al., 2017)1  

ETS family - (Yin et al., 2017)1 
- (Gaston and Fried, 1995) 

- (Domcke et al., 2015): potential candidate 

Sensitive TFs (positive sensitivity) 

TF in vitro in vivo 
*ATF - (Kribelbauer et al., 2017)2: ATF4 – positive  
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when CpG in flanking region) 
CEBPA - (Rishi et al., 2010): EMSA 

- (Mann et al., 2013)4 
 

CEBPB  - (Yin et al., 2017)1: weakly positive 
- (Mann et al., 2013)4 
- (Kribelbauer et al., 2017)2 

- (Mann et al., 2013): ChIP-seq (11% of 
methylated motifs bound, 54% of 
unmethylated motifs bound) 
- (Zhu et al., 2016) ChIP-seq (25% of TFBS 

methylated) 
CEBPE - (Yin et al., 2017)1: weakly positive  
*CEBPG - (Yin et al., 2017)1: weakly positive  
HOXA9 (and PBX-
HOXA9 complex) 
(Homeobox A9) 

- (Hu et al., 2013): EMSA 
- (Kribelbauer et al., 2017)2: structural report 

 

*HOXB13  
(homeobox B13) 

- (Yin et al., 2017)1 
- (Zuo et al., 2017)3: depending on CpG 

position 
- (Yin et al., 2017)1: structural report 

contradicting Zuo et al. 

 

HOXC11 - (Yin et al., 2017)1  
*KAISO/ZBTB33 (Zinc 
Finger And BTB Domain 
Containing 33) 

- (Yin et al., 2017)1  
- (Prokhortchouk et al., 2001): EMSA 
- (Daniel et al., 2002): structural report 

 

KAISO-like ZBTB4 & 
ZBTB38 

- (Hudson et al., 2018): structural report - (Filion et al., 2006): transient transfection in 
mice 

KLF/ KLF4 (Krüppel-like 
factor) 

- (Yin et al., 2017)1 
- (Spruijt et al., 2013): Klf2/4/5 (proteomics 

approach & DNA pull-down)  
- (Hu et al., 2013): different sequence 

preferences for un-/methylated motifs 

- (Spruijt et al., 2013): in mESC 18.5% of Klf4 
binding sites methylated 
- (Hu et al., 2013; Zhu et al., 2016): in hESCs 

3% of TFBS have a CpG, of those 48% are 
methylated  
- (Wan et al., 2017) 

OCT4/POU5F1 
(Octamer-Binding Protein 
4) 

- (Yin et al., 2017)1: but no CpG in canonical 
motif 

- (Yin et al., 2017): ChIP-seq in WT vs DNMTs 
TKO mESCS shows few sites lose binding 

PAX (Paired box) - (Yin et al., 2017)1  

p53 - (Kribelbauer et al., 2017)2 - (Kribelbauer et al., 2017) 
*SP1 - (Yin et al., 2017)1  

ZFP57 (zinc finger 
protein 57) 

- (Zuo et al., 2017)3 - (Li et al., 2008; Quenneville et al., 2011; 
Riso et al., 2016): binds at ICRs in mice 

Insensitive TFs 

TF in vitro in vivo 

*CTCF  -  (Stadler et al., 2011): WT vs DNMT TKO 
mESCs show that CTCF binding sites globally 
unaltered (also validated by stable 
insertion) 
- (Maurano et al., 2015): HCT116 cells 

*HOXB13  - (Zuo et al., 2017)3: depending on CpG 
position 

*KAISO/ZBTB33 - (Daniel et al., 2002): structural report - (Blattler et al., 2013): does not bind 
methylated DNA but rather highly active 
promoters marked with high levels of 
acetylated histones  

REST (RE1-Silencing 
Transcription factor) 

 - (Stadler et al., 2011): stable insertion 

*SP1 - (Harrington et al., 1988; Höller et al., 1988): 
EMSA 

- (Cusack et al., 2020) 

*YY1 - (Gaston and Fried, 1995)   
*	 TF	 for	which	 contradicting	 evidences	 exist;	 1	 in	 vitro	 system	 using	 a	methyl-Systematic	 Evolution	 of	
Ligands	 by	 EXponential	 Enrichment	 (SELEX)	 and	 bisulfite-SELEX	 approach;	 2	 in	 vitro	 EpiSELEX-seq	
approach;	3	in	vitro	Methyl-Spec-seq	approach;	4	in	vitro	approach	using	methylated	binding	microarrays	
	
	



	 27	

1.3.1.2 | TF binding can impact DNA methylation 

While	DNA	methylation	can	regulate	the	binding	of	some	TFs,	vice	versa,	the	binding	of	a	TF	can	also	
affect	the	local	DNA	methylation.	Multiple	studies	investigating	chromatin	accessibility,	TF	binding	and	
DNA	 methylation	 have	 shown	 that	 the	 binding	 of	 TFs	 is	 correlated	 with	 reduced	 levels	 of	 DNA	
methylation	at	regulatory	elements	(Detilleux	et	al.,	2022;	Feldmann	et	al.,	2013;	Ginno	et	al.,	2020;	
Sérandour	 et	 al.,	 2012;	 Shen	 et	 al.,	 2013;	 Song	 et	 al.,	 2013;	 Stadler	 et	 al.,	 2011).	 This	 correlation	
suggests	that	TF	binding	might	induce	local	DNA	demethylation	(Figure	6).	Using	an	experimental	and	
computational	modeling	approach,	a	recent	study	investigated	local	methylation	dynamics	genome-
wide	in	mESCs	and	showed	that	the	binding	of	TFs	leads	to	local	demethylation	in	the	vicinity	of	the	
binding	event.	This	is	either	achieved	by	blocking	the	maintenance	and	de	novo	DNA	methylation	by	
DNMTs	 (Figure	 6A),	 by	 increasing	 the	 active	 demethylation	 by	 TET	 enzymes	 (Figure	 6B)	 or	 both.	
Additional	studies	have	found	that	different	TFs	drive	different	mechanisms	of	DNA	demethylation.	A	
recent	study	has	identified	multiple	TFs	like	CTCF,	REST	KLF4,	NRF1,	Sox2,	Myc	and	others	that	inhibit	
de	novo	or	maintenance	methylation	by	DNMTs	surrounding	their	bound	sites,	and	TFs	that	induce	
local	active	DNA	demethylation	by	TETs	(Vanzan	et	al.,	2021).	Some	of	these	TFs	have	been	confirmed	
also	in	other	studies,	as	for	example	Klf4	(Sardina	et	al.,	2018),	FOXA1	(Detilleux	et	al.,	2022;	Reizel	et	
al.,	 2021;	 Yang	 et	 al.,	 2016),	 REST	 (Perera	 et	 al.,	 2015),	 GATA3	 (Detilleux	 et	 al.,	 2022)	 and	 CTCF	
(Dubois-Chevalier	et	al.,	2014).	Interestingly,	it	has	been	shown	that	TET	activity	preferentially	occurs	
adjacent	to	bound	sites	and	extends	over	multiple	hundred	base	pairs	(Ginno	et	al.,	2020;	Reizel	et	al.,	
2021),	while	the	bound	motif	itself	is	protected	from	TET-mediated	demethylation	(Ginno	et	al.,	2020).		
Whether	 the	 recruitment	 of	 TET	 enzymes	 is	 direct	 and	 specific	 by	 TFs,	 or	 rather	 indirect	 by	 the	
increased	accessibility	surrounding	the	binding	site,	is	still	under	debate	(Figure	6C).	On	the	one	hand,	
specific	recruitment	has	been	shown	for	some	individual	TFs	(Guilhamon	et	al.,	2013;	Perera	et	al.,	
2015;	Rampal	et	al.,	2014;	Sardina	et	al.,	2018;	Xiong	et	al.,	2016;	Zeng	et	al.,	2016).	On	the	other	hand,	
no	common	features	have	been	found,	arguing	that	TET	enzymes	may	rather	be	recruited	indirectly	
through	other	mechanisms	(Charlton	et	al.,	2020;	Ginno	et	al.,	2020).	It	is	speculated	that	the	loss	of	
DNMT	activity	at	TF	bound	sites	results	in	unmethylated	CpGs	in	the	vicinity	that	are	subsequently	
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CTCF
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CTCF
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III.

(C) Potential mechanisms of 
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Figure	6:	Schematic	representation	of	the	local	impacts	of	transcription	factor	binding	on	DNA	methylation.	
Binding	of	transcription	factors	(TFs)	has	been	associated	with	reduced	DNA	methylation	levels	at	distal	cis-regulatory	
elements	like	enhancers	that	can	be	induced	by	different	mechanism.	(A)	TF	binding	can	inhibit	the	activity	of	DNMTs,	
leading	 to	 locally	 reduced	 methylation	 levels.	 (B)	 TF	 binding	 can	 recruit	 TET	 enzymes	 that	 lead	 to	 the	 active	
demethylation	of	DNA	in	the	vicinity.	(C)	It	is	still	unclear	how	TETs	are	recruited	to	active	cis-regulatory	elements.	
Potential	mechanisms	are	(I.)	direct	recruitment	by	DNA	bound	TFs,	(II.)	attraction	by	accessible	regions	adjacent	to	
bound	motifs,	and	(III.)	recruitment	through	other	indirect	mechanisms	involving	other	factors.	
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bound	by	TET	enzymes	through	their	CXXC	domain	or	mediated	by	IDAX	(Ginno	et	al.,	2020),	while	
this	is	contradicted	by	other	studies	showing	that	recruitment	of	TETs	is	independent	of	their	CXXC	
domain	(Charlton	et	al.,	2020).		
Independent	of	the	recruitment	mechanism	for	TETs,	the	methylation	dynamics	at	active	CREs	highly	
suggest	 that	 the	 binding	 of	 a	 TF	 leads	 to	 increased	 local	 accessibility	 and	 reduced	 local	 DNA	
methylation,	which	could	enable	methyl-sensitive	TFs	to	bind	to	formerly	protected	binding	sites.		
	
	

1.3.2 | Epigenetic heterogeneity at active enhancers 

Genomic	elements	that	are	involved	in	the	regulation	of	gene	expression	exhibit	different	methylation	
dynamics.	While	promoters	are	 fully	unmethylated	 in	 their	active	state	and	 fully	methylated	when	
inactive,	 enhancers	 show	 a	much	 lower	 dynamic	 range.	 Active	 as	well	 as	 poised	 enhancers	 show	
intermediate	methylation	levels	of	10-60%.	This	is	a	consistent,	but	dynamic	feature	across	different	
cell	types.	To	understand	DNA	methylation	dynamics	and	its	potential	impact	on	gene	regulation,	one	
has	to	understand	what	underlies	this	intermediate	methylation.	
Importantly,	 epigenetic	 heterogeneity	 is	 not	 limited	 to	 DNA	methylation	 (Carter	 and	 Zhao,	 2021).	
Single-cell	studies	of	histone	modifications	have	revealed	heterogeneity	of	chromatin	states	such	as	
H3K4me2	 (Rotem	 et	 al.,	 2015)	 as	 well	 as	 H3K4me3	 (Ku	 et	 al.,	 2019)	 within	 different	 cell	 type	
populations.	 And	 also	 nucleosome	 positioning	 around	DHSs	 has	 been	 shown	 to	 exhibit	 cell-to-cell	
variation,	which	is	positively	correlated	with	variations	in	accessible	regions	(Lai	et	al.,	2018).		
The	consequences	of	 this	epigenetic	heterogeneity	on	gene	 regulation	are,	however,	 less	 clear	and	
limited	 to	 individual	 examples.	 In	 addition,	 the	 heterogeneity	 makes	 it	 in	 general	 challenging	 to	
investigate	the	hierarchical	and	casual	relationships	between	DNA	methylation,	TF	binding,	histone	
modifications	and	gene	expression	(Carter	and	Zhao,	2021;	Jin	et	al.,	2011;	King	et	al.,	2016;	Zhu	et	al.,	
2016).		
	
	

1.3.2.1 | Bulk- and single-cell approaches for measuring DNA methylation 

The	most	 common	 technique	 to	measure	 DNA	methylation	 is	 whole	 genome	 bisulfite	 sequencing	
(WGBS)	 (Cokus	 et	 al.,	 2008;	 Frommer	 et	 al.,	 1992;	Mattei	 et	 al.,	 2022).	 The	 basic	 principle	 of	 this	
technique	 is	 the	 conversion	 of	 unmethylated	 cytosines	 to	 uracils,	 which	 are	 later	 detected	 as	
thymidines	 after	 PCR	 amplification	 (Figure	 7A).	 For	 this,	 DNA	 samples	 are	 treated	 with	 sodium	
bisulfite,	a	chemical	compound,	that	reacts	with	unmethylated	cytosines	and	deaminates	them	into	
uracils,	while	methyl-cytosines	are	unchanged.	After	high-throughput	sequencing,	bisulfite-sensitive	
alignment	 strategies	 allow	 to	 determine	 which	 cytosines	 have	 been	 methylated.	 Since	 DNA	
methylation	is	a	bi-modal	state,	an	individual	cytosine	can	either	be	methylated	or	not	(Figure	7A).	
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However,	although	WGBS	can	in	principle	extract	methylation	states	of	individual	DNA	molecules,	it	is	
usually	 used	 as	 a	 bulk	measurement	 technique,	 in	 which	 the	 final	 methylation	 read	 out	 for	 each	
cytosine	is	an	average	over	the	whole	cell	population	(Figure	7B).	This	results	in	potential	methylation	
states	of	0%	to	100%.	In	consequence,	the	observed	intermediate	methylation	at	active	enhancers	is	
also	an	average	and	displays	a	cell-to-cell	variability	within	the	cell	population.	For	example,	when	a	
cytosine	 shows	 40%	methylation	 in	 bulk	measurements,	 that	means	 that	 40%	 of	 the	 cells	 in	 the	
population	were	methylated	at	 this	 specific	 cytosine,	while	60%	were	not	 (Figure	7B).	This	 locus-
specific	 epigenetic	 heterogeneity	 within	 a	 phenotypically	 homogeneous	 cell	 population	 has	 been	
directly	 quantified	 by	 single-molecule	 (Landan	 et	 al.,	 2012;	 Shipony	 et	 al.,	 2014)	 and	 single-cell	
methylation	profiling	studies	(Farlik	et	al.,	2015;	Smallwood	et	al.,	2014).		
	
	

1.3.2.2 | Bulk- and single-cell approaches for measuring chromatin accessibility, 

histone modifications and TF binding 

The	 most	 common	 methods	 to	 measure	 chromatin	 accessibility	 genome-wide	 are	 DNase	 I	
hypersensitive	 site	 sequencing	 (DNase-seq)	 and	 assay	 for	 transposase-accessible	 chromatin	
sequencing	 (ATAC-Seq).	 While	 DNase-seq	 is	 based	 on	 the	 sensitivity	 of	 accessible	 regions	 to	 be	
digested	by	the	enzyme	DNase	I	(Figure	8A)	(Song	and	Crawford,	2010),	ATAC-seq	is	based	on	the	
sensitivity	to	Tn5	transposase	that	cuts	and	directly	 ligates	sequencing	adapters	to	accessible	DNA	
sequences	(Figure	8B)	(Buenrostro	et	al.,	2013).	Both	methods	result	in	the	enrichment	of	reads	at	

Figure	7:	Bisulfite	sequencing	and	epigenetic	heterogeneity.	(A)	Schematic	depiction	of	bisulfite	sequencing	(BS-
seq).	For	this,	DNA	is	treated	with	sodium	bisulfite	that	converts	all	unmethylated	cytosines	into	uracils	(and	thymidine	
after	PCR	amplification),	while	methyl-cytosines	stay	cytosines.	After	high-throughput	sequencing,	final	sequences	are	
aligned	BS-sensitively	and	methylation	is	called	by	comparing	base	calling	of	cytosine	sites	against	the	reference.	The	
final	methylation	status	 for	each	cytosine	 is	either	1	 (methylated)	or	0	 (unmethylated).	(B)	 Schematic	depiction	of	
epigenetic	heterogeneity	at	active	enhancers.	Intermediate	methylation	levels	in	bulk-measurements	represent	cell-to-
cell	variability	in	the	methylation	state	at	a	single-cell	level.	
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chromatin	accessible	regions,	which	are	 in	the	case	of	DNase-seq	called	DNase	hypersensitive	sites	
(DHS).	Both	techniques	have	been	widely	used	to	detect	CREs	and	changes	in	their	activity.	Yet,	they	
share	 some	major	 disadvantages.	 First,	 by	 digesting	 or	 cutting	 the	 accessible	 DNA	 they	 lose	 DNA	
integrity	and	are	unusable	to	explore	accessibility	over	longer	stretches	of	DNA.	Second,	by	enriching	
for	accessibility,	both	methods	provide	enrichment	scores	that	inform	only	on	the	accessible	fraction	
of	molecules	 (Figure	8A	and	B).	Neglecting	 the	 inaccessible	 fraction	of	molecules,	disables	 them	to	
provide	true	quantitative	measurements	of	the	chromatin	accessibility	in	a	cellular	population.	Third,	
both	methods	provide	only	bulk	read-outs	by	averaging	over	all	cells	of	a	cellular	population	(Figure	
8A	 and	 B).	 This	 neglects	 the	 epigenetic	 heterogeneity	 that	 is	 integral	 to	 many	 homogeneous	 cell	
populations	 (Carter	 and	 Zhao,	 2021)	 and	 makes	 is	 difficult	 to	 define	 true	 correlations	 between	
different	gene	regulatory	layers.	
This	problem	has	been	partly	overcome	by	the	adaptation	of	both	techniques	to	single-cell	read-outs	
(Buenrostro	et	al.,	2015;	Cusanovich	et	al.,	2015;	Jin	et	al.,	2015),	which	resulted	in	a	great	wave	of	
evidences	for	chromatin	accessibility	heterogeneity	between	cells	in	homogeneous	populations.	One	
study,	for	instance,	showed	that	two	single	cells	differ	in	around	25%	of	their	accessible	regions	(Jin	et	
al.,	2015).	Yet,	the	sparsity	of	the	data	of	single-cell	sequencing	methods	does	not	allow	for	the	analysis	
of	cell-to-cell	variation	at	individual	CREs	(Cusanovich	et	al.,	2015).	
	
The	detection	of	TF	binding	events	has	been	through	a	similar	advancement.	For	decades,	chromatin	
immunoprecipitation	 (ChIP)	 (O’Neill	 and	Turner,	 1995,	 1996),	 later	 coupled	with	high-throughput	
sequencing	(ChIP-seq)	(Barski	et	al.,	2007;	Mikkelsen	et	al.,	2007),	has	been	the	most	common	method	
to	measure	 DNA-binding	 as	 well	 as	 histone	modification	 events.	 It	 is	 based	 on	 the	 binding	 of	 an	
antibody	to	the	protein	or	modification	of	interest	followed	by	the	precipitation	and	sequencing	of	the	
sheered	antibody-bound	DNA	sequences	(Figure	8D).	ChIP-seq	provides	bulk	information	about	the	
localization	and	relative	binding	frequency	inferred	from	the	peak	size	of	the	enrichment.	However,	as	
for	 bulk	 chromatin	 accessibility	measurement	 techniques,	 this	 information	neglects	 the	 cell-to-cell	
heterogeneity	 of	 TF	 binding	 and	 histone	 modifications	 and	 does	 not	 provide	 quantitative	
measurements.	The	same	is	true	for	newer	mapping	techniques	such	as	Cleavage	Under	Targets	and	
Release	Using	Nuclease	(CUT&RUN)	(Skene	and	Henikoff,	2017).	This	method	is	based	on	the	use	of	
an	antibody	against	the	protein	of	interest	to	tether	DNA	cleaving	enzyme	MNase	to	the	loci	where	the	
protein	is	bound	(Figure	8E).	The	cut	DNA	fragments	are	subsequently	extracted	and	sequenced.	A	
similar	technique,	Cleavage	Under	Targets	and	Tagmentation	(CUT&Tag)	(Kaya-Okur	et	al.,	2019),	is	
based	on	an	analogous	principle,	but	directly	labels	the	cut	DNA	fragments	with	sequencing	adapters	
by	 tethering	 a	 Tn5-transposase	 to	 the	 protein	 of	 interest.	 Both	 techniques	 neglect	 the	 cellular	
heterogeneity	and	enrich	only	for	the	bound	fraction	of	DNA	molecules.		
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Figure	8:	Comparison	of	bulk-cell	genomics	techniques	measuring	chromatin	accessibility	and	transcription	
factor	binding	 to	single	molecule	 footprinting.	 (A-B)	 Schematic	 representation	of	bulk-cell	methods	 to	measure	
chromatin	accessibility.	In	both	cases,	only	the	accessible	fraction	of	molecules	is	captured.	(A)	DNase-seq	uses	a	DNase	
I	to	cut	open	chromatin	regions.	After	size	selection,	DNA	fragments	are	sequenced.	The	read-out	is	a	bulk	enrichment	
at	open	chromatin	regions,	called	DNase	hypersensitive	sites	(DHS).	(B)	ATAC-seq	uses	Tn5-transposons	to	cut	and	
directly	ligate	adapters	to	open	chromatin	regions.	All	adapter-ligated	DNA	fragments	are	sequenced	and	the	read-out	
is	a	bulk	enrichment	at	open	chromatin	regions.	(C)	Schematic	representation	of	single	molecule	footprinting	(SMF)	
that	 uses	 a	 GpC	 methyltransferase	 to	 methylated	 accessible	 GpCs.	 After	 chromatin	 fragmentation	 and	 bisulfite	
conversion,	all	DNA	fragments	are	sequenced.	The	read-out	are	individual	molecules	whose	accessibility	is	depicted	by	
the	 GpC	 methylation.	 All	 accessibility	 states	 (closed/inaccessible	 and	 open/accessible	 chromatin)	 are	 captured,	
enabling	quantitative	analysis.	(D-E)	Schematic	representation	of	bulk-cell	methods	to	measure	transcription	factor	
(TF)	 binding.	 In	 both	 cases,	 only	 the	 TF	 bound	 fraction	 of	 molecules	 is	 captured.	 (D)	 For	 ChIP-seq,	 chromatin	 is	
fragmented	and	an	antibody	against	the	TF	(or	histone	modification)	of	interest	is	used	to	precipitate	the	fraction	of	
DNA	molecules	that	are	bound	by	the	targeted	protein.	The	read-out	is	a	bulk	enrichment	at	TF	bound	regions.	(E)		
	

(legend	continued	on	next	page)						
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1.3.3 | Is DNA methylation instructive at enhancers?  

In	 the	 end,	 the	 fundamental	 question	 whether	 DNA	 methylation	 is	 instructive	 for	 the	 activity	 of	
enhancers	in	mammalian	cells	is	yet	to	be	resolved.	The	main	difficulties	in	answering	this	question	
are	the	epigenetic	heterogeneity	and	the	bidirectional	regulation	of	TF	binding	and	DNA	methylation.	
In	addition,	most	DNA	methylation	studies	rely	on	disturbing	the	system	either	by	genetic	disruptions	
or	by	cell	differentiation	to	drive	changes	in	the	DNA	methylation	whose	effects	on	the	cellular	system	
can	 then	 be	 subsequently	measured.	 This	 however	 limits	 the	 conclusions	 that	 can	 be	 drawn.	 For	
example,	the	identification	of	Nrf1	and	other	proteins	as	methyl-sensitive	TFs	was	often	based	on	the	
global	removal	of	DNA	methylation	which	resulted	in	an	increase	in	sites	bound	by	the	respective	TF.	
However,	in	the	wild	type	cell	those	sites	would	anyways	never	be	bound	by,	e.g.,	Nrf1.	Thus,	one	can	
make	the	conclusions	that	DNA	methylation	inhibits	the	binding	of	TFs	to	spurious	sites	in	the	genome,	
and	also	 that	 the	given	TF	 is	 sensitive	 to	methylation	at	 those	sites.	Yet,	 these	experiments	do	not	
unambiguously	reveal	whether	DNA	methylation	is	regulating	the	binding	of	TFs	at	active	enhancers	
and	by	this	regulating	the	activity	of	the	enhancer.		
Other	approaches	have	used	multi-omics	techniques	to	measure	the	chromatin	and	epigenetic	changes	
upon	 differentiation	 in	 order	 to	 investigate	 the	 hierarchies	 and	 relationships	 between	 different	
regulatory	features.	One	study,	for	instance,	used	ATAC-Me,	a	method	that	combines	DNA	methylation	
sequencing	 with	 ATAC-Seq,	 to	 investigate	 temporal	 changes	 in	 chromatin	 accessibility	 and	 DNA	
methylation	changes	during	myeloid	differentiation	(Barnett	et	al.,	2020).	This	study	showed	that	the	
opening	of	CREs	upon	differentiation	is	usually	preceding	the	loss	of	DNA	methylation	at	transitioning	
enhancers.	However,	 this	ATAC-Me	approach	 is,	 first,	 based	on	 strong	 changes	 in	 gene	 expression	
patterns,	 and,	 second,	 neglects	 the	 heterogeneity	 in	DNA	methylation	 and	 chromatin	 accessibility,	
since	ATAC-Me	cannot	resolve	this	(see	chapter	1.3.2.2).	
A	leap	towards	understanding	the	impact	of	DNA	methylation	on	enhancer	activity	and	transcriptional	
output	has	recently	been	made	using	a	single-cell	reporter	of	genome	methylation	system	(Song	et	al.,	
2019).	In	this,	the	readout	of	a	fluorescence	signal	informs	about	the	methylation	state	of	a	specific	
locus	and	can	be	used	to	separate	different	sub-populations	of	cells.	This	system	allowed	to	resolve	
epigenetic	 heterogeneity	 and	 investigate	 the	 dynamics	 of	methylation	 and	 its	 impact	 on	 enhancer	
activity	and	gene	expression	of	two	>10-kb	large	enhancer	clusters,	Sox2	and	Mir290,	that	are	involved	
in	 controlling	 the	 expression	 of	 essential	 genes	 in	mESCs.	 However,	 this	 approach	 only	 allows	 to	
investigate	individual	loci	and	is	not	feasible	in	a	larger	genome-wide	context.	
	

CUT&RUN	uses	an	antibody	targeting	the	TF	(or	histone	modification)	of	interest	and	a	pA-MNase	fusion	protein	that	
binds	to	the	antibody.	Upon	activation,	the	MNase	cuts	proximal	chromatin,	releasing	small	DNA	fragments	bound	by	
the	TF	of	interest.	All	small	DNA	fragments	are	sequenced	and	the	read-out	is	a	bulk	enrichment	at	TF	bound	regions.	
(F)	Schematic	representation	of	SMF	as	described	in	(C).	The	read-out	are	individual	molecules	whose	nucleosome	and	
TF	occupancy	is	depicted	by	the	GpC	methylation.	All	TF	bound	states	(TF	bound	–	purple,	accessible	-green,	nucleosome	
bound	–	black)	are	captured,	enabling	quantitative	analysis	of	TF	binding	frequencies.	Figure	in	parts	adapted	from	
(Klemm	et	al.,	2019).	
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In	 conclusion,	 in	 recent	 years,	multiple	 advances	 have	 been	made	 to	 understand	 the	 relationship	
between	DNA	methylation	and	enhancer	function,	but	most	approaches	either	do	not	account	for	the	
epigenetic	 heterogeneity,	 are	 not	 focus	 on	 active	 CREs	 or	 give	 information	 only	 on	 single	 loci.	
Therefore,	 more	 research	 and	 new	 approaches	 are	 needed	 to	 fully	 understand	 whether	 DNA	
methylation	is	instructive	for	the	activity	of	enhancers.	
	
	

1.4 | Aims and design of this study 

pigenetic	 modification	 have	 been	 studied	 for	 multiple	 decades,	 continuously	 growing	 our	
understanding	of	their	role	in	gene	regulation	(Mattei	et	al.,	2022;	Stillman,	2018).	Yet,	their	direct	

impacts	on	the	regulation	of	enhancers	is	still	largely	elusive.	Enhancers	are	critical	for	the	acquisition	
of	 cellular	 identities	 during	 development	 and	 their	 maintenance	 in	 healthy	 tissues.	 Thus,	
understanding	the	regulatory	layers	contributing	to	their	activity	is	fundamental.	A	major	challenge	in	
investigating	the	regulatory	contributions	at	active	enhancers	is	the	cell-to-cell	variability	observed	
for	 epigenetic	modifications	 as	 well	 as	 for	 TF	 binding.	 This	makes	 it	 difficult	 to	 determine	 direct	
correlations	between	those	features.		
In	this	PhD	project,	I	wanted	to	address	this	fundamental	question	of	gene	regulation	by	developing	
novel	genomic	approaches	to	study	epigenetic	modifications,	chromatin	accessibility	and	TF	binding	
at	single	molecule	resolution	 in	vivo.	The	main	 focus	was	 laid	on	DNA	methylation	with	the	aim	to	
resolve	 the	epigenetic	heterogeneity	observed	at	 active	enhancers	and	 to	determine	whether	DNA	
methylation	 generally	 contributes	 to	 the	 regulation	 of	 enhancer	 activity	 and	 TF	 binding	 in	 the	
mammalian	genome	(Figure	9A).	The	second	aim	of	this	project	was	to	measure	the	co-occupancy	of	
histone	modifications	and	TFs	at	CREs	and	to	investigate	their	causal	relationship	(Figure	9B).	
	

	
Figure	9:	This	PhD	project	aims	to	understand	the	causal	relationship	between	transcription	factors	(TFs)	and	
epigenetic	modifications	at	active	enhancers	in	the	mammalian	genome.	(A)	Is	DNA	methylation	instructive	for	
the	binding	of	TFs	and	the	activity	of	enhancers?	(B)	Do	histone	modifications	have	instructive	roles	for	TFs	and	is	this	
regulation	factor	specific?	
	 	

E	
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1.4.1 | Design 

To	address	the	fundamental	question	of	the	causal	effect	of	epigenetic	modifications	of	TF	binding	and	
enhancer	activity	in	vivo,	I	explored	their	co-occupancy	with	TF	binding	and	chromatin	accessibility.	
To	achieve	this,	I	advanced,	for	the	main	project,	the	Single	molecule	footprinting	(SMF)	methodology	
to	co-measure	TF	binding,	chromatin	accessibility	and	DNA	methylation	at	the	same	individual	DNA	
molecules.	 To	 investigate	 DNA	 methylation	 in	 absence	 of	 perturbations,	 I	 leveraged	 the	 natural	
epigenetic	heterogeneity	at	active	enhancers	to	test	the	impact	of	different	DNA	methylation	states	on	
the	chromatin	accessibility	and	TF	binding.	For	the	second	project,	I	developed	a	combined	approach	
between	SMF	and	chromatin	enrichment	technique	CUT&RUN	to	enrich	DNA	molecules	harboring	a	
certain	histone	modification	and	to	compare	TF	binding	frequencies	between	the	enriched	and	input	
DNA	molecules.	As	a	model	system,	I	used	murine	cell	lines,	especially	mESCs.	
		

1.4.1.1 | mESCs as a model system 

Mouse	ESCs	are	a	well-studied	model	cell	line	and	widely	used	for	DNA	methylation	studies.	They	are	
pluripotent	cells	derived	from	the	ICM	of	E3.5	embryos	in	the	blastocyst	stage	that	have	the	ability	to	
differentiate	into	both	germline	as	well	as	any	somatic	cell	type	(Evans	and	Kaufman,	1981;	Martin,	
1981).	In	culture,	mESCs	are	usually	maintained	under	serum/LIF	conditions.	LIF	is	a	trophic	factor	
for	the	growth	of	ESCs	that	activates	the	TF	STAT3,	which	inhibits	differentiation	and	promotes	self-
renewal	 (Niwa	 et	 al.,	 1998;	 Smith	 et	 al.,	 1988).	 Studies	 have	 shown	 that	 homogeneous	 mESCs	
populations	exhibit	strong	heterogeneity	in	their	gene	expression	patterns	(Chambers	et	al.,	2007;	Guo	
et	al.,	2016;	Hayashi	et	al.,	2008).	This	heterogeneity	is	less	pronounced	in	mESCs	cultured	without	
serum	but	with	two	small-molecule	kinase	inhibitors	(2i)	(Ying	et	al.,	2008):	PD0325901,	an	inhibitor	
of	 mitogen-activated	 protein	 kinase	 (MAPK),	 and	 CHIR99021,	 an	 inhibitor	 of	 glycogen	 synthase	
kinase-3	(Gsk3).	Mouse	ESCs	cultured	in	this	2i/LIF	medium	show	a	more	naïve	pluripotency	state	
(Ying	et	al.,	2008)	with	low	DNA	methylation	levels	that	resemble	the	globally	hypomethylated	genome	
of	ICM	cells	(Habibi	et	al.,	2013;	Leitch	et	al.,	2013).	In	contrast,	serum/LIF	cultured	mESCs	exhibit	
methylation	 levels	 of	 60-80%	 (Habibi	 et	 al.,	 2013;	 Leitch	 et	 al.,	 2013;	 Stadler	 et	 al.,	 2011)	 due	 to	
elevated	levels	of	DNMT3A,	DNMT3B	and	DNMT3L	(Habibi	et	al.,	2013),	thus	presenting	methylation	
levels	similar	to	somatic	cell	lines.	
	
In	this	PhD	project,	I	am	using	mESCs	as	a	model	system	for	multiple	reasons.	First,	mESCs	are	the	only	
cell	line	that	is	viable	upon	DNMT	triple-knockouts	(TKO)	that	leads	to	full	depletion	of	global	DNA	
methylation	 (Tsumura	 et	 al.,	 2006).	 This	 is	 associated	 with	 additional	 repressive	 mechanisms	 at	
transposable	elements	that	inhibit	their	expression	despite	loss	of	DNA	methylation	(Greenberg	and	
Bourc’his,	2019).	 In	 somatic	 cell	 lines,	 transposable	elements	are	activated	upon	DNA	methylation	
removal,	potentially	contributing	to	their	cell	death	(Dahlet	et	al.,	2020;	Kaluscha	et	al.,	2022;	Sharif	et	
al.,	2016;	Walsh	et	al.,	1998).	The	second	reason	is	that	seemingly	homogeneous	mESC	populations	
show	heterogeneous	DNA	methylation	and	gene	expression	patterns	(Singer	et	al.,	2014),	making	them	
an	 interesting	 object	 to	 study	 the	 consequences	 of	 epigenetic	 heterogeneity.	 Lastly,	 due	 to	 their	
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pluripotent	nature,	mESCs	can	be	differentiated	into	other	cell	lines	such	as	neural	progenitor	(NP)	
cells,	enabling	the	investigation	of	DNA	methylation	dynamics	and	their	impact	on	enhancer	activity.	
	
	

1.4.1.2 | Single molecule footprinting as a tool for quantitative measurement of 

chromatin accessibility and TF binding 

A	new	approach	of	detecting	chromatin	accessibility	genome-wide	has	been	developed	that	overcomes	
some	of	the	limitations	of	bulk-	as	well	as	single-cell	techniques:	Single	molecule	footprinting	(SMF).	
It	has	originally	been	developed	on	the	small	genome	of	Drosophila	melanogaster	cells	(Krebs	et	al.,	
2017),	but	has	recently	been	further	advanced	to	the	bigger	genome	of	mouse	cells	by	introducing	an	
enrichment	 step	 for	 regulatory	 regions	 (Kleinendorst	 et	 al.,	 2021;	 Sönmezer	 et	 al.,	 2021).	 The	
technique	is	based	on	the	labeling	of	accessible	regions	in	the	genome	with	high	nucleotide	resolution.	
For	 this,	 isolated	 nuclei	 are	 incubated	 with	 an	 exogenous	 GpC	 methyltransferase	 (M.CviPI)	 that	
methylates	all	GpC	dinucleotides	that	are	accessible	in	the	moment	of	treatment	(Figure	8C	and	F).	
Nucleosomes	and	proteins	like	TFs	that	are	bound	to	the	DNA	leave	unmethylated	GpCs	as	footprints	
behind	(Figure	8F).	Reading	out	the	GpC	methylation	pattern	on	a	single	molecule	level	by	bisulfite	
sequencing,	enables	to	detect	chromatin	accessibility	and	TF	binding	genome-wide.		
In	 contrast	 to	 other	 chromatin	 accessibility	 or	 TF	 binding	 detection	 techniques,	 SMF	 does	 not	
introduce	 DNA	 breakage	 points,	 thus	 allowing	 to	 capture	 continuous	 accessibility	 and	 binding	
information	over	long	stretches	of	DNA	(Figure	8C	and	F).	And	while	the	high	nucleotide	resolution	of	
SMF	enables	to	capture	short	stretches	of	inaccessibility,	such	as	TF	occupancy,	the	high	sequencing	
depth	of	SMF	allows	to	detect	also	rare	binding	events.	Moreover,	it	provides	information	about	all	
chromatin	 accessibility	 states	 and	binding	 events,	 thus	 resolving	 the	 epigenetic	 heterogeneity	 and	
providing	 quantitative	 information	 on	 chromatin	 accessibility	 and	 TF	 binding	 at	 single	 regulatory	
elements.	
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2 | Results 

2.1 | Identifying the causal role of DNA methylation at active 
mammalian enhancers 

NA	methylation	in	the	CpG	context	(5mC)	is	a	predominant	epigenetic	mark	in	the	mammalian	
genome.	While	70-80%	of	CpGs	are	methylated,	two	types	of	genomic	regions	show	decreased	

levels	of	methylation	 (Figure	10A).	First,	promoters	proximal	 to	TSSs	show	almost	no	5mC	marks.	
Second,	active	enhancers	show	dynamic	intermediate	methylation	levels	of	10-60%,	which	has	been	
correlated	with	TF	occupancy	at	those	distal	CREs	(Stadler	et	al.,	2011).	However,	DNA	methylation	
and	TF	binding	can	regulate	each	other:	TFs	can	be	sensitive	to	DNA	methylation	and	TFs	can	induce	
local	DNA	demethylation	(Héberlé	and	Bardet,	2019).	This	bidirectional	relationship	complicates	the	
investigation	of	 the	 causal	 impact	 of	DNA	methylation	 at	 enhancer	 elements.	 In	 addition,	 bulk-cell	
measurements	 fail	 to	 resolve	 the	 cell-to-cell	 variability	 observed	 at	 enhancers	 and	 indicate	 only	
intermediate	 methylation	 (Figure	 10A).	 In	 consequence,	 this	 epigenetic	 heterogeneity	 has	 so	 far	
prevented	the	establishment	of	a	causal	relationship.		
	

2.1.1 | Genome-wide quantification of DNA methylation and chromatin 
accessibility on single DNA molecules 

To	overcome	these	limitations	and	to	investigate	the	causal	impact	of	DNA	methylation	at	enhancers,	
I	advanced	the	SMF	technology	(Kleinendorst	et	al.,	2021;	Krebs	et	al.,	2017;	Sönmezer	et	al.,	2021).	I	
aimed	 to	 simultaneously	measure	 chromatin	 accessibility	 (CA),	 the	 binding	 of	 TFs,	 as	well	 as	 the	
methylation	status	at	active	enhancers	on	individual	DNA	molecules	in	vivo	(Figure	10B).	During	SMF,	
the	footprinting	procedure	with	an	exogenous	GpC	methyltransferase	(M.CviPI)	provides	information	
about	CA	and	TF	binding	events,	by	methylating	only	accessible	GpC	dinucleotides	and	leaving	GpCs	
protected	by	TFs	and	nucleosomes	unmethylated	(Figure	10C	and	F).	Thus,	the	SMF	signal	can	be	used	
as	a	proxy	for	the	activity	of	CREs.	Importantly,	comparison	of	untreated	and	M.CviPI-treated	samples	
shows	that	the	endogenous	5mC	in	CpG	context	is	maintained	and	unaffected	by	the	footprinting	and	
can	be	analysed	in	separation	of	the	GpC	context	(Figure	10C-D).	

Together	with	Rozemarijn	Kleinendorst,	I	performed	SMF	in	wild-type	(WT)	mESCs	and	used	
this	data	in	addition	to	available	SMF	data	sets	in	the	Krebs	laboratory.	To	analyse	5mC	in	relation	to	
CA,	I	performed	single	molecule	methylation	calling	separately	for	all	CpGs	and	GpCs	in	the	genome.	
Thereby,	 I	considered	only	 those	CpGs	that	are	 in	a	NWCGW	context	(N	=	any	base,	W	=	not	C/G),	
excluding	e.g.	CpGs	in	a	CCG	context,	which	has	been	shown	to	be	an	off-target	of	M.CviPI	(Kelly	et	al.,	
2012)	(Figure	10D).	This	context	specificity	would	in	principle	allow	to	analyse	6.1	million	CpGs,	30%	
of	 all	 CpGs	 genome-wide.	 For	 GpCs,	 I	 only	 considered	 the	DGCHN	 context	 (D	 =	 not	 C,	H	 =	 not	 G),	
accounting	for	ambiguities	between	the	methylation	calls	(Figure	10D).	To	have	sufficient	coverage	to		

D	
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Figure	10:	Single	Molecule	Footprinting	approach	simultaneously	detects	5mC	and	chromatin	accessibility.	“(A)	
Single	locus	example	of	the	heterogeneity	in	DNA	methylation	(5mC)	at	enhancers	and	promoters	when	resolved	on	
individual	molecules.	Upper	panel:	Genome	browser	track	displaying	different	chromatin	marks	and	average	5mC	as	
measured	by	Whole	Genome	Bisulfite	Sequencing	(WGBS)	around	the	Macf1	promoter	and	 its	 intragenic	enhancer.	
Lower	panel:	Single	molecule	representation	of	5mC	levels	(blue	-	methylated,	white	-	unmethylated)	of	individual	CpGs	
(red	 dots	 in	 upper	 panel).	 5mC	 at	 enhancers	 is	 heterogeneous.	 (B)	 Schematic	 representation	 of	 the	 experimental	
strategy	 used	 to	 identify	 molecular	 antagonisms	 between	 5mC	 and	 chromatin	 accessibility	 (CA).	 Single	 molecule	
footprinting	(SMF)	is	performed	using	the	methyltransferase	M.CviPI	to	measure	CA	in	the	GpC	dinucleotide	context,	
that	 is	 distinct	 from	 the	 endogenous	 5mC	 in	 CpG	 context.	 Bisulfite	 sequencing	 of	 the	 DNA	 provides	 continuous	
information	on	CA	and	5mC	over	300	bp	long	DNA	molecules.	The	accessibility	of	each	molecule	is	calculated	using	the	
methylation	of	GpCs	within	the	100	bp	surrounding	a	CpG.	The	average	accessibility	is	used	to	classify	DNA	molecules	
into	accessible	and	inaccessible	fractions.	In	both	fractions,	the	average	5mC	levels	are	calculated.	White/blue	lollipops	
represent	 the	 endogenous	 un-/methylated	 state,	white/black	 lollipops	 represent	 the	 CA	 as	measured	 by	 SMF.	 (C)	
Treatment	by	M.CviPI	does	not	interfere	with	endogenous	methylation	levels	in	NWCGW	contexts.	Smoothed	scatter	
plot	comparing	the	average	CpG	methylation	as	measured	by	WGBS	in	untreated	mESC	(data	from	(Stadler	et	al.,	2011)),	
with	 the	methylation	upon	 treatment	by	M.CviPI	 in	 SMF	data.	The	Pearson	 correlation	 coefficient	 is	 indicated.	(D)	
Nucleotide	contexts	methylated	by	M.CviPI	in	vitro.	Barplot	representing	the	average	methylation	levels	of	lambda	DNA	
in	 various	 trinucleotide	 contexts	 upon	 in	 vitro	 methylation	 with	 M.CviPI	 in	 saturating	 conditions.	 M.CviPI	 fully	
methylates	GpCs	regardless	of	the	nucleotide	context	(green	bars).	It	methylates	CpGs	in	GCmG	contexts	and	displays	a	
low	 level	 of	 non-specific	 activity	 in	 CCmG	 context	 (<10%)	 (red	 bars).	 Both	 these	 contexts	were	 excluded	 from	our	
analysis,	that	only	considered	NWCGW	and	DGCHN	to	avoid	technical	interferences	between	the	quantification	of	the	
DNA	footprinting	signal	and	the	measure	of	endogenous	5mC	levels.	The	CpGs	in	other	contexts	(blue	bars)	show	levels	
comparable	to	those	observed	at	non	targeted	cytosines	representing	technical	noise	of	our	assay	(grey	bar).	Data	from	
(Kleinendorst	 et	 al.,	 2021).	 (E)	Distribution	of	 read	 coverage	 of	 individual	 CpGs	 and	101	bp	GpC	bins.	Histograms	
showing	the	distribution	of	read	counts	over	CpGs	(NWCGW	context,	left),	and	GpCs	(DGCHN	context)	in	101	bp	bins	
surrounding	CpGs	(right)	considered	for	analysis.	Red	lines	indicate	the	median	coverage.”	(Kreibich	et	al.,	2023)	(F-I)	
Measure	of	(F,	H)	endogenous	DNA	methylation	and	(G,	I)	DNA	footprinting	in	SMF	data	is	highly	reproducible	across
	 	

(legend	continued	on	next	page)	



	 39	

three	 replicates	 (R1,	R2	and	R5a6).	 (F-G)	Correlation	matrix	of	 average	methylation	 levels	 in	 (F)	NWCGW	and	 (G)	
DGCHN	context	measured	by	bisulfite-sequencing	between	all	independent	biological	replicates	showing	the	Pearson	
correlation	coefficient.	(H-I)	Smoothed	scatter	plot	examples	of	(F)	and	(G)	comparing	two	replicates	R1	and	R2.	The	
Pearson	correlation	coefficient	is	indicated	and	encoded	in	the	color	code.	
SMF	experiments	were	performed	together	with	Rozemarijn	Kleinendorst.	SMF	data	for	R1	and	R2	from	(Sönmezer	et	
al.,	2021).	
	

	
confidently	call	methylation,	we	included	the	bait-capture	step	in	the	SMF	protocol	(see	chapter	4.1.2),	
which	enriches	 for	CREs,	marking	4%	of	 the	mammalian	genome.	 In	addition,	 I	applied	a	coverage	
threshold	of	10x	per	CpG.	In	summary,	the	enrichment	and	filter	steps	resulted	in	498,394	analyzable	
CpGs	with	a	median	coverage	of	100x	(Figure	10E).	All	three	replicates	showed	high	reproducibility	in	
the	CpG	and	GpC	methylation	calls	(Figure	10F-I).	
	
To	investigate	the	relationship	between	5mC	and	CA	at	CREs,	I	developed	a	SMF	analysis	pipeline	that	
enables	the	co-analysis	of	the	two	measurements	on	the	same	DNA	molecules	(Figure	11A).	To	focus	
on	 CREs	 that	 are	 active	 in	 the	 cell	 line	 of	 interest,	 the	 first	 step	 selects	 CpGs	 that	 have	 a	 mean	
methylation	level	of	10-60%	(Figure	11A	–	step	1,	Figure	11B),	which	is	a	distinctive	feature	of	active	
distal	CREs.	This	methylation	cutoff	leaves	around	100,000	CpGs	to	analyse.	For	my	mESCs	data,	those	
CpGs	are	enriched	at	enhancer	regions,	based	on	publicly	available	chromHMM	annotations	(Figure	
11C).	In	a	second	step,	101	bp	wide	bins	are	created	around	those	intermediately	methylated	CpGs	
(Figure	11A	–	step	2).	Using	the	mean	GpC	methylation	within	the	bin,	each	molecule	is	then	sorted	
based	on	its	CA	into	an	accessible	and	inaccessible	fraction	(Figure	11A	–	step	3).	This	is	followed	by	
the	calculation	of	the	mean	5mC	of	the	center	CpG	in	the	two	CA	fractions	separately	(Figure	11A	–	
step	4).	By	this,	it	can	be	determined	whether	a	certain	CA	is	associated	with	a	certain	level	of	5mC.	
Performing	the	analysis	on	102,629	CpG	regions	shows	that	on	a	global	scale,	both	 fractions	of	CA	
(accessible	 and	 inaccessible)	 are	 associated	 with	 intermediate	 levels	 of	 5mC	 (Figure	 11D	 -	 left),	
arguing	that	5mC	is	globally	not	associated	with	CA.	The	same	pattern	can	be	observed	when	focusing	
only	on	regions	annotated	as	enhancers	by	chromHMM	(Figure	11D	-	right).	Figure	11E	shows	a	single	
locus	example	of	such	a	region	with	no	association	between	5mC	and	CA	that	 is	 localized	within	a	
DNase	I	hypersensitive	(DHS)	peak,	representing	high	accessibility.	The	SMF	data	shows	that	33%	of	
the	molecules	are	classified	as	accessible	and	that	an	equal	proportion	of	molecules	is	methylated	at	
the	center	CpG	within	the	two	CA	fraction	(28%	in	the	accessible	vs	27%	in	the	inaccessible	fraction).	
This	data	presents	first	evidence	that	the	majority	of	CREs	are	not	impacted	by	5mC.	
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Figure	11:	DNA	methylation	is	predominantly	neutral	to	chromatin	accessibility	at	cis-regulatory	elements.	“(A)	
Schematic	 representation	 of	 the	 SMF	 analysis	 pipeline.	 Step	 1:	 CpGs	 with	 mean	 intermediate	 (10-60%)	 DNA	
methylation	(5mC)	are	selected	genome-wide.	Step	2:	101	bp	bins	are	created	around	the	selected	CpGs.	Step	3:	For	
each	bin,	DNA	molecules	are	sorted	based	on	their	average	GpC	methylation	within	the	101	bp	bin	into	an	accessible	or	
inaccessible	fraction.	The	mean	GpC	methylation	cut-off	for	sorting	is	0.5	(molecules	with	a	mean	GpC	methylation	of	
³	50%	within	the	bin	are	sorted	into	the	accessible	fraction).	Step	4:	For	each	molecule	in	the	two	fractions	the	5mC	
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of	 the	center	CpG	 is	 identified	(methylated/	unmethylated).	Step	5:	3D	contingency	tables	are	created	 for	each	bin	
depicting	 for	 every	 replicate	 the	 counts	 of	molecules	 that	 are	 accessible	 +	methylated,	 inaccessible	 +	methylated,	
accessible	+	unmethylated,	and	inaccessible	+	unmethylated.	Any	given	bin	has	to	be	covered	by	at	least	two	replicates.	
The	 3D	 contingency	 tables	 are	 subsequently	 used	 as	 an	 input	 for	 the	 Cochran-Mantel-Haenszel	 (CMH)	 test,	 a	
proportionality	test	probing	the	association	between	5mC	and	chromatin	accessibility	(CA)	taking	replicate	information	
into	account.	The	output	of	the	test	are	a	common	odds	ratio	(COR)	and	a	p-value.	Step	6:	COR	and	p-value	are	used	to	
determine	the	categories	of	the	5mC-CA	association.	Bins	with	a	low	COR	<	0.5	show	high	negative	5mC-CA	association	
where	the	molecules	in	the	accessible	fraction	have	lower	5mC	levels.	Bins	with	a	high	COR	>	2	show	high	positive	5mC-
CA	association	where	the	molecules	in	the	inaccessible	fraction	have	lower	5mC	levels.	Bins	with	a	COR	around	1	show	
no	 5mC-CA	 association,	 meaning	 that	 molecules	 in	 both	 accessibility	 fractions	 have	 similar	 levels	 of	 5mC.	 (B)	
Comparison	of	CpGs	distributions	at	different	methylation	states.	Bar	plots	showing	the	distribution	of	CpGs	(NWCGW	
context)	at	binned	methylation	states	in	SMF	data	in	mESC.	Colored	in	black	are	methylation	states	used	for	subsequent	
analyses	(10-60%).	(C)	Intermediately	methylated	CpGs	are	enriched	for	CREs	as	enhancers.	Stacked	bar	plot	showing	
the	 genomic	 context	 annotation	 for	 all	 CpGs	 (NWCGW	 context)	 and	 intermediately	 methylated	 CpGs	 used	 for	
subsequent	analyses	using	publicly	available	chromHMM	annotations	clustered	into	5	groups	(chromHMM	data	from	
(Pintacuda	 et	 al.,	 2017)).	 (D)	 Most	 intermediately	 methylated	 CpGs	 (left)	 and	 active	 enhancers	 (right)	 show	 no	
difference	in	5mC	between	the	two	separated	CA	fractions.	Violin	bar	plots	showing	the	CA	(top)	and	5mC	(bottom)	at	
CpGs	in	bulk	and	in	the	two	separated	fractions	(all	CpGs	n	=	102,629).	Boxplots	show	median	(black	middle	line),	25th	
and	75th	percentiles	(black	boundaries).	(E)	Single	locus	example	of	a	CpG	with	no	5mC-CA	association.	Top	panel:	
genome	 browser	 track	 displaying	 chromatin	marks	 and	 average	methylation	 as	 around	 an	 intergenic	 enhancer	 as	
shown	 in	 Figure	 10A.	 Middle	 panel:	 average	 SMF	 signal	 (1	 -	 methylation	%)	 of	 individual	 GpCs	 (black	 dots)	 and	
endogenous	5mC	of	 individual	CpGs	(blue	diamonds).	Bottom	panels:	single	DNA	molecules	stack	of	genomic	 locus	
sorted	by	CA	into	accessible	(grey)	and	inaccessible	(black)	fractions,	and	molecular	5mC	in	both	fractions.	Lower	left	
panel:	every	column	is	a	single	GpC	depicting	its	CA	status	(gray:	accessible,	black:	inaccessible).	Lower	right	panel:	
every	column	is	a	single	CpG	depicting	its	5mC	status	(light	blue:	unmethylated,	dark	blue:	methylated).	Percentages	
represent	average	5mC	of	the	center	CpG	in	each	fraction.	Number	of	single	DNA	molecules	used	is	indicated.”	(Kreibich	
et	al.,	2023).	Sarah	Kaspar	(Center	for	Statistical	Data	Analysis)	advised	on	the	statistical	analysis	and	the	CMH	test.		
	
	

2.1.2 | A small set of enhancers shows negative 5mC-CA association 

Although	globally	5mC	and	CA	do	not	seem	to	be	associated	at	active	CREs,	it	could	be	possible	that	a	
fraction	of	active	enhancers	is	regulated	by	5mC.	To	identify	those,	I	introduced	the	Cochran-Mantel-
Haenszel	(CMH)	test	into	the	analysis	pipeline,	which	is	a	proportionality	test	that	probes	the	statistical	
association	 between	 two	 given	 factors	 and	 takes	 replicate	 and	 coverage	 information	 into	 account	
(Figure	11A	–	step	5-6).	Performing	the	CMH	test	at	102,400	intermediately	methylated	CpG	regions	
with	high	 coverage	 (>	30-fold)	 shows	 that	CREs	 can	have	different	degrees	of	5mC-CA	association	
(Figure	12A-B).	While	the	largest	percentage	of	sites	show	no	5mC-CA	association,	3.2%	of	sites	with	
a	 strong	 and	 significant	 negative	 5mC-CA	 association	 are	 identified	 (Figure	 12A-B).	 At	 those,	 the	
accessible	 molecules	 have	 a	 higher	 proportion	 of	 unmethylated	 molecules	 than	 the	 inaccessible	
molecules.	 This	 can	 be	 observed	 at	 a	 single	 locus	 example	 of	 this	 category	where	 the	 enhancer	 is	
accessible	 in	 45%	 of	 the	 molecules	 and	 where	 the	 proportion	 of	 methylated	 molecules	 in	 the	
inaccessible	fraction	is	twice	as	high	as	in	the	accessible	fraction	(31%	in	the	accessible	vs	67%	in	the	
inaccessible	fraction)	(Figure	12C).		
In	addition,	2.4%	of	sites	are	identified	having	a	strong	positive	5mC-CA	association,	meaning	that	the	
accessible	fraction	is	associated	with	high	5mC	levels	(Figure	12A-B).	On	a	functional	level	this	could	
mean	 that	at	 those	sites,	 the	TFs	preferentially	bind	 their	motifs	 in	a	methylated	state.	Analysis	of	
chromHMM	annotations	shows	that	those	positive	association	sites	exhibit	a	reduced	enrichment	for	
enhancers,	and	are	enriched	for	promoters,	bivalent	promoters	in	the	inactive	cluster,	and	insulator		 	
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Figure	12:	A	subset	of	active	enhancers	shows	negative	5mC-CA	association	“(A)	Negative	5mC-CA	association	
occurs	at	a	small	subset	of	CpGs	genome-wide.	Volcano	plot	depicting	the	common	odds	ratio	(COR)	and	the	p-value	of	
a	 Cochran-Mantel-Haenszel	 test	 that	 probes	 the	 methylation	 difference	 between	 the	 chromatin	 accessible	 and	
inaccessible	fraction	of	molecules	covering	102,400	intermediately	methylated	CpGs.	For	most	CpGs,	5mC	occurs	at	
equivalent	 levels	between	accessible	and	 inaccessible	molecules	(black	dots),	yet	2,477	CpGs	show	a	positive	(cyan	
dots)	and	3,298	CpGs	show	a	negative	5mC-CA	association	(pink	dots).	The	pie	chart	represents	the	relative	proportion	
of	CpGs	in	each	category.	The	legend	on	top	shows	a	schematic	representation	of	the	individual	categories.	(B)	Most	
CpGs	within	annotated	 imprinting	control	 regions	 (ICRs)	 show	strong	negative	5mC-CA	associations.	Volcano	plots	
depicting	the	results	of	a	Cochran-Mantel-Haenszel	test	as	shown	in	(A)	split	by	categories.	A	fraction	of	CpGs	in	ICRs	
show	 high	methylation	 differences	 between	 accessible	 and	 inaccessible	molecules	 and,	 thus,	 depicts	 a	 subclass	 of	
negative	 association	 sites	 (n	 =	 45).	 Those	 are	 excluded	 from	 the	 negative	 association	 sites,	 leaving	 3,253	 non-ICR	
negative	association	CpGs	for	downstream	analyses.	(C)	Single	locus	example	of	a	negative	5mC-CA	association	site	at	
the	Mcu	enhancer.	Same	representation	as	in	Figure	11E.	(D)	The	majority	of	CpGs	with	a	negative	5mC-CA	association	
are	annotated	as	enhancers.	CpGs	with	positive	5mC-CA	association	exhibit	a	reduced	enrichment	for	enhancers	and	
are	enriched	for	active	and	bivalent	(cross-striped	C2	cluster)	promoters.	Stacked	bar	plot	showing	the	genomic	context	
annotation	for	sites	with	different	association	categories	using	publicly	available	chromHMM	annotations	clustered	into	
5	groups.	(E)	Positive	5mC-CA	association	sites	are	often	located	at	the	boundary	of	phased	nucleosomes.	In	the	two
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	positions	of	the	nucleosome,	5mC	is	high	at	the	linker	region	but	not	at	the	core	of	the	nucleosome.	Single	locus	example	
of	a	positive	5mC-CA	association	site	at	the	Zfp219	enhancer.	Same	representation	as	in	Figure	11E.	Lower	right	plots	
show	 SMF	 average	 plots	 of	 the	 individual	 fractions	 (top:	 accessible	 fraction,	 bottom:	 inaccessible	 fraction),	 which	
illustrate	 shifting	 of	 the	 nucleosomal	 footprint	 and	 increased	 5mC	of	 the	 CpG	within	 the	 linker	DNA	between	 two	
nucleosomes.	 (F)	 Loci	with	positive	5mC-CA	association	 are	 enriched	with	highly	phased	nucleosomes.	 Shown	are	
density	plots	of	mean	MNase-seq	signal	(plotted	as	smoothed	counts	per	million	(cpm))	at	1	kb	windows	surrounding	
sites	with	negative	(left,	pink)	and	positive	(right,	cyan)	5mC-CA	association.”	(Kreibich	et	al.,	2023)	
	
	
regions,	when	compared	to	all	10-60%	methylated	regions	or	those	with	negative	5mC-CA	association	
(Figure	12D).	Single	locus	analysis	of	this	category	indicates	that	the	positive	5mC-CA	associated	CpGs	
are	located	at	the	border	of	strongly	phased	nucleosomes.	An	example	region	shows	that	the	center	
CpG	is	either	located	within	the	nucleosome	in	the	inaccessible	fraction,	or	within	the	accessible	linker	
region	in	the	accessible	fraction	when	the	nucleosome	is	phased	(Figure	12E).	It	has	previously	been	
shown	that	DNMTs	are	recruited	at	nucleosomes	and	strongly	methylate	the	linker	region	between	
two	 nucleosomes	 (Xu	 et	 al.,	 2020).	 This	 DNMT	 recruitment	 could	 explain	 the	 high	 percentage	 of	
accessible	molecules	methylated	at	the	center	CpG	(82%	of	accessible	fraction),	arguing	that	this	is	a	
secondary	effect	of	 the	nucleosomal	phasing.	Analysis	of	MNase-seq	data	supports	 this	hypothesis,	
showing	a	MNase	peak	located	at	positively	associated	CpGs,	identifying	strong	nucleosomal	phasing	
at	those	sites	(Figure	12F,	right).	In	contrast,	negatively	associated	CpGs	are	depleted	for	nucleosomes	
at	 the	 CpG	 location	 (Figure	 12F,	 left).	 In	 conclusion,	 these	 data	 argue	 against	 the	 hypothesis	 that	
positive	 CpG	 sites	 are	 CREs	 where	 TFs	 preferentially	 bind	 to	 methylated	 motifs	 and	 where	 5mC	
positively	regulates	enhancer	activation.	The	data	rather	suggests	that	the	positive	5mC-CA	association	
is	a	footprint	of	local	chromatin	organization	around	highly	phased	nucleosomes.	Since	the	aim	of	this	
project	is	to	determine	a	causal	role	of	5mC	at	active	CREs,	I	focused	all	subsequent	analyses	only	on	
sites	with	a	negative	5mC-CA	association.		
	
Differential	5mC	levels	between	accessible	and	inaccessible	molecules	at	negative	5mC-CA	associated	
sites	can	have	two	possible	rationales	(Figure	13A).	First,	the	sites	could	be	heterogeneously	accessible	
and	methylated	within	the	cellular	population,	arguing	for	a	partial	usage	of	the	CRE	in	association	
with	the	underlying	5mC.	Second,	the	sites	could	be	homogeneously	accessible	and	methylated	within	
the	 cellular	 population	 and	 the	 heterogeneity	 is	 rather	 driven	 by	 allelic	 differences	 within	 the	
individual	cells.	This	is	e.g.	observed	at	ICRs,	where	5mC	confers	monoallelic	gene	expression	at	the	
loci	(Ferguson-Smith	and	Bourc’his,	2018).	At	those	sites,	the	parental	alleles	show	differential	CA	and	
differential	5mC	so	that	one	allele	is	accessible	and	unmethylated,	while	the	other	allele	is	inaccessible	
and	methylated.	Indeed,	overlapping	the	analysed	CpG	sites	with	a	manually	curated	list	of	annotated	
ICRs	(see	chapter	4.2.8)	identifies	54	CpGs	within	ICRs	(1.4%	of	all	CpGs	analysed),	of	which	83%	show	
a	negative	5mC-CA	association	(Figure	12B).	Since	CpGs	within	ICRs	should	be	inherently	picked	up	as	
negative	 5mC-CA	 sites,	 this	 serves	 as	 a	 good	 positive	 control	 for	 my	 statistical	 analysis	 pipeline.	
However,	it	remains	unclear	whether	this	differential	usage	of	alleles	is	explaining	the	heterogeneity	
of	 the	 remaining	 3,253	 sites	 that	 are	 located	 outside	 of	 annotated	 ICRs.	 To	 test	 this,	 I	 performed	
together	with	Rozemarijn	Kleinendorst	SMF	in	F1	hybrid	mESCs	(129/CAST)	(Giorgetti	et	al.,	2016),	
for	which	two	distant	mouse	species	have	been	crossed	that	each	contribute	one	allele	(Figure	13B).		 	
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Figure	13:	Sites	with	negative	5mC-CA	association	are	distinct	from	ICRs.		
(A)	Schematic	representation	of	the	potential	 interpretations	of	the	negative	5mC-CA	association.	Left:	5mC	and	CA	
levels	are	differential	between	cells,	while	alleles	behave	similarly.	Thus,	heterogeneity	comes	from	within	the	cellular	
population	and	is	the	results	of	partial	usage	of	CREs.	Right:	5mC	and	CA	levels	are	differential	between	alleles,	while	
individual	cells	behave	similarly.	Thus,	heterogeneity	comes	from	within	 individual	cells	and	is	the	results	of	allelic	
usage	of	CREs	as	shown	for	ICRs.	“(B)	Schematic	depiction	of	F1	hybrid	experiment.	Mouse	from	two	distant	species	
(129	and	CAST)	were	crossed	and	embryonic	stem	cells	(ESCs)	were	derived.	SMF	was	performed	on	these	F1	hybrid	
mESCs	and	analysis	was	performed	allele-specific	using	Single	Nucleotide	Polymorphisms.	(C)	CpGs	with	a	negative	
5mC-CA	 association	 are	 not	 differentially	 methylated	 between	 alleles.	 Violin	 box	 plots	 showing	 the	 average	 5mC	
methylation	distribution	at	CpGs	with	a	negative	5mC-CA	association	(left),	maternal	ICRs	(middle)	and	paternal	ICRs	
(right).	Average	5mC	levels	of	individual	CpGs	were	calculated	by	analysing	both	alleles	together	(both),	or	each	allele	
of	a	F1	hybrid	(129/CAST)	mESC	line	individually.	Number	of	stars	illustrates	the	significance	of	a	Wilcoxon	rank	test	
when	comparing	the	two	alleles	(*p	£	0.05;	**p	£	0.01	****p	£	0.0001).	(D-E)	Single	loci	exemplifying	the	difference	
between	an	annotated	 ICR	at	 the	Dlk1-Gtl2	 imprinted	 locus	(D)	and	a	newly	 identified	 locus	with	negative	5mC-CA	
association	(E)	at	allelic	resolution.	SMF	was	performed	in	F1	hybrid	(129/CAST)	mESCs	and	CA	and	5mC	were	analysed	
for	both	alleles	separately.	Top	panels	depict	average	SMF	signals	(1	-	methylation	%)	of	individual	GpCs	in	the	maternal	
(black	dots)	or	paternal	(grey	dots)	allele.	On	top,	location	and	methylation	status	of	the	CpGs	in	the	two	alleles	are	
shown.	Lower	panels	show	single	DNA	molecules	for	the	two	alleles	separately	(top:	maternal,	bottom:	paternal)	sorted	
by	CA	into	an	accessible	(grey)	and	inaccessible	(black)	fraction.	Same	representation	as	in	Figure	11E.	The	number	of	
DNA	molecules	analysed	for	each	allele	at	both	loci	is	indicated.”	(Kreibich	et	al.,	2023)		
SMF	experiments	were	performed	together	with	Rozemarijn	Kleinendorst.	
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By	 identifying	 Single	 Nucleotide	 Polymorphisms	 (SNPs),	 the	 two	 homologous	 alleles	 can	 be	
computationally	separated	and	5mC	and	CA	resolved	on	the	individual	alleles.	Analysing	the	average	
5mC	levels	of	the	two	alleles	at	negative	5mC-CA	associated	sites	within	or	outside	of	ICRs	shows	clear	
differences	between	the	two	groups.	While	the	CpGs	within	maternal	or	paternal	 ICRs	show	allele-
specific	5mC	levels,	the	CpGs	outside	of	ICRs	show	similar	5mC	levels	at	the	two	alleles	(Figure	13C).	
This	is	also	visible	at	single	locus	examples	of	the	two	groups.	Allele-specific	SMF	analysis	distinctly	
shows	 that	 the	 CpG	 region	 within	 the	 ICR	 Dlk1-Gtl2	 IG	 is	 fully	 accessible	 (84%	 CA)	 and	 fully	
unmethylated	 (1%	 5mC)	 at	 the	 maternal	 allele,	 and	 fully	 inaccessible	 (25%	 CA)	 and	 strongly	
methylated	(80%	5mC)	at	the	paternal	allele	(Figure	13D).	This	stands	in	contrast	to	a	CpG	site	outside	
of	 an	 annotated	 ICR,	where	 both	 alleles	 are	 similarly	 accessible	 (57%	 and	 54%	CA)	 and	 similarly	
methylated	 (27%	 and	 34%	 5mC	 at	 center	 CpG)	 and	where	 both	 alleles	 show	 a	 negative	 5mC-CA	
association	 (maternal	 allele:	 20%	5mC	 in	 accessible	 fraction	 vs	 36%	5mC	 in	 inaccessible	 fraction;	
paternal	allele:	26%	5mC	in	accessible	fraction	vs	44%	5mC	in	inaccessible	fraction)	(Figure	13E).	In	
conclusion,	this	data	argues,	that	the	3,253	CpG	sites	outside	of	ICRs	do	not	represent	a	new	group	of	
ICRs	with	differential	allelic	usage	of	CREs,	but	that	the	differential	CA	and	5mC	is	related	to	cellular	
heterogeneity	due	to	differential	usage	of	CREs	within	individual	cells.		
	
Having	identified	CpG	sites	with	a	negative	5mC-CA	association	as	a	distinct	group	of	potentially	5mC-
regulated	CREs,	I	set	out	to	further	characterize	and	contrast	them	to	sites	with	no	5mC-CA	association.	
For	this,	I	excluded	CpG	sites	annotated	as	inactive	or	insulators	(CTCF)	in	order	to	focus	on	active	
CREs	 (see	 chapter	 4.2.14).	 Furthermore,	 I	 used	 a	 more	 stringent	 set	 of	 the	 no	 association	 sites	
(common	 odds	 ratio	 between	 0.9	 and	 1.1)	 to	 account	 for	 false	 negative	 sites	 (see	 chapter	 4.2.3).	
ChromHMM	analysis	shows	that	negative	5mC-CA	sites	are	strongly	enriched	for	CREs	and	especially	
enhancers	(Figure	12D).	This	enhancer	enrichment	is	supported	by	the	analysis	of	different	chromatin	
modifications	showing	that	they	are	enriched	for	activating	marks	such	as	H3K27ac,	and	H3K4me1,	
and	 show	 high	 DNase	 I	 hypersensitive	 sites	 (DHS)	 signal	 (Figure	 14A).	 Moreover,	 there	 is	 no	
enrichment	 for	 H3K27me3,	 arguing	 that	 they	 are	 not	 repressed	 by	 Polycomb	 complexes	 and	 are	
therefore	different	from	poised	enhancers.	In	addition,	a	fraction	of	sites	is	bound	by	CTCF.		
Both	site	groups	with	either	no	or	negative	5mC-CA	association	have	a	low	CpG	density	(median	no	=	
1.75	CpGs/100	bp,	median	negative	=	2	CpGs/100	bp)	(Figure	14B),	which	separates	them	from	CGIs.	
Since	bisulfite	sequencing	does	not	differentiate	between	5mC	and	5-hydroxymethylation	(5hmC),	it	
can	be	questioned	whether	negative	5mC-CA	associated	sites	are	regulated	by	5hmC	in	comparison	to	
no	 association	 sites.	 Data	 from	 hydroxymethylated	 DNA	 immunoprecipitation	(hMeDIP)	 however,	
shows	 that	 sites	 in	 both	 categories	 have	 comparable	 elevated	 levels	 of	 5hmC,	 arguing	 against	 any	
specific	regulation	by	this	mark	at	negative	5mC-CA	associated	sites	(Figure	14C).	Yet,	two	features	
differentiate	 the	two	categories.	First,	CpG	sites	with	a	negative	association	are	on	average	slightly	
more	accessible	(Figure	14D).	And	second,	they	are	more	frequently	located	at	the	peak	summit	of	DHS	
regions,	where	most	of	the	TF	binding	is	presumed	to	occur	(Figure	14E).	This	stands	in	contrast	to	no	
association	sites	that	are	distributed	across	the	whole	DHS	regions	(Figure	14E).	“This	data	suggests	
that	 while	 CpGs	 from	 both	 categories	 are	 found	 at	 active	 CREs,	 CpGs	 with	 a	 negative	 5mC-CA	
association	are	mostly	located	at	their	center	where	CA	is	the	highest”	(Kreibich	et	al.,	2023).		 	
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Figure	14:	CpGs	with	negative	5mC-CA	association	are	enriched	at	peaks	of	chromatin	accessibility.	“(A)	Sites	
with	negative	5mC-CA	association	harbor	characteristic	chromatin	marks	of	enhancers.	Heatmap	displaying	the	ChIP-
seq	counts	 for	H3K27ac,	H3K27me3,	H3K4me1,	H3K4me3,	CTCF	as	well	as	chromatin	accessibility	as	measured	as	
DNase	I	hypersensitive	sites	(DHS)	by	DNase-seq	from	publicly	available	data	in	a	4	kb	window	centered	on	3,253	CpG	
sites	with	negative	5mC-CA	association.	(B)	Sites	with	no	and	negative	5mC-CA	association	have	low	CpG	densities.	
Violin	box	plots	showing	the	CpG	density	distribution	 for	each	category	(with	no	5mC-CA	association	(n	=	23,856),	
negative	5mC-CA	association	(n	=	3,253)	and	ICR	sites	(n	=	54)),	as	defined	by	the	number	of	CpGs	per	100	bp	in	a	400	
bp	window.	(C)	CpGs	with	divergent	5mC-CA	association	show	similar	levels	of	5-hydroxymethylation	(5hmC).	Violin	
box	plots	showing	the	distribution	of	5hmC	signal	measured	by	hMeDIP-seq.	Plotted	is	the	log2	of	hMeDIP	signal	as	
counts	per	millions	in	a	500	bp	window.	(D)	Sites	with	divergent	5mC-CA	association	show	intermediate	chromatin	
accessibility	(CA).	Violin	box	plots	showing	the	distribution	of	CA	as	measured	by	SMF	in	a	100	bp	window.	(E)	CpGs	
with	a	negative	5mC-CA	association	are	frequently	located	at	the	center	of	active	cis-regulatory	elements.	Lower	panel:	
relative	position	of	CpGs	with	no	(black)	or	a	negative	5mC-CA	association	(pink)	to	the	peak	of	accessibility	of	the	
regulatory	element	(summit	of	DHS).	Top	panel:	average	DHS	signal	for	the	same	regions	shown	as	reference.	Stars	in	
this	figure	illustrate	the	significance	of	a	Wilcoxon	rank	test	(****p	£	0.0001).”	(Kreibich	et	al.,	2023)	
	

In	conclusion,	the	development	of	my	statistical	SMF	analysis	pipeline	enabled	me	to	identify	a	class	of	
active	enhancers,	where	5mC	and	CA	are	negatively	associated.	This	negative	association	suggests	a	
potential	functional	role	for	5mC	at	these	CREs.	
 

2.1.3 | DNA methylation controls the chromatin accessibility of 
enhancers with negative 5mC-CA association 

The	statistical	analysis	of	the	SMF	data	suggests	that	a	small	set	of	enhancers	are	regulated	by	5mC.	If	
this	 hypothesis	 is	 true,	 the	 activity	 of	 those	 enhancers	 should	 change	 upon	 perturbations	 of	 the	
underlying	5mC.	To	test	this,	I	performed,	together	with	Rozemarijn	Kleinendorst,	global	perturbation	
experiments	followed	by	SMF	and	analysed	the	changes	in	CA	upon	removal	or	increase	in	5mC.		
In	a	first	step,	all	three	DNMTs	(DNMT1,	DNMT3A/B)	active	in	mESCs	have	been	knocked-out	(DNMT	
TKO),	resulting	in	cells	fully	devoid	of	5mC.	Although	the	different	categories	of	enhancers	sites	have	
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comparable	5mC	levels	in	WT	cells	(Figure	15A),	they	respond	differently	to	the	DNMT	knock-out.	In	
this	analysis,	I	focused	on	sites	with	a	5mC	of	at	least	30%	in	WT	cells	to	be	able	to	detect	changes	in	
the	CA,	and	excluded	sites	annotated	as	inactive	or	insulator	(see	chapter	4.2.14).	While	sites	with	no	
5mC-CA	association	show	almost	no	change	in	their	CA,	negative	5mC-CA	association	sites	as	well	as	
sites	within	ICRs	significantly	gain	CA	(CA	=	1-SMF)	upon	5mC	removal	(Figure	15B).	This	can	also	be	
observed	 for	 two	 representative	 single	 locus	examples.	The	Mpp7	 enhancer,	 for	which	no	5mC-CA	
association	has	been	detected,	shows	similar	CA	upon	loss	of	5mC	(Figure	15C).	In	contrast,	the	Mcu	
enhancer,	 for	which	a	negative	5mC-CA	association	has	been	detected,	 the	 loss	of	5mC	results	 in	a	
strong	increase	in	CA	(loss	in	SMF	signal)	(Figure	15D).		
To	investigate	the	impact	of	an	increase	in	5mC	instead,	all	three	TET	enzymes	were	knocked-out	(TET	
TKO).	This	led	to	a	local	increase	in	5mC	in	a	subset	of	CpGs,	while	global	5mC	levels	barely	changed	
(Figure	15E).	In	consequence,	I	focused	my	analysis	on	sites	with	an	increase	in	5mC	of	at	least	30%.	
Also	in	those	TET	TKO	cells,	one	can	observe	differences	between	the	enhancer	categories.	Again,	the	
sites	with	no	5mC-CA	association	show	only	limited	changes	in	their	CA	(CA	=	1-SMF)	upon	increase	
in	5mC	(Figure	15F).	In	contrast,	sites	with	a	negative	association	show	a	significant	loss	of	CA.	Looking	
at	 the	 same	 single	 locus	 examples	 as	 before,	 one	 can	 observe	 that	 at	 the	Mpp7	 enhancer	without	
association,	a	5mC	increase	of	44%	(from	27%	in	WT	to	71%	in	TET	TKO)	at	the	center	CpG	has	no	
impact	on	the	CA	of	this	region	(Figure	15C).	Yet,	the	Mcu	enhancer	with	a	negative	association	shows	
a	loss	in	CA	upon	an	5mC	increase	of	36%	(from	50%	in	WT	to	86%	in	TET	TKO)	(Figure	15D).	
Interestingly,	closer	examination	of	the	data	reveals	that	the	changes	in	CA	scale	with	the	changes	of	
the	underlying	5mC	at	sites	with	a	negative	5mC-CA	association	(Figure	15G	and	H	–	purple),	but	not	
at	sites	with	no	or	with	a	positive	association	(Figure	15G	and	H	–	cyan	and	black).	This	scaling	effect	
is	particularly	strong	in	TET	TKOs	(R	=	0.369),	but	is	also	measurable	in	DNMT	TKOs	(R	=	-0.234).	This	
hints	towards	direct	regulation	of	the	negatively	associated	enhancers’	activity	by	5mC.	
	
The	ICRs	serve	as	a	positive	control	in	these	perturbation	experiments.	Due	to	their	known	regulation	
by	5mC,	it	is	expected	that	they	gain	CA	upon	TKO	of	the	DNMTs.	In	this	case,	the	naturally	inactive	
allele	becomes	activated	and	gains	CA,	while	the	active	allele	stays	active.	This	CA	gain	can	be	observed	
in	my	data	as	a	decrease	in	SMF	signal	(Figure	15C).	Interestingly,	in	the	TET	TKO	cells,	I	observe	a	
strong	loss	in	CA	(Figure	15H).	However,	this	loss	is	rather	surprising,	since	regulation	of	ICRs	by	TET	
enzymes	 has	 only	 been	 shown	 in	 limited	 cases.	 Indeed,	 analysis	 of	 the	 changes	 in	 5mC	 and	CA	 at	
individual	ICRs	reveals	that	only	one	ICR,	namely	Dlk1-Gtl2	IG,	gains	5mC	and	loses	CA	in	the	TET	TKOs	
(Figure	16A),	which	can	be	observed	over	the	whole	ICR	locus	(Figure	16B).	This	observation	is	in	line	
with	previous	studies	reporting	that	TET	enzymes	regulate	the	activity	of	the	active	allele	at	the	Dlk1-
Gtl2	IG	locus	(Aronson	et	al.,	2021).		
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Figure	15:	“DNA	methylation	represses	the	regulatory	activity	of	enhancers	with	negative	5mC-CA	association.	
(A)	Sites	without	and	with	negative	5mC-CA	association	show	comparable	intermediate	DNA	methylation	(5mC)	levels	
in	wild	type	(WT)	mESCs	measured	by	SMF.	Violin	box	plots	showing	the	distribution	of	average	5mC	of	sites	without	
(black,	stringent	no	sites,	n	=	13,050),	with	negative	(pink,	n	=	2,074)	or	positive	(cyan,	n	=	1,117)	5mC-CA	association	
or	 in	 ICRs	(rose,	n	=	32).	(B)	Chromatin	accessibility	 (CA)	 is	 increased	upon	depletion	of	5mC	at	enhancers	with	a	
negative	5mC-CA	association.	Violin	box	plots	representing	the	changes	in	CA	as	measured	by	SMF	(1-CA)	at	a	101	bp	
window	upon	removal	of	5mC	in	DNMT	triple-knockout	(DNMT	TKO)	mESCs.	CA	is	significantly	increased	at	sites	with	
a	negative	5mC-CA	association	(pink,	n	=	963)	and	in	ICRs	(rose,	n	=	31),	but	not	at	sites	without	5mC-CA	association	
(black,	stringent	no	sites,	n	=	7,956).	Sites	with	5mC	changes	<30%,	or	annotated	as	insulator	or	inactive,	were	excluded.	
Red	line	depicts	the	median	of	‘‘no’’	sites.(C-D)	Single	locus	examples	of	the	CA	differences	between	WT,	DNMT	TKO	
and	TET	TKO	at	sites	with	(C)	no	or	(D)	negative	5mC-CA	association.	Top	panels:	location	and	methylation	status	of	
the	CpGs	in	the	three	cell	lines.	Bottom	panels:	average	SMF	signal	(1-methylation%)	of	individual	GpCs	in	WT	(black	
dots),	DNMT	TKO	(red	dots),	and	TET	TKO	(yellow	dots)	mESCs.	(E)	Global	gain	of	5mC	in	TET	TKOs	for	CpGs	with	
intermediate	 5mC	 levels.	 Smoothed	 density	 scatter	 plot	 comparing	 the	 average	 5mC	 levels	 in	 NWCGW	 context		
	 	

(legend	continued	on	next	page)	
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measured	 by	 bisulfite	 sequencing	 in	 SMF	 in	 WT	 mESCs	 and	 an	 isogenic	 TET	 TKO	 line.	 The	 Pearson	 correlation	
coefficient	is	indicated.(F)	CA	is	reduced	upon	increase	of	5mC	at	enhancers	with	negative	5mC-CA	association.	Violin	
box	plots	representing	the	changes	in	CA	as	measured	by	SMF	upon	increase	of	5mC	in	mESC	knocked	out	for	the	three	
TET	enzymes	(TET	TKO).	CA	is	significantly	reduced	at	sites	with	negative	5mC-CA	association	(pink,	n	=	539)	and	in	
ICRs	(rose,	n=	6),	but	not	at	sites	without	5mC-CA	association	(black,	stringent	no	sites,	n	=	2,675).	Loci	where	the	5mC	
increase	is	less	than	30%	in	TET	TKO	cells	were	excluded	from	the	analysis,	as	well	as	sites	annotated	as	insulator	or	
inactive	by	chromHMM.	Yellow	line	depicts	the	median	of	“no”	sites.	Same	representation	as	(B).	(G-H)	CA	is	a	function	
of	5mC	levels	at	sites	with	negative	5mC-CA	association.	Scatterplots	comparing	the	changes	in	CA	(shown	as	SMF	=	1-
CA)	and	5mC	in	(G)	DNMT	TKO	(negative	sites	n	=	2,074,	positive	sites	n	=	1,117,	no	association	sites	n	=	13,050)	and	
(H)	TET	TKO	(negative	sites	n	=	1,348,	positive	sites	n	=	693,	no	association	sites	n	=	9,713)	 for	negative	5mC-CA	
association	sites.	The	decrease	or	increase	in	CA	is	anti-correlated	with	the	increase	in	5mC	at	the	locus	in	TET	TKOs	
and	DNMT	TKOs,	respectively.	The	regression	lines	and	Pearson	correlation	coefficients	are	indicated.		
All	no	association	sites	shown	in	this	figure	are	of	high	confidence	with	minor	methylation	difference	between	fractions	
(common	odds	ratio	between	0.9	and	1.1).	Inactive	sites	were	filtered	out	for	all	categories	(see	methods).	Box	plots	
show	median	 (black	middle	 line),	25th	and	75th	percentiles	 (black	boundaries).	The	number	of	 stars	 illustrate	 the	
significance	of	Wilcoxon	rank	tests	when	compared	to	the	“no”	sites	(p	>	0.05;	**p	£	0.01;	****p	£	0.0001).”	(Kreibich	et	
al.,	2023)	CRISPR	knock-outs	and	SMF	experiments	were	performed	together	with	Rozemarijn	Kleinendorst.		
	
	
	
	
	
	
	

	
Figure	15:	Dlk1-Gtl2	IG	ICR	responds	to	TET	triple-knockout.	“(A)	An	increase	in	DNA	methylation	(5mC)	and	loss	
of	chromatin	accessibility	(CA)	in	TET	TKOs	is	specific	to	the	Dlk1-Gtl2	ICR.	Point	box	plots	show	changes	in	5mC	(top	
panel)	and	changes	in	CA	(shown	as	SMF	=	1-CA,	bottom	panel)	between	WT	and	TET	TKO	mESCs	for	NWCGWs	in	
individual	ICRs.	Boxplots	show	median	(black	middle	line),	25th	and	75th	percentiles	(black	boundaries).	(B)	The	entire	
Dlk1-Gtl2	IG	ICR	locus	shows	an	increase	in	5mC	and	loss	in	CA	in	TET	TKOs.	Genome	browser	track	of	the	entire	Dlk1-
Gtl2	IG	ICR	showing	multiple	chromatin	marks,	hydroxy-5mC	(5hmC)	and	5mC	measured	by	Whole	Genome	Bisulfite	
Sequencing	(WGBS)	in	WT	mESCs,	and	CA	(SMF	=	1-CA)	and	5mC	measured	by	SMF	in	WT	and	TET	TKO	mESCs.	Grey	
box	shows	intergenic	differentially	methylated	region	(IG	DMR)	previously	annotated	as	regulated	by	TET	enzymes	
(Aronson	et	al.,	2021).”	(Kreibich	et	al.,	2023)	
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2.1.4 | DNA methylation controls the activity of enhancers with negative 
5mC-CA association 

To	investigate	the	functional	consequences	of	the	5mC	perturbation	on	enhancer	activity,	I	aimed	for	
a	more	direct	read-out	of	enhancer	activity	in	contrast	to	the	so	far	used	CA	as	a	proxy.	Thus,	I	decided	
to	 perform	 Precision	 Run-On	 Sequencing	 (PRO-seq)	 that	 enables	 the	 direct	 measurement	 of	 the	
enhancer	activity	by	measuring	the	nascent	RNA	transcribed	from	genes	as	well	as	from	enhancers	
(enhancer	RNA).	I	performed	PRO-seq	as	a	2	biotin-run	on	experiments	in	WT,	DNMT	TKO	and	TET	
TKO	 mESCs	 and	 used	 DESeq2	 to	 analyse	 differential	 activities	 between	 the	 mutant	 cell	 lines.	
Comparable	density	analysis	shows	that	the	replicates	behave	very	similarly,	while	the	mutants	differ	
from	each	other	 in	 their	signal	around	TSSs	and	enhancer	sites	(Figure	17A-B),	arguing	 for	a	good	
quality	of	the	data.		
Analysis	of	the	changes	in	PRO-seq	signal	upon	changes	in	5mC	shows	concordant	results	with	the	SMF	
data.	Loss	of	5mC	in	DNMT	TKOs	leads	to	a	modest,	but	significant	increase	in	PRO-seq	signal	at	sites	
with	negative	5mC-CA	association,	an	effect	that	 is	even	stronger	at	sites	within	ICRs	(Figure	17C).	
Sites	without	association,	in	contrast,	show	no	change	in	the	PRO-seq	signal	(Figure	17C).	In	TET	TKOs,	
a	gain	of	5mC	by	at	least	40%	results	in	a	significant	decrease	in	PRO-seq	signal	at	negative	association	
sites	in	comparison	to	the	no	association	sites	(Figure	17D).	This	is	also	apparent	at	two	single	locus	
examples	that	show	changes	in	PRO-seq	signal	in	the	different	cell	lines	at	the	negative	but	not	at	the	
no	 association	 enhancer	 site	 (Figure	 17E-F).	 In	 conclusion,	 the	 direct	 measurement	 of	 enhancer	
activity	by	PRO-seq	further	supports	the	theory	that	5mC	regulates	the	activity	of	enhancers	at	a	small	
subset	of	enhancers	where	a	negative	5mC-CA	association	has	been	detected.	

	
To	answer	the	question	whether	the	effects	at	enhancers	can	be	translated	into	transcriptional	changes	
at	genes,	I	analysed,	with	the	help	of	Guido	Barzaghi,	publicly	available	RNA-seq	data	of	WT,	DNMT	
TKO	and	TET	TKO	mESCs.	This	analysis	requires	the	establishment	of	gene-enhancer	associations	to	
correctly	relate	the	changes	 in	promoter	activity	to	changes	 in	enhancer	activity.	However,	current	
association	tools	are	still	lacking	confidence	in	calling	promoter-enhancer	contacts,	which	is	even	more	
complicated	by	the	fact	that	multiple	enhancers	can	impact	the	activity	of	a	gene	to	different	degrees.	
For	my	analysis,	I	used	the	Genomic	Regions	Enrichment	of	Annotations	Tool	(GREAT)	to	assign	genes	
to	my	list	of	enhancer	regions	and	analysed	the	changes	in	RNA-seq	signal	at	TSSs	upon	changes	in	
5mC	 at	 the	 enhancers.	 This	 resulted	 in	 anecdotal,	 but	 non-significant	 evidence	 that	 genes	 with	
significant	 transcriptional	 changes	are	 coupled	 to	negative	association	enhancers	 (Figure	18A).	An	
example	for	this	can	be	found	at	chromosome	11,	where	a	negative	enhancer	is	associated	with	two	
genes,	GLI	family	zinc	finger	2	(Gli2)	and	inhibin	subunit	beta	B	(Inhbb),	at	a	distance	of	114	and	255	
kb	from	their	TSSs,	respectively.	The	enhancer	shows	a	strong	increase	in	5mC	(12%	in	WT	to	81%	in	
TET	TKO)	and	a	concomitant	 loss	 in	CA	(CA=1-SMF,	70%	in	WT	to	44%	in	TET	TKO)	 in	TET	TKOs	
(Figure	18B).	This	loss	in	the	enhancer	activity	is	further	supported	by	PRO-seq	data	(Figure	18B).	In	
concordance,	the	genes	associated	with	this	enhancer	based	on	GREAT,	both	show	a	significant	loss	in	
RNA-seq	signal	(Figure	18B).		
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Figure	 16:	 The	 activity	 of	 enhancers	 with	 negative	 5mC-CA	 association	 is	 impacted	 by	 changes	 in	 DNA	
methylation.	“(A-B)	PRO-seq	data	shows	reproducible	changes	in	RNA	Polymerase	II	activity	at	transcriptional	start	
sites	(TSS)	and	enhancers.	Heatmaps	showing	the	signal	distance	between	all	samples	at	(A)	TSS	(±	500	bp)	and	(B)	
enhancer	bins	(±	250	bp,	using	all	10-60%	methylated	CpG	bins	excluding	inactive	regions)	as	determined	by	DESeq2.	
(C)	Enhancer	activity	is	moderately	but	significantly	increased	upon	loss	of	5mC	>40%	at	sites	with	negative	5mC-CA	
association	(pink,	n	=	535)	and	ICRs	(rose,	n	=	19)	but	not	at	sites	without	association	(black,	n	=	2,675).	Violin	box	plot	
showing	the	log2	fold	change	(FC)	between	PRO-seq	signal	at	enhancers	in	the	different	categories	between	WT	and	
DNMT	TKO	mESCs.	Horizontal	line	and	statistical	test	as	described	in	Figure	15B.	(D)	Enhancer	activity	is	significantly	
reduced	upon	increase	of	5mC	>40%	at	sites	with	negative	5mC-CA	association	(pink,	n	=	251)	but	not	at	sites	without	
association	(black,	n	=	964)	(ICRs,	rose,	n	=	0).	Same	representation	as	in	(C).	(E-F)	Example	loci	of	enhancers	(E)	with	
negative	or	(F)	without	5mC-CA	association	showing	the	PRO-seq	signal	in	WT	(black),	DNMT	TKO	(red)	and	TET	TKO	
(yellow)	at	a	5	kb	window	around	the	enhancer	site.”	(Kreibich	et	al.,	2023)		
	

In	addition,	a	previous	study	has	shown	that	the	enhancer	cluster	controlling	the	expression	of	the	
pluripotent	factor	Sox2	in	mESCs	is	regulated	by	5mC	(Song	et	al.,	2019).	Analysing	WT	SMF	data	at	
the	Sox2	enhancer	cluster	indeed	identifies	two	CpG	sites	with	negative	5mC-CA	association	(Figure	
18C).	 This	 supports	 the	 former	 observation	 and	 confirms	 the	 sensitivity	 of	 my	 single	 molecule	
approach	to	identify	enhancer	sites	that	are	potentially	regulated	by	5mC.	
	
In	conclusion,	my	single	molecule	approach	enables	the	detection	of	5mC	sensitive	enhancers	genome-
wide	in	mESCs.	Global	5mC	perturbation	assays	reveal	that	enhancers	for	which	a	negative	5mC-CA	
association	has	been	detected	show	changes	in	their	CA	measured	by	SMF	as	well	as	in	their	enhancer	
activity	measured	by	PRO-seq	concordant	with	the	changes	of	the	underlying	5mC	levels.	Analysis	of	
RNA-seq	 data	 provides	 anecdotal	 evidence	 that	 those	 alterations	 of	 the	 enhancer	 activity	 are	
translated	into	altered	expression	levels	of	associated	genes.	
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Figure	17:	RNA-seq	shows	anecdotal	evidence	 for	 impact	of	5mC	on	transcription.	“(A)	 Some	enhancers	with	
negative	 5mC-CA	 association	 are	 associated	 with	 multiple	 dysregulated	 genes.	 Bar	 plot	 showing	 the	 number	 of	
enhancers	with	negative	5mC-CA	association	(y-axis)	that	are	annotated	to	multiple	dysregulated	genes	 in	RNA-seq	
(color	code)	(upregulated	in	DNMT	TKO,	downregulated	in	TET	TKO)	(RNA-seq	data	from	(Domcke	et	al.,	2015;	Huang	
et	 al.,	 2021)).	(B)	 Example	of	 a	 genomic	 locus	where	 loss	of	CA	at	 the	Gli2/Inhbb	enhancer	with	 negative	5mC-CA	
association	 is	correlated	with	a	decrease	 in	gene	expression	at	the	connected	genes	upon	5mC	increase.	Top	panel:	
genome	browser	track	(representation	as	in	Figure	11E)	including	PRO-seq	signal	and	RNA-seq	signal	in	WT	and	TET	
TKO	mESCs	around	an	intergenic	enhancer	with	negative	5mC-CA	association.	The	enhancer	was	linked	to	the	Gli2	and	
Inhbb	genes	by	GREAT	(pink	dotted	 lines).	The	log2	fold-change	and	adjusted	p-value	of	 the	expression	changes,	as	
measured	by	RNA-seq,	are	displayed.	Left	bottom	panel:	CA	changes	at	the	Gli2/Inhbb	enhancer	in	WT	versus	TET	TKO.	
Same	representation	as	Figure	16D.	Right	bottom	panel:	enhancer	activity	changes	as	measured	by	PRO-seq	at	a	5	kb	
window	around	the	Gli2/Inhbb	enhancer	in	WT	versus	TET	TKO.		
(C)	Identification	of	two	CpGs	with	negative	5mC-CA	association	at	the	Sox2	enhancer	cluster.	Single	locus	example	of	
the	5mC	and	CA	of	individual	molecules	at	one	of	the	negatively	associated	CpGs	contained	within	the	Sox2	enhancer	
cluster.	Representation	as	in	Figure	11E.	RNA-seq	analysis	with	performed	with	the	help	of	Guido	Barzaghi.		 	
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2.1.5 | Enhancers with negative 5mC-CA association are cell-type 
specific  

Cell	types	are	defined	by	their	spatiotemporal	gene	expression	patterns	and	their	differential	activity	
of	promoters	and	enhancers.	Having	identified	enhancers	with	negative	5mC-CA	association	in	mESCs	
raises	the	question	whether	those	enhancers	are	also	active	in	other	cell	types.	For	this,	Rozemarijn	
Kleinendorst	in	vitro	differentiated	mESCs	into	neural	progenitor	cells	(NPs)	and	generated	SMF	data	
from	them.	Comparison	of	the	5mC	and	CA	levels	at	enhancers	analysed	in	mESCs	revealed	that	the	ES	
enhancers	with	 negative	 5mC-CA	 association	 show	 a	 strong	 increase	 in	 5mC	 upon	 differentiation,	
which	is	concurrent	with	a	significant	loss	in	CA	(Figure	19A-B).	Sites	with	no	or	with	a	positive	5mC-
CA	association	 also	 show	an	 increase	 in	 5mC,	 but	 only	weak	 changes	 in	CA,	while	 no	 changes	 are	
observed	at	sites	within	ICRs	(Figure	19A-B).	Furthermore,	analysis	of	the	changes	in	5mC	in	relation	
to	the	changes	in	CA	reveals	a	strong	correlation	(R	=	0.443)	of	the	two	measurements	at	enhancers	
with	negative	5mC-CA	association,	arguing	that	at	those	sites,	the	loss	in	CA	is	directly	linked	to	the	
increase	in	5mC	(Figure	19C).	This	correlation	is	not	observed	at	the	other	sites	with	no	(R	=	0.241)	or	
positive	(R	=	-0.046)	5mC-CA	association	(Figure	19C).	These	results	support	the	idea	that	negative	
association	enhancers	identified	in	mESCs	are	only	active	in	this	cell	type	and	become	inactivated	upon	
differentiation.	This	data	is	further	supported	by	a	single	locus	example	of	an	intragenic	enhancer	of	
the	Npepps	gene	that	is	active	(CA	=	54%),	intermediately	methylated	(mean	5mC	=	16%)	and	with	a	
negative	 5mC-CA	 association	 in	 ES	 cells	 (5mC	 in	 accessible	 fraction	 =	 3%;	 5mC	 in	 inaccessible	
fraction	=	32%)	 (Figure	 19E).	 This	 enhancer	 becomes	 inactive	 (CA	 =	 23%)	 and	 highly	methylated	
(mean	5mC	=	73%)	in	NPs.		
In	order	 to	generally	 identify	 the	 fate	of	 all	ES	negative	5mC-CA	association	 sites,	 I	performed	my	
statistical	 analysis	 on	 the	 NP	 SMF	 data	 and	 observed	 that	 the	 majority	 of	 the	 sites	 (63%)	 gain	
methylation	 above	 60%	 and,	 thus,	 become	 inactivated,	 while	 others	 (30%)	 keep	 an	 intermediate	
methylation	state	but	lose	their	negative	association	(Figure	19D).	A	small	percentage	of	sites	either	
lose	5mC	(3%)	or	keep	their	negative	5mC-CA	association	(4%)	(Figure	19D).		
To	 collect	 further	 evidence	 for	 a	 cell	 type	 specific	 features	 of	 negative	 5mC-CA	 association	 sites,	 I	
performed	gene	ontology	(GO)	term	enrichment	analysis	using	GREAT	for	this	class	of	ES	enhancers	
and	identified	that	they	are	related	to	genes	with	cell	type	specific	functions	such	as	regulation	of	stem	
cell	population	maintenance	(Figure	20F).	In	summary,	comparing	the	ES	and	NP	SMF	data	reveals	
that	sites	with	negative	5mC-CA	association	in	ES	cells	are	a	class	of	bona	fide	ES-specific	enhancer	that	
get	inactivated	upon	differentiation	into	the	neural	lineage.		
	
During	early	embryonic	development	into	the	blastocyst	stage,	the	cells	undergo	a	massive	wave	of	
demethylation	 that	 removes	all	genomic	5mC	except	at	 ICRs,	 retroviral	elements	and	 transposable	
elements.	 Mouse	 ES	 cells	 are	 derived	 from	 the	 inner	 cell	 mass	 of	 the	 blastocyst	 during	 this	
hypomethylated	state.	Yet,	cultured	in	vitro	in	serum/LIF	conditions,	mESCs	obtain	high	methylation	
patterns	similar	to	post-implantation	embryos	right	after	reacquisition	of	5mC	(Habibi	et	al.,	2013).	In	
consequence,	the	regulation	of	a	small	set	of	cell-type	specific	enhancers	by	5mC	could	be	a	feature		
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Figure	18:	Enhancers	with	negative	5mC-CA	association	in	ES	cells	are	cell-type	specific.	(A-B)	Sites	with	negative	
5mC-CA	association	identified	in	embryonic	stem	cells	(ES)	show	an	increase	in	DNA	methylation	(5mC)	and	a	loss	of	
chromatin	 accessibility	 (CA)	 upon	 differentiation	 into	 neural	 progenitors	 (NPs).	 Violin	 box	 plots	 representing	 the	
average	(A)	5mC	and	(B)	CA	measured	by	SMF	(1-CA)	at	sites	without	(black,	stringent	“no”	sites,	n	=	13,050),	with	
negative	(pink,	n	=	2,074)	and	positive	(cyan,	n	=	1,117)	5mC-CA	association,	and	sites	within	ICRs	(rose,	n	=	32).	Stars	
illustrate	the	significance	of	a	Wilcoxon	rank	test	(ns	p	>	0.05,	****p	£	0.0001).	(C)	Loss	in	CA	is	anti-correlated	with	the	
increase	in	5mC	in	NPs	at	ES	sites	with	negative	5mC-CA	association.	Scatterplots	comparing	the	changes	in	CA	(SMF	=	
1-CA)	and	5mC	in	ES	to	NP	differentiation	at	sites	in	the	different	association	categories.	The	correlation	is	weaker	at	
sites	without	(no,	black)	or	positive	(cyan)	5mC-CA	association.	Regression	line	and	Pearson	correlation	coefficients	
are	displayed.	(D)	Most	enhancers	with	negative	5mC-CA	association	in	ES	cells	gain	high	levels	of	5mC	in	NPs.	Stacked	
bar	plot	depicting	the	fate	of	negatively	associated	enhancers	in	ES	cells	upon	differentiation	into	NPs.	(E)	Single	locus	
example	of	the	fate	of	enhancers	with	negative	5mC-CA	association	identified	in	ES	cells	during	neural	differentiation.	
	 	

(legend	continued	on	next	page)	
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	Top	panel:	genomic	context	in	ES	cells	10	kb	around	the	enhancer	site	(representation	as	in	Figure	10A).	Middle	panels:	
average	SMF	signals	(1-methylation%)	of	individual	GpCs	in	ES	(black	dots)	and	NP	(gray	dots).	Bottom	panels:	single	
DNA	molecule	stacks	in	ES	and	NP	(representation	as	in	Figure	11E).		
	
	
specific	 to	 pluripotent	 cells.	 To	 test	 this	 hypothesis,	 I	 performed	 together	 with	 Rozemarijn	
Kleinendorst,	 SMF	 for	 additional	 murine	 somatic	 cell	 types	 such	 as	 erythrocytes	 (murine	
erythroleukemia,	MEL)	and	myoblasts	(C2C12).	This	enabled	me	to	compare	the	enhancer	classes	of	
four	 different	 cell	 lineages:	 embryonic,	 neural,	 erythroid	 and	muscle	 lineage.	 Using	 my	 statistical	
analysis	pipeline,	I	was	able	to	identify	all	three	5mC-CA	association	classes	in	all	cell	lineages	(Figure	
20A-C).	 Interestingly,	 all	 cell	 lines	 showed	 comparable	 ratios	 of	 the	 different	 classes	 to	 the	 ones	
observed	in	mESCs,	with	a	predominant	number	of	enhancers	without	5mC-CA	association	and	a	small	
percentage	 (2-4%)	 of	 negative	 5mC-CA	 association	 enhancers	 (Figure	 20A-D).	 Comparison	 of	 the	
negative	5mC-CA	association	sites	of	all	four	cell	lineages	reveals	that	they	depict	cell-type	specific	sets	
of	enhancers	that	show	5mC	sensitivity	 in	only	one	of	 the	cell	 types	and	are	mostly	 inactive	 in	 the	
others	(Figure	20E).	This	is	consistent	with	the	finding	of	the	GO	term	analysis	showing	the	associated	
genes	are	enriched	for	cell-type	specific	GO	terms	coherent	with	the	given	cell	type	(Figure	20F).	The	
negative	5mC-CA	associated	enhancers	in	MEL	cells	are,	for	example,	enriched	for	genes	related	to	the	
regulation	 of	 erythroid	 differentiation,	 while	 the	 C2C12	 enhancers	 are	 rather	 enriched	 for	 gene	
functions	related	to	cytoskeleton	organization,	an	important	feature	in	myoblasts.		
I	 wanted	 to	 understand	 whether	 those	 enhancers	 are	 bound	 by	 cell-type	 specific	 TFs.	 Thus,	 I	
performed	HOMER	motif	enrichment	analysis	on	the	cell-type	specific	negative	5mC-CA	association	
sites.	In	all	cell	lineages,	the	negative	enhancers	are	enriched	for	E-box	motifs	that	could	be	bound	by	
different	TFs	 in	the	different	cell	 types	such	as	Max-Myc	in	mESCs	or	USF1	in	erythrocytes	(Figure	
20G).	Those	E-box-binding	basic-helix-loop-helix	(bHLH)	TFs	have	been	identified	as	methyl-sensitive	
in	in	vitro	screens	and	could,	therefore,	explain	the	observed	sensitivity	of	the	enhancers.	Furthermore,	
the	 negative	 enhancers	 were	 also	 enriched	 for	 TF	 motifs	 related	 to	 the	 specific	 cellular	 identity.	
Enhancers	in	MEL	cells	were,	for	example,	enriched	for	GATA3/6	motifs,	in	NPs	for	Sox10,	in	mESCs	
for	KLF5	and	in	C2C12s	for	HIF2a	or	MyoD	(Figure	20G).	Nevertheless,	this	kind	of	analysis	cannot	
give	definitive	answers	about	the	TF	binding	patterns,	which	is	also	complicated	by	the	fact	that	many	
TFs	have	similar	motifs.	
In	 conclusion,	 my	 SMF	 analysis	 pipeline	 enables	 the	 detection	 of	 5mC	 sensitive	 sites	 in	 multiple	
somatic	cell	lines	and	shows	that	those	sites	represent	only	a	small,	but	cell-type	specific,	fraction	of	
active	enhancers.	Consequently,	5mC	sensitivity	of	enhancers	is	not	a	stem	cell	specific	feature,	but	is	
a	regulatory	feature	across	multiple	pluripotent	and	somatic	cell	lineages.	
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Figure	19:	Negative	5mC-CA	association	enhancers	have	cell-type	specific	activity.	(A-C)	SMF	identifies	sites	with	
different	strengths	of	5mC-CA	association	in	three	somatic	cell	lineages.	Volcano	plots	showing	the	log2	common	odds	
ratio	and	-log10	p-value	of	the	Cochran-Mantel-Haenszel	test	for	(A)	neural	progenitors	(NP),	(B)	erythrocytes	(murine	
erythroleukemia	 cells,	 MEL)	 and	 (C)	myoblasts	 (C2C12).	 The	 number	 of	 tested	 10-60%	methylated	 CpG	 sites	 are	
depicted	on	top.	Representation	as	in	Figure	12A.	(D)	Similar	proportions	of	CpGs	with	negative	5mC-CA	associations	
are	 identified	 in	pluripotent	and	somatic	cell	 lines.	Pie	charts	representing	 the	relative	proportion	of	CpGs	without	
(black)	 and	with	negative	5mC-CA	association	 (pink)	 identified	 in	 embryonic	 stem	cells	 (ES),	NP,	MEL	and	C2C12.	
	 	

(legend	continued	on	next	page)	
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(E)	Negative	5mC-CA	association	is	cell-type	specific	at	most	CpGs.	Heatmap	showing	the	log2	common	odds	ratio	of	
the	association	between	5mC	and	CA	(measured	by	the	Cochran-Mantel-Haenszel	test)	for	CpGs	with	negative	5mC-CA	
association	 covered	 in	 all	 four	 cell	 lines	 (n	=	1,608).	Heatmap	was	 clustered	using	k-means	 clustering	 (k	=	5).	 (F)	
Enhancers	with	negative	5mC-CA	association	are	connected	to	gene	ontologies	(GO)	associated	with	cell-type	specific	
processes.	Dot	plots	showing	the	adjusted	p-value	of	the	7	top	GO	term	processes	(log	fold	change	>	2)	identified	by	
GREAT	analysis	of	sites	with	negative	5mC-CA	association	in	(1)	ES,	(2)	NP,	(3)	C2C12	and	(4)	MEL	cells.	Triangles	
indicate	cell	type	specific	processes	for	each	cell	line	(black:	highly	relevant,	grey:	relevant).	(G)	Cell-type	specific	sites	
with	negative	5mC-CA	association	are	enriched	for	E-box	motifs	as	well	as	for	motifs	of	cell-type	specific	transcription	
factors.	Dot	plot	showing	the	z-score	of	the	-log	of	the	adjusted	p-value	and	the	percentage	of	enrichment	of	motifs	
identified	with	HOMER	motif	enrichment	analysis	of	cell-type	specific	negative	enhancers	in	ES,	NP,	C2C12	and	MEL	
cells.	Black	triangles	indicate	cell-type	specific	motifs.	
	
	

2.1.6 | Negative 5mC-CA association at enhancers is conveyed by DNA 
methylation sensitivity of TFs  

Having	identified	active	cell	type	specific	enhancers	in	embryonic	as	well	as	somatic	cell	lines	that	are	
regulated	by	5mC	in	vivo,	provokes	the	question	for	the	underlying	mechanism	that	establishes	this	
methylation	sensitivity.	On	the	one	hand,	it	could	be	an	indirect	mechanism	in	which	chromatin	marks	
and	methylation	binding	proteins	inhibit	the	activation	of	the	enhancers	by	TFs.	This	scenario	is	rather	
unlikely	based	on	the	fact	that	no	repressive	chromatin	marks	have	been	observed	at	enhancers	with	
a	 negative	 5mC-CA	 association	 (Figure	 14A).	 On	 the	 other	 hand,	 it	 could	 be	 caused	 by	 a	 direct	
mechanism	in	which	the	methylation	mark	directly	inhibits	the	binding	of	TFs	to	their	motifs.	Large	in	
vitro	studies	and	individual	in	vivo	studies	have	shown	that	some	TFs	are	indeed	methyl-sensitive	and	
are	unable	to	bind	to	their	motif	in	an	methylated	state	(Héberlé	and	Bardet,	2019).	Yet,	those	studies	
have	often	focused	on	the	gain	or	loss	of	bound	TF	binding	sites	(TFBS)	across	the	genome	upon	loss	
or	increase	in	5mC,	respectively,	and	have	neglected	the	regulation	of	TF	binding	by	5mC	at	the	already	
active	CREs.	In	consequence,	using	my	SMF	approach,	I	wanted	to	test	whether	5mC	directly	inhibits	
the	binding	of	TFs	in	vivo	at	active	enhancers.		
For	this,	I	leveraged	the	ability	of	SMF	to	quantify	TF	binding	events	at	individual	loci	and	combined	
this	with	 the	 single	molecule	measurement	of	5mC	(Figure	21A).	 I	 calculated	 the	GpC	methylation	
within	 three	 bins:	 one	 30	 bp	 bin	 centered	 at	 the	 TFBS	 and	 two	 neighboring	 15	 bp	 bins	 up-	 and	
downstream	of	the	TFBS.	Based	on	the	GpC	methylation	within	those	bins,	I	sorted	the	individual	DNA	
molecules	into	a	TF	bound,	accessible	and	nucleosome	bound	fraction.	In	order	to	identify	the	impact	
of	5mC	on	this	binding	pattern,	I	selected	for	TFBS	with	a	CpG	within	the	30	bp	center	bin	and	tested	
the	 association	between	5mC	and	TF	binding	using	 the	 statistical	proportionality	 test.	 In	 addition,	
multiple	 selection	 steps	 have	 been	 performed	 to	 ensure	 the	 binding	 of	 a	 given	 TF	 and	 sufficient	
statistical	power,	such	as	selection	for	TFBS	that	are	overlaying	with	ChIP-seq	peaks	and	that	show	TF	
binding	levels	of	at	least	5%	(see	chapter	4.2.20).	Finally,	I	analyse	421	TFBS	and	identified	37%	of	
those	with	a	negative	association	between	5mC	and	TF	binding.	At	those	TFBS,	one	can	either	observe	
TF	binding	or	5mC	(Figure	21B).	Only	a	marginal	percentage	of	sites	(1.5%)	showed	a	positive	5mC-
TF	association	with	low	significance	(Figure	21B).		
Among	the	top	negative	5mC-TF	association	sites	are	known	methyl-sensitive	TFs	such	as	CTCF	and	
Max-Myc	(Figure	21B).	A	single	locus	example	of	the	top	negative	CTCF	site	with	a	binding	frequency		 	
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Figure	20:	“Negative	association	between	TF	occupancy	and	DNA	methylation.	(A)	Schematic	representation	of	
the	experimental	strategy	to	quantify	the	association	between	DNA	methylation	(5mC)	and	transcription	factor	(TF)	
binding	at	molecular	resolution	using	SMF.	Short	footprints	created	by	TFs	were	distinguished	from	large	nucleosome	
footprints	by	measuring	CA	over	three	consecutive	bins.	DNA	molecules	were	classified	into	TF-bound	(purple	bar),	
accessible	(green	bar),	and	nucleosome-bound	(black	bar)	fractions.	Identity	of	the	TF	was	inferred	by	combining	motif	
information	and	evidence	of	binding	by	ChIP-seq	(Kleinendorst	et	al.,	2021).	5mC	of	the	TF	bound	and	nucleosome	
bound	fractions	are	then	tested	for	association.	White/blue	lollipops	represent	5mC	as	unmethylated/methylated	CpG,	
black/white	 lollipops	 represent	 CA	 as	 inaccessible/accessible	 GpC.	 (B)	 Negative	 association	 between	 5mC	 and	 TF	
binding	occurs	at	a	subset	of	TF-binding	sites	(TFBS)	genome	wide.	Volcano	plot	depicting	the	log2	common	odds	ratio	
(COR)	and	the	p-value	of	a	Cochran-Mantel-Haenszel	test	that	probes	the	association	between	TF	binding	and	5mC.	For	
most	TFBS,	5mC	occurs	at	equivalent	levels	between	TF	bound	and	nucleosome	bound	molecules	(black	dots),	yet	156	
TFBS	show	a	negative	5mC-TF	association	(pink	dots).	Representation	as	in	Figure	12A.	Representative	motif	names	
are	shown	for	sites	with	the	strongest	negative	5mC-TF	association.	Only	TFBS	with	>5%	TF-binding	frequency	were	
considered.	 (C-D)	 Single	 locus	 example	 of	 the	 methylation	 difference	 between	 TF	 bound	 and	 nucleosome	 bound	
molecules	 at	 a	 CTCF	 site	 with	 (C)	 negative	 or	 (D)	 no	 5mC-TF	 association.	 Top	 panel:	 average	 SMF	 signal	 (1-
methylation%)	of	individual	GpCs	(black	dots)	and	average	5mC	of	individual	CpGs	(blue	diamonds)	at	a	CTCF-binding	
site	 (gray	 box).	 Lower	panels:	 single	DNA	molecule	 stack	 sorted	 into	 a	TF-bound	 (purple),	 accessible	 (green),	 and	
nucleosome-bound	(black)	fraction.	Representation	as	in	Figure	11E.	(E)	Validation	of	the	negative	5mC-CA	association	
observed	at	CTCF	binding	sites.	Scatter	plot	comparing	the	difference	in	5mC	between	the	TF	bound	and	the	nucleosome	
occupied	fraction	with	the	5mC	enrichment	upon	CTCF	ChIP-bis	(data	from	(Feldmann	et	al.,	2013)).	Each	dot	is	a	CTCF	
binding	sites	covered	in	both	experiments.	The	enrichment	of	CTCF	for	unmethylated	molecules	at	negatively	5mC-CA	
associated	binding	sites	(red	dots)	is	observed	by	both	methods.”	(Kreibich	et	al.,	2023).		
Sarah	Kaspar	(Center	for	Statistical	Data	Analysis)	advised	on	the	statistical	analysis	and	the	CMH	test.		
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of	51%	shows	a	clear	negative	association,	where	7%	of	the	molecules	bound	by	CTCF	are	methylated	
in	comparison	to	54%	of	the	nucleosome	bound	molecules	(Figure	21C).	This	stands	in	contrast	to	a	
CTCF	site	with	no	5mC-TF	association	that	shows	a	CTCF	binding	 frequency	of	72%,	where	the	TF	
bound	fraction	and	the	nucleosome	bound	fraction	are	similarly	methylated	(41%	vs	31%)	(Figure	
21D).	 To	 confirm	 the	methyl-sensitivity	 of	 CTCF	with	 an	 orthogonal	 approach,	 I	 analysed	publicly	
available	 data	 obtained	 by	 CTCF	 ChIP-seq	 coupled	with	 bisulfite	 sequencing	 (ChIP-bis).	 This	 data	
supports	the	observed	enriched	binding	of	CTCF	to	unmethylated	DNA	molecules	(Figure	21E)	and	
validates	my	SMF	approach.	
	
Before	going	deeper	into	the	analysis	of	the	5mC-TF	association	sites,	I	wondered	whether	the	CA	and	
the	TFBS	analyses	overlap	and	whether	the	small	footprints	in	the	GpC	methylation	pattern,	caused	by	
the	binding	of	TFs,	negatively	affect	the	molecule	sorting	in	the	CA	analysis.		
Comparing	the	common	odds	ratios	of	the	two	analysis	strategies	shows	an	overall	good	agreement	(R	
=	0.401)	with	a	higher	sensitivity	of	calling	a	negative	association	with	the	TFBS	analysis	(Figure	22A).	
The	reason	for	this	becomes	apparent	when	comparing	the	two	strategies	at	single	locus	examples	of	
TFBS	 (Figure	 22B).	 In	 those	 cases,	 I	 first	 sorted	 the	 molecules	 based	 on	 the	 CA,	 resulting	 in	 an	
accessible	and	 inaccessible	 fraction.	 In	a	second	step,	 I	sorted	the	molecules	 in	 those	two	fractions	
separately	based	on	the	TFBS	into	a	TF	bound,	accessible	and	nucleosome	bound	fraction.	This	double	
sorting	 analysis	 illustrates	 that	 the	 inaccessible	 CA	 fraction	 only	 contains	 molecules	 that	 are	
nucleosome	bound	(Figure	22B	–	bottom	right),	while	the	accessible	fraction	contains	the	TF	bound,	
accessible	and	some	partly	nucleosome	bound	molecules	(Figure	22B	–	top	right).	Thus,	the	accessible	
fraction	is	a	mixture	of	multiple	binding	states.	This	explains	why	the	CA	analysis	is	less	sensitive	in	
calling	negative	5mC-TF/CA	associations,	since	the	accessible	fraction	is	a	mixture	of	multiple	binding	
states	that	contaminate	the	association	calling.	In	contrast,	in	the	TFBS	analysis,	I	use	pure	states	(TF	
bound	 vs	 nucleosome	 bound),	 increasing	 the	 statistical	 power.	 Consequently,	 the	 two	 analysis	
strategies	complement	each	other.	While	the	TFBS	analysis	is	very	robust	and	sensitive,	only	a	small	
number	of	regulatory	sites	can	be	tested	that	fulfill	certain	criteria	(see	chapter	3.1.4).	Whereas	the	CA	
analysis	 allows	 the	 testing	 of	 more	 than	 100,000	 regulatory	 sites,	 but	 with	 lower	 sensitivity.	 In	
addition,	the	double	sorting	analysis	shows	that	the	TF	binding	events	do	not	interfere	with	the	CA	
sorting	into	the	accessible	fraction	(Figure	22B	–	left).	The	correct	sorting	is	due	to	the	number	of	GpCs	
analysed	in	the	CA	analysis,	where	all	GpCs	in	a	101	bp	window	are	averaged.	Since	TFs	leave	only	
small	footprints,	affecting	one	or	two	GpCs,	those	are	usually	averaged	out	by	the	remaining	accessible	
GpCs.		
	
To	further	investigate	the	role	of	5mC	at	sites	with	no	or	negative	5mC-TF	association,	I	focused	on	the	
top	TF	candidates	of	 the	statistical	 test.	Those	 included	known	methyl-sensitive	TFs	such	as	NRF1,	
CTCF	and	Max-Myc	(Figure	23A).	Interestingly,	most	of	their	binding	sites	where	fully	unmethylated,	
suggesting	 that	 they	primarily	bind	 to	unmethylated	motifs,	which	 is	 in	 line	with	previous	reports	
(Domcke	et	al.,	2015;	Maurano	et	al.,	2015;	Yin	et	al.,	2017).	This	becomes	especially	apparent	when		 	



	 60	

	
Figure	21:	“The	two	SMF	analysis	strategies	(CA	and	TFBS)	show	correlating	results.	(A)	Common	odds	ratios	
(COR)	calculated	with	the	analysis	strategies	based	on	(1)	chromatin	accessibility	(CA)	and	(2)	TF	binding	site	(TFBS)	
footprints	show	a	good	agreement.	Scatter	plot	comparing	the	log2	COR	values	derived	using	the	two	molecule	sorting	
strategies.	The	Pearson	correlation	coefficient	is	depicted.	(B)	The	strategy	based	on	CA	accurately	sorts	most	of	the	TF	
bound	molecules	into	the	accessible	(“active”)	fraction.	Single	locus	examples	of	a	CTCF	binding	site	with	negative	5mC-
CA	 association.	 Top	 panel:	 DNA	 methylation	 (5mC)	 and	 location	 of	 CpGs.	 Middle	 panel:	 SMF	 average	 plot	
(representation	as	in	Figure	21C).	Lower	left	panel:	SMF	single	molecule	stacks	as	sorted	by	analysis	method	1	based	
on	CA	(representation	as	in	Figure	11E).	Lower	right	panel:	single	molecule	stacks	of	the	molecules	from	the	individual	
CA	sorting	 fractions	(top:	accessible,	bottom:	 inaccessible)	sorted	by	analyses	method	2	based	on	TF	 footprints.	TF	
bound	molecules	 (purple)	 are	 only	 found	 in	 the	 accessible	 CA	 fraction.	 The	 inaccessible	 CA	 fraction	 only	 contains	
nucleosome	bound	molecules	(black).”	(Kreibich	et	al.,	2023).	
	
	
looking	at	the	5mC	distribution	of	all	analysed	binding	sites	for	those	TFs	(Figure	23A-B),	where	e.g.	
the	vast	majority	of	NRF1	binding	sites	are	to	0%	methylated.	This	observation	for	NRF1	stands	in	
contrast	to	CTCF	and	Max-Myc	that	are	also	predominantly	bound	to	unmethylated	loci,	but	that	also	
frequently	occupy	intermediately	methylated	binding	sites	(Figure	23A-B).	Looking	closer	at	those	loci	
with	intermediate	methylation	shows	a	strong	negative	5mC-TF	association	for	most	Max-Myc	binding	
events	(63%)	(Figure	23A	and	C).	For	CTCF,	the	fraction	of	loci	with	negative	5mC-TF	association	is	in	
contrast	 much	 smaller,	 while	 most	 show	 no	 association	 (Figure	 23A	 and	 C).	 This	 data	 shows	
considerable	variations	in	the	distribution	of	the	average	5mC	and	the	degree	of	5mC-TF	association	
at	different	loci	bound	by	a	given	TF,	suggesting	that	the	binding	of	CTCF	and	Max-Myc	are	regulated	
by	5mC	in	a	limited	set	of	loci.	As	mentioned	before,	SMF	itself	is	agnostic	to	the	identity	of	the	bound	
protein.	To	confirm	the	binding	of	CTCF	and	Max-Myc	at	the	identified	footprints,	I	analysed	publicly	
ChIP-seq	data	for	the	two	TFs.	This	data	supports	their	inferred	binding	and	shows	that	binding	sites	
with	negative	and	without	5mC-TF	association	are	equally	bound	by	the	given	TF	(Figure	23D-E).		
	
Having	identified	TFs	with	different	degrees	of	5mC-TF	association,	I	set	out	to	identify	what	drives	
this	association	at	some	but	not	at	other	TFBS	of	CTCF	and	Max-Myc.	Previous	studies	have	shown	that	
the	methyl-sensitivity	of	TFs	can	be	impacted	by	the	position	of	the	methylated	CpG	within	the	motif		 	
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Figure	22:	CTCF	and	Max-Myc	are	sensitive	to	DNA	methylation	TFs	with	different	mechanisms.	“(A)	Bar	chart	
representing	the	proportion	of	TFBS	in	each	5mC-TF	association	category	for	TFs	with	>10	binding	sites	covered	by	
SMF.	Depicted	is	the	percentage	of	TF	binding	sites	(TFBS)	being	unmethylated	(<10%	5mC,	gray)	or	intermediately	
methylated	and	falling	 into	the	no	(black)	or	negative	5mC-TF	association	(pink)	category.	(B)	Distribution	of	DNA	
methylation	(5mC)	at	the	binding	sites	of	various	TFs.	Histograms	describing	the	average	5mC	at	the	binding	sites	of	
TFs.	The	binding	of	all	TFs	is	enriched	for	unmethylated	regions	(gray),	yet	CTCF,	Max-Myc,	NFYA	and	REST	are	also	
binding	at	regions	with	intermediate	methylation	(black).	(C)	Differential	methylation	between	TF	bound	molecules	
	 	

(legend	continued	on	next	page)	
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and	nucleosome	occupied	molecules	 at	 a	 subset	of	TFBS.	 Scatter	plot	 showing	 the	 average	5mC	 for	 the	 fraction	of	
molecules	showing	a	TF	footprint	against	those	showing	a	nucleosome	footprint	at	the	same	locus.	The	analysis	is	shown	
for	each	TF	separately.	The	color	code	indicates	the	category	of	the	binding	site	(pink	–	negative	5mC-CA	association*,	
black	–	no	5mC-CA	association*,	gray	–	unmethylated).	(D-E)	Validation	of	the	TF	binding	at	sites	with	no	and	negative	
5mC-TF	association	by	ChIP-	seq.	Violin	box	plots	showing	the	distribution	of	ChIP-seq	signal	(log2	of	the	read	counts	
per	million	[cpm])	at	all	binding	sites,	compared	to	binding	at	sites	without	or	with	negative	5mC-	TF	association	for	
(D)	CTCF	and	(E)	Myc.	The	vertical	 line	depicts	the	boundary	of	 the	50th	percentile.	(F)	CpG	occurrence	at	specific	
positions	 of	 the	 intermediately	methylated	CTCF	motifs.	 Bar	 plot	 displaying	 the	 frequency	 of	 CpG	dinucleotides	 at	
binding	 sites	 without	 (gray)	 and	 with	 negative	 5mC-TF	 association	 (pink).	 CTCF	 sites	 with	 a	 negative	 5mC-TF	
association	frequently	have	a	CpG	at	position	#7.	Sites	without	an	association	have	CpGs	at	other	positions,	but	not	at	
position	#7.	The	overlap	with	previously	reported	CpG	positions	conferring	methyl-dependent	binding	are	indicated	
by	a	star	(position	#5,	#7,	and	#15)	(Maurano	et	al.,	2015).	(G)	CpG	occurrence	at	specific	positions	of	the	intermediately	
methylated	Max-Myc	motifs.	Representation	as	in	(F).	CpGs	mainly	occur	at	position	#6,	with	no	significant	difference	
between	 categories.	 (H-I)	 TF	 occupancy	 is	 a	 function	 of	 5mC	 levels	 at	 sites	with	 5mC-TF	 association.	 Scatterplots	
comparing	the	changes	in	TF	occupancy	and	5mC	in	WT	mESC	at	sites	with	no	(top)	and	negative	(bottom)	5mC-TF	
association	for	(H)	CTCF	and	(I)	Max-Myc	binding	sites.	The	decrease	in	TF	binding	is	anti-correlated	with	the	increase	
in	5mC	at	the	locus	at	sites	with	negative	5mC-TF	association.	Regression	line	and	Pearson	correlation	coefficients	are	
displayed.	5mC-TF	categories	are	defined	using	only	the	COR	of	the	Cochran-Mantel-Haenszel	test,	as	indicated.	(J-K)	
CTCF	sites	with	no	and	negative	5mC-CA	association	show	intermediate	levels	of	5mC.	CTCF	sites	with	negative	5mC-
CA	association	show	lower	average	5mC	levels	than	sites	without	association,	which	is	mainly	driven	by	the	TF	bound	
fraction	(K,	purple).	Violin	box	plots	showing	the	average	5mC	levels	of	CTCF	binding	sites	with	no*	or	negative*	5mC-
CA	association.	(K)	depicts	the	5mC	levels	of	the	molecules	in	the	individual	fractions	from	the	TFBS	sorting.”	(Kreibich	
et	al.,	2023)	
Star	(*)	marks	5mC-TF	categories	defined	with	soft	criteria	using	only	the	common	odds	ratio	of	the	Cochran-Mantel-
Haenszel	test	as	indicated	(see	chapter	4.2.20).	
	
	
(Kribelbauer	et	al.,	2017;	Yin	et	al.,	2017).	This	positional	effect	has,	for	instance,	been	demonstrated	
in	vivo	for	CTCF	(Hashimoto	et	al.,	2017;	Maurano	et	al.,	2015;	Wang	et	al.,	2012).	To	investigate	this	
positional	effect	on	the	5mC-TF	association,	I	analysed	the	motifs	of	CTCF	and	Myc	at	no	and	negative	
association	sites	in	order	to	detect	any	differences	in	the	CpG	distribution.	Indeed,	analysing	the	CTCF	
TFBS	identified	a	CpG	at	position	#7	that	is	only	present	in	motifs	at	CTCF	TFBS	with	negative	5mC-TF	
association,	arguing	that	the	presence	and	methylation	of	this	CpG	dinucleotide	physically	inhibits	the	
binding	of	CTCF	to	those	sites	(Figure	23F).	This	position	overlaps	with	those	identified	by	Maurano	
et	al.	as	drivers	of	the	methylation-sensitivity	of	CTCF	(Maurano	et	al.,	2015).	To	further	support	this	
observation,	I	investigated	whether	there	are	any	differences	in	the	5mC	levels	of	no	and	negative	5mC-
TF	associations	sites	for	CTCF	that	could	explain	this	differential	binding	behavior.	For	this,	I	compared	
the	mean	 5mC	 levels	 at	 CTCF	 sites	 in	 both	 categories.	 Here,	 it	 can	 be	 observed	 that	 the	 negative	
association	sites	have	moderately	lower	methylation	levels	(Figure	23J),	which	is	mainly	driven	by	the	
low	5mC	levels	in	the	TF	bound	fraction	(Figure	23K).	Therefore,	these	results	support	the	hypothesis	
that	for	CTCF	the	position	of	the	CpG	dinucleotide	is	the	main	determinant	to	differentiate	negative	
from	no	association	sites	and	not	the	5mC	levels	per	se.	
Interestingly,	 I	 was	 not	 able	 to	 detect	 a	 similar	 motif-based	 mechanism	 for	 Max-Myc.	 In	 both	
categories,	 Max-Myc	 binds	 to	 a	 constrained	 E-Box	motif	 that	 contains	 a	 CpG	 site	 at	 the	 center	 at	
position	#6	 (Figure	23G).	 This	 suggests	 that	 a	 different	mechanism	 regulates	 the	methyl-sensitive	
binding	of	Max-Myc.	
Next,	I	investigated	to	what	extent	5mC	is	determining	the	TF	binding	frequency	of	CTCF	and	Max-Myc.	
The	analysis	was	based	on	the	previous	observation	that	CA	and	5mC	anti-correlate	at	enhancers	with	
negative	5mC-CA	association	(Figure	15G-H).	Therefore,	I	analysed	the	correlation	between	the	5mC	
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levels	and	the	TF	binding	levels.	The	advantage	of	SMF	is	that	the	TF	binding	frequency	and	the	5mC	
is	measured	with	a	unified	scale,	allowing	the	direct	comparison	of	the	two	measurements.	I	observed	
a	strong	correlation	between	5mC	and	TF	binding	frequency	at	CTCF	as	well	as	Max-Myc	sites	with	a	
negative	 5mC-TF	 association	 (CTCF	 R	 =	 -0.596;	 Max-Myc	 R	 =	 -0.345),	 but	 not	 at	 those	 without	
association	(CTCF	R	=	-0.29;	Max-Myc	R	=	-0.013)	(Figure	23H-I).	At	negative	association	sites,	 the	
higher	the	5mC	levels	is,	the	lower	the	TF	binding	frequency	is,	and	vice	versa	(Figure	23H-I).	These	
results	show	for	the	first	time	a	direct	correlation	between	TF	binding	frequency	and	DNA	methylated	
in	vivo	and	strongly	support	the	hypothesis	that	5mC	directly	regulates	the	binding	of	the	TFs	in	vivo.		
	

2.1.7 | TET enzymes are crucial for regulating TF binding at DNA 
methylation sensitive TF binding sites  

If	5mC	is	indeed	directly	regulating	the	binding	of	methyl-sensitive	TFs	like	Max-Myc,	perturbations	of	
the	 underlying	 5mC	 levels	 would	 lead	 to	 changes	 in	 the	 TF	 occupancy.	 To	 test	 this	 hypothesis,	 I	
analysed	the	changes	in	TF	occupancy	at	TFBS	with	no	or	negative	5mC-TF	association	upon	TKO	of	
TET	enzymes.	This	analysis	reveals	that	an	increase	of	5mC	levels	by	at	least	30%	leads	to	a	significant	
reduction	of	the	TF	binding	frequency	at	negative	associated	TFBS	that	is	concomitant	with	an	increase	
in	the	nucleosome	binding	frequency	(Figure	24A).	Analysing	the	direct	correlation	between	changes	
in	5mC	and	changes	in	TF	occupancy	uncovers	a	strong	linear	relationship	between	the	increase	in	
5mC	and	the	loss	in	TF	binding	at	TFBS	with	negative	5mC-TF	association	(R	=	-0.51)	(Figure	24B	-	
right).	This	stands	 in	contrast	to	TFBS	without	5mC-TF	association	where	only	a	 limited	 loss	 in	TF	
occupancy	is	observed,	which	is	in	addition	not	correlated	with	the	increase	in	5mC	levels	(R	=	-0.07)	
(Figure	24B	-	left).	
Focusing	on	Max-Myc	also	shows	this	observed	negative	correlation	between	increase	in	5mC	and	loss	
in	TF	binding	in	the	SMF	data	(data	not	shown).	Moreover,	analysis	of	publicly	available	Myc	ChIP-seq	
data	in	WT	and	TET	TKO	mESCs	that	shows	a	negative	correlation	between	the	increase	in	5mC	and	
the	decrease	in	ChIP-seq	signal	(R	=	-0.395)	(Figure	24C	-	right),	albeit	with	a	lower	dynamic	range	in	
comparison	 to	 SMF.	This	 anti-correlation	 is	 observed	only	 for	 those	Max-Myc	BS	 for	which	 I	 have	
identified	a	negative	5mC-TF	association,	but	not	for	those	with	no	association	(R	=	0.01)	(Figure	24C	
-	 left).	This	behavior	of	negative	associated	Max-Myc	binding	 sites	upon	 increase	 in	5mC	becomes	
especially	apparent	in	a	single	locus	example	(Figure	24D).	In	WT	ES	cells,	Max-Myc	is	bound	to	its	
motif	in	10%	of	all	cells.	Strikingly,	none	of	the	molecules	bound	Max-Myc	is	methylated	at	the	close-
by	CpG	dinucleotide,	although	it	has	an	average	5mC	level	of	37%.	In	the	nucleosome	bound	fraction,	
47%	of	 the	molecules	 are	methylated.	Thus,	 this	Max-Myc	BS	 shows	a	 strong	negative	 association	
between	TF	binding	and	5mC,	which	hints	in	the	direction	that	Max-Myc	favors	the	binding	to	its	motif	
in	an	unmethylated	state.	Upon	increase	of	the	5mC	level	at	the	close-by	CpG	up	to	85%	in	the	TET	
TKOs,	the	binding	of	Max-Myc	is	fully	lost,	with	none	of	the	molecules	showing	a	Max-Myc	footprint	
(Figure	 24D	 –	 bottom	 right).	 This	 strongly	 suggests	 that	Max-Myc	 is	 unable	 to	 bind	 its	motif	 in	 a	
methylated	state	and	that	TET	enzymes	may	play	a	crucial	role	in	the	active	demethylation	of	TFBS	
that	are	bound	by	methyl-sensitive	TFs.		 	
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Figure	 23:	 Active	 5mC	 turnover	 is	 required	 for	 TF	 binding	 at	 loci	 with	 negative	 5mC-TF	 associations.	 (A)	
Transcription	factors	(TFs)	with	negative	5mC-TF	association	lose	binding	upon	an	increase	in	DNA	methylation	(5mC)	
in	TET	TKOs.	Violin	box	plots	represent	the	changes	in	states’	frequency	upon	increase	of	5mC	in	TET	TKOs.	The	TF	
bound	fraction	 is	significantly	reduced	at	sites	with	negative	5mC-TF	association	(n	=	29)	 in	comparison	with	sites	
without	(n	=	17),	while	the	nucleosome	bound	fraction	is	increased	upon	TKO.	TFBS	with	5mC	increase	<30%	in	TET	
TKOs	were	excluded.	Stars	illustrate	the	significance	of	a	Wilcoxon	rank	test	(ns:	p	>	0.05;	**p	£	0.01;	****p	£	0.0001).	
(B)	TF	occupancy	correlates	with	5mC	changes	at	sites	with	negative	5mC-TF	association.	Scatterplots	comparing	the	
changes	in	TF	occupancy	and	5mC	from	WT	to	TET	TKO	at	sites	with	no	(left)	and	negative	(right)	5mC-TF	association.	
The	 decrease	 in	 TF	 occupancy	 is	 anti-correlated	 with	 the	 increase	 in	 5mC	 at	 the	 locus.	 Regression	 line,	 Pearson	
correlation	coefficients,	and	coefficient	of	determination	are	displayed.	Stringent	5mC-TF	association	categories	are	
	 	

(legend	continued	on	next	page)	
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used.	(C)	Myc	ChIP-seq	data	validates	the	anti-correlation	between	Myc	binding	and	5mC	at	Myc	binding	sites	with	
negative	5mC-CA	association	observed	by	SMF.	Scatter	plots	comparing	the	changes	in	Myc	binding	measured	by	ChIP-
seq	of	publicly	available	data	and	5mC	in	WT	vs	TET	TKO	at	Myc	sites	with	no*	(n	=	21)	or	negative*	(n	=	52)	5mC-CA	
association.	The	regression	lines	and	Pearson	correlation	coefficient	are	displayed.	(D)	Single	locus	example	illustrating	
the	 loss	of	TF	binding	upon	5mC	 increase	at	a	Max-Myc	binding	site	with	negative	5mC-TF	association.	Top	panel:	
genome	browser	 track	 (representation	 as	 in	 Figure	10A)	of	 an	 intragenic	Tfdp1	enhancer	with	 a	negative	5mC-TF	
association	Max-Myc	binding	site.	Middle	panel:	on	top:	average	5mC	of	the	CpGs	in	the	two	cell	lines.	Below:	average	
SMF	 signal	 (1-methylation%)	 of	 individual	 GpCs	 in	WT	 (black	 dots)	 and	 TET	 TKO	 (yellow	 dots)	 at	 a	 single	 locus	
containing	a	Max-Myc	binding	site	(gray	box).	Bottom	panels:	single-molecule	stacks	for	WT	(bottom	left	panels)	and	
TET	TKO	(bottom	right	panels).	Representation	as	in	Figure	21C.	(E)	Mechanistic	model	describing	the	effects	of	5mC	
on	enhancers’	activity.	5mC	does	not	affect	chromatin	accessibility	nor	TF	binding	at	the	majority	of	active	enhancers	
(left),	while	 it	 controls	 the	 activity	 of	 a	 subset	 of	 cell-type-specific	 enhancers	 (right).	 Active	 5mC	 turnover	 by	TET	
enzymes	 is	 required	 for	TF	binding	at	methyl-sensitive	enhancers.	The	activity	of	 these	enhancers	 in	a	 cell	 type	 is	
controlled	by	the	equilibrium	between	demethylation	by	TETs	and	de	novo	methylation	by	DNMTs.		
Star	(*)	marks	5mC-TF	categories	defined	with	soft	criteria	using	only	the	common	odds	ratio	of	the	Cochran-Mantel-
Haenszel	test	as	indicated	(see	chapter	4.2.20).	
	
	

2.1.8 | Conclusions on the functional role of DNA methylation in 
enhancer regulation 

In	conclusion,	my	work	on	the	role	of	5mC	at	enhancers	has	revealed	that	the	vast	majority	of	active	
enhancers	is	not	regulated	by	5mC	(Figure	24E).	Thus,	at	those	enhancers	the	observed	demethylation	
is	 rather	 a	 consequence	 of	 TF	 binding	 and	 the	 activation	 of	 the	 enhancer	 than	 the	 cause	 of	 it.	
Nevertheless,	careful	statistical	analysis	of	the	SMF	data	revealed	a	small	subset	of	active	enhancers	
that	are	sensitive	to	5mC,	where	local	demethylation	is	causal	for	the	binding	of	TFs	and	the	activation	
of	enhancers	(Figure	24E).	Those	enhancers	are	cell-type	specific	and	are	regulating	genes	that	are	
associated	 with	 cell-type	 specific	 functions.	 Perturbation	 analyses	 of	 the	 underlying	 5mC	 levels	
uncovered	that	methyl-sensitive	enhancers	are	regions	of	high	methylation	turnover,	and	that	TET	
enzymes	 are	 a	 crucial	 component	 in	 the	 regulation	 of	 those	 enhancers	 since	 the	 removal	 of	 TET	
enzymes	leads	to	decreased	TF	binding	and	decreased	enhancer	activity.		
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2.2 | Investigating the functional role of histone modifications 
on gene regulation 

Histone	modifications	 represent	 another	 class	 of	 epigenetic	modifications	 that	may	 regulate	 gene	
transcription.	 However,	 the	 causal	 evidence	 for	 a	 direct	 regulatory	 role	 is	 largely	 missing.	 The	
objective	of	this	second	project	was	to	develop	a	genomics	technique	to	investigate	the	causal	effect	of	
different	histone	modifications	on	TF	binding	and	activity	of	CREs.	For	this,	I	aimed	to	combine	the	
chromatin	enrichment	technique	CUT&RUN	with	the	SMF	technology.	The	combination	of	those	two	
approaches	would	enable	the	read-out	of	TF	binding	patterns	in	direct	correlation	with	the	presence	
of	a	given	histone	modification.	

2.2.1 | Proof of concept with CTCF provides promising enrichments 

CUT&RUN	is	based	on	a	step-wise	protocol	in	which	an	antibody	is	bound	to	the	protein	or	histone	
modification	of	interest,	which	is	subsequently	bound	by	a	pA-MNase	fusion	protein.	Upon	activation,	
the	MNase	cuts	the	close-by	open	chromatin,	thus	releasing	small	protein-bound	DNA	fragments	from	
the	 compacted	 chromatin.	 Those	 small	 DNA	 fragments	 are	 then	 extracted	 and	 used	 for	 library	
preparation	and	Illumina	sequencing	(Figure	25A).		
As	a	proof	of	principle,	I	first	implemented	CUT&RUN	in	mESCs	using	an	antibody	against	the	CTCF,	a	
TF	which	has	been	shown	to	lead	to	efficient	enrichments	over	the	IgG	control	in	human	K562	cells	
(Skene	and	Henikoff,	2017).	IgG	controls	serve	as	a	negative	control,	since	the	antibody	has	no	target	
to	bind.	Thus,	IgG	controls	show	the	background	activity	of	the	non-targeted	pA-MNase.	The	native	
CTCF	CUT&RUN	data	provided	good	correlations	between	individual	biological	replicates	at	CTCF	sites	
(R	=	0.79)	(Figure	25B)	as	well	as	between	native	CUT&RUN	and	published	CTCF	ChIP-seq	data	(R	=	
0.74)	(Figure	25C).	Analysis	of	single	genomic	loci	and	global	analysis	of	the	top	20,000	bound	CTCF	
sites	revealed	a	promising	enrichment	of	the	native	CUT&RUN	data	at	CTCF	bound	sites.	Yet,	one	could	
observe	slightly	lower	local	enrichment	and	a	wider	spreading	of	the	signal	in	the	CUT&RUN	data	in	
comparison	 to	 the	 ChIP-seq	 data	 (Figure	 25D-E).	 This	 higher	 background	was	 also	 evident	 when	
calculating	 the	 signal	 to	 noise	 ratio	 that	 showed	 slightly	 lower	 values	 for	 CUT&RUN	 samples	 in	
comparison	 to	 the	ChIP-seq	data	 (Figure	25F).	Notably,	my	CUT&RUN	data	performed	better	 than	
comparable	CTCF	CUT&RUN	data	available	at	the	time	(Figure	25D-F),	suggesting	that	my	CUT&RUN	
implementation	was	successful	and	promising	for	the	next	steps.		
	
Since	the	final	read-out	of	the	CUT&RUN-SMF	approach	would	be	bisulfite	sequencing,	the	next	step	in	
the	methods	development	was	 the	 combination	of	 CUT&RUN	with	bisulfite	 sequencing.	 To	have	 a	
direct	comparison,	 I	split	 the	CUT&RUN	sample	and	performed	either	native	or	bisulfite	converted	
sequencing	(Figure	25A).	The	correlation	between	the	native	and	bisulfite	sequenced	(bis)	sample	was	
reasonably	 high	 (R	 =	 0.80)	 (Figure	 25G).	 Moreover,	 global	 enrichment	 comparison	 at	 CTCF	 sites	
showed	a	good	agreement	between	the	samples,	with	a	slightly	elevated	background	in	the	bis	sample	
(Figure	25D-F).		 	
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Figure	24:	CUT&RUN	successfully	enriches	for	CTCF	bound	sites	and	can	be	combined	with	bisulfite	sequencing.	
(A)	 Schematic	 representation	 of	 the	 CUT&RUN	 (CnR)	 experiment.	 The	 protein	 of	 interest	 is	 bound	 by	 a	 specific	
antibody,	which	is	subsequently	bound	by	a	protein	A	(pA)-MNase	fusion	protein.	Upon	activation	with	Ca2+,	the	MNase	
cuts	and	digests	the	DNA	in	proximity	of	the	bound	site.	The	cut	DNA	fragments	are	extracted	and	sequenced	either	
under	(1)	native	or	(2)	bisulfite-conversion	conditions.	(B-C)	Smoothed	scatter	plot	comparing	the	enrichment	at	CTCF	
binding	sites	±	250	bp	between	(B)	two	biological	CnR	replicates	or	(C)	CnR	and	publicly	available	CTCF	ChIP-seq	data	
in	mESCs.	The	Pearson	correlation	coefficient	is	indicated.	(D)	CnR	enriches	for	CTCF	bound	sites,	but	with	lower	local	
signal	and	wider	spread.	Heatmap	of	the	enrichment	signal	at	the	top	20,000	bound	CTCF	binding	sites	of	ChIP-seq	data	
and	different	CnR	samples.	Rightmost	column	shows	publicly	available	CTCF	CnR	data.	Collection	window	was	1	kb.	(E)	
CnR	 recapitulates	 CTCF	 peaks	 detected	 by	 ChIP-seq	 but	 with	 lower	 amplitude.	 Genome	 browser	 view	 of	 a	 single	
genomic	locus	containing	three	CTCF	binding	sites.	The	same	data	sets	as	in	(D)	are	shown.	(F)	Signal	to	noise	ratio	is	
lower	in	CnR	samples	in	comparison	to	ChIP-seq.	Bar	plot	showing	the	signal	to	noise	ratio	of	the	different	data	sets.	
Signal	 is	measured	at	 the	 top	20,000	CTCF	peaks	 in	a	500	bp	window.	Background	 is	measured	at	20,000	random	
intergenic	regions	 in	a	500	bp	window.	(G)	Smoothed	scatter	plot	comparing	the	enrichment	at	CTCF	binding	sites	
±	500	bp	between	the	native	and	bisulfite	converted	(bis)	CnR	data.	The	Pearson	correlation	coefficient	is	indicated.	
	
	
Off	note,	I	optimized	the	bisulfite	sequencing	by	trying	different	bisulfite	conversion	kits	that	showed,	
in	 the	 end,	 comparable	 conversion	 rates	 and	 comparable	 impacts	 on	 the	 enrichments	 (data	 not	
shown).	In	conclusion,	the	initial	CUT&RUN	experiments	targeting	CTCF	provided	promising	results	
that	showed	a	decent	enrichment	of	the	protein	of	interest,	albeit	lower	than	with	ChIP-seq.		
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2.2.2 | Combination of CUT&RUN with SMF targeting histone 
modifications does not provide sufficient enrichment for 
association studies 

Due	to	the	successful	implementation	of	CUT&RUN	in	the	lab	and	promising	proof	of	concept	results	
using	an	antibody	against	CTCF,	I	moved	on	to	histone	modifications	and	implementing	SMF	into	the	
protocol	(Figure	26A-B).	For	this,	I	used	antibodies	targeting	either	H3K27me3	or	H3K27ac.	In	a	first	
trial,	I	performed	normal	native	CUT&RUN	for	H3K27me3	(Figure	26A).	The	correlation	with	publicly	
available	ChIP-seq	data	at	5	kb	windows	around	active	TSS	was	rather	low	(R	=	0.55)	(Figure	26D),	but	
single	loci	and	global	of	active	TSS	analyses	revealed	a	promising	enrichment	of	H3K27me3	signal	at	
TSS	that	was	even	better	than	publicly	available	H3K27me3	CUT&RUN	data	(Figure	26I,	J	and	L).	In	a	
next	step,	I	added	SMF	to	the	CUT&RUN	procedure	(Figure	26B).	For	this,	I	first	performed	the	SMF	in	
extracted	 nuclei	 before	moving	 on	 the	 CUT&RUN	 enrichment.	 To	 evaluate	 the	 impact	 of	 the	 SMF	
procedure	itself	on	the	final	CUT&RUN	signal,	I	sequenced	the	data	either	under	native	or	bisulfite-
conversion	conditions.	For	H3K27me3,	the	SMF	had	a	moderate	impact	on	the	enrichment.	Comparing	
H3K27me3	CUT&RUN	with	H3K27me3	CUT&RUN-SMF	samples	shows	a	high	correlation	between	the	
signals	at	TSS	(Figure	26E).	The	signal	at	the	top	H3K27me3	marked	sites	is	very	comparable	with	a	
minor	loss	in	the	signal	to	noise	ratio	(Figure	26J	and	L).	At	the	single	locus	example,	one	can	observe	
a	 lower	 enrichment	 upon	 addition	 of	 SMF	 (Figure	 26I),	 which	 is	 in	 line	 with	 the	 global	 signal	
comparison	 at	 active	 TSS	 (Figure	 26F).	 While	 these	 results	 still	 seem	 promising	 with	 acceptable	
enrichments	of	the	histone	modification,	implementing	the	bisulfite	sequencing	abolishes	most	of	the	
enrichment	and	results	in	very	low	signal	to	noise	ratio	(Figure	26I-L).	This	can	be	observed	at	a	single	
locus	(Figure	26I)	as	well	as	at	the	top	10,000	H3K27me3	peaks	at	TSS	(Figure	26J),	where	the	signal	
is	very	low	and	spread	out	over	a	wider	area.	
A	similar	observation	was	made	with	H3K27ac.	Here,	the	native	CUT&RUN-SMF	approach	delivered	
already	 low	enrichments	 at	H3K27ac	marked	TSS	 (Figure	26G,	 I,	K	 and	M),	which	was	 even	more	
decreased	upon	bisulfite	sequencing	(Figure	26H,	I,	K	and	M).		
	
In	conclusion,	the	low	histone	modification	enrichments	upon	CUT&RUN-SMF	and	bisulfite	sequencing	
make	this	approach	at	the	moment	inefficient	for	investigating	the	direct	correlation	between	histone	
modifications	and	TF	binding.	The	approach	is	based	on	the	comparison	of	the	TF	binding	frequencies	
between	 conventional	 SMF	and	 enriched	CUT&RUN-SMF	 (Figure	26C)	 and	 is	 dependent	 on	 a	high	
enrichment	to	ensure	high	statistical	power	and	the	ability	to	detect	moderate	changes	in	TF	binding.	
Since	 the	 here	 presented	 preliminary	 results	 of	 the	 CUT&RUN-SMF	 approach	 did	 not	 suffice	 the	
enrichment	requirements,	I	stopped	the	project	at	this	point.		
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Figure	25:	CUT&RUN	enrichment	 is	 lost	during	SMF	and	bisulfite	 sequencing	 for	histone	modifications.	 (A)	
Schematic	representation	of	the	CUT&RUN	(CnR)	experiment	for	histone	modifications	(HMs).	The	HM	of	interest	is	
bound	by	a	specific	antibody,	which	is	subsequently	bound	by	a	protein	A	(pA)-MNase	fusion	protein.	Upon	activation	
with	Ca2+,	the	MNase	cuts	and	digests	the	DNA	in	proximity	of	the	nucleosome	site.	The	cut	DNA	fragments	are	extracted	
and	sequenced.	This	experiment	was	performed	for	H3K27me3.	(B)	Schematic	representation	of	the	combined	method	
between	CnR	and	Single	Molecule	Footprinting	(SMF)	experiment	for	HMs.	In	a	first	step,	extracted	nuclei	are	treated	
with	 a	GpC	methyltransferase	 (MT)	 that	methylates	 accessible	GpC.	 Subsequently,	 the	 antibody	 and	pA-MNase	 are	
	 	

(legend	continued	on	next	page)	
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added	to	cut	and	extract	the	DNA	surrounding	nucleosomes	harvesting	the	HM	of	interest.	By	this,	one	can	read	out	TF	
binding	patterns	in	direct	correlation	with	the	presence	of	a	HM.	For	method	development	purposes,	DNA	fragments	
were	sequenced	either	under	native	or	bisulfite-conversion	conditions.	This	experiment	was	performed	for	H3K27me3	
and	H3K27ac.	(C)	Schematic	representation	of	the	analysis	approach	of	CUT&RUN-SMF	(CnR-SMF).	Conventional	SMF	
(grey	 box)	 is	 used	 as	 an	 input	 control	 that	 provides	 molecules	 with	 all	 TF	 binding	 states	 at	 a	 region	 of	 interest	
independent	of	the	presence	of	local	HMs.	CnR-SMF	(red	box)	is	used	to	enrich	for	DNA	molecules	that	harbor	a	HM	of	
interest.	If	the	HM	is	directly	correlated	with	TF	binding,	the	TF	bound	fraction	should	be	increased	in	comparison	to	
the	input	SMF	data	as	shown	schematically	in	the	bar	plot	below.	Since	this	approach	is	built	upon	the	comparison	of	
frequencies	in	the	input	vs	enriched	sample,	efficient	HM	enrichment	is	crucial	to	ensure	high	statistical	power	and	the	
ability	to	detect	marginal	changes	in	TF	binding.	(D-F)	Smoothed	scatter	plot	comparing	the	H3K27me3	enrichment	at	
TSS	±	2.5	kb	between	(D)	CnR	and	publicly	available	H3K27me3	ChIP-seq	data	in	mESCs,	(E)	native	CnR	and	native	CnR-
SMF	 and	 (F)	 native	 and	 bisulfite	 converted	 (bis)	 CnR-SMF.	 The	 Pearson	 correlation	 coefficient	 is	 indicated.	 (G-H)	
Smoothed	scatter	plot	comparing	the	H3K27ac	enrichment	at	TSS	±	2.5	kb	between	(G)	CnR-SMF	and	publicly	available	
H3K27ac	ChIP-seq	data	in	mESCs,	(H)	native	and	bis	CnR-SMF.	The	Pearson	correlation	coefficient	is	indicated.	(I)	CnR	
recapitulates	H3K27me3	peaks	detected	by	ChIP-seq	with	high	amplitude.	Signal	is	gradually	lost	with	addition	of	SMF	
and	bisulfite	sequencing.	CnR	for	H3K27ac	barely	recovered	ChIP-seq	peaks.	Genome	browser	view	of	a	single	genomic	
locus	containing	regions	enriched	for	H3K27me3	or	H3K27ac.	The	same	data	sets	are	shown	as	in	(J)	and	(K).	(J)	CnR	
enriches	for	H3K27me3	marked	TSS,	but	with	lower	local	signal	and	wider	spread.	Heatmap	of	the	enrichment	signal	
at	the	top	10,000	H3K27me3	marked	TSS	of	ChIP-seq	data	and	different	CnR	and	CnR-SMF	samples.	Two	rightmost	
columns	show	publicly	available	H3K27me3	CnR	data.	Collection	window	was	16	kb.	(K)	CnR-SMF	moderately	enriches	
for	H3K27ac	marked	TSS.	Heatmap	of	the	enrichment	signal	at	the	top	10,000	H3K27ac	marked	TSS	of	ChIP-seq	data	
and	different	CnR	and	CnR-SMF	samples.	Rightmost	column	shows	publicly	available	H3K27ac	CnR	data.	Collection	
window	was	10	kb.	(L)	Signal	to	noise	ratio	is	lower	in	H3K27me3	CnR	samples	in	comparison	to	ChIP-seq.	Bar	plot	
showing	the	signal	to	noise	ratio	of	the	different	H3K27me3	data	sets.	Signal	is	measured	at	the	top	5,000	H3K27me3	
TSS	peaks	in	a	5	kb	window.	Background	is	measured	at	5,000	random	intergenic	regions	in	a	5	kb	window.	(M)	Signal	
to	noise	ratio	is	very	low	in	H3K27ac	CnR	samples	in	comparison	to	ChIP-seq.	Bar	plot	showing	the	signal	to	noise	ratio	
of	the	different	data	sets.	Signal	 is	measured	at	the	top	5,000	H3K27ac	TSS	peaks	in	a	5	kb	window.	Background	is	
measured	at	5,000	random	intergenic	regions	in	a	5	kb	window.		
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3 | Discussion 

	
ranscription	 regulation	 is	 a	 complex	 mechanism	 integrating	multiple	 regulatory	 layers	 and	
involving	dozens	of	factors.	The	binding	of	TFs	to	CREs	plays	a	pivotal	role	in	the	activation	of	

transcription	and	can	have	influences	in	different	aspects,	such	as	nucleosome	occupancy,	the	shape	
of	the	DNA	and	the	cooperativity	with	other	TFs	(Kim	and	Wysocka,	2023;	Spitz	and	Furlong,	2012).	
Also	epigenetic	modifications	like	histone	modifications	and	DNA	methylation	may	play	a	role	in	the	
regulation	of	TF	binding,	but	their	causal	function	has	remained	unclear	to	date	(Héberlé	and	Bardet,	
2019;	Isbel	et	al.,	2022;	Kim	and	Wysocka,	2023;	Millán-Zambrano	et	al.,	2022).		
The	aim	of	my	PhD	research	study	was	to	identify	and	characterize	the	functional	relationship	between	
epigenetic	modifications	and	TF	binding	in	vivo	in	mammalian	cells.	This	study	focuses	on	enhancers,	
a	class	of	distal	CREs	that	contains	clusters	of	TF	binding	sites	and	whose	combinatorial	activation	is	
important	for	the	spatiotemporal	regulation	of	gene	expression.	Therefore,	enhancers	play	a	critical	
role	in	the	acquisition	and	maintenance	of	cellular	identity	during	development	and	in	healthy	tissue	
(Spitz	 and	 Furlong,	 2012).	 In	 consequence,	 answering	 the	 central	 question,	 whether	 epigenetic	
modifications	like	DNA	methylation	and	histone	modifications	generally	contribute	to	the	regulation	
of	enhancer	activity,	has	important	implications	in	fundamental	and	translational	research.		
	

3.1 | The regulatory role of DNA methylation at enhancers 

n	the	mammalian	genome,	 the	majority	CpG	dinucleotides	are	methylated,	with	certain	genomic	
regions	 that	 escape	 this	 full	 methylation.	 One	 of	 those	 are	 enhancers,	 that	 show	 upon	 their	

activation	reduced	methylation	levels	of	10-60%,	which	correlates	with	the	binding	of	TFs	(Stadler	et	
al.,	 2011).	 This	 correlation	 suggests	 a	 regulatory	 relationship	 between	 DNA	 methylation	 and	 TF	
binding.	Yet,	despite	a	decade	of	research	since	this	discovery,	it	is	still	largely	elusive	whether	DNA	
demethylation	is	important	for	the	activation	of	enhancers	(Héberlé	and	Bardet,	2019;	Luo	et	al.,	2018;	
Mattei	et	al.,	2022).	
Numerous	in	vitro	and	some	in	vivo	evidences	suggested	that	the	affinity	of	many	TFs	is	reduced	upon	
methylation	 of	 their	 target	 motifs,	 preventing	 their	 cryptic	 binding	 outside	 of	 regulatory	 regions	
(Domcke	et	al.,	2015;	Héberlé	and	Bardet,	2019).	Yet,	TF	binding	is	also	directly	responsible	for	the	
demethylation	of	enhancers	by	direct	or	indirect	recruitment	of	TET	enzymes	and	inhibition	of	DNMTs	
(Ginno	 et	 al.,	 2020;	 Héberlé	 and	 Bardet,	 2019;	 Stadler	 et	 al.,	 2011).	 This	 bidirectional	 regulation	
between	DNA	methylation	and	TF	binding	has	prevented	the	establishment	of	a	causal	relationship	
between	them.	One	major	challenge	in	addressing	this	question	is	the	cell-to-cell	variability	in	DNA	
methylation	 that	 characterizes	 active	 enhancers.	 A	 bulk-cell	measurement	 of	 10-60%	methylation	
indicates	that	10-60%	of	the	cells	within	the	cellular	population	were	methylated	at	this	one	specific	
CpG,	 while	 the	 remaining	 cells	 were	 not.	 This	 epigenetic	 heterogeneity	 makes	 bulk	 genomics	
approaches	non-suitable	to	study	the	relationship	between	DNA	methylation	and	TF	binding.	

T	

I	
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To	overcome	these	limitations	and	solve	the	paradox	of	the	bidirectional	regulation,	I	advanced	the	
SMF	technology	(Kleinendorst	et	al.,	2021;	Krebs	et	al.,	2017;	Sönmezer	et	al.,	2021)	to	simultaneously	
measure	the	comprehensive	methylation	status	of	the	bound	enhancers	as	well	as	binding	of	TFs	on	
individual	 DNA	molecules	 in	 vivo.	 By	 this,	 I	 was	 able	 to	 resolve	 the	 epigenetic	 heterogeneity	 and	
associate	enhancer	activity	or	TF	binding	with	the	methylation	status	at	a	single	molecule	resolution.	
I	applied	this	technology	across	the	murine	genome	of	pluripotent	as	well	as	somatic	cell	lines.	I	found	
that	the	vast	majority	of	enhancers	are	not	instructed	by	DNA	methylation	and	can	be	active	despite	
being	methylated.	Yet,	I	 identified	a	small	subset	of	cell-type	specific	enhancers	in	the	different	cell	
lines	 that	 are	 methyl-sensitive	 and	 respond	 to	 changes	 of	 the	 underlying	 DNA	 methylation.	
Furthermore,	I	identified	known	methyl-sensitive	TFs	such	as	CTCF	and	Max-Myc	and	revealed,	that	
Max-Myc	binding	sites	at	enhancer	are	dependent	on	TET-mediated	methylation	turnover	to	remove	
DNA	methylation	in	order	for	Max-Myc	to	bind.		
	

3.1.1 | Moving epigenomics into the single molecule space 

The	 results	 of	 my	 PhD	 dissertation	 provide	 evidence	 that	 overcoming	 the	 limitations	 of	 bulk-cell	
measurement	techniques	allows	a	deeper	understanding	of	the	co-dependencies	of	gene	regulatory	
factors	and	is	essential	to	detect	subtle	changes	in	regulatory	activities.		
Transcription	 regulation	 is	 a	 highly	 complex	 mechanism	 with	 many	 layers	 and	 factors	 (Kim	 and	
Wysocka,	2023).	Thus,	it	becomes	difficult	to	determine	the	hierarchies	and	what	is	cause	and	what	is	
consequence.	 Since	 the	 development	 of	 genomic	 techniques	 to	 localize	 proteins	 and	 histone	
modifications	along	the	genome,	a	large	amount	of	factors	have	been	mapped	(Abascal	et	al.,	2020;	Luo	
et	al.,	2020).	Yet,	as	it	turned	out,	localization	does	not	necessarily	mean	causation	and	may	depend	on	
the	genomic	context.	In	consequence,	it	is	still	largely	elusive	if	epigenetic	modifications	are	causal	for	
transcription	regulation	or	are	merely	consequences	of	the	recruitment	of	large	cofactor	complexes	
(Isbel	et	al.,	2022;	Millán-Zambrano	et	al.,	2022;	Reiter	et	al.,	2017).		
	
Moving	 beyond	 bulk-cell	 techniques	 and	 to	 co-detect	multiple	 regulatory	 features	 (e.g.	 epigenetic	
modifications	and	TF	binding)	at	the	same	time,	allows	the	evaluation	of	direct	correlations	and	to	
understand	the	causal	relationships	between	them.	The	SMF	technology	presented	here	has	multiple	
advantages	 over	 commonly	 used	 genomic	 techniques	 (Krebs,	 2021).	 In	 comparison	 to	 bulk-cell	
chromatin	accessibility	measurements	such	as	ATAC-seq	and	DNase-seq,	SMF	detects	all	accessibility	
states	at	a	high	nucleotide	resolution.	With	SMF,	I	was	able	to	directly	compare	the	methylation	state	
in	 the	 accessible	 as	 well	 as	 in	 the	 inaccessible	 fraction	 of	 DNA	 molecules,	 allowing	 me	 to	 make	
statistical	claims	about	all	present	states.	Having	only	the	accessible	fraction	–	as	it	is	the	case	for	ATAC-
seq	and	DNase-seq	–	neglects	the	cellular	heterogeneity	and	removes	important	information	from	the	
analysis.	When	comparing,	e.g.,	the	two	given	examples	of	an	enhancer	with	no	5mC-CA	association	
(Figure	10E)	and	an	enhancer	with	negative	5mC-CA	association	(Figure	11C),	one	can	observe	that	
both	enhancers	show	comparable	methylation	states	in	their	accessible	fractions	(28%	vs	31%).	Yet,	
one	of	them	is	methyl-sensitive,	while	the	other	one	is	not.	This	difference	between	the	two	sites	is	
only	 revealed	 when	 co-analysing	 the	 inaccessible	 molecules:	 while	 the	 methylation-insensitive	
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enhancer	also	shows	low	methylation	in	the	inaccessible	fraction	(27%),	a	large	part	of	the	inaccessible	
molecules	 at	 the	 methyl-sensitive	 enhancer	 are	 methylated	 (61%).	 This	 evidently	 shows	 that	
capturing	and	resolving	cellular	heterogeneity	is	an	important	feature	of	future	genomics	techniques.	
Another	advantage	of	SMF	and	its	ability	to	capture	all	methylation	and	accessibility	states	is	that	one	
can	 use	 the	 natural	 epigenetic	 heterogeneity	 as	 an	 internal	 in	 vivo	 experiment	 in	 absence	 of	
perturbations.	In	most	methylation	studies,	cells	or	individual	loci	are	perturbed	in	their	methylation	
state	and	subsequent	changes	in	TF	binding	and	accessibility	are	used	to	identify	methyl-sensitive	sites	
(Domcke	et	al.,	2015;	Grand	et	al.,	2021;	Héberlé	and	Bardet,	2019).	Yet,	with	SMF	I	can	make	this	
comparison	already	in	the	unperturbed	WT	cells,	since	both	methylation	states	are	captured	and	can	
directly	measure	their	effects.	In	consequence,	the	first	read-out	and	detection	step	of	methyl-sensitive	
enhancers	 is	 free	of	secondary	effects	that	may	come	along	with	perturbation	assays	and	allows	to	
focus	on	naturally	active	enhancers.	As	discussed	in	the	next	chapter,	analysis	of	large	perturbation	
assays	 usually	 identified	methyl-sensitive	 TFs	 based	 on	 new	binding	 sites	 outside	 of	 their	 usually	
bound	CREs.	Yet,	this	data	gives	only	limited	insights	into	what	is	happening	in	vivo	at	active	enhancers.	
SMF	changes	the	view	point	from	these	spurious	TFBSs	to	those	within	active	enhancers.		
Along	with	this	comes	the	advantage	of	SMF	to	identify	moderate	changes	in	chromatin	accessibility	
and	TF	binding.	In	comparison	to	common	genomic	techniques,	that	primarily	provide	enrichments,	
SMF	 provides	 high	 coverage	 quantitative	 read-outs	 that	 allow	 to	 detect	 and	 quantify	 even	 small	
changes.	This	is	an	important	point	to	consider	when	investigating	active	CREs.	At	inactive	sites	the	
removal	 of	 DNA	methylation	may	 lead	 to	 a	 sudden	 binding	 of	 TFs	 that	 drives	 their	 activation.	 In	
contrast,	at	active	sites,	one	does	not	expect	such	an	on-off	behavior,	but	rather	a	modulation	of	their	
activity.	Thus,	 the	expected	changes	 in	enhancer	activity	are	much	more	moderate	than	at	 inactive	
sites,	which	are	difficult	to	measure	with	common	enrichment	techniques.	
	
A	 further	 advantage	 of	 SMF	 is	 its	 capacity	 to	 investigate	 enhancers	 genome-wide.	 A	 recent	 study	
dissected	the	impact	of	DNA	methylation	on	two	large	enhancer	clusters	with	a	single-cell	fluorescent	
reporter	system	and	found	that	their	activity	is	instructed	by	DNA	methylation	dynamics	(Song	et	al.,	
2019).	 Although	 this	 study	 presents	 a	 new	 approach	 to	 study	 DNA	 methylation	 and	 makes	 an	
important	contribution	to	the	field,	it	has	a	locus-specific	view	point,	preventing	generalizable	claims.	
Opposingly,	 using	 SMF	 I	was	 able	 to	 investigate	 the	methylation	 sensitivity	 of	 thousands	 of	 active	
enhancers	genome-wide,	allowing	to	make	the	general	claim	that	a	predominant	number	enhancers	
are	not	methyl-sensitive,	while	a	cell-type	specific	subset	is	instructed	by	DNA	methylation.	Those	can	
be	 used	 in	 further	 studies	 for	 deeper	 dissections	 of	 how	 the	 methylation	 dynamics	 change	 their	
activity.	
	
In	addition,	the	SMF-based	analysis	of	DNA	methylation	is	not	limited	to	a	certain	cell	type.	A	large	
fraction	of	methylation	studies	has	been	performed	in	mESCs,	due	to	their	viability	upon	DNMT	KOs,	
in	order	to	compare	unmethylated	and	methylated	states.	Since	SMF	resolves	the	natural	epigenetic	
heterogeneity,	methylation	 perturbations	 are	 not	 needed	 for	 the	 primary	 identification	 of	methyl-
sensitive	 enhancers.	 Hence,	 one	 can	move	 beyond	mESCs	 and	 investigate	 somatic	 cell	 lineages	 as	
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shown	in	this	study.	This	will,	moreover,	allow	to	expand	the	collection	of	methyl-sensitive	TFs	to	those	
that	are	active	in	different	somatic	cell	lines.	
	
In	the	last	years,	single-cell	techniques	became	much	more	prominent	in	the	genomics	field	and	are	
used	to	investigate	similar	questions	as	presented	here	(Preissl	et	al.,	2023).	However,	although	single-
cell	techniques	have	obvious	advantages	over	bulk-cell	techniques,	at	the	current	moment,	they	have	
still	limited	use	in	answering	the	same	question	to	the	same	extent	as	SMF.	One	major	drawback	of	
single-cell	 techniques	 is	 their	 low	 coverage	 at	 individual	 loci.	 The	 here	 presented	 study	 is	 highly	
dependent	on	the	high	coverage	provided	by	SMF	(median	coverage	was	around	100x	[Figure	10E])	
for	individual	cytosines	to	capture	rare	events	and	moderate	changes.	This	cannot	be	achieved	with	
current	single-cell	techniques	for	which	coverages	of	less	than	10x	per	locus	are	common	at	affordable	
costs.	Nevertheless,	they	provide	information	about	different	genomic	loci	in	the	same	cell,	allowing	to	
draw	conclusions	about	global	methylation	states	and	co-accessibilities	(see	chapter	3.1.5).		
	
In	conclusion,	SMF	is	a	valuable	advance	in	genomics	to	resolve	epigenetic	heterogeneity	present	at	
CREs	and	to	capture	rare	TF	binding	events	and	moderate	changes	in	TF	occupancy	and	CA.	In	addition,	
it	 enable	 the	 investigation	of	 co-occurring	events	at	 the	 same	single	molecules,	 allowing	 to	dissect	
factor	dependencies	at	high	resolution	genome-wide	in	pluripotent	as	well	as	somatic	cell	lineages.	
	

3.1.2 | Methylation-sensitive TFs – in vitro does not mean in vivo 

Large	 in	vitro	studies	have	supported	the	notion	that	the	majority	of	TFs	with	a	CpG	in	their	target	
motif	or	vicinity	are	either	positively	or	negatively	affected	by	DNA	methylation	(Kribelbauer	et	al.,	
2017;	 Yin	 et	 al.,	 2017),	 yet	 the	 in	 vivo	 evidences	 for	 these	 methylation	 sensitivities	 remain	 rare	
(Héberlé	and	Bardet,	2019).		
One	difficulty	in	the	analysis	of	TF	sensitivity	in	vivo	is	that	one	has	to	compare	the	binding	capacity	of	
a	TF	to	its	motif	in	a	methylated	and	unmethylated	state.	To	achieve	this,	most	studies	have	exploited	
mESCs	that	are	viable	upon	DNMT	TKO.	In	addition,	most	studies	have	used	ChIP-seq	or	comparable	
protein	mapping	techniques	to	investigate	the	changes	in	TF	occupancy	and	binding	patterns.	Yet,	as	
discussed	before,	those	enrichment	techniques	give	only	semi-quantitative	output	and	often	limit	the	
analysis	to	spurious	binding	sites	that	become	bound	upon	DNA	methylation	removal.	
In	 this	 study,	 SMF	 is	used	 to	quantitatively	measure	TF	binding	and	 investigate	 the	 impact	of	CpG	
methylation	within	the	motif	or	its	vicinity	in	its	 in	vivo	chromatin	context).	Leveraging	the	natural	
epigenetic	heterogeneity	of	DNA	methylation	at	CREs	allows	to	compare	TF	occupancies	between	the	
methylated	and	unmethylated	fraction	of	molecules	at	each	locus	in	vivo	in	absence	of	perturbations.	
In	consequence,	SMF	enables	to	investigate	the	impact	of	DNA	methylation	on	TF	binding	directly	at	
active	 CREs,	 allowing	 to	 draw	 conclusions	 about	 whether	 DNA	 methylation	 contributes	 to	 the	
regulation	of	enhancers.	
The	 here	 presented	 SMF	 data	 reveals	 that	most	 TFs	 are	 not	methyl-sensitive	 in	 vivo	 and	 that	 the	
activity	of	the	vast	majority	of	enhancers	is	independent	of	the	underlying	DNA	methylation	(Figure	
12A,	20A-C	and	21B).	This	stands	in	contrast	to	the	results	of	the	large	in	vitro	studies	(Kribelbauer	et	
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al.,	2017;	Yin	et	al.,	2017)	and	suggests	in	vitro	identified	methylation-sensitivity	may	not	affect	in	vivo	
binding	patterns.	A	simple	explanation	for	this	disagreement	could	be	that	the	TFs	do	not	encounter	
the	in	vitro	tested	methyl-sensitive	motifs	in	the	in	vivo	context,	either	because	they	are	inaccessible,	
or	outside	of	CREs	or	always	in	a	non-methylated	state.	In	consequence,	despite	putative	methylation-
sensitivity	in	vitro,	DNA	methylation	can	have	little	impact	on	TF	binding	patterns	in	vivo.		
Nevertheless,	I	identified	multiple	TFs	that	have	been	associated	with	methylation-sensitivity	in	the	
past	as	e.g.	CTCF	(Maurano	et	al.,	2015),	the	general	transcription	activator	Max-Myc	(Yin	et	al.,	2017)	
and	NRF1	 (Domcke	 et	 al.,	 2015)	 as	well	 as	REST	which	has	 been	 shown	 to	 be	 insensitive	 to	DNA	
methylation	but	drives	local	DNA	demethylation	upon	binding	(Stadler	et	al.,	2011),	thus	supporting	
the	in	vivo	studies.	Interestingly,	for	those	methyl-sensitive	TFs,	I	observed	different	distributions	of	
average	DNA	methylation	(Figure	23A),	which	suggests	that	in	vivo,	the	chromatin	context	plays	an	
important	role	for	the	consequences	of	a	TF’s	methylation-sensitivity.		
For	NRF1,	it	has	clearly	been	shown	that	DNA	methylation	inhibits	its	binding	to	spurious	sites	in	the	
genome	and	together	with	my	data	it	becomes	clear	that	NRF1	primarily	binds	to	unmethylated	sites.	
The	strong	methylation-sensitivity	could	be	related	to	NRF1’s	motif	sequence	that	contains	multiple	
CpG	sites.	In	contrast,	CTCF	can	bind	independently	of	the	underlying	DNA	methylation,	depending	on	
the	motif	sequence	(Figure	23F)	(Maurano	et	al.,	2015)	and	thus,	the	genomic	context.	In	addition,	the	
binding	 frequency	 of	 CTCF	 can	 be	modulated	 by	 local	 DNA	methylation	 at	 some	 TFBS,	where	 the	
methylated	CpG	is	at	a	specific	position	in	the	motif	(Figure	23H).	In	comparison,	Max-Myc	also	shows	
different	context-dependent	methylation-sensitivities,	which	are,	however,	not	related	to	Max-Myc’s	
motif	sequence	(Figure	23G).	The	occupancy	of	Max-Myc	is	tuned	by	the	local	DNA	methylation	and	
loss	of	TET	enzymes	abolishes	its	binding	(Figure	23I	and	24B-D).	This	suggests	that	the	recruitment	
of	TET	enzymes	plays	a	major	role	for	Max-Myc	binding	in	vivo.	Similar	conclusions	have	been	drawn	
in	a	previous	study	investigating	the	effect	of	TET2	loss	in	hematopoietic	stem	cells	(Rasmussen	et	al.,	
2019).	Using	ATAC-seq,	they	found	decreased	CA	in	TET2	KO	vs	WT	cell	lines	at	E-Box	motifs,	but	were	
not	able	to	detect	direct	changes	of	Myc	occupancy.	Yet,	transcriptome	analysis	showed	a	decreased	
expression	in	Myc-targeted	genes	upon	TET2	KO,	arguing	that	loss	of	TET2	impairs	activation	of	CREs	
by	Myc.	This	is	in	line	with	reports	showing	TET2	recruitment	to	the	promoters	of	Myc-targeted	genes	
by	the	transcriptional	co-activator	SMAD	nuclear	interacting	protein	1	(SNIP1)	in	cancer	cells	(Chen	et	
al.,	2018).	Using	SMF,	I	was	now	able	to	directly	show	in	vivo	that	loss	of	TET	enzymes	has	indeed	a	
direct	effect	on	Myc	occupancy.		
Based	on	the	observation	that	the	average	DNA	methylation	levels	vary	at	Max-Myc	TFBSs,	I	would	
speculate	that,	at	sites	with	intermediate	methylation	levels,	the	activity	of	the	CRE	is	dependent	on	
the	binding	of	Max-Myc,	while	at	the	unmethylated	TFBSs,	Max-Myc	is	co-binding	with	other	methyl-
insensitive	TFs	that	open	and	demethylate	the	region	prior	to	Max-Myc	binding.	This	hypothesis	needs	
to	be	confirmed	in	further	experiment	as	e.g.	perturbations	of	Myc	or	other	co-binding	TFs.		
	
In	conclusion,	my	study	shows	that	some	TFs	are	methyl-sensitive	in	vivo	and	that	the	regulation	of	
their	binding	levels	by	DNA	methylation	can	be	context	specific.	Using	high	resolution	single	molecule	
data,	I	was	able	to	show	that	DNA	methylation	not	only	represses	cryptic	binding	sites,	but	also	plays	
a	role	in	modulating	the	binding	intensity	of	TFs	at	enhancers.	One	of	those	TFs	is	Max-Myc	that	has	
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been	shown	to	be	a	transcriptional	amplifier	that	broadly	enhances	the	transcription	levels	of	active	
genes	and	promotes	cell	proliferation,	which	has	important	implications	in	cancer	cells	(Kress	et	al.,	
2015;	Lin	et	al.,	2012;	Nie	et	al.,	2012).	Thus,	it	can	be	hypothesized	that	by	controlling	the	binding	
levels	of	Max-Myc,	DNA	methylation	participates	in	the	global	control	of	transcription	levels.	
	
Previous	in	vitro	as	well	as	individual	in	vivo	studies	have	also	shown	that	certain	TFs	preferentially	
bind	their	motifs	in	a	methylated	state	(Kribelbauer	et	al.,	2017;	Yin	et	al.,	2017).	The	SMF	data	from	
my	study	does	not	show	evidence	for	this.	Although	a	positive	5mC-CA	association	was	detected	for	a	
small	fraction	of	CREs,	further	analysis	revealed	that	the	CpGs	were	enriched	at	the	linker	DNA	at	the	
edge	of	strongly	positioned	nucleosomes	(Figure	12C-F).	This	leads	to	the	conclusion	that	the	positive	
association	is	not	evidence	for	preferential	TF	binding	to	methylated	DNA,	but	rather	a	consequence	
of	specific	chromatin	organization.	In	addition,	the	TFBS	analysis	revealed	little	evidence	for	positively	
associated	TFs.	The	reasons	for	this	may	lay	in	the	sequence	motif	constraints	for	the	SMF	analysis	and	
other	limitation	discussed	later	(see	chapter	3.1.4).	
	

3.1.3 | DNA methylation at enhancers – mostly non-instructive 

A	large	fraction	of	DNA	methylation	is	focused	on	specific	genomic	elements	like	promoters,	repetitive	
elements	and	ICRs,	where	the	methylation	state	acts	as	an	important	repressive	mark	(Baubec	and	
Schübeler,	2014).	At	those	sites,	DNA	methylation	levels	are	quite	homogeneous	with	either	high	or	
low	levels	(Stadler	et	al.,	2011).	In	contrast,	distal	CREs	like	enhancers	show	intermediate	methylation	
levels	 that	 represent	 an	 epigenetic	 heterogeneity	 within	 the	 cellular	 population	 (Baubec	 and	
Schübeler,	2014).	Since	 the	resolution	of	 this	heterogeneity	 is	pivotal	 to	study	DNA	methylation	at	
enhancers,	it	has	been	difficult	in	the	past	to	determine	whether	enhancer	activation	is	instructed	by	
DNA	methylation	(Luo	et	al.,	2018;	Mattei	et	al.,	2022).		
In	the	here	presented	study,	I	resolved	the	epigenetic	heterogeneity	using	a	single-molecule	approach	
and	 performed	 simultaneous	measurements	 of	 DNA	methylation,	 CA	 and	 TF	 binding	 at	 enhancer	
elements.	 This	 resolution	 enabled	me	 to	 investigate	 the	 impact	 of	 DNA	methylation	 on	 enhancer	
activity	in	vivo	in	mESCs	and	multiple	somatic	cell	lines	in	the	absence	of	perturbations.	I	discovered	
that	the	vast	majority	of	active	enhancers	are	not	instructed	by	DNA	methylation.	Yet,	for	ES	cells	and	
three	somatic	cell	types,	I	identified	active	enhancers	where	transcription	factor	occupancy	is	directly	
repressed	by	DNA	methylation,	including	enhancers	involved	in	the	control	of	key	cell	identity	genes.	
These	 results	 are	 in	 line	 with	 previous	 studies	 exploring	 DNA	 methylation	 at	 enhancers	 during	
differentiation	 (Barnett	 et	 al.,	 2020)	 and	 at	 single	 enhancer	 clusters	 associated	with	 pluripotency	
(Song	 et	 al.,	 2019).	 In	 the	 end,	 these	 results	 suggest	 that	 presence	 of	 DNA	methylation	 does	 not	
generally	impede	enhancer	activity,	but	plays	a	crucial	role	in	regulating	the	activity	of	key	cell-type	
specific	genes	important	for	the	acquisition	and	maintenance	of	cellular	identities.	
	
However,	 the	 question	 remains	 what	 determines	 the	 DNA	methylation	 dynamics	 at	 enhancers	 to	
ensure	 proper	 activation.	 My	 finding	 that	 TET	 enzymes	 play	 an	 important	 part	 in	 the	 active	
demethylation	of	methyl-sensitive	enhancers	supports	former	studies	that	show	high	TET	occupancy	
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and	high	DNA	methylation	turnover	at	active	enhancers	(Ginno	et	al.,	2020).	Therefore,	two	scenarios	
can	be	hypothesized	on	how	the	methylation	dynamics	are	regulated	at	methyl-sensitive	enhancers.		
On	the	one	hand,	a	preceding	event	can	lead	to	the	recruitment	of	TET	enzymes	to	methyl-sensitive	
enhancers	to	drive	local	demethylation	and	let	methyl-sensitive	TFs	bind	and	activate	the	enhancer.	
This	would	mean	that	in	cells	where	local	methylation	is	detected,	TETs	have	not	been	recruited.		
On	 the	 other	 hand,	 DNMTs	 and	 TETs	 could	 both	 occupy	 enhancer	 elements	 leading	 to	 a	 constant	
methylation	turnover,	whose	dynamics	are	defined	by	the	concentration	and	activity	of	the	enzymes	
at	each	binding	site.	In	this	scenario,	cells	with	local	methylation	are	in	the	methylated-state	of	the	
turnover	 process	 and	 importantly,	 slight	 changes	 in	 enzyme	 occupancy	 or	 activity	 can	 push	 the	
methylation	state	in	the	one	or	the	other	direction.	At	most	enhancers,	methyl-insensitive	TFs	can	bind	
at	any	time	in	this	turnover	cycle	and	activate	the	enhancer,	leading	to	the	recruitment	of	additional	
TET	 and	 other	 chromatin	modifying	 enzymes	 that	 shift	 the	methylation	 state	 further	 towards	 the	
unmethylated	state.	Subsequently,	additional	TFs	are	able	to	bind	to	the	now	unmethylated	enhancer,	
including	methyl-sensitive	TFs.	Those	enhancers	are	suggestively	dependent	on	the	initial	binding	of	
methyl-insensitive	TFs.	In	contrast,	a	fraction	of	enhancers	would	be	dependent	on	methyl-sensitive	
TFs.	Those	are	much	more	dependent	on	 the	TET-mediated	demethylation	during	 the	methylation	
turnover	 process.	 Thus,	 a	 slight	 increase	 in	 TET	 occupancy	 would	 also	 increase	 the	 window	 of	
opportunity	for	those	TFs	to	bind	and	to	activate	the	enhancer.		
This	second	described	scenario	is,	in	my	opinion,	much	more	likely	since	it	needs	only	small	changes	
in	TET	or	DNMT	occupancy	to	shift	the	TF	binding	outcome	for	methyl-sensitive	enhancers.	Which	of	
these	two	scenarios	is	taking	place	at	mammalian	enhancers	needs	to	be	investigated	in	future	studies	
such	 as	 tethering	 of	 TET	 and	 DNMT	 enzymes	 to	 specific	 enhancers	 or	 by	 perturbing	 the	 nuclear	
concentration	of	these	enzymes.	Yet,	in	both	cases	DNA	methylation	present	an	additional	regulatory	
layer	at	a	subset	of	key	enhancers	to	tune	the	binding	of	TFs	and,	thus,	the	activity	of	the	enhancer.	
	
One	 interesting	 observation	 that	 has	 been	 made	 in	 the	 perturbation	 assay	 is	 that	 the	 effects	 on	
enhancer	activity	were	much	more	prominent	in	TET	TKOs	than	in	DNMT	TKOs.	On	one	hand,	this	
observation	can	have	technical	reasons	as	active	enhancers	already	show	low	methylation	levels	(10-
60%).	In	consequence,	a	loss	of	DNA	methylation	only	affects	a	small	to	medium	proportion	of	cells	
and	the	maximum	change	in	methylation	that	we	can	observe	is	60%.	A	loss	of	DNA	methylation	at	
lowly	methylated	sites	will,	rationally,	have	much	lower	effects	on	the	CA	and	TF	binding.	In	contrast,	
in	TET	TKO	cells	the	change	in	methylation	can	be	up	to	90%,	increasing	the	potential	effect	 it	can	
have.	
On	the	other	hand,	a	more	biological	reason	may	account	for	this	differential	behavior.	Enhancers	show	
high	methylation	dynamics	and	turnover.	As	discussed	above,	TET-mediated	demethylation	provides	
a	window	of	opportunity	for	methyl-sensitive	TFs	to	bind	and	open	the	region	for	potentially	more	
TFs.	The	loss	in	DNMTs	and	loss	in	DNA	methylation	may	widen	the	window	of	opportunity,	but	does	
not	necessarily	mean	that	a	higher	amount	of	the	methyl-sensitive	TF	will	bind.	This	may	be	affected	
by	the	local	TF	concentration	and	competition	with	other	TFs.		
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3.1.4 | Current limitations of SMF 

SMF	is	a	valuable	tool	for	the	quantitative	analysis	of	co-occurring	events	of	TF	binding	and	epigenetic	
modifications.	Yet,	the	SMF	analysis	approach	is	generally	limited	to	certain	genomic	contexts	and	has,	
in	 its	current	 form,	certain	 limitations	 that	restrict	 the	number	of	CREs	as	well	as	 the	number	and	
identity	of	TFBSs	to	analyse.		
	
First	of	all,	the	basic	concept	of	this	SMF	approach	is	based	on	the	naturally	occurring	heterogeneity.	
Thus,	 only	 those	 genomic	 regions	 can	 be	 analysed	 that	 show	 intermediate	 methylation	 levels,	
excluding	for	instance	promoter	regions.	The	current	statistical	approach	restricts	the	analysis	to	sites	
with	 average	 methylation	 levels	 between	 10%	 and	 90%,	 when	 below	 or	 above	 that,	 the	 applied	
proportionality	test	fails.	
Second,	SMF	is	highly	dependent	on	sufficient	read	coverage	at	each	locus	tested	in	order	to	call	the	
5mC-CA	 association	 with	 high	 confidence.	 To	 achieve	 these	 high	 confidence	 calls	 in	 the	 large	
mammalian	genome,	the	SMF	procedure	includes	a	DNA	capture	step	to	enrich	the	sequencing	library	
for	CREs.	Although	this	approach	covers	a	large	set	of	active	enhancers,	around	25%	of	enhancer	in	
mESCs	are	lost	upon	this	complexity	reduction.	To	investigate	sites	that	are	currently	not	part	of	the	
enriched	regions	or	show	only	low	coverage,	one	would	need	to	design	additional	baits	or	perform	
locus-specific	amplicon	SMF	(Kleinendorst	et	al.,	2021).	
One	major	drawback	of	the	current	version	of	SMF	is	the	sequence	restriction	to	GpCs.	Hence,	only	
those	genomic	loci	can	be	analysed	that	contain	at	least	one	GpC	within	the	collection	bin	(101	bp)	(see	
chapter	4.2.3).	For	the	TFBS	analysis,	at	least	one	GpC	must	be	present	in	each	of	the	three	collection	
bins	(centered	on	motif,	and	up-	and	downstream)	(see	chapter	4.2.20).	Unfortunately,	the	mammalian	
genome	is	depleted	of	cytosines	in	comparison	to	species	without	DNA	methylation	like	Drosophila	
melanogaster	due	to	the	mutagenic	potential	of	DNA	methylation	(Holliday	and	Grigg,	1993),	already	
limiting	the	number	of	sites.	In	addition,	due	to	the	strand	collapsing	procedure	in	the	single	molecule	
analysis	and	the	off-target	methylation	of	the	M.CviPI	enzyme	in	CCG	context	(Kelly	et	al.,	2012)	(Figure	
10D),	additional	sequencing	contexts	have	to	be	removed	from	the	analysis,	leaving	only	the	NWCGW	
(N	=	any	base,	W	=	no	C/G)	context	for	CpGs	and	the	DGCHN	(N	=	any	base,	D	=	no	C,	H	=	no	G)	context	
for	 GpCs.	 These	 limitations	 largely	 restrict	 the	 number	 of	 TF	 binding	 sites	 and	 CREs	 that	 can	 be	
investigated.	In	consequence,	18%	of	the	active	enhancers	in	mESCs	cannot	be	analyzed,	and	from	all	
ChIP-seq-validated	TFBS	containing	a	CpG,	I	can	analyse	<10%.	Especially	for	the	analysis	of	TFBS,	this	
is	an	important	consideration	to	make	and	explains	why	I	do	not	recapitulate	all	methyl-sensitive	TFs	
and	why	my	study	does	not	show	evidence	for	methylation-preferred	TF	binding.		
Moreover,	the	low	GpC	density	could	potentially	lead	to	false	positive	or	false	negative	associations	in	
the	CA	analysis.	The	current	analysis	does	not	include	a	minimum	GpC	threshold.	Thus,	the	CA	calling	
of	some	CREs	is	dependent	of	only	one	or	two	GpCs,	which	may	not	represent	the	accessibility	of	the	
entire	region.	 Including	a	 threshold	would	reduce	the	number	of	 false	associations,	but	would	also	
reduce	the	number	of	detectable	sites.	This	 limitation	could	be	overcome	by	advancing	SMF	to	use	
additional	 base	modifications	 as	 accessibility	 read-out,	 e.g.,	 by	methylating	 adenines	 (see	 chapter	
3.1.5).	
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In	relation,	the	window	used	for	the	CA	call	could	be	further	optimized.	In	the	current	analysis,	101	bp	
represented	a	good	compromise	between	multiple	factors	to	consider.	Those	include	the	occupancy	of	
nucleosomes	at	the	border	of	accessible	regions	and	the	occupancy	of	TFs	within	the	accessible	region,	
both	 of	 which	 result	 in	 low	 GpC	 methylations	 that	 contaminate	 the	 high	 GpC	 methylation	 of	 an	
accessible	region.	To	optimize	the	analysis	of	accessible	CREs,	one	option	would	be	to	first	annotate	
nucleosomes	surrounding	active	CREs	and	subsequently	analyse	the	accessible	area	in	the	center.	This	
nucleosome-driven	accessibility	determination	would	allow	CA	analyses	without	a	stringent	size	cutoff	
and	could	potentially	improve	the	statistical	power	due	to	lower	contaminating	reads.	Yet,	this	analysis	
would	require	the	unsupervised	detection	of	nucleosome	footprints	and	their	boundaries	which	can	
be	difficult	with	the	given	read	length.	Therefore	this	approach	was	not	feasible	in	this	study	but	would	
be	a	great	implementation	in	future	SMF	analyses.	
Next	 to	 the	 GpC	 content,	 the	 TFBS	 analysis	 is	 further	 limited	 by	 the	 dependency	 of	 ChIP-seq	 or	
CUT&RUN	data	to	infer	TF	identity.	Here,	a	larger	set	high	quality	sequencing	data	as	well	as	better	
motif-TF	 assignments	 would	 help	 to	 investigate	 the	 methylation	 effect	 on	 more	 TFs.	 In	 addition,	
unsupervised	 non-data-driven	 detection	 of	 footprints	 and	 their	 correlation	with	 DNA	methylation	
would	enable	a	more	global	picture	of	the	relationship	between	DNA	methylation	and	TFs,	yet,	with	
limited	 information	 about	 the	 protein	 identity.	 This	 unsupervised	 footprint	 detection	 is	 currently	
being	implemented	in	the	lab.	
	

3.1.5 | Future directions 

In	this	study,	 I	 identified	methyl-sensitive	enhancers	and	TFs	 in	pluripotent	as	well	as	somatic	cell	
lines,	confirmed	them	by	global	perturbation	assays	and	inferred	that	TET	enzymes	play	a	crucial	role	
for	the	local	regulation.	In	the	future,	multiple	additional	experiments	could	be	done	to	further	dissect	
and	refine	the	list	of	enhancers	and	TFs	as	well	as	the	mechanism	that	determines	the	activation	of	
enhancers	by	DNA	demethylation.		
Global	perturbations	are	prone	 to	have	secondary	effects	on	gene	expression	and	chromatin	 state,	
which	 can	 be	 hard	 to	 disentangle	 from	 primary	 ones.	 To	 limit	 these	 secondary	 effects,	 local	
perturbations	using,	e.g.,	a	dead	Cas9	system	would	be	a	good	approach	to	tether	DNMTs	or	TETs	to	
individual	sites	(Carlini	et	al.,	2022;	Morita	et	al.,	2016)	and	measure	their	local	effects	with	amplicon	
SMF	(Kleinendorst	et	al.,	2021).	Yet,	even	 the	newest	advances	of	 this	system	achieve	only	 limited	
increase	in	DNA	methylation	(Policarpi	et	al.,	2022),	which	may	not	be	sufficient	to	observe	relevant	
changes	in	chromatin	accessibility	and	TF	binding	depending	on	the	locus	and	context.	In	addition,	the	
tethering	complexes	are	quite	large,	potentially	preventing	the	binding	of	TFs	or	the	methylation	by	
SMF	enzymes.	In	contrast	to	the	trans	approach,	one	could	also	perturb	the	system	in	cis	by	single-site	
mutations	of	TF	motifs	to	either	disrupt	TF	binding	or	lower	TF	affinity	to	investigate	their	impact	on	
local	DNA	methylation	levels.	
One	could	also	explore	further	the	cross-talk	between	multiple	enhancers	and	promoters	and	potential	
co-occurring	dynamics.	Going	in	this	direction,	one	could	explore	single-cell	WGBS	(Farlik	et	al.,	2015)	
or	even	single-cell	nucleosome,	methylation	and	transcription	sequencing	(scNMT-seq)	data	(Clark	et	
al.,	2018)	to	evaluate	whether	all	active	methyl-sensitive	enhancers	show	similar	methylation	levels	
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in	 a	 cell	 population	 and	how	waves	 of	DNA	methylation	 during	 development	 affect	 the	 activity	 of	
methyl-sensitive	enhancers.	Another	approach	 in	 this	direction	would	be	 the	use	of	 long-molecule	
sequencing	such	as	Oxford	Nanopore	technology	(Liu	et	al.,	2021)	together	with	SMF	to	investigate	the	
synchronization	of	methylation	patterns	of	neighboring	enhancers	on	a	single	molecule	basis.	By	this,	
one	could	investigate	whether	multiple	enhancers	controlling	the	same	gene	are	methylated	equally	
when	 active,	 whether	 their	 methylation	 levels	 drop	 simultaneously	 and	 how	 those	 changes	 are	
coordinated	with	TF	binding	and	promoter	activation.	Evidence	 for	 those	coordinated	methylation	
dynamics	have	already	been	shown	using	Methyl-HiC	(Li	et	al.,	2019),	hence,	it	would	be	interesting	to	
combine	long-molecule	sequencing	of	DNA	methylation	with	simultaneous	read-outs	of	accessibility	
and	TF	occupancy.	
The	use	of	long-molecules	sequencing	techniques	would	also	allow	the	advancement	of	SMF	to	include	
other	base-modifications	such	as	adenine	methylation	(6mA),	which	can	be	directly	read	out	by	those	
techniques.	6mA-mediated	footprinting	would	achieve	a	much	higher	resolution	of	the	TF	binding	and	
the	CA	and	would	allow	a	considerably	larger	number	of	regions	and	TFBS	to	be	analysed.	
Lastly,	the	here	developed	SMF	approach	allows	the	identification	of	methyl-sensitive	CREs	and	TFs	in	
absence	of	perturbations,	thus	enabling	the	analysis	of	any	cell	line.	Investigation	of	high	coverage	SMF	
data	in	a	wide-range	of	cell	lineages	would	allow	the	identification	of	so-far	unknown	methyl-sensitive	
TFs.		
	

3.1.6 | Impact on other fields of research  

The	results	of	the	here	presented	study	have	important	implications	for	a	wide	range	of	research	fields	
ranging	 from	developmental	 research	 to	neuroscience	 and	 translational	 research.	Changes	 in	DNA	
methylation	have	been	associated	with	aging	and	a	wide-spectrum	of	diseases	including	cancer,	yet	
the	 causal	 relationship	 still	 remains	 unclear	 (Greenberg	 and	 Bourc’his,	 2019;	 Nishiyama	 and	
Nakanishi,	2021;	Seale	et	al.,	2022;	Younesian	et	al.,	2022).	Are	changes	in	DNA	methylation	dynamics	
a	 cause	 for	diseases	and	aging	or	are	 they	merely	a	 consequence	of	other	chromatin	changes?	For	
example,	 hyper-	 and	 local	 hypo-methylation	 are	 a	 typical	 observation	 in	 cancer	 epigenomes	
(Nishiyama	and	Nakanishi,	2021).	A	recent	study	has	found	that	these	changes	in	DNA	methylation	can	
be	in	part	driven	by	deregulated	binding	of	TFs	that	guide	local	DNA	demethylation	(Detilleux	et	al.,	
2022).	In	this	case,	DNA	methylation	serves	as	a	marker	for	cancer	onset	or	progression,	but	would	
only	be	a	consequence	of	the	dysregulation	of	the	TF	itself.		
My	study	adds	another	viewpoint	to	the	cause-consequence	relationship.	When	most	enhancers	are	
methylation-insensitive,	do	changes	in	DNA	methylation	in	cancer	epigenomes	actually	have	an	impact	
on	 the	 transcriptional	 dysregulation?	 Using	 the	 here	 presented	 approach	 and	 concept	 enables	 to	
determine	which	methylation	changes	could	have	 transcription	effects	and	which	are	 just	markers	
without	effects	on	the	cancer	transcriptome.	
The	same	viewpoint	can	be	applied	to	the	aging	field,	in	which	the	concept	of	the	“epigenetic	clock”	
suggests	 that	changes	 in	DNA	methylation	are	 involved	 in	aging	processes	and	that	reversal	of	 the	
epigenome	to	its	earlier	state	could	lead	to	cellular	rejuvenation	(Seale	et	al.,	2022).	My	data	argues	
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against	this	concept,	since	most	methylation	changes	at	enhancers	have	little	to	no	consequences	on	
chromatin	state.		
In	 conclusion,	 my	 PhD	 study	 contributes	 to	 a	 more	 differentiated	 view	 on	 DNA	methylation	 that	
suggests	that	DNA	methylation	–	at	least	at	enhancers	–	Is	most	often	the	consequence	of	other	genetic	
or	epigenetic	 changes	and	does	not	necessarily	 contribute	 to	 the	onset,	progress	and	 severity	of	 a	
disease.		
	

3.2 | The regulatory role of histone modifications on gene 
regulation 

ost-translational	 modifications	 of	 the	 histones	 by	 transcriptional	 cofactors	 represent	 an	
additional	layer	of	gene	regulation	(Kim	and	Wysocka,	2023;	Stillman,	2018).	Many	cofactors	and	

protein	domains	have	been	identified	that	can	modify	histones	at	their	protruding	tail	or	globular	core.	
Different	histone	modifications	have	been	associated	with	either	active	or	repressive	genomic	regions,	
but	it	is	unclear	to	which	extent	they	contribute	to	the	regulation	of	gene	expression	or	whether	they	
are	laid	down	in	consequence	of	transcriptional	activity	where	they	serve	as	mark	and	memory	for	
chromatin	state.	In	this	regard,	also	the	relationship	between	histone	modifications	and	TF	binding	is	
still	 elusive.	Little	 research	has	been	performed	 looking	at	 the	 regulatory	 consequences	of	histone	
modifications	on	TF	binding	and	vice	versa.	One	major	difficulty	in	the	investigation	of	this	questions	
is	the	heterogeneity	in	histone	modification	and	TF	binding	within	cellular	populations.	So	far,	most	
studies	have	focused	on	bulk	enrichment	analyses	and	used	local	correlation	between	the	different	
factors	as	means	of	causation.	Yet,	as	for	the	DNA	methylation	studies,	those	experimental	approaches	
do	not	account	for	the	epigenetic	heterogeneity	and	cannot	determine	co-occupancy	of	the	different	
factors	within	a	single	cell.	
In	 the	 here	 presented	 histone	 modification	 project,	 I	 aimed	 to	 overcome	 these	 limitations	 by	
developing	a	method	 that	enables	 the	 simultaneous	measurement	of	histone	modifications	and	TF	
binding	at	the	same	single	DNA	molecules.	My	objective	was	to	combine	CUT&RUN	with	SMF	in	order	
to	enrich	 for	 the	histone	modification	of	 interest	and	to	 investigate	 the	TF	binding	patterns	 in	 this	
fraction	 of	 molecules	 in	 comparison	 to	 the	 non-enriched	 bulk	 molecules.	 This	 would	 enable	 the	
association	 of	 TF	 binding	 patterns	 with	 specific	 histone	 modifications	 and	 determine	 cause-
consequence	relationships	as	well	as	context-specific	interdependencies.	This	methods	approach	was	
however	unsuccessful	due	to	the	low	signal-to-noise	ratio	and	insufficient	enrichment	by	CUT&RUN	
in	 comparison	 to	 ChIP,	 especially	 after	 the	 combination	 of	 CUT&RUN	 with	 SMF	 and	 bisulfite	
sequencing.	A	recent	study	has	identified	a	generally	low	correlation	between	ChIP-seq	and	CUT&RUN	
determined	peaks	 (Hu	et	 al.,	 2023).	 In	 consequence,	 the	project	was	 stopped	 to	 focus	on	 the	DNA	
methylation	study.	
In	the	future,	other	approaches	are	needed	to	answer	these	important	research	questions	about	the	
causal	effect	of	histone	modifications.	One	option	could	be	to	focus	on	the	CUT&Tag	technology,	which	
is	 working	 similarly,	 but	 has	 been	 shown	 to	 be	 more	 efficient	 for	 the	 enrichment	 of	 histone	
modifications	and	shows	lower	signal-to-noise	ratios	(Kaya-Okur	et	al.,	2019).	In	addition,	CUT&Tag	

P	
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has	recently	been	successfully	coupled	with	bisulfite	sequencing	(Li	et	al.,	2021),	which	would	already	
overcome	 one	 of	 the	 challenges.	Nevertheless,	 it	would	 need	 to	 be	 determined	whether	 CUT&Tag	
coupled	 with	 bisulfite	 sequencing	 reaches	 sufficient	 enrichments	 for	 the	 correlation	 analyses,	 in	
contrast	 to	my	 attempts	with	 CUT&RUN.	 Another	 approach	would	 integrate	 SMF	with	 the	 recent	
development	 of	 Directed	 Methylation	 with	 Long-read	 sequencing	 (DiMeLo-seq)	 (Altemose	 et	 al.,	
2022).	 This	 technology	 uses	 an	 antibody-binding	 fusion	 construct	 that	 generates	 genomic	 6mA	
footprints	according	to	the	presence	and	location	of	a	histone	modification	of	interest	and	enables	the	
single-molecule	 read-out	 using	 Nanopore	 sequencing	 (Liu	 et	 al.,	 2021).	 This	 double	 footprinting	
approach	 would	 allow	 a	 direct	 associated	 between	 the	 presence	 of	 histone	modifications	 and	 TF	
binding	 as	 done	 here	 with	 DNA	 methylation.	 In	 addition,	 the	 use	 of	 Nanopore	 would	 enable	 to	
simultaneously	 analyse	 multiple	 individual	 enhancers,	 enhancer	 clusters	 as	 well	 as	 enhancer-
promoter	associations.	
	

3.3 | Epigenetics and its contributions to gene regulation 

n	the	end,	the	fundamental	question	remains:	Do	epigenetic	modifications	have	a	causal	role	for	the	
regulation	of	gene	expression	at	enhancers?		

The	idea	of	the	histone	code	in	which	a	specific	set	of	histone	marks	defines	the	regulatory	outcome	as	
proposed	by	Strahl	and	Allis	(Strahl	and	Allis,	2000)	has	long	been	overcome	(Henikoff	and	Shilatifard,	
2011).	 In	 addition,	 a	 decade	 of	 studies	 in	 which	 modifications	 and	 cofactors	 have	 been	 mapped	
throughout	 the	 genome,	 which	 have	 revealed	 large	 redundancies	 between	 factors	 (Abascal	 et	 al.,	
2020).	 Now,	 new	 approaches	 are	 used	 to	 carefully	 dissect	 the	 individual	 layers	 and	 their	
interdependencies.	Dependent	 on	 the	 viewpoint,	 the	 experiments	 provide	 different	 hypotheses	 on	
whether	individual	epigenetic	modifications	and	cofactors	have	instructive	roles	or	whether	they	are	
merely	important	for	the	memory	of	state.		
For	cofactors,	for	example,	two	recent	studies	provide	evidence	that	the	general	regulatory	potential	
of	common	cofactors	is	context-dependent.	Extensive	dissections	have	shown	that	some	cofactors	are	
globally	important	for	the	activation	of	CREs,	while	others	are	fully	dispensable	or	act	only	in	specific	
CRE	contexts	(Haberle	et	al.,	2019;	Neumayr	et	al.,	2022).	Surprisingly,	even	the	well-studied	Mediator	
complex,	that	has	been	believed	to	be	generally	important	for	enhancer	function,	was	dispensable	in	a	
specific	set	of	enhancers	(Neumayr	et	al.,	2022).	This	shows	clearly,	that	we	are	overestimating	the	
generality	 of	 regulatory	 factors	 and	 that	 context	 plays	 a	much	more	 important	 role	 (Kreibich	 and	
Krebs,	2022;	Reiter	et	al.,	2017).	In	addition,	those	studies	have	been	performed	episomally,	hence,	
outside	 of	 the	 chromatin	 context,	 likely	 even	 underestimating	 the	 complexity	 of	 context-specific	
dependencies.		
Similar	 conclusion	 can	 be	 drawn	 from	 studies	 dissecting	 the	 impact	 of	 histone	 modifications.	
H3K4me3,	 for	 instance,	 has	 been	 associated	with	 promoter	 activation	 and	 has	 been	 shown	 to	 be	
directly	 involved	 in	 the	 recruitment	of	 the	PIC	 (Lauberth	et	 al.,	 2013;	Vermeulen	et	 al.,	 2010)	and	
inhibition	 of	 de	 novo	 methylation	 (Ooi	 et	 al.,	 2007).	 Yet,	 it	 has	 also	 been	 shown	 to	 be	 a	 result	 of	
transcription	(Wang	et	al.,	2022),	arguing	against	an	 instructive	role	of	H3K4me3	for	 transcription	

I	
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activation	(Howe	et	al.,	2017),	with	new	evidences	suggesting	a	more	important	role	in	regulating	the	
promoter	proximal	pause-release	step	of	RNA	Polymerase	II	for	transcription	elongation	(Wang	et	al.,	
2023).	A	recent	study	directly	dissected	the	instructive	potential	of	H3K4me3	in	a	single-cell	reporter	
assay	and	found	that	H3K4me3	has	indeed	activation	capacities,	but	only	in	a	subset	of	CRE	contexts	
dependent	on	the	TF	motif	composition	(Policarpi	et	al.,	2022).		
In	relation,	H3K4me1	is	usually	associated	with	active	and	poised	enhancers,	but	has	been	shown	to	
be	largely	dispensable	for	enhancer	activation	itself,	in	contrast	to	the	methyltransferases	that	deposit	
H3K4me1	(Dorighi	et	al.,	2017).	And	also	for	H3K27ac,	a	mark	that	has	been	widely	associated	with	
activation	of	enhancers	and	promoters,	 it	has	been	shown	that	the	loss	of	this	acetylation	has	little	
effect	on	the	remaining	chromatin	landscape	at	active	CREs	and	transcriptional	output	(Zhang	et	al.,	
2020b).	Yet,	deposition	of	H3K27ac	can	drive	transcription	activation	in	a	context-dependent	manner,	
similar	to	H3K4me3	(Policarpi	et	al.,	2022).		
In	 addition,	 interdependencies,	 synergistic	 action	 as	 well	 as	 redundancies	 between	 chromatin	
modification	may	play	a	role	in	driving	a	quantitative	transcriptional	output.	As,	for	instance,	in	the	
case	for	H3K27ac,	where	its	loss	is	potentially	backed-up	by	acetylation	marks	at	other	histone	tail	
residues	(Zhang	et	al.,	2020b)	or	in	the	interplay	between	DNA	methylation	and	H3K27ac	(Cusack	et	
al.,	2020;	Song	et	al.,	2019)	or	H3K4	methylation	(Millán-Zambrano	et	al.,	2022).	In	other	cases,	known	
interdependencies	can	also	be	context-specific	as	recently	shown	for	H3K4me1	and	H3K27ac	in	mESCs	
where	 the	 loss	 of	 H3K4me1	 has	 only	 limited	 impact	 on	 H3K27ac	 deposition	 and	 transcriptional	
activation	(Boileau	et	al.,	2023).		
The	context-specific	impact	is	similarly	observable	for	DNA	methylation	at	enhancer	elements.	On	the	
one	hand,	genome-wide	analysis	of	enhancer	activity	during	differentiation	(Barnett	et	al.,	2020)	or	
loss	of	the	modifying	enzymes	can	show	little	instructive	behavior	of	DNA	methylation.	On	the	other	
hand,	single	loci	dissections	of	cell-type	specific	enhancers	like	the	two	core	pluripotency	enhancers	
Sox2	and	Mir290	(Song	et	al.,	2019)	show	dependencies	on	DNA	methylation	dynamics.	This	context-
specific	impact	of	DNA	methylation	is	further	supported	by	the	here	presented	study	that	shows	that	
in	 the	 vast	 majority,	 DNA	 methylation	 is	 not	 instructive,	 while	 certain	 cell-type	 specific	 sets	 of	
enhancers	are	regulated	by	local	DNA	methylation	levels.	
	
In	summary,	my	data	in	combination	with	our	current	knowledge	on	cofactors,	histone	modifications	
as	well	as	DNA	methylation	support	the	hypothesis	that	on	a	global	scale,	the	epigenetic	contribution	
to	 gene	 transcription	 regulation	 is	 largely	 redundant	 and	 based	 on	 an	 interplay	 between	multiple	
contributors.	 On	 a	 single	 locus	 scale,	 however,	 the	 individual	 chromatin	 modifications	 can	 play	
important	and	instructive	roles	and	by	this,	tune	the	quantitative	expression	of	important	genes.	In	the	
case	 of	 DNA	 methylation,	 it	 seems	 that	 it	 especially	 impacts	 cell-type	 specific	 genes	 and,	 thus,	
contributes	to	the	spatiotemporal	determination	and	maintenance	of	cell	lineages.	In	the	end,	a	similar	
and	resolution	of	the	epigenetic	heterogeneity	and	the	deconstruction	of	which	loci	are	dependent	on	
which	histone	modifications	will	be	important	to	understand	the	local	interplay	of	epigenetic	factors	
and	how	they	contribute	in	concert	to	the	spatiotemporal	expression	of	genes	and	the	establishment	
of	different	cell	lineages.		
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4 | Methods and Materials 

4.1 | Experimental Methods 

4.1.1 | Cell culture 

The	study	utilized	four	different	types	of	mouse	embryonic	stem	cells	(mESCs):	male	159	wild-type,	
DNMT	triple-knockout	(Domcke	et	al.,	2015),	TET	triple-knockout	(Ginno	et	al.,	2020),	and	F1	hybrid	
(129/CAST)	(Giorgetti	et	al.,	2016)	cells.	These	cells	were	grown	on	10	cm	culture-plates	coated	with	
0.2%	gelatin	in	ES	medium,	consisting	of	Dulbecco's	Modified	Eagle	Medium	(DMEM)	supplemented	
with	15%	Fetal	Bovine	Serum	(FBS),	Leukemia	Inhibitory	Factor	(LIF),	2-Mercaptoethanol,	2	mM	L-
Glutamine,	and	1x	non-essential	amino	acids	(NEAA).	The	cells	were	maintained	at	37°C	and	5%	CO2,	
with	the	medium	being	changed	daily	and	cells	being	split	every	other	day.		
C2C12	murine	myoblasts	(a	gift	from	Moritz	Mall,	DKFZ)	were	grown	on	collagen-coated	plates	in	low	
glucose	DMEM	medium/F10	nutrient	mix	supplemented	with	20%	FBS	and	2	mM	L-glutamine.		
MEL	 (murine	 erythroleukemia)	 cells	 (DSMZ,	 #ACC501)	 were	 grown	 in	 DMEM	 without	 Sodium	
Pyruvate	media	supplemented	with	20%	FBS	and	2	mM	L-glutamine.		
The	 in	 vitro	 differentiation	 of	 ES	 cells	 into	 neural	 progenitors	 (NPs)	was	 performed	 as	 previously	
described	(Bibel	et	al.,	2007).	
	

4.1.2 | Single Molecule Footprinting 

Single	Molecule	Footprinting	(SMF)	with	Targeted	Enrichment	was	conducted	as	described	in	previous	
studies	(Kleinendorst	et	al.,	2021;	Sönmezer	et	al.,	2021).	In	short,	for	each	reaction,	250,000	cultured	
cells	were	harvested	using	trypsin	and	washed	twice	with	1x	PBS.	The	cell	pellets	were	resuspended	
in	ice-cold	lysis	buffer,	incubated	for	10	min	on	ice,	and	centrifuged	at	1,000x	g	at	4°C	for	5	min.	The	
nuclei	were	resuspended	in	94.5	µl	1x	M.GpC	buffer.	
The	 GpC	 methyltransferase	 treatment	 was	 performed	 by	 adding	 150	 µl	 of	 the	 freshly	 made	 GpC	
methyltransferase	mix	(consisting	of	1x	M.GpC	buffer,	300	mM	sucrose,	and	64	μM	SAM)	and	200	U	
M.CviPI	 to	 the	nuclei.	The	mixture	was	 incubated	at	37°C	 for	7.5	min	and	 replenished	with	100	U	
M.CviPI	 and	 128	 pmol	 of	 SAM	 for	 a	 second	 incubation	 round	 at	 37°C	 for	 7.5	 min.	 300	 µl	 of	 the	
prewarmed	stop	solution	(20	mM	Tris-HCl	(pH	7.9),	600	mM	NaCl,	1%	(wt/vol)	SDS	and	10	mM	EDTA)	
and	6	µl	proteinase	K	(20	mg/ml	stock)	were	added	and	incubated	overnight	at	55°C.	
The	following	day,	the	DNA	was	extracted	using	phenol-chloroform	and	treated	with	RNase	A	at	37°C	
for	30	min.	1	to	2.5	µg	of	DNA	was	fragmented	into	300	bp	fragments	via	sonication	using	the	Covaris	
model	S2	and	bait-captured	against	cis-regulatory	elements	using	the	SureSelect	XT	Mouse	Methyl-Seq	
Kit	Enrichment	System	for	Illumina	Multiplexed	Sequencing	Library	protocol	as	previously	described	
(Kleinendorst	 et	 al.,	 2021).	 The	 library	 DNA	 was	 bisulfite	 converted	 using	 the	 ZYMO	 EZ	 DNA	
Methylation-Gold	Kit	according	to	the	manufacturer’s	protocol.	PCR	amplification	and	indexing	was	
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done	using	the	SureSelect	XT	Mouse	Methyl-Seq	Kit.	The	prepared	libraries	were	run	on	an	Illumina	
sequencing	 platform	 using	 a	 NextSeq500	 High	 150	 bp	 paired-end	 mode.	 SMF	 experiment	 were	
performed	together	with	Rozemarijn	Kleinendorst.	
	

4.1.3 | PRO-seq 

Polymerase	run-on	sequencing	(PRO-seq)	was	performed	as	previously	described	(Mahat	et	al.,	2016)	
with	some	minor	modifications.	In	contrast	to	the	original	protocol,	mouse	ES	cells	were	harvested	
with	Trypsin-EDTA	on	ice	and	washed	twice	with	ice-cold	1x	PBS,	followed	by	centrifugation	at	200x	
g	at	4°C.	The	cells	were	incubated	in	cold	permeabilization	buffer	(10	mM	Tris-HCl	pH	7.4,	300	mM	
sucrose,	10	mM	KCl,	5	mM	MgCl2,	1	mM	EGTA,	0.05%	Tween-20,	0.1%	NP40	substitute,	0.5	mM	DTT,	
1	tablet	of	PIC	per	50	ml,	4	units/ml	RNase	inhibitor)	on	ice	for	10	min,	centrifuged	at	1000x	g	at	4°C	
and	washed	once	with	 the	same	buffer.	The	permeabilized	cells	were	 then	resuspended	 in	storage	
buffer	(10	mM	Tris-HCl,	pH	8.0,	25%	(vol/vol)	glycerol,	5	mM	MgCl2,	0.1	mM	EDTA,	and	5	mM	DTT),	
counted	using	DAPI	staining,	snap-frozen	in	liquid	nitrogen	and	stored	at	-80°C.		
For	 the	 experiment,	 10	million	 cells	 were	 used	 per	 sample,	 with	 a	 5%	 spike-in	 of	 permeabilized	
Drosophila	 KC	 cells	 (0.5	million	 cells).	 Three	 replicates	were	 performed	 for	 each	 ES	 cell	 line,	 one	
replicate	for	all	cell	lines	at	a	time.	
The	nuclear	run-on	reaction	was	performed	as	a	2	biotin	run-on,	in	which	28	µl	of	the	2x	nuclear-run	
on	master	mix	(10	mM	Tris-Cl	pH	8.0,	5	µM	MgCl2,	1	mM	DTT,	300	mM	KCl)	was	mixed	with	biotin-11-
UTP	 (1	 mM),	 biotin-11-CTP	 (1	 mM),	 ATP	 and	 GTP	 (10	 mM	 each),	 H2O,	 RNase	 inhibitor	 and	 2%	
Sarkosyl.	The	reaction	mix	was	pre-heated	at	37°C,	the	calculated	number	of	cells	added,	and	incubated	
at	37°C	for	5	min	with	soft	shaking	(300	rpm).	Divergent	from	the	original	protocol,	the	reaction	was	
stopped	 by	 adding	 700	 µl	 of	 the	 RNA	 Lysis	 Buffer	 from	 the	 ZYMO	 Quick-RNA	 Miniprep	 kit	 and	
vortexing.	RNA	extraction	was	performed	according	to	the	manual	of	the	kit.	The	final	RNA	was	eluted	
from	the	columns	with	two	times	50	µl	H2O	and	pooled	to	a	final	volume	of	100	µl.	
To	perform	the	base	hydrolysis,	the	RNA	was	denatured	for	40	s	at	65°C	and	snap-cooled	on	ice.	25	µl	
of	ice-cold	1N	NaOH	were	added	and	incubated	on	ice	for	10	min.	The	RNA	was	precipitated	by	adding	
Tris-HCl	(pH	6.8),	NaCl,	GlycoBlue,	and	100%	EtOH,	followed	by	centrifugation	at	20,0000x	g	at	4°C	for	
20	min.	The	RNA	pellet	was	washed	with	70%	EtOH,	air-dried,	and	resuspended	in	50	µl	H2O	plus	1	µl	
RNase	Inhibitor.		
The	first	round	of	biotin	RNA	enrichment	was	performed	by	adding	50	µl	pre-washed	streptavidin	
beads	 to	 the	 RNA	 and	 incubating	 it	 on	 a	 rotator	 (8	 rpm)	 at	 room	 temperature	 (RT)	 for	 20	 min.	
Afterwards,	the	beads	were	washed	twice	with	ice-cold	high-salt	buffer	(50	mM	Tris-HCl	[pH	7.4],	2	M	
NaCl	and	0.5%	(vol/vol)	Triton	X-100),	twice	with	ice-cold	binding	buffer	(10	mM	Tris-HCl	[pH	7.4],	
300	mM	NaCl	and	0.1%	(vol/vol)	Triton	X-100),	and	once	with	low-salt	buffer	(5	mM	Tris-HCl	[pH	7.4]	
and	0.1%	(vol/vol)	Triton	X-100)	before	cleaning	up	the	RNA	using	Trizol	and	chloroform	as	described	
above.	
For	the	3’RNA	adaptor	ligation,	the	RNA	pellet	was	dissolved	in	4	µl	of	VRA3	3’RNA	adaptor	dilution	
(10	 µM),	 heat-denatured	 at	 65°C	 for	 20	 s	 and	 placed	 on	 ice.	 To	 this,	 6	 µl	 of	 the	RNA	 ligation	mix	
containing	 the	 T4	 RNA	 ligase	 (1x	 T4	 RNA	 ligase	 buffer	 [20x],	 1mM	ATP,	 10%	PEG,	 4	 U/µl	 RNase	
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inhibitor,	1	U/µl	T4	RNA	ligase	I)	were	added	and	incubated	at	20°C	for	4	hours.	The	reaction	was	kept	
overnight	at	4°C.		
The	 next	 day,	 the	 second	 round	 of	 biotin	 RNA	 enrichment	 and	 RNA	 clean-up	 was	 performed	 as	
described	above.	The	final	RNA	pellet	was	dissolved	in	5	µl	H2O,	heat-denatured	at	65°C	for	20	s	and	
snap-cooled	on	ice.	The	following	5’	cap	repair	reaction	was	performed	by	mixing	the	RNA	with	5	µl	of	
the	enzyme	mix	containing	RppH	and	ThermoPol	Reaction	Buffer	(50%	H2O,	1x	ThermoPol	Reaction	
Buffer	[10x],	2	U/µl	RNase	inhibitor,	0.5	U/µl	RppH)	and	incubation	at	37°C	for	1	hour.	For	the	hydroxyl	
repair,	90	µl	of	the	PNK	mix	(1x	PNK	buffer	[10x],	1mM	ATP,	1	U/µl	RNase	inhibitor,	0.25	U/µl	PNK,	
H2O	to	90	µl)	were	added	and	incubated	at	37°C	for	1	hour.	The	RNA	was	cleaned-up	using	Trizol	and	
chloroform	as	described	above.		
For	 the	 final	 5’RNA	adaptor	 ligation,	 the	RNA	pellet	was	dissolved	 in	4	µl	 of	VRA3	5’RNA	adaptor	
dilution	(10	µM),	heat-denatured	at	65°C	for	20	s	and	placed	on	ice.	Again,	6	µl	of	the	RNA	ligation	mix	
were	added	and	incubated	at	20°C	for	4	hours.	The	reaction	was	kept	at	4°C	overnight.		
The	 next	 day,	 biotin	 RNA	was	 enriched	 a	 third	 time	 as	 described	 above	 and	 the	 final	 RNA	 pellet	
dissolved	in	10	µl	H2O.	Reverse	transcription	(RT)	of	the	final	RNA	was	performed	with	the	Superscript	
IV	transcriptase	and	the	RP1	reverse-transcription	primer.	For	this,	2.5	µl	of	the	RT	primer	mix	(0.5	µl	
RP1	reverse-transcription	primer	[100	μM],	1	µl	12.5	mM	dNTP	mix,	1	µl	H2O)	were	added	to	the	RNA,	
heated	up	to	70°C	for	2	min	and	chilled	on	ice	for	2	min.	After	a	quick	spin-down,	6	µl	RT	buffer	mix	(4	
µl	SSIV	Buffer	[5x],	1	µl	0.1	M	DTT,	1	µl	RNase	inhibitor)	were	added	and	incubated	at	37°C	for	5	min.	
Then	1	µl	of	the	SuperScript	IV	Reverse	Transcriptase	(200	U/μl)	were	added	and	the	sample	mixed.	
The	mixture	was	incubated	for	10	min	at	45°C,	for	30	min	at	50°C	and	for	10	min	at	80°C.	Afterwards,	
6	µl	H2O	were	added	to	the	reverse-transcribed	cDNA.		
The	correct	number	of	PCR	cycles	was	determined	by	test	PCR	and	Bioanalyzer	analysis.	In	the	end,	
the	final	library	was	PCR-amplified	for	14	cycles	and	cleaned-up	using	SPRI	beads	at	a	ratio	of	1.8x.	To	
remove	primer	dimers,	the	library	was	further	size	selected	with	SPRI	beads	at	ratio	of	1.3x.	Finally,	it	
was	sequenced	on	a	NextSeq	2000	P3	with	50	bp	single-end	conditions.	
	

4.1.4 | CUT&RUN – native and bis 

CUT&RUN	was	performed	as	previously	described	with	 some	minor	 changes	 (Skene	and	Henikoff,	
2017).	The	used	pA-MNase	 fusion	protein	was	produced	by	 the	PEPCore	 facility	at	EMBL	and	was	
stored	as	a	0.5	mg/ml	stock	in	50%	glycerol	at	-20°C.	The	experiment	was	performed	with	fresh	mESC	
cultures,	using	1	million	cells	per	sample.	First,	 cells	were	harvested,	 counted	and	 the	appropriate	
number	of	cells	for	all	samples	washed	twice	with	1x	PBS.	To	account	for	loss	and	pipetting	errors,	1	
million	more	cells	than	needed	were	used,	plus	10%.	The	cells	were	centrifuged	for	3	min	at	600x	g	at	
RT	and	resuspended	in	1.4	ml	of	nuclear	extraction	(NE)	buffer	(20	mM	HEPES-KOH	[pH	7.9],	10	mM	
KCl,	0.5	mM	Spermidine,	0.1%	Triton	X-100,	1x	cOmplete	EDTA-free	mini)	by	gentle	pipetting.	After	
centrifuging	for	5	min	at	3200	rpm	at	RT,	the	cells	were	resuspended	in	1.2	ml	of	NE	buffer.	1	mio	
nuclei	per	sample	were	distributed	into	1.5	ml	tubes.	250	µl	of	binding	buffer	(20	mM	HEPES-KOH	[pH	
7.9],	10	mM	KCl,	1	mM	CaCl,	1mM	MnCl2)	were	added	to	each	sample	(final	volume	400	µl).	
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To	prepare	the	magnetic	beads,	Bio-Mag	Plus	Concanavalin	A	coated	beads	(Polysciences,	Inc.	#86057)	
were	 gently	 resuspended,	 and	 100	 μl	 bead	 slurry	 (50	 µl	 beads	 bind	 up	 to	 10	million	 cells)	 were	
withdrawn	and	transferred	to	900	μl	binding	buffer	in	a	2	ml	tube.	The	tube	was	placed	on	a	strong	
magnet	stand,	and	the	beads	were	washed	twice	in	1	ml	binding	buffer.	The	beads	were	resuspended	
in	1.4	ml	binding	buffer	(200	µl/sample).	200	µl	of	the	bead	slurry	were	slowly	added	to	the	nuclei	
(400	µl),	while	gently	vortexing.	Samples	were	rotated	for	10	min	at	RT	on	a	rotor	(set	to	25).	
To	prevent	early	activation	of	 the	MNase,	 the	sample	was	treated	with	a	blocking	solution	prior	to	
antibody	and	pA-MNase	treatment.	The	tube	was	placed	on	the	magnet	stand	and	the	liquid	was	pulled	
off.	1	ml	of	blocking	buffer	(wash	buffer	with	2	mM	EDTA)	was	added	and	mixed	by	inverting	10x.	The	
samples	were	incubated	for	5-10	min	at	RT	while	rotating.	Antibodies	were	prepared	in	wash	buffer	
(20	mM	HEPES	[pH	7.5],	150	mM	NaCl,	0.5	mM	Spermidine,	0.1%	BSA,	1x	cOmplete	EDTA-free)	(250	
µl	 per	 antibody/reaction)	 to	 prepare	 a	 2x	 antibody	mix.	 The	 primary	 antibodies	 used	 were	 anti-
H3K27me3	 (rabbit,	 monoclonal,	 Cell	 signaling	 #9733),	 anti-IgG	 (rabbit,	 polyclonal,	 Abcam	
#ab2046540),	and	anti-CTCF	(rabbit,	polyclonal,	Millipore	#07-729-25U)	at	a	final	dilution	of	1:100.		
Samples	were	washed	once	with	wash	buffer	using	the	magnet	stand	and	10x	inversion.	The	samples	
were	resuspended	in	250	µl	of	wash	buffer	with	gentle	pipetting	and	while	gently	vortexing,	250	µl	of	
the	prepared	2x	primary	antibody	in	wash	buffer	dilution	was	added.	The	samples	were	incubated	on	
a	rotator	for	≥2	hours	at	4°C,	followed	by	a	quick	spin	and	two	washes	with	500	µl	of	wash	buffer.	
To	 digest	 the	 antibody	 bound	 chromatin,	 2x	 pA-MNase	 in	wash	 buffer	was	 prepared	 at	 a	 final	 1x	
concentration	of	700	ng/ml,	which	equals	350	ng	of	the	fusion	protein.	To	prepare	this,	5.6	µl	of	the	
0.5	mg/ml	stock	of	pA-MNase	were	added	to	2	ml	of	wash	buffer.	Samples	were	put	on	a	magnet	stand	
and	 the	 liquid	was	 pulled.	 Samples	were	 resuspended	 in	 250	µl	 of	wash	buffer,	 then	while	 gently	
vortexing,	250	µl	of	the	2x	pA-MNase	in	wash	buffer	were	added.	Samples	were	incubated	for	≥1	hour	
on	a	rotator	at	4°C,	followed	by	a	quick	spin	and	two	washes	with	1	ml	of	wash	buffer.	Before	activating	
the	pA-MNase,	the	nuclei	sample	were	resuspended	in	100	µl	wash	buffer	and	put	onto	a	0°C	metal	
block	on	ice	filled	with	cold	water	for	5	min.	To	activate	the	digestion,	2	µl	of	100	mM	CaCl2	per	150	µl	
were	added	to	each	sample	while	vortexing	very	carefully	(final	CaCl2	concentration	2	mM).	Samples	
were	put	 back	on	0°C	 and	 incubated	 for	30	min	while	 carefully	 vortexing	 every	 few	minutes.	 The	
digestion	was	stopped	by	adding	100	µl	2x	STOP+	buffer	(200	mM	NaCl,	20	mM	EDTA,	4	mM	EGTA,	
0.1%	NP40)	and	careful	vortexing.	
To	release	the	CUT&RUN	fragments	from	the	insoluble	nuclear	chromatin,	samples	were	incubated	for	
10-30	min	at	37°C.	After	centrifugation	at	16,000x	g	for	5	min	at	4°C	and	placing	on	a	magnet	stand,	
the	supernatant	was	transferred	to	a	new	tube.	To	each	sample,	2	μl	of	10%	SDS	and	2.5	μl	of	proteinase	
K	(20	mg/ml	stock)	were	added.	The	mixture	was	inverted	and	incubated	for	10	min	at	70°C.	
To	purify	and	size-select	the	DNA	fragments,	I	used	AMPure	XP	beads.	First,	AMPure	XP	beads	were	
added	 to	 the	 samples	 at	 a	 ratio	 of	 0.5X	 (100	 µl)	 and	 carefully	mixed	 by	 pipetting.	 Samples	 were	
incubated	at	RT	for	5	min	and	placed	on	a	magnet	stand.	The	supernatant	was	transferred	to	fresh	
tubes,	and	the	beads	were	discarded.	This	first	selection	step	eliminated	fragments	>1	kb.	Then,	1.3X	
volume	of	beads	 (260	µl)	were	added	 to	 the	 supernatant,	 and	 the	mixture	was	 carefully	mixed	by	
pipetting.	Samples	were	incubated	at	RT	for	5	min	and	placed	on	a	magnet	stand.	The	supernatant	was	
discarded,	and	the	beads	were	kept.	This	second	selection	step	selected	fragments	between	100	bp	
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and	 1	 kb.	While	 remaining	 on	 the	magnet	 stand,	 beads	were	washed	with	 400	 µl	 of	 80%	 freshly	
prepared	ethanol	and	incubation	at	RT	for	30	s.	Ethanol	was	removed	and	beads	were	air-dried	for	up	
to	2	min	while	avoiding	over-drying.	DNA	fragments	were	eluted	by	adding	50	µl	of	H2O	to	the	beads,	
mixing	 and	 incubation	 at	 RT	 for	 5	min.	 Samples	were	 placed	 on	 the	magnet	 stand	 and	 the	 eluate	
carefully	transferred	to	a	new	tube	without	disturbing	the	beads.	Final	DNA	was	quantified	using	Qubit	
and	quality	and	size	distribution	evaluated	via	BioAnalyzer.	
	
The	library	preparation	for	Illumina	sequencing	was	either	prepared	under	native	or	bisulfite	(bis)	
conditions.	In	both	cases,	the	NEBNext®	Ultra™	II	DNA	Library	Prep	Kit	for	Illumina®	(NEB	#E7645)	
was	used	according	to	the	manufacturer’s	manual.	As	a	starting	amount,	6	to	20	ng	of	DNA	were	used.	
For	bisulfite	sequencing,	the	bisulfite	conversion	was	performed	after	adapter	ligation	and	clean-up	
without	 size	 selection	 using	 the	 EZ	 DNA	 Methylation	 Gold	 kit	 (ZYMO,	 #D5005)	 according	 to	 the	
manual.	PCR	amplification	of	the	bisulfite-converted	library	was	performed	using	KAPA	HiFi	HotStart	
Uracil+	Kit	 (#KR0413)	 at	 a	 total	 volume	of	 50	µl	 according	 to	 the	manual.	 The	native	 library	was	
amplified	using	the	NEBNext	Ultra	II	Q5	Master	Mix	according	to	the	manual.	Libraries	were	cleaned-
up	using	Ampure	XP	beads	and	including	a	size	selection	step	to	select	for	DNA	fragments	between	
120	and	500	bp.	Final	elution	was	done	in	17	µl	elution	buffer,	of	which	15	µl	were	transferred	to	a	
new	 tube,	 followed	 by	 Qubit	 measurement	 and	 BioAnalyzer	 quality	 check.	 The	 libraries	 were	
sequences	at	a	NextSeq	Mid	with	75	bp	paired-end.	
	
On	an	additional	note,	during	the	CUT&RUN	optimization	phase,	different	concentrations	of	pA-MNase	
and	antibodies	were	used.	For	the	bisulfite	conversion,	I	also	tested	the	Imprint®	DNA	Modification	Kit	
(Sigma,	 Cat#MOD50),	which	 revealed	 comparable	 conversion	 ratios.	 Library	 enrichment	 efficiency	
was	measured	by	qPCR	before	Illumina	sequencing.	
	

4.1.5 | CUT&RUN combined with SMF 

For	the	CUT&RUN-SMF	approach,	the	CUT&RUN	and	the	SMF	protocol	were	combined.	First,	cells	were	
harvested	(250,000	cells	per	reaction	plus	1	reaction	and	10%	to	account	for	pipetting	errors	and	loss	
during	washing	steps	=	harvest	3	mio	cells	for	10	reactions).	Cell	were	washed,	nuclei	extracted	and	
bound	to	the	Bio-Mag	Plus	Concanavalin	A	coated	beads	as	described	above	in	the	CUT&RUN	protocol	
(see	Methods	and	Materials	4.1.4).	After	the	bead	binding,	samples	were	put	on	a	magnet	stand	and	
the	liquid	was	pulled	off.	Bead-bound	nuclei	were	washed	once	with	1	ml	ice-cold	wash	buffer	SMF	(10	
mM	Tris-HCl	[pH	7.4],	10	mM	NaCl,	3	mM	MgCl2,	0.1	mM	EDTA)	and	then	resuspended	in	1.1	ml	(for	
10	reactions)	ice-cold	wash	buffer	SMF.	100	µl	were	distributed	each	into	1.5	ml	low-binding	tubes	
and	placed	on	a	magnet	stand.	The	liquid	was	pulled	off	and	nuclei	were	resuspended	in	94.5	µl	1x	
M.GpC	buffer.	While	gently	vortexing,	150	µl	of	freshly	prepared	GpC	MT	Mix	(1.3x	M.GpC	buffer,	0.6	
mM	sucrose,	1.28	mM	SAM)	and	50	µl	of	M.CviPI	(4U/µl)	were	added	to	each	sample	and	incubated	at	
37°C	for	7.5	min.	The	reaction	was	replenished	with	100	U	M.CviPI	and	128	pmol	of	SAM	for	a	second	
incubation	round	at	37°C	for	7.5	min.	After	the	full	GpC	MT	treatment,	the	samples	were	immediately	
put	on	an	ice-cold	magnet	stand	on	ice,	the	liquid	was	removed	and	samples	washes	twice	with	1	ml	
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ice-cold	wash	buffer	CnR	(20	mM	HEPES	[pH	7.5],	150	mM	NaCl,	0.5	mM	Spermidine,	0.1%	BSA,	1x	
cOmplete	EDTA-free)	by	inverting	the	tubes	around	10x.	Afterwards	the	samples	were	incubated	in	1	
ml	blocking	buffer	(wash	buffer	CnR	with	2	mM	EDTA).	Antibody	dilutions	were	prepared	with	a	1:400	
dilution	in	150	µl	wash	buffer	CnR	per	sample	for	a	final	dilution	of	1:200.	The	primary	antibodies	used	
were	anti-H3K27me3	(rabbit,	monoclonal,	Cell	signaling	#9733),	anti-IgG	(rabbit,	polyclonal,	Abcam	
#ab2046540),	and	anti-H3K27ac	(rabbit,	polyclonal,	Abcam	#ab4729).	Samples	were	resuspended	in	
150	µl	cold	wash	buffer	CnR	and	while	gently	vortexing,	150	µl	of	the	prepared	2x	primary	antibody	
in	wash	buffer	dilution	was	added.	The	samples	were	incubated	on	a	rotator	over	night	at	4°C,	followed	
by	a	quick	spin	and	two	washes	with	500	µl	of	wash	buffer.	
	The	 remaining	 protocol	 followed	 the	 conventional	 CUT&RUN	 protocol	 as	 described	 above	 (see	
Methods	and	Materials	4.1.4).	The	final	CnR-SMF	libraries	were	sequences	at	a	NextSeq	Mid	with	75	
bp	paired-end.	
	

4.2 | Computational analyses 

4.2.1 | Pre-processing of sequencing data 

Pre-processing	 of	 the	 SMF,	 WGBS	 and	 CTCF	 ChIP-bis	 data	 was	 done	 as	 previously	 described	
(Kleinendorst	et	al.,	2021).	For	this,	Illumina	adaptors	and	low	quality	bases	were	trimmed	and	low	
quality	reads	were	removed	using	Trimmomatic	(0.36)	(Bolger	et	al.,	2014).	Pre-processed	reads	were	
mapped	to	the	bisulfite-indexed	Mus	musculus	reference	genome	(BSgenome.Mmusculus.UCSC.mm10)	
using	the	R	package	QuasR	(Gaidatzis	et	al.,	2015),	which	uses	the	aligner	Bowtie	(Langmead	et	al.,	
2009),	with	specific	alignment	parameters	(alignmentParameter	=	-e	70	-X	1000	-k	2	--best	–strata)	
and	 keeping	 only	 uniquely	 aligned	 reads.	 Duplicated	 reads	 were	 removed	 using	 the	 tool	
MarkDuplicates	from	Picard	(2.15.0)	(Broad	Institute,	2019).	
Sequencing	 reads	 of	 hybrid	 F1	 SMF	 data	were	 trimmed	 for	 Illumina	 adaptors	 using	 Trim	 Galore!	
(v0.6.3)	(Krueger	et	al.,	2021)	and	competitively	aligned	to	two	versions	of	the	bisulfite-indexed	Mus	
musculus	reference	genome	(BSgenome.Mmusculus.UCSC.mm10)	injected	with	the	SNPs(Keane	et	al.,	
2011)	for	the	species	of	interest	using	QuasR	(Gaidatzis	et	al.,	2015).	Finally,	duplicated	reads	were	
removed	using	the	tool	MarkDuplicates	from	Picard	(2.15.0)	(Broad	Institute,	2019).	
	
Data	from	DNase-seq	and	PRO-seq	were	pre-processed	with	Trimmomatic	(0.36)	(Bolger	et	al.,	2014)	
and	aligned	to	the	Mus	musculus	genome	(BSgenome.Mmusculus.UCSC.mm10)	using	QuasR	(Gaidatzis	
et	 al.,	 2015),	 keeping	only	uniquely	 aligned	 reads.	 For	DNase-seq,	 duplicated	 reads	were	 removed	
using	the	tool	MarkDuplicates	from	Picard	(2.15.0)	(Broad	Institute,	2019).	
	
Data	from	ChIP-seq	was	pre-processed	with	the	help	of	GBCS	team	at	EMBL	using	the	Galaxy	platform	
(Afgan	et	al.,	2018).	Trim	Galore!	(Krueger	et	al.,	2021)	(Galaxy	Tool	version	0.4.3.1)	was	used	to	trim	
adaptor	sequences	and	low	quality	bases.	Bowtie(Langmead	et	al.,	2009)	(Galaxy	Tool	version	1.2.0)	
was	used	for	alignment	(for	paired-end	default	parameters	were	used;	for	single-end	parameters	--
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best	 --strata	 --maxbts	800	 -m	1	were	used)	 to	 the	Mus	musculus	 reference	 genome	 (USCS	mm10),	
keeping	only	uniquely	aligned	reads	(Galaxy	Tool	"Filter	SAM	or	BAM,	output	SAM	or	BAM"	1.1.2	with	
filters	 on	 MAPQ>10	 and	 bitwise	 filters	 to	 remove	 unmapped,	 not	 primary	 and	 supplementary	
alignments).	 Duplicated	 reads	were	 removed	 using	 Picard	 (Broad	 Institute,	 2019)	MarkDuplicates	
(Galaxy	Tool	version	Galaxy	Version	2.7.1.1).	Finally,	normalized	(reads	per	genome	coverage)	signal	
coverage	bigwig	files	were	obtained	with	deepTools	(Ramírez	et	al.,	2016)	bamCoverage	(Galaxy	tool	
version	3.0.2.0)	and	a	bin	size	of	50	bases.	
	
RNA-seq	data	was	processed	using	the	nf-core/rnaseq	pipeline	(v3.4)	(Patel	et	al.,	2022)	distributed	
through	nf-core	 (Ewels	 et	 al.,	 2020).	The	pipeline	was	 launched	with	default	parameters	and	each	
sample	was	annotated	for	strandedness.	
	
CUT&RUN	 and	 CnR-SMF	 data	were	 pre-processed	with	 Trimmomatic	 (0.36)	 (Bolger	 et	 al.,	 2014),	
trimming	 an	 additional	 base	 after	 the	 adapter,	 and	 aligned	 to	 the	 Mus	 musculus	 genome	
(BSgenome.Mmusculus.UCSC.mm10)	 using	 QuasR	 (Gaidatzis	 et	 al.,	 2015),	 keeping	 only	 uniquely	
aligned	reads.	Bisulfite-converted	CUT&RUN	and	CnR-SMF	data	were	aligned	to	the	mapped	to	the	
bisulfite-indexed	Mus	musculus	 reference	 genome.	 Duplicated	 reads	 were	 removed	 using	 the	 tool	
MarkDuplicates	from	Picard	(2.15.0)	(Broad	Institute,	2019).	

4.2.2 | SMF - Single molecule methylation call 

“Single	 molecule	 methylation	 state	 calling	 for	 all	 cytosines	 with	 at	 least	 10-fold	 coverage	 was	
performed	using	QuasR	 (Gaidatzis	 et	 al.,	 2015)	 as	 previously	 described	 (Kleinendorst	 et	 al.,	 2021;	
Sönmezer	et	al.,	2021).	For	this,	the	strand	information	are	collapsed.	Only	CpGs	in	NWCGW	(N	=	any	
base,	W	=	no	C	or	G)	and	GpCs	in	DGCHN	(D	=	no	C,	H	=	no	G,	N	=	any	base)	context	were	considered	to	
avoid	interferences	between	CpG	and	GpC	methylation	calling	due	to	strand	collapsing	or	M.CviPI	off-
targets.”	(Kreibich	et	al.,	2023)	

4.2.3 | SMF – Single molecule computation of CA and 5mC 

“The	analysis	was	focused	on	CpGs	which	have	heterogeneous	methylation	across	cells	by	selecting	
those	with	intermediate	methylation	(10-60%)	(Figure	11A	–	step	1).	The	chromatin	accessibility	(CA)	
of	each	molecule	covering	those	CpGs	was	calculated	using	the	mean	GpC	methylation	of	all	DGCHNs	
within	a	101	bp	bin	surrounding	it	(Figure	11A	–	step	2).	This	mean	accessibility	value	was	then	used	

to	classify	each	molecule	 into	an	accessible	(³50%	methylated)	or	 inaccessible	(<50%	methylated)	
fraction	(Figure	11A	–	step	3).	Next,	the	methylation	of	the	CpG	in	the	center	of	the	bin	was	determined	
(Figure	11A	–	step	4).	
To	test	for	the	significance	of	the	difference	in	DNA	methylation	(5mC)	between	the	two	fractions	of	
molecules,	a	Cochran-Mantel-Haenszel	test	was	performed	including	a	pseudo-count	of	1	and	applying	
a	continuity	correction	(Figure	11A	–	step	5).	We	only	considered	CpGs	covered	in	at	least	2	out	of	2	
or	3	biological	replicates	and	had	a	30-fold	coverage.	The	resulting	common	odds	ratio	(COR)	and	p-

value	were	used	to	group	sites	into	positive	(COR	³	2.0	and	a	p-value	<	0.05),	negative	(COR	£	0.5	and	
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p-value	<	0.05)	or	no	5mC-CA	association	(Figure	11A	–	step	6).	Consequently,	sites	without	a	5mC-CA	
association	included	sites	with	high	methylation	difference	but	no	significant	p-value	due	to	variability	
between	the	replicates	or	low	coverage.	Therefore,	when	comparing	negative	5mC-CA	association	and	
no	5mC-CA	association	sites	in	subsequent	analyses,	higher	stringency	sites	with	no	association	were	
defined	by	further	selecting	for	a	COR	between	0.9	and	1.1.”	(Kreibich	et	al.,	2023)	

4.2.4 | SMF – CA, 5mC, fraction size and methylation 

“For	the	mean	chromatin	accessibility	(GpC	methylation),	first	the	mean	methylation	of	all	GpCs	within	
the	101	bp	bin	surrounding	a	center	CpG	was	calculated	for	each	biological	replicate	and	then	of	this	
the	weighted	mean	of	all	replicates.	For	the	mean	DNA	methylation	(CpG	methylation)	the	weighted	
mean	 of	 all	 replicates	was	 calculated	 for	 the	 center	 CpG.	 Coverage	was	 used	 as	weighing	 value.	 A	
coverage	cut-off	of	10	reads	per	bin	was	applied	to	ensure	reliable	methylation	calling.”	(Kreibich	et	
al.,	2023)	

4.2.5 | SMF – Single locus plots 

“For	 plotting	 SMF	 data	 for	 single	 loci,	 functions	 of	 the	 R	 package	 SingleMoleculeFootprinting	
(Kleinendorst	 et	 al.,	 2021)	 were	 adapted	 to	 plot	 CpGs	 and	 GpCs	 individually	 and	 to	 include	 the	
chromatin	accessibility	state	sorting.	”	(Kreibich	et	al.,	2023)	

4.2.6 | Defining chromatin states with chromHMM  

“To	annotate	 the	chromatin	state	of	 the	 tested	CpG	sites,	previously	defined	chromHMM	states	 for	
mouse	embryonic	stem	cells	for	USCS	mm10	(Pintacuda	et	al.,	2017)	were	used	that	were	in	addition	
manually	grouped	into	five	chromHMM	clusters:		
C1	–	CTCF	(1_Insulator),		
C2	–	Inactive	(2_Intergenic,	3_Heterochromatin,	5_RepressedChromatin,	6_BivalentChromatin,	
12_LowSignal/RepetitiveElements),		
C3	–	Transcription	(9_TranscriptionTransition,	10_TranscriptionElongation),		
C4	–	CREs	promoter	(7_ActivePromoter),		
C5	–	CREs	enhancer	(4_Enhancer,	8_StrongEnhancer,	11_WeakEnhancer).”	(Kreibich	et	al.,	2023)	

4.2.7 | Genome browser tracks 

“Bigwig	files	publicly	available	datasets	of	chromatin	modifications	(H3K27me3	(Liu	and	Kraus,	2017),	
H3K27ac	(Shen	et	al.,	2012),	H3K4me1	(Stadler	et	al.,	2011),	H3K4me3	(Shen	et	al.,	2012),	DNase-seq	
(Domcke	et	al.,	2015),	WGBS	(Stadler	et	al.,	2011)),	RNA-seq	data	(Domcke	et	al.,	2015;	Huang	et	al.,	
2021),	and	CUT&RUN	data	(Gretarsson	and	Hackett,	2020;	Hainer	et	al.,	2019),	and	generated	PRO-
seq	data	were	loaded	and	the	signal	scores	at	the	given	genomic	locus	window	plotted	as	area	plots	or	
point	plots	(for	WGBS	and	SMF)	using	the	R	package	ggplot2(Wickham,	2016)	using	different	degrees	
of	smoothing	depending	on	the	window	size.	Gene	promoter	and	exons	for	the	USCS	mm10	reference	
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genome	were	identified	using	the	R	package	TxDb.Mmusculus.UCSC.mm10.knownGene	(Team	BC	and	
Maintainer	BP,	2019).”	(Kreibich	et	al.,	2023)	

4.2.8 | Allelic differences 

“Imprinting	Control	Regions	(ICRs)	were	defined	by	manually	curating	previous	annotations	(Xie	et	
al.,	2012).	For	this,	only	those	ICRs	were	used	that	are	maintained	in	the	mESCs	in	cultured	conditions	
as	identified	by	F1	hybrid	lines	analysis.	In	addition,	only	those	CpGs	were	kept	as	a	reference	that	had	
an	average	chromatin	accessibility	of	more	 than	35%,	excluding	CpGs	 located	at	nucleosomes.	The	
average	DNA	methylation	of	all	sites	with	negative	5mC-CA	association	was	calculated	for	both	alleles	
together	or	separately.	C	to	T	SNPs	were	masked	in	the	analysis.	Average	DNA	methylation	of	each	
category	 was	 plotted	 as	 violin	 box	 plots	 and	 an	 unpaired	 Wilcoxon	 rank	 test	 between	 the	 two	
separated	alleles	was	applied	using	the	stats_compare_means	function	of	the	ggpubr	package	with	the	
maternal	allele	as	reference	group.	On	an	additional	note,	the	final	manually	curated	ICRs	are	shown	
in	Figure	16A.”	(Kreibich	et	al.,	2023)	

4.2.9 | CpG density 

“Number	of	CpGs	was	determined	in	a	400	bp	window	around	all	tested	CpGs.	The	number	of	CpG	per	
100	bp	was	plotted	as	CpG	density	for	each	category	as	violin	box	plots.	”	(Kreibich	et	al.,	2023)	

4.2.10 | hMeDIP-seq analysis 

“Reads	 of	 hMeDIP-seq	 data	 (Xu	 et	 al.,	 2011)	 at	 a	 500	 bp	window	 surrounding	 all	 NWCGWs	were	
counted	 using	 the	 qCount	 function	 from	 the	 QuasR	 (Gaidatzis	 et	 al.,	 2015).	 Read	 counts	 were	
normalized	by	the	total	amounts	of	reads	and	a	pseudo-count	(pc)	of	5	was	added.	The	log2	of	this	
counts	per	million	(cpm+pc)	was	plotted	for	each	category	as	violin	box	plots.	”	(Kreibich	et	al.,	2023)	

4.2.11 | DHS peak analysis 

“Published	DHS	peaks	from	ENCODE	were	used	to	calculate	the	distance	of	CpGs	of	each	category	to	
the	summit	of	 the	closest	DHS	peak	and	plotted	as	a	density	plot.	Only	CpGs	that	are	annotated	as	
enhancers	 by	 chromHMM	 (C5	 cluster)	 and	 that	 have	 a	 DHS	 peak	within	 500	bp	were	 considered.	
Furthermore,	 the	 read	 density	 of	 DNase-seq	 data	 (Domcke	 et	 al.,	 2015)	 was	 calculated	 at	 a	 1	 kb	
window	around	the	DHS	peak	summits	with	 the	 function	qProfile	 from	the	QuasR	(Gaidatzis	et	al.,	
2015).”	(Kreibich	et	al.,	2023)	

4.2.12 | Chromatin modifications  

“Bigwig	 files	of	 chromatin	modifications	 (H3K27me3	 (Liu	 and	Kraus,	2017),	H3K27ac	 (Shen	et	 al.,	
2012),	H3K4me1	(Stadler	et	al.,	2011),	H3K4me3	(Shen	et	al.,	2012),	DNase-seq	(Domcke	et	al.,	2015),	
CTCF	(Stadler	et	al.,	2011))	of	publicly	available	datasets	were	loaded	and	the	signal	scores	at	4	kb	
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surrounding	tested	CpGs	plotted	using	the	R	package	EnrichedHeatmap	(Gu	et	al.,	2018b)	using	50	bp	
windows	and	smoothing.	”	(Kreibich	et	al.,	2023)	

4.2.13 | MNase-seq analysis 

“Read	density	of	MNase-seq	data	(Barisic	et	al.,	2019)	was	calculated	at	a	1	kb	window	around	the	CpG	
bin	with	negative	or	positive	5mC-CA	association	using	the	function	qProfile	from	the	QuasR	(Gaidatzis	
et	al.,	2015)	and	plotted	as	smoothed	counts	per	million	(cpm).	”	(Kreibich	et	al.,	2023)	

4.2.14 | SMF – Change of CA in perturbation assays 

“Delta	 chromatin	 accessibility	 (CA	 defined	 as	 1-SMF	 signal)	 between	 wild	 type	 (WT)	 and	 triple-
knockout	(TKO)	ES	cell	lines	was	calculated	by	subtraction	of	the	SMF	signal	(1-CA)	in	TKO	from	the	
SMF	signal	in	WT	for	CpGs	of	each	category	in	WT	ES	cells.	To	focus	on	active	cis-regulatory	elements,	
sites	 annotated	 as	 insulator	 (chromHMM	 cluster	 C1)	 or	 inactive	 (chromHMM	 cluster	 C2)	 were	
removed.	In	addition,	to	focus	on	sites	where	a	potential	change	in	CA	could	be	correlated	with	changes	
in	DNA	methylation,	CpGs	were	filtered	for	their	DNA	methylation	change.	For	DNMT	TKOs,	only	those	
CpGs	were	considered	that	had	a	starting	DNA	methylation	of	at	least	30%	in	WT	cells,	resulting	in	a	

loss	of	DNA	methylation	of	³	30%	in	DNMT	TKOs.	For	TET	TKOs,	only	those	CpGs	were	considered	that	
showed	an	increase	in	DNA	methylation	of	at	least	30%	from	WT	to	TET	TKOs.	Delta	SMF	(1-CA)	was	
plotted	 as	 violin	 box	 plots	 and	 an	 unpaired	 Wilcoxon	 rank	 test	 was	 applied	 using	 the	
stats_compare_means	 function	 of	 the	 ggpubr	 package	 using	 sites	 without	 5mC-CA	 association	 as	
reference	group.“	(Kreibich	et	al.,	2023)	

4.2.15 | PRO-seq analysis 

“Read	counts	from	generated	PRO-seq	data	in	wild-type	(WT)	and	triple-knockout	(TKO)	cell	lines	was	
performed	for	each	replicate	at	500	bp	collection	windows	surrounding	all	intermediately	methylated	
bins,	excluding	bins	annotated	as	insulator	(chromHMM	cluster	C1)	or	inactive	(chromHMM	cluster	
C2).	Using	those	count	matrices	as	input,	differential	Polymerase	II	activity	analysis	was	performed	
using	DESeq2	(v1.30.1)	(Love	et	al.,	2014)	after	filtering	out	bins	with	less	than	10	counts	across	all	
samples.	Changes	in	PRO-seq	signal	(log2	fold-change)	across	replicates	between	WT	and	TKOs	were	
plotted	as	violin	box	plots	after	filtering	for	DNA	methylation	changes	of	at	least	40%	(up	in	TET	TKOs,	
down	 in	 DNMT	 TKOs).	 Single	 locus	 examples	 were	 plotted	 as	 IGV	 snapshots	 of	 the	 Bigwig	 files.”	
(Kreibich	et	al.,	2023)	

4.2.16 | RNA-seq analysis 

“Differential	gene	expression	analysis	was	performed	using	DESeq2	(v1.30.1)	(Love	et	al.,	2014)	after	
filtering	out	genes	with	less	than	10	counts	across	all	samples.	Genes	associated	with	a	log2	fold	change	
greater,	 or	 smaller,	 than	 2,	 or	 -2,	 and	 an	 adjusted	 p-value	 lower	 than	 0.05	 were	 considered	
differentially	expressed	for	DNMT	TKOs	and	TET	TKOs,	respectively.	Enhancer-gene	associations	from	
the	GREAT	analysis	were	used	to	identify	genes	that	are	potentially	regulated	by	sites	with	negative	
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5mC-CA	 association.	 For	 this	 I	 only	 considered	 loci	 that	 showed	 DNA	methylation	 and	 chromatin	
accessibility	changes	in	the	TKO	cell	lines	of	at	least	10%	and	5%,	respectively.”	(Kreibich	et	al.,	2023)	

4.2.17 | Enhancer-Gene associations and GO terms 

“Genomic	Regions	Enrichment	of	Annotations	Tool	 (GREAT,	4.0.4)	 (McLean	et	 al.,	 2010)	was	used	
through	the	R	package	rGREAT	(Gu,	2021)	to	perform	enhancer-gene	associations	and	Gene	Ontology	
(GO)	term	analysis.	For	this,	sites	with	negative	5mC-CA	association	in	each	cell	line	were	used	as	an	
input.	The	rest	of	the	genome	was	used	as	background	region	and	USCS	mm10	as	reference	genome.	
The	model	“Basal	plus	extension”	was	applied	with	5	kb	upstream	and	1	kb	downstream	for	proximal,	
and	 1000	 kb	 for	 distal.	 Curated	 regulatory	 domains	 were	 included.	 The	 GO	 Biological	 Process	
enrichment	 tables	 were	 extracted	 and	 filtered	 for	 a	 fold	 enrichment	 of	 the	 binominal	 test	

(Binom_Fold_Enrichment)	 of	 ³	 2.	 The	 top	 7	 processes	 were	 selected	 for	 plotting,	 based	 on	 their	
Bonferroni	corrected	p-value	of	 the	binominal	 test	(Binom_Adjp_BH).	To	focus	on	cell-type-specific	
sites,	I	only	considered	sites	with	a	negative	5mC-CA	association	in	a	single	cell	type	(ES	cells	were	
used	as	comparison	for	all	somatic	cell	lines;	NPs	were	used	as	comparison	for	ES	cells).”	(Kreibich	et	
al.,	2023)	

4.2.18 | Defining cell-type specificity  

“To	define	whether	sites	with	negative	5mC-CA	association	are	cell-type	specific,	a	k-means	clustering	
of	the	log2	common	odds	ratio	from	the	Cochran-Mantel-Haenszel	performed	in	each	of	the	four	cell	
lines	(ES,	NP,	MEL,	C2C12)	was	applied	with	k	=	5.	In	order	to	include	loci	gaining	DNA	methylation	
from	one	cell	type	to	the	other,	I	used	an	average	DNA	methylation	cut-off	of	5-85%	for	the	Cochran-
Mantel-Haenszel	test.	A	heatmap	of	the	k-means	clustered	log2	common	odds	ratios	was	plotted	using	
the	function	Heatmap	of	the	R	package	ComplexHeatmap	(Gu	et	al.,	2016).”	(Kreibich	et	al.,	2023)	

4.2.19 | Motif enrichment analysis 

“Motif	 enrichment	 analysis	 of	 cell-type-specific	 enhancers	 with	 negative	 5mC-CA	 association	 was	
performed	using	Hypergeometric	Optimization	of	Motif	 EnRichment	 (HOMER,	 v4.11)	 (Heinz	 et	 al.,	
2010)	with	a	window	size	of	101	bp	around	tested	CpGs,	USCS	mm10	as	reference	genome,	and	using	
the	repeat-masked	sequence.	Z-score	of	the	-log	p-value	of	known	motifs	was	calculated	for	each	group	
and	top	20	motifs	of	each	group	were	selected	for	plotting.	Motifs	were	hierarchical	clustered	and	the	
z-score	of	the	-log	p-value	and	the	enrichment	(“%	of	Target	Sequences	with	Motif”)	were	plotted.	The	
same	definition	of	cell-type-specific	sites	with	negative	5mC-CA	association	was	used	as	for	the	GREAT	
analysis.”	(Kreibich	et	al.,	2023)	

4.2.20 | SMF – Quantification of 5mC-TF association 

“To	identify	transcription	factor	(TF)	binding	states,	a	30	bp	bin	was	created	centered	on	a	curated	list	
of	transcription	factor	binding	sites	(TFBS)	from	the	JASPAR	database	(2018)	(Khan	et	al.,	2018)	for	
Mus	Musculus	USCS	mm10	reference	genome,	and	two	10	bp	bins	10	bp	up-	and	downstream	of	the	
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center	bin.	To	ensure	to	have	only	single	instances	of	each	genomic	location	of	a	TFBS,	the	TFBS	were	
annotated	with	 a	 published	 list	 of	 TFBS	motif	 clusters	 (Glaser	 et	 al.,	 2021;	Khan	 et	 al.,	 2018)	 and	
redundant	TFBS	were	removed.	The	identity	of	the	TFs	creating	the	footprints	were	inferred	by	the	
presence	of	a	binding	motif	and	ChIP-seq	signal	 for	 that	TF	at	 the	 locus	 (Kleinendorst	et	al.,	2021;	
Sönmezer	et	al.,	2021).	
We	only	analysed	TFBS	that	had	a	least	one	CpG	within	the	30	bp	bin	centered	around	the	motif.	The	
mean	GpC	methylation	of	each	molecule	was	calculated	in	each	of	the	three	bins	for	every	considered	
TFBS,	which	was	then	used	to	classify	each	molecule	into	a	TF	bound,	nucleosome	bound	or	accessible	
fraction	and	to	define	 the	TF	binding	 frequency	as	previously	described	 (Kleinendorst	et	al.,	2021;	
Sönmezer	 et	 al.,	 2021).	 The	 analysis	 was	 focused	 on	 sites	 that	 are	 bound	 by	 the	 TF	 (>5%	 of	 the	
molecules)	and	have	an	average	CpG	methylation	level	of	10-80%.	To	test	for	a	significant	difference	
in	 the	DNA	methylation	between	the	TF	bound	and	nucleosome	bound	fraction,	a	Cochran-Mantel-
Haenszel	test	was	performed	including	a	pseudo-count	of	1	and	applying	a	continuity	correction.	We	
only	considered	TFBS	that	were	covered	in	at	least	2	out	of	3	biological	replicates	and	had	a	30-fold	
coverage.	The	common	odds	ratio	(COR)	and	p-value	of	the	Cochran-Mantel-Haenszel	test	were	used	
to	discriminate	sites	without	association	from	those	with	a	negative	5mC-TF	association	(COR	£	0.5	

and	p-value	<	0.05)	or	positive	(COR	³	2.0	and	p-value	<	0.05).	For	subsequent	analyses,	only	“soft	

criteria”	(only	the	COR)	were	used	define	sites	with	negative	5mC-TF	association	(COR	<	0.5)	from	
sites	without	an	association	(COR	>	0.5).	These	are	marked	with	a	(*)star	in	text	and	figures.”	(Kreibich	
et	al.,	2023)	

4.2.21 | SMF – state frequencies and TFBS methylation 

“Binding	state	 frequencies	were	calculated	as	means	of	all	 replicates.	The	CpG	methylation	of	each	
TFBS	 and	 of	 the	 binding	 state	 fractions	 of	 each	 TFBS	 were	 calculated	 as	 weighted	 means	 of	 all	
replicates	using	the	coverage	as	a	weighing	value.”	(Kreibich	et	al.,	2023)	

4.2.22 | Comparison CTCF ChIP-bis vs SMF  

“For	all	CTCF	sites	covered	by	SMF,	I	separated	the	nucleosome	bound	fraction	of	the	reads	and	the	TF	
bound	fraction	of	the	reads.	We	collected	the	average	DNA	methylation	in	each	of	the	fractions	and	
calculated	the	difference	between	the	fractions.	For	the	same	binding	sites,	I	collected	the	average	DNA	
methylation	in	the	input	fraction	(WGBS	data	(Stadler	et	al.,	2011))	and	in	the	CTCF	bound	fraction	
(ChIP-bis	(Feldmann	et	al.,	2013))	and	calculated	the	methylation	difference	between	the	fractions.	We	
applied	 a	minimal	 coverage	 of	 >9	 reads	 to	 calculate	 the	 average	methylation.	 The	 delta-delta	 plot	
shows	 the	 comparison	 of	 the	 methylation	 difference	 between	 the	 TF	 bound/nucleosome	 bound	
fractions	as	measured	by	SMF	or	ChIP-bis.”	(Kreibich	et	al.,	2023)	

4.2.23 | ChIP-seq analysis – CTCF and Max-Myc 

“Myc	ChIP-seq	datasets	(Chronis	et	al.,	2017;	Das	et	al.,	2014;	Mor	et	al.,	2018)	were	merged.	Reads	of	
ChIP-seq	data	 (CTCF	ChIP	data	 (Stadler	 et	 al.,	 2011),	 and	merged	Myc	ChIP-seq	data)	 at	 a	 500	bp	
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window	surrounding	unique	CTCF	or	Max-Myc	binding	sites	were	counted	using	the	qCount	function	
from	QuasR	(Gaidatzis	et	al.,	2015).	Read	counts	were	normalized	by	the	total	amounts	of	reads	and	
the	log2	of	the	counts	per	million	(cpm)	was	plotted	for	all	binding	sites	and	sites	categorized	by	their	
5mC-TF	association	as	violin	box	plots.	For	the	comparison	between	WT	and	TET	TKO,	ChIP	signal	Myc	
ChIP	data	(Yin	et	al.,	2017)	from	WT	and	TET	TKO	ES	cells	quantified	as	described	above,	the	delta	was	
quantified	 and	plotted	 against	 the	 delta	 in	DNA	methylation	 (measured	 by	 SMF).”	 (Kreibich	 et	 al.,	
2023)	

4.2.24 | Motif analysis CTCF and Max-Myc 

“For	each	unique	TFBS	covered	by	SMF	with	no	or	a	negative	5mC-TF	association,	I	extracted	the	DNA	
sequences	of	the	motifs.	We	then	calculated	the	frequency	of	having	a	CpG	at	each	of	the	motif	positions	
in	 each	 category.	 We	 compared	 the	 CpG	 frequency	 for	 all	 motifs	 for	 which	 there	 are	 at	 least	 10	
instances	in	both	categories.	To	detect	enrichments	of	CpGs	at	specific	motif	positions,	I	plotted	the	
frequency	of	motifs	having	a	motif	at	each	position.”	(Kreibich	et	al.,	2023)	

4.2.25 | SMF – Change of TF binding upon perturbations 

“The	difference	 in	binding	 state	 fraction	 size	 (log2	 fold	 change)	between	wild	 type	 (WT)	 and	TET	
triple-knockout	(TET	TKO)	ES	5mC-TF	association	in	WT	ES	cells.	To	focus	on	sites	where	a	potential	
change	in	TF	binding	could	be	correlated	with	a	change	in	DNA	methylation,	only	those	TFBS	were	
considered	that	showed	an	 increase	 in	DNA	methylation	of	at	 least	30%	from	WT	to	TET	TKOs.	 In	
Figure	24A,	 the	 log2	 fold	 change	of	all	binding	 state	 fractions	 is	plotted	as	violin	box	plots	and	an	
unpaired	Wilcoxon	 rank	 test	 was	 applied	 using	 the	 stats_compare_means	 function	 of	 the	 ggpubr	
package	with	sites	without	5mC-TF	association	as	reference	group.	In	Figures	R15B-C,	the	log2	fold	
change	of	the	TF	bound	fraction	of	the	sites	with	negative	5mC-TF	association	is	plotted	as	a	function	
of	the	change	in	DNA	methylation	of	the	TFBS	from	WT	to	TET	TKOs.”	(Kreibich	et	al.,	2023)	

4.2.26 | CUT&RUN – Correlation plots 

Using	the	CUT&RUN	data	bam	files,	read	count	was	performed	at	sites	of	interest	(for	CTCF:	500	bp	
window	centered	at	bound	CTCF	sites;	for	histone	modifications:	10	kb	window	at	transcriptional	start	
sites	[TSS])	using	the	qCount	function	from	QuasR	(Gaidatzis	et	al.,	2015).	Log2	of	read	counts	(plus	
pseudo	count	of	1)	was	plotted	as	a	smoothed	density	scatter	plot	comparing	individual	samples	and	
the	Pearson	correlation	was	calculated.	

4.2.27 | CUT&RUN – Heatmaps 

Bigwig	files	of	publicly	available	ChIP	data	(CTCF	((Stadler	et	al.,	2011),	H3K27me3	(Liu	and	Kraus,	
2017),	 H3K27ac	 (Shen	 et	 al.,	 2012))	 and	 CUT&RUN	 data	 (CTCF	 (Hainer	 et	 al.,	 2019),	 H3K27me3	
(Gretarsson	and	Hackett,	2020;	Hainer	et	al.,	2019),	H3K27ac	(Hainer	et	al.,	2019))	and	self-produced	
CUT&RUN	and	CnR-SMF	data	were	loaded.	
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For	 CTCF,	 the	 signal	 scores	 in	 a	 window	 of	 1	 kb	 surrounding	 the	 top	 20,000	 CTCF	 bound	 sites	
(according	 to	 ChIP	 data)	 were	 plotted.	 For	 H3K27me3,	 the	 signal	 scores	 in	 a	 window	 of	 16	 kb	
surrounding	 the	 top	 10,000	 H3K27me3	 peaks	 at	 TSS	 (according	 to	 ChIP	 data)	 were	 plotted.	 For	
H3K27ac,	the	signal	scores	in	a	window	of	10	kb	surrounding	the	top	10,000	H3K27ac	peaks	at	TSS	
(according	 to	 ChIP	 data)	 were	 plotted.	 Heatmap	 plotting	 was	 done	 using	 the	 R	 package	
EnrichedHeatmap	AAA	with	50	bp	windows	and	smoothing.	

4.2.28 | CUT&RUN – Signal to noise ratio 

To	calculate	the	signal	to	noise	ratio,	signal	was	counted	at	the	top	sites	(according	to	ChIP-seq	data)	
and	at	random	intergenic	regions	annotated	by	chromHMM,	averaged	and	divided.	For	CTCF,	the	top	
5,000	CTCF	bound	sites	were	used	with	a	window	of	500	bp.	For	H3K27me3	and	H3K27ac,	the	top	
5,000	TSS	sites	with	the	strongest	peaks	were	used	with	a	window	of	5	kb.		

4.2.29 | Statistical analysis and reproducibility 

“For	SMF,	replicate	information	of	at	least	two	(three	for	WT	ES	and	DNMT	TKO	ES)	replicates	were	
used	for	each	cell	line.	
All	statistical	analyses	were	performed	using	R	software	and	are	described	in	the	figure	legends	and	
methods	section.		
Violin	box	plots	were	plotted	by	the	R	package	ggplot2	with	arguments	outlier.alpha	=	0	and	coef	=	0.	
The	upper	and	 lower	boundaries	of	 the	box	plot	 represent	 the	25th	and	 the	75th	percentiles.	The	
central	 line	 represents	 the	 median.	 P-values	 for	 in	 violin	 box	 plots	 were	 calculated	 by	 unpaired	

Wilcoxon	rank	test	using	the	R	package	ggpubr	and	stars	used	to	depict	significance	(ns:	p	>	0.05,	*p	£	

0.05,	**p	£	0.01,	***p	£	0.001,	****p	£	0.0001).		
Pearson	correlation	coefficients	were	calculated	using	the	R	package	corrr	(Kuhn	et	al.,	2022)	with	the	
option	pairwise.complete.obs,	 and	a	 linear	 regression	 line	was	plotted	with	 the	R	package	ggplot2	
using	method	=	“lm”.	
The	Cochran-Mantel-Haenszel	test	was	performed	under	the	criteria	that	the	region	of	interest	was	
covered	by	at	least	two	replicates	with	a	mean	coverage	of	30	reads.	A	pseudo-count	of	1	was	added	
to	all	possible	states	and	the	test	was	performed	with	a	continuity	correction.	
SMF	 single	 locus	 plots	 were	 plotted	 through	 ggplot2	 and	 using	 the	 functions	 of	 the	
SingleMoleculeFootprinting	(Kleinendorst	et	al.,	2021)	R	package	as	basis	adapted	to	the	needs	of	this	
study.	”	(Kreibich	et	al.,	2023)	
	
	 	



	 99	

4.3 | Materials 

4.3.1 | Reagents and kits 

Table	2:	Reagents	and	commercial	kits	used	in	different	experiments	

Experiment Reagent/ Commercial Kits Source Identifier 
Cell culture Dulbecco’s Modified Eagle Medium (DMEM), 

high glucose  
Gibco Cat#41965039 

FBS Embryomax  Millipore Cat#ES-009-B 
L-glutamine Gibco Cat#A2916801 
Leukemia inhibitory factor (LIF) prepared in house N/A 
MEM Non-Essential Amino Acids Solution 
(100×) 

Gibco Cat#11140050 

2-Mercaptoethanol  Merck Cat#M6250 
Sodium pyruvate Gibco Cat#11360070 
Trypsin-EDTA (0.25%)  Gibco Cat#25200056 
Gelatin  Sigma Cat#G-1890 

SMF GpC Methyltransferase (M.CviPI) NEB Cat#M0227 
KAPA HiFi HotStart Uracil+ Kit  Roche  Cat#KK2802 
Chloroform  Sigma  Cat# 366919  
IGEPAL CA-630 Sigma Cat# I8896 
Magnesium chloride (MgCl2) Sigma Cat# M8266 

Phenol equilibrated, 
stabilized:chloroform:isoamyl alcohol 25: 24: 1  

PanReac 
AppliChem 

Cat# A0889 

Proteinase K Sigma Cat#124568  
RNase A, DNase- and protease-free Sigma Cat# R6513 
S-adenosylmethionine (SAM) NEB Cat#86867-01-8 
Sodium chloride (NaCl) Sigma Cat#S7653 
Sodium dodecyl sulfate solution (10%) Sigma Cat#71736 
Sucrose Ultrapure MB grade Sigma Cat#1.08421 
Titriplex III (EDTA disodium salt dihydrate) Sigma Cat#T1503 
Trizma base  Sigma Cat#T1503 
2-propanol  Sigma Cat# I9516 
EZ DNA Methylation-Gold Kit  Zymo Research Cat#D5005 
SureSelectXT Mouse Methyl-Seq Capture 
Library 

Agilent Cat#931052 

SureSelectXT Methyl-Seq Reagent Kit Agilent Cat#G9651A 
NEBNext Ultra II DNA Library Prep Kit for 
Illumina  

NEB Cat#E7645L 

NEBNext Multiplex Oligos for Illumina  NEB Cat#E7335L 
PRO-seq Biotin-11-UTP PerkinElmer Cat#NEL544001EA 

Biotin-11-CTP PerkinElmer Cat#NEL542001EA 
GTP Roche Cat#11277057001 
ATP Roche Cat#11277057001 
Streptavidin M280 beads Invitrogen Cat#112.06D 
GlycoBlue Invitrogen Cat#AM9515 
SUPERase•In™ RNase Inhibitor Invitrogen Cat#AM2694 
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T4 RNA ligase I NEB Cat#M0204 
RNA 5ʹ pyrophosphohydrolase (RppH) NEB Cat#M0356S 
ThermoPol Reaction Buffer  NEB Cat#B9004S 
T4 polynucleotide kinase (PNK) NEB Cat#M0201 
Superscript IV reverse transcriptase Invitrogen Cat#18090010 
Phusion polymerase NEB Cat#M0530 
Quick-RNA Miniprep Kit Zymo Research Cat#R1054 

CUT&RUN Calcium chloride (CaCl2) Merck Cat#C1016 
cOmplete™, Mini, EDTA-free Protease-Inhibitor-
Cocktail 

Merck Cat#11836170001 

Concanavalin A coated magnetic beads  BioMag Plus Cat#86057 
EDTA Carl Roth Cat#K714 
EGTA Sigma Cat#E3889-25g 
Mangan chloride (MnCl2) Merck Cat#244580 
Magnesium chloride (MgCl2) Sigma Cat# M8266  
Nonidet P 40 substitute (NP-40) Sigma Cat#74385-1l 
RNase A, DNase- and protease-free Sigma Cat# R6513 
Spermidine  Cat# 
Sodium chloride (NaCl) Sigma Cat#S7653 
Sodium dodecyl sulfate solution (10%) Sigma Cat#71736 
TritonX-100 Merck Cat#T8787 
pA-MNase fusion (0.5 mg/ml) Produced in house  
EZ DNA Methylation-Gold Kit  Zymo Research Cat#D5005 
KAPA HiFi HotStart Uracil+ Kit  Roche  Cat#KK2802 
NEBNext Ultra II DNA Library Prep Kit for 
Illumina  

NEB Cat#E7645L 

NEBNext Multiplex Oligos for Illumina  NEB Cat#E7335L 
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4.3.2 | Equipment 

• Bioanalyzer	2100	instrument	(Agilent,	Cat#G2939BA)	
• Bioanalyzer	DNA	1000	Kit	(Agilent,	Cat#5067-1504)	
• Bioanalyzer	High	Sensitivity	DNA	Kit	(Agilent,	Cat#5067-4627)	
• Centrifuge,	refrigerated,	with	fixed-angle	rotor	(Eppendorf,	Model#5427R)		
• Centrifuge	with	fixed-angle	rotor	(Eppendorf,	Model	#5425)	
• Centrifuge	with	swinging	bucket	(Eppendorf,	Model	#5810R)	
• Heater	block	with	wells	for	1.5	ml	tubes	(Thermo)	
• Magnetic	rack	for	PCR	tubes	
• Magnetic	rack	for	1.5	ml	tubes;	Dynamag	(Thermo,	Cat#12321D)	
• Microcentrifuge	(Roth)	
• MicroTUBE	holder	(Covaris,	Cat#500114)	
• 1.5	ml	microcentrifuge	tubes	(Eppendorf,	Cat#22-282)	
• 1.5	ml	microcentrifuge	safe-lock	tubes	(Eppendorf,	Cat#30120086)	
• 1.5	ml	microcentrifuge	DNA	LoBind	tubes	(Eppendorf,	Cat#30108051)	
• 0.2	ml	PCR	tubes	(Eppendorf,	Cat#30124359)	
• Snap-Cap	microTUBEs	(Covaris,	Cat#520045)	
• S-series	focused	ultrasonicator	(Covaris,	S2	model)	
• Thermal	cycler	(Biorad,	C1000	touch,	Cat#1851148/1851196)	
• Vacuum	concentrator	(Eppendorf)		
• Vortex	mixer	(Vortex	Genie;	VWR)	
• Water	baths	(VWR)	

	
	

4.3.3 | Cell lines 

Table	3:	Cell	lines	used	

Cell line Reference Identifier 
Mouse ES159 embryonic stem cells 
(129, male) - WT 

Stadler et al., 2011 https://web.expasy.org/ 
cellosaurus/CVCL_IT51 

Mouse ES159 embryonic stem cells 
(129, male) - DNMT TKO 

Domcke et al., 2015 N/A 

Mouse ES159 embryonic stem cells 
(129, male) - TET TKO 

Ginno et al., 2020 N/A 

Mouse ES F1 hybrid cells (129/CAST) Giorgetti et al., 2016 N/A 
Mouse myoblast cells (C2C12) Moritz Mall N/A 
Mouse erythroleukemia cells (MEL) DSMZ ACC501 
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4.3.4 | Antibodies 

Table	4:	Antibodies	used	for	CUT&RUN	

Target Characteristics Provider Catalogue number 
CTCF rabbit, polyclonal Millipore Cat#07-729-25U 
H3K27ac rabbit, polyclonal Abcam Cat#ab4729 
H3K27me3  rabbit, monoclonal Cell signaling Cat#9733 
Mouse IgG rabbit, polyclonal Abcam Cat#ab2046540 
	

4.3.5 | Oligos 

Table	5:	Oligos	used	in	PRO-seq	

Name Sequence 
Oligos for PRO-seq - VRA3 GAUCGUCGGACUGUAGAACUCUGAAC- /inverted dT/ 
Oligos for PRO-seq - VRA5 CCUUGGCACCCGAGAAUUCCA 
Oligos for PRO-seq - RP1 AATGATACGGCGACCACCGAGATCTACACGT TCAGAGTTCTACAGTCCGA 
Oligos for PRO-seq - RPI-n CAAGCAGAAGACGGCATACGAGAT NNNNNN GTGACTGGAGTT 

CCTTGGCACCCGAGAATTCCA 
	

4.3.6 | Data sets 

Table	6:	Publicly	available	data	sets	used	

Data set Reference Accession number 
ChIP Myc mESC WT Chronis et al., 2017; 

Das et al., 2014; 
Mor et al., 2018 

GSM1059010; 
GSM2417145; 
GSM2739921 

ChIP CTCF mESC WT Stadler et al., 2011 GSM747534;  
GSM747535; 
GSM747536 

ChIP H3K4me1 mESC WT Stadler et al., 2011 GSM747542 
ChIP H3K4me3 mESC WT Shen et al., 2012 GSM723017 
ChIP H3K27Ac mESC WT Shen et al., 2012 GSM851278 
ChIP H3K27me3 mESC WT Liu and Kraus, 2017 GSM1910634 
ChIP-bis CTCF mESC WT Feldmann et al., 2013 GSM978373; GSM1230236 
ChIP Myc mESC WT  Yin et al., 2017 ERX1965640; ERX1965641 
ChIP Myc mESC TET TKO Yin et al., 2017 ERX1965638; ERX1965639 
CUT&RUN CTCF mESC Hainer et al., 2019 GSM3416698; GSM3022414 
CUT&RUN H3K27ac mESC Hainer et al., 2019 GSM3416722; GSM3022440 
CUT&RUN H3K27me3 mESC Hainer et al., 2019; 

Gretarsson and Hackett, 2020 
GSM3022438; GSM3416720; 
GSM4407939 

DNase-seq mESC WT Domcke et al., 2015 GSM1657364 
DHS peaks mESC WT ENCODE GSM1014154 
hMeDIP-seq mESC WT Xu et al., 2011 GSM706674 
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MNase-Seq mESC WT Barisic et al., 2019 GSM3058339; GSM3058340 
RNA-seq mESC WT Domcke et al., 2015 GSM1657368; GSM1657369;  

GSM1657370 
RNA-seq mESC DNMT TKO Domcke et al., 2015 GSM1657371; GSM1657372; 

GSM1657373 
RNA-seq mESC WT Huang et al., 2021 GSM3602183; GSM3602184; 

GSM3602185; GSM3602186; 
GSM3602187; GSM3602188 

RNA-seq mESC TET TKO Huang et al., 2021 GSM3602201; GSM3602202; 
GSM3602203 

SMF mESC WT Sönmezer et al., 2021 E-MTAB-9123 
SMF mESC DNMT TKO Sönmezer et al., 2021 E-MTAB-9123 
SMF M.CviPI treated lambda DNA Kleinendorst et al., 2021 E-MTAB-10815 
WGBS mESC WT Stadler et al., 2011 GSM748786 
ChromHMM states for mESC WT Pintacuda et al., 2017 https://github.com/guifengwei/C

hromHMM_mESC_mm10 
JASPAR database (2018) Khan et al., 2018 https://jaspar.genereg.net 
Mouse Imprinting Control 
Regions (ICRs) - manually curated 

Xie et al., 2012 N/A 

TFBS motif clusters  Glaser et al., 2021; Khan et al., 
2018 

N/A 

	
	
	
Table	7:	Data	sets	produced	in	this	study	deposited	at	open	data	repositories	

Data set Repository Accession number 
SMF mESC WT NO R5 and R6 ArrayExpress E-MTAB-11700 
SMF mESC DNMT TKO DE R5 and R6 ArrayExpress E-MTAB-11700 
SMF mESC TETTKO NO R1 and R2 ArrayExpress E-MTAB-11700 
SMF C2C12 NO R1 and R2 ArrayExpress E-MTAB-11700 
SMF MEL NO R1 and R2 ArrayExpress E-MTAB-11700 
SMF NP NO R1 and R2 ArrayExpress E-MTAB-11700 
SMF F1 (129/CAST) NO R1 and R2 ArrayExpress E-MTAB-11700 
PRO-seq mESC WT R1, R2 and R3 ArrayExpress E-MTAB-12601 
PRO-seq mESC DNMT TKO R1, R2 and R3 ArrayExpress E-MTAB-12601 
PRO-seq mESC TET TKO R1, R2 and R3 ArrayExpress E-MTAB-12601 
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4.3.7 | Software and Packages 

Table	8:	Software	and	packages	used	for	data	analysis	

Name Reference Deposition 
Original R scripts for the analyses 
of this study 

This study 10.5281/zenodo.7534802 

R scripts to call methylation of 
single molecules  

Soenmezer et al., 2021 https://github.com/Krebslabrep/Soenm
ezer_2020_SMF/ 

R-4.1.0, or higher  https://www.r-project.org 
ComplexHeatmap (R package) Gu et al., 2016 10.1093/bioinformatics/btw313 
corrr (R package) Kuhn et al., 2022 https://corrr.tidymodels.org/index.html 
DESeq2 (v1.30.1) (R package) Love et al., 2014 10.18129/B9.bioc.DESeq2  
EnrichedHeatmap (R package) Gu et al., 2018 10.18129/B9.bioc.EnrichedHeatmap  
QuasR (R package) Gaidatzis et al., 2015 https://www.bioconductor.org/packages

/release/bioc/html/QuasR.html 
rGREAT (R package) Gu, 2021 10.18129/B9.bioc.rGREAT  
SingleMoleculeFootprinting (R 
package) 

Kleinendorst et al., 2021 10.18129/B9.bioc.SingleMoleculeFootpri
nting  

Tidyverse (R package) Wickam et al., 2019 https://tidyverse.tidyverse.org/index.ht
ml 

Bowtie Langmead et al., 2009 https://bowtie-
bio.sourceforge.net/index.shtml 

deepTools Ramírez et al., 2016 https://deeptools.readthedocs.io/en/de
velop/ 

Galaxy platform Afgan et al., 2018 https://usegalaxy.org 
Genomic Regions Enrichment of 
Annotations Tool (GREAT, 4.0.4) 

McLean et al., 2010 http://great.stanford.edu/public/html/ 

Hypergeometric Optimization of 
Motif EnRichment (HOMER, v4.11) 

Heinz et al., 2010 http://homer.ucsd.edu/homer/ 

nf-core/rnaseq pipeline (v3.4) Patel et al., 2022 https://nf-co.re/rnaseq 
nf-core/chipseq pipeline (v2.0) Ewels et al., 2020 https://nf-co.re/chipseq 
Picard (2.15.0) Broad Institute, 2019 https://broadinstitute.github.io/picard/ 
Trim Galore! (v0.6.3) Krueger et al., 2021 https://www.bioinformatics.babraham.a

c.uk/projects/trim_galore/ 
Trimmomatic (0.36) Bolger et al., 2014 https://github.com/usadellab/Trimmom

atic 
TxDb.Mmusculus.UCSC.mm10.kno
wnGene 

Team BC and Maintainer 
BP, 2019 

10.18129/B9.bioc.TxDb.Mmusculus.UCS
C.mm10.knownGene 
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