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Abstract

Instance segmentation is an important task in many domains of automatic image processing,
such as self-driving cars, robotics and microscopy data analysis. Recently, deep learning-
based algorithms have brought image segmentation close to human performance. However,
most existing models rely on dense groundtruth labels for training, which are expensive, time
consuming and often require experienced annotators to perform the labeling. Besides the
annotation burden, training complex high-capacity neural networks depends upon non-trivial
expertise in the choice and tuning of hyperparameters, making the adoption of these models
challenging for researchers in other fields.

The aim of this work is twofold. The first is to make the deep learning segmentation
methods accessible to non-specialist. The second is to address the dense annotation problem by
developing instance segmentation methods trainable with limited groundtruth data. In the first
part of this thesis, I bring state-of-the-art instance segmentation methods closer to non-experts
by developing PlantSeg: a pipeline for volumetric segmentation of light microscopy images of
biological tissues into cells. PlantSeg comes with a large repository of pre-trained models and
delivers highly accurate results on a variety of samples and image modalities. We exemplify
its usefulness to answer biological questions in several collaborative research projects. In the
second part, I tackle the dense annotation bottleneck by introducing SPOCO, an instance
segmentation method, which can be trained from just a few annotated objects. It demonstrates
strong segmentation performance on challenging natural and biological benchmark datasets at
a very reduced manual annotation cost and delivers state-of-the-art results on the CVPPP [100]
benchmark.

In summary, my contributions enable training of instance segmentation models with limited
amounts of labeled data and make these methods more accessible for non-experts, speeding up
the process of quantitative data analysis.



Zusammenfassung

Die Instanzsegmentierung ist eine wichtige Aufgabe in vielen Bereichen der automatischen Bil-
danalyse, etwa bei selbstfahrenden Autos, in der Robotik und bei der Analyse von Mikroskopie
Datensitzen. In jlingster Zeit haben Algorithmen, die auf Deep Learning basieren, die Bild-
segmentierung in die Nihe menschlicher Leistung gebracht. Die meisten der bestehenden
Modelle sind jedoch auf vollstandig annotierte Grundwahrheit fiir das Training angewiesen,
deren Erstellung teuer und zeitaufwendig ist und haufig nicht ohne Expert*innenwissen zu
leisten ist. Abgesehen dieser hohen Annotationskosten erfordert das Training komplexer neu-
ronaler Netze mit hoher Kapazitit spezielle Fachkenntnisse bei der Wahl und Einstellung
von Hyperparametern, was die Anwendung dieser Modelle fiir Forscher*innen aus anderen
Bereichen zu einer Herausforderung macht.

Diese Arbeit hat zwei Ziele. Erstens sollen die Deep-Learning-Segmentierungsmethoden
auch fachfremden Nutzern zuginglich gemacht werden. Zweitens soll das Problem der Er-
fordernis von vollstindig annotierter Grundwahrheit durch die Entwicklung von Instanzseg-
mentierungsmethoden angegangen werden, die mit begrenzten Grunddaten trainiert werden
konnen. Der erste Teil beschreibt die Entwicklung des Programms Plantseg, das Nicht-Experten
modernste Instanzsegmentierungsmethoden zugédnglich macht. Plantseg implementiert eine
Pipeline zur volumetrischen Segmentierung von lichtmikroskopischen Bildern biologischer
Gewebe in Zellen. Es ermoglicht die Anwendung einer Vielzahl an vortrainierten Modellen und
liefert hochprézise Ergebnisse bei einer Vielzahl von verschiedenen mikroskopischen Proben
und Bildmodalititen. Der Nutzen fiir die Beantwortung biologischer Fragen wird am Beispiel
mehrerer gemeinschaftlicher Forschungsprojekte veranschaulicht. Im zweiten Teil wird eine
Losung zum Problem der vollstindig annotierten Grundwahrheit vorgestellt: SPOCO, eine
Methode zur Instanzsegmentierung, die mit nur wenigen annotierten Objekten trainiert werden
kann. SPOCO zeigt eine starke Segmentierungsleistung auf anspruchsvollen natiirlichen und
biologischen Benchmark-Datensétzen bei sehr geringen manuellen Annotationskosten und
liefert Spitzenergebnisse auf dem CVPPP [100] Benchmark.

Zusammenfassend ermoglichen die hier vorgestellten Beitrige das Training von Instanzseg-
mentierungsmodellen mit einer begrenzten annotierten Grundwahrheit und machen diese
Methoden fiir Nicht-Experten zugénglich. Dadurch wird letztlich der Prozess der quantitativen
Datenanalyse beschleunigt.
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1 Introduction

The goal of computer vision is to interpret the content of digital images and videos in a way
similar to the human visual system. One of the key task required to automate understanding of
complex visual environment is instance segmentation. It is a type of image segmentation tech-
nique that delineates individual objects within an image and assigns them different categories
as a function of their appearance. Instance segmentation is very challenging due to diverse
shape patterns, obscured boundaries between objects and variable number of instances in an
image. Also, in contrast to object detection, each instance cannot simply be described by a
bounding box, but has to be represented by a pixel-wise mask.

Instance-level segmentation has a wide range of applications in various fields, from robotics
and autonomous driving, where it can be used to identify objects within the environment for
tasks such as grasping, navigation and obstacle avoidance [144, 149], to medical imaging,
where segmentation and identification of different cell types is helpful in diagnosing a variety
of diseases [91, 107]. Biological imaging provides a particularly large set of use cases for
the instance segmentation task, with imaging modalities ranging from natural photographs
for phenotyping [100] to electron microscopy for analysis of cellular ultrastructure [146]. For
instance, modern microscopy captures terabytes of high-resolution volumetric images of plants
and animals, and automatic segmentation of individual cells is needed to study the geometry
and interactions of individual cells within a tissue or organism. It provides valuable insights
into the organization and function of cells and tissues. By analyzing cell segmentation, we can
better understand the processes that drive development of living systems and identify potential
areas for further research. See Figure 1.1 for examples of instance segmentation tasks appearing
in urban scene understanding, developmental biology and plant phenotyping.
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Figure 1.1: Examples of instance segmentation problems explored in this thesis. (A) segmentation of
dynamic objects, such as people, cars, trucks, etc. in urban environment [30] (Section 3.4).
(B) segmentation of cells in a confocal volume of a developing plant ovule (Section 2.3):
(left) input signal, (middle) cell membranes predicted by a neural network, (right) segmented
cells. (C) cells segmented from a 3D light sheet microscopy image of an emerging lateral root
(Section 2.3): (left) 3D image of the primordium, (upper right) segmented primordial cells,
(lower right) sample cross section with input signal and segmentation. (D) segmentation of
individual leafs of a plant growing in a pot [100] (Section 3.4).

Within the last decade deep learning has achieved significant success in a variety of com-
puter vision tasks, including instance segmentation [26, 57, 80]. However, one of the major
bottlenecks of deep learning for segmentation is the need for large-scale densely annotated
images for neural network training. Collecting and annotating such datasets is very costly,
labor intensive and requires specialized software and tools. This task is especially difficult for
biomedical images which vary in imaging modalities and acquisition settings and necessitate
trained annotators who are capable of accurately identifying and labeling objects of interests.
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As an example, the groundtruth segmentation for the lateral root dataset shown in Figure 1.1
C took an expert biologist around 5 months to create. In addition, no large public data collec-
tions (e.g. ImageNet [32], Cityscapes [30]) are available for pre-training. Another obstacle
to widespread adoption of modern deep learning-based segmentation methods lies in their
accessibility. They are complex multi-step procedures, which involve training neural networks
and post-processing to convert the network outputs into final segmentation. Those techniques
require a high level of expertise and only a handful of software packages strive to make them
accessible to non-expert users in biology and medical sciences.

In this thesis, I address the problems of accessibility and annotation bottleneck of modern

instance segmentation methods. To this end, I have developed a user-friendly segmentation tool
for microscopy (Chapter 2). Initially developed for the electron microscopy connectomics, this
techique is aimed to segment 3D confocal and light-sheet microscopy images. I have performed
extensive ablation studies and took important design decisions, reducing the complexity for
the end users. Our package comes with a large number of convolutional neural networks,
pre-trained on multiple microscopy image domains, which can be used directly on novel
segmentation problems, shortening the path to scientific discovery. I also make the training of
2D and 3D segmentation networks more accessible by creating a popular software package for
this purpose (see Chapter 4).
I have also introduced a novel instance segmentation method, which does not require dense
labeling and can be trained from a small subset of annotated objects in the image (Chapter 3).
Our approach is general-purpose and can be applied to both natural and microscopy images. It
is particularly useful in 3D microscopy images which commonly contain hundreds of objects
of interests, such as cells, neurons or organelles or in medical imaging, where different patient
populations render dense groundtruth creation prohibitive. Our method can be used in those
challenging settings to produce high quality instance segmentation at a very reduced annotation
cost. I demonstrate the versatility of methods developed in this thesis in multiple collaborative
projects.

In the next section, I provide an more formal definition of the image segmentation prob-
lem and summarize two families of machine learning algorithms used to solve the instance
segmentation task. I use both techniques in this work.

13



1.1 Machine Learning for Image Segmentation

Image segmentation aims to group the pixels in the image into meaningful regions. There are
several types of this problem: semantic segmentation associates every pixel of an image with
a class label, e.g. {road, person, car, building, sky}. Here multiple objects of the same class
are considered a single region in the image. In contrast, instance segmentation distinguishes
between instances of the same class and assigns each pixel to a specific instance label, e.g.
{personl, person2, person3, ...} or background. Panoptic segmentation combines semantic
and instance segmentation. In this approach pixels belonging to countable objects such as
people, animals, cars, are assigned individual instance labels (e.g. {personl, person2, carl,
...}), whereas pixels belonging to regions of similar texture are given semantic labels (e.g.
{grass, sky, road}). Our main task of instance segmentation often requires solving semantic
segmentation first, therefore in the following, I provide a brief overview of modern techniques
used to solve both tasks.

State-of-the-art image segmentation methods are based on deep learning: a subfield of
machine learning which uses neural networks to learn representations of the input data, useful
to solve a given task. Those models are organized into layers of non-linear functions stacked
on top of each other. Each successive layer automatically learns increasingly meaningful
representations by being exposed to training data. Each layer is parameterized by its weights
and learning is the process of adjusting the weights, such that for a given input, the network’s
output is close to the expected target value. We measure the discrepancy between the network
prediction and the target value using a loss function, e.g. cross entropy. The value of the loss
function is being minimized by updating the weights using a combination of backpropagation
algorithm [50] and stochastic gradient descent [114] or its variants [71, 34, 87]. The weights
are being updated until a stop criterion is met.

Convolutional neural networks (CNNG5) is a class of model architectures commonly used for
computer vision applications. CNNs are composed of multiple convolutional layers, where each
layer learns local patters found in a small region of the input, e.g. 3 x 3 pixels for 2D images.
This spatially local processing reduces the number of learnable parameters and introduces
shift invariance. By stacking convolutional layers on top of each other, we increase the spatial
context of the network, also known as the receptive field. In contrast to image classification
networks which predict a class label per image, semantic segmentation networks have to predict
a label for each pixel in the image. For this purpose a fully convolutional network (FCN) [86]
was proposed. Modern semantic segmentation models have improved the FCN, by introducing
the encoder-decoder architecture with skip connections [113] and feature pyramids [82]. In
particular, the U-Net architecture [113, 21] has been highly successful in solving semantic
segmentation problems for microscopy and is used as a base model for methods presented in
this thesis.
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Semantic segmentation networks mentioned above require a fixed number of labels and use
loss functions which are not permutation invariant. Therefore those models cannot be directly
applied to instance segmentation, where instance labels are permutation invariant and vary in
numbers. Various multi-step pipeline have been proposed instead. Proposal-based methods [57,
55] such as Mask R-CNN are a popular choice for instance segmentation in natural images.
However, they have not been adopted for microscopy imaging due to difficulties segmenting
complex non-convex shapes and lack of pre-trained backbones. A well-known paradigm is
to start from the semantic segmentation of instance boundaries serving as a foreground class,
followed by graph partitioning methods. This technique have been used for natural images [72]
and is especially popular for microscopy [8, 46, 77, 106]. I present an overview of this method
in Section 1.1.1 and further in Chapter 2, where I use it for 3D microscopy segmentation. Other
approaches are based on embedding networks [38, 16] which learn pixel level representation
that can easily be clustered into instances with a simple post-processing step. I review those
methods in Section 1.1.2 and extend this technique in Chapter 3, where I introduce our weakly-
supervised instance segmentation.

1.1.1 Graph-based Instance Segmentation

One way to represent images, is in terms of a graph G = (V, E') with nodes V' and edges E.
One can choose a grid graph, where edges connect neighboring pixels, or a region adjacency
graph, where nodes correspond to “superpixels”, i.e. perceptually meaningful group of pixels,
and edges connect adjacent superpixels. The edge weight can be interpreted as the probability
of the adjacent nodes belonging to the same instance. Edge weights can be derived from the
node properties or given by the edge classifier. The instance segmentation is given by grouping
the nodes into instances based on the weights associated with the edges. Seeded watershed [31,
97, 96] and graph-based agglomeration [39, 45, 105] are two important examples of graph-
based segmentation methods. An important limitation of both watershed and agglomerative
clustering is that they can only work with positive (attractive) edge weights. As a consequence,
an additional stopping criteria, such as seed points for watershed or weight thresholds for
agglomerative methods are required to partition the graph. Finding these hyperparameters is
challenging task in itself, particularly for large graphs with unknown number of instances.
Other methods like Multicut [5, 72, 147, 1, 2] can use both positive and negative affinities and
can be formulated as a constrained optimization problem, removing the need for an auxiliary
stopping criterion. Formally, let y. = v, € {0,1} be a binary indicator variable for each
edge e = {u,v} € E. This variable specifies which edges are “cut”, i.e. y. = 1 if edge
e = {u, v} runs between two clusters and y. = 0 if the edge is within a single cluster. The
vectory € {0, 1}‘E lis called a Multicur. Let C be the set of all cycles of the graph G. The
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minimum Multicut is defined as

*= min w (1.1)
y ye{01)/El ; eYe
such that VC Ve € C: y, < Z Yer (1.2)

e’'eC\{e}

The constraints in Equation 1.2 force each cycle to have none or at least two cut edges. They
ensure that the set of cut edges is a valid partitioning. The Multicut is NP-hard in general, due
to the exponential number of constraints in Equation 1.2, however efficient approximate solvers
exist [7, 68, 69].

The methods presented in Chapter 2 use the seeded watershed to generate superpixels for
a region adjacency graph and a neural network to predict the edge weights. This graph is
partitioned using Multicut solvers or agglomerative clustering methods.

1.1.2 Embedding-based Instance Segmentation

An image can also be represented as a set of vectors at the pixel level. This is the main
idea behind embedding-based models for instance segmentation. These methods usually have
two stages. First, a vector representation is learned for each pixel, then based on the learned
representations, the pixels are grouped together using a clustering algorithm. Specifically, a
fully convolutional network f: R® — R maps each pixel into a D-dimensional vector space,
where pixels belonging to the same objects are close together in that space and pixels from
different objects are separated by a wide margin. The separation in the embedding space can be
achieved with a contrastive learning objective [38, 16]. Given the embedding vectors e, for
each pixel p, the authors of [38] use the following similarity measure between pixels p and q:

2
o(p.q) = (13)
1+ exp(|lep — eq”%)
and train the embedding network by minimizing the following loss:
1
L=-5 22 Mu=y 1080 ) + Lz, log(1 = o (p, q))] (1.4)
p,q€ES

where N is the number of pixels in the image and y,, is the instance label of pixel p. Since the
complexity of this loss is O(IN?) only a sub-set of pixels is used for computation.
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A more tractable loss, given in [16], consists of two main components illustrated in Fig-
ure 1.2. The pull force pulls together embeddings of pixels belonging to the same objects.
To counterbalance the pull force and prevent everything collapsing to a single cluster in the
embedding space, the push term pushes apart the centers of the clusters in the embedding space.
This can be express in the following way:

1 C 1 Ny
Lpun = 52?2 kg = eill, = 83 (1.5)
k=1 k =1
c C
Lpush = ZZ 260 — Ilpx — pullo)% (1.6)
k:1 =1
k£l
L = Lyt + ALpush (1.7)

where C' is the number of objects in the image, N the size of object k, J,, 64 are margin
hyperparameters and [z]; = maxz(0, z) is the rectifier function. After network convergence
the instance segmentation of a given image is generated by clustering the network outputs.
Mean-shift [28] and HDBSCAN [17] are commonly used for this task.

—p- PUIl Force JUPUEEETES

-~—P» Push Force

Figure 1.2: Schematic overview of the push and pull forces, the main components of the discriminative
loss from [16]. (Left) Input image and corresponding pixel embeddings predicted by the
FCN (embedding vectors are PCA-projected into RGB space for visualization). (Right)
The pull force pulls embeddings (blue and yellow dots) towards their corresponding cluster
centers, whereas the push force pushes cluster centers away from each other. Both forces are
are hinged: they are only active up to a certain distance denoted by the circles around the
cluster centers.
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Pixels embeddings described above are non-spatial, i.e. no notion of pixel coordinates is used
during training. Spatial awareness can be introduced by passing pixel coordinates to the network
[85] or by explicitly predicting foreground areas and, for pixels in those, the direction to the
object center [102, 26] or the distance to the object boundary [3]. Spatial embeddings require
more complex post-processing and have difficulties segmenting occluded and variable-sized
objects.

In this thesis, I use the formulation from [16] and show in Chapter 3 that it allows sampling
individual instances in the image in a differentiable way. This differentiable instance sampling
enables a loss function to be applied on individual instances and moves us closer towards
single-stage, end-to-end learning for instance segmentation. I use this sampling technique to
learn pixel embeddings with an additional self-supervised component and remove the dense
annotation requirement.

1.2 Contributions

In this thesis, I develop deep learning-based instance segmentation methods, which are less
demanding in terms of the amount of training data, and which are accessible to non-experts. I
deliver highly accurate results for both natural and microscopy imaging domains.

In Chapter 2, I introduce PlantSeg [142]: an easy to use tool for volumetric instance seg-
mentation of light microscopy data. Our pipeline is based on previous work done in electron
microscopy images of neural tissue, where a combination of a strong boundary predictor and
graph partitioning methods has been shown to outperform other methods. PlantSeg delivers
highly accurate results on a variety of samples and image modalities. It comes with large
number of pre-trained models which can be used out-of-the-box for solving novel segmentation
problems.

In Chapter 3, I give a detailed overview of SPOCO [141]: label-efficient, embedding-
based instance segmentation algorithm. Our formulation enables training the neural networks
with positive unlabeled supervision, a form of sparse labelling which allows for a more
diverse training set and is more natural for human annotator. Our method provides highly
accurate segmentation on challenging natural and microscopy dataset at a very reduced manual
annotation cost and delivers state-of-the-art results on the CVPPP [100] benchmark.

Techniques introduced in this work have been used to deliver high-quality segmentation in a
number of collaborative research projects. In Section 2.4, I highlight applications of PlantSeg
to problems in developmental biology and detection of virus specific antibodies. First, based
on PlantSeg’s pre-trained CNNs repository I developed a simple, iterative training procedure,
which minimized expensive 3D proofreading and enabled high quality segmentation of mouse
embryo cells [61]. Second, PlantSeg pipeline helped exploring the role of embryo-uterus
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interaction in mouse embryogenesis [15]. Finally, the tools I developed were useful for analysis
of microscopy-based assay for detection of SARS-CoV-2 antibodies in human serum [107].

In Chapter 4, I briefly describe a number of software projects I have created and contributed
to, which bring state-of-the-art algorithms closer to the end user. In particular, the pytoch-3dunet
package I developed has become highly popular among practitioners of image analysis and has
been used in (bio)medical research [119]. It comes with a simple to use config-based interface
and reduces the complex task of network training and inference to preparing the training and
test data in the right format. PlantSeg, SPOCO, pytorch-3dunet and other software projects
related to this thesis have been open-sourced on GitHub.

As part of this work, I have also contributed to the creation of two 3D training datasets
of confocal and light-sheet microscopy images (see Figure 1.1 B, C and Chapter 2 for more
details). Both datasets are shared publicly to encourage further research in large-scale cell
segmentation in developmental biology.
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2 PlantSegq: Pipeline for Volumetric
Instance Segmentation

In Chapter 1, I described the importance of instance segmentation in many application domains
and the lack of easily accessible state-of-the-art segmentation pipelines to researchers in fields,
such as developmental biology. Here, I present PlantSeg: a pipeline for volumetric segmentation
of plant tissues into cells. It follows a graph-based image partitioning (see Section 1.1.1): an
approach used to successfully segment neuroimages in the past [1, 77, 8, 45]. PlantSeg not
only delivers accurate segmentation results, but given its large repository of models trained on
fixed and live images coming from different microscope modalities, it can be used to segment
novel 3D datasets directly, significantly reducing the time needed for quantitative analysis of
volumetric images.

I present PlantSeg applications in the context of developmental biology, which requires
accurate segmentation of individual cells in volumetric images as a basis for further analysis of
cellular dynamics.

This chapter is based on the publication [142], where several authors have contributed. I have
created the package for the network training, chosen the model architecture appropriate for
different image modalities and run the experiments. Lorenzo Cerrone has equally contributed
to the experiments presented in the paper and implemented the graphical user interface. Addi-
tionally, based on the segmentation results from PlantSeg: Athul Vijayan and Rachele Tofanelli
performed the analysis of cell number in the ovule primordia, Amaya Vilches Barro and Marion
Louveaux analysed the asymmetric division of the lateral root founder cell, Susanne Steigleder
and Amaya Vilches Barro manually curated the ground truth segmentation for the later root
dataset, Christian Wenzl performed cell size comparison between the mutant and the wild
type of Arabidopsis thaliana, S6ren Strauss, David Wilson-Sanchez and Rena Lymbouridou
analyzed the leaf growth and differentiation.

2.1 Introduction

Large-scale quantitative study of morphogenesis in a multicellular organism entails an accurate
estimation of the shape of all cells across multiple specimen. State-of-the-art light microscopes
allow for such analysis by capturing the anatomy and development of plants and animals in
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terabytes of high-resolution volumetric images. With such microscopes now in routine use,
segmentation of the resulting images has become a major bottleneck in the downstream analysis
of large-scale imaging experiments. A few segmentation pipelines have been proposed [40,
122], but these either do not leverage recent developments in the field of computer vision or are
difficult to use for non-experts.

With a few notable exceptions, such as the Brainbow experiments [138], imaging cell shape
during morphogenesis relies on staining of the plasma membrane with a fluorescent marker.
Segmentation of cells is then performed based on their boundary prediction. In the early
days of computer vision, boundaries were usually found by edge detection algorithms [18].
More recently, a combination of edge detectors and other image filters was commonly used as
input for a machine learning algorithm, trained to detect boundaries [90]. Currently, the most
powerful boundary detectors are based on Convolutional Neural Networks (CNNs) [86, 73,
145]. In particular, the U-Net architecture [113] has demonstrated excellent performance on 2D
biomedical images and has later been further extended to process volumetric data [21].

Once the boundaries are found, other pixels need to be grouped into objects delineated
by the detected boundaries. For noisy, real-world microscopy data, this post-processing step
still represents a challenge and has attracted a fair amount of attention from the computer
vision community [130, 105, 8, 140, 45]. If centroids ("seeds") of the objects are known or
can be learned, the problem can be solved by the watershed algorithm [31, 22]. For example,
in [35] a 3D U-Net was trained to predict cell contours together with cell centroids as seeds
for watershed in 3D confocal microscopy images. This method, however, suffers from the
usual drawback of the watershed algorithm: misclassification of a single cell centroid results in
sub-optimal seeding and leads to segmentation errors.

Recently an approach combining the output of two neural networks and watershed to detect
individual cells showed promising results on segmentation of cells in 2D [136]. Although
this method can in principle be generalized to 3D images, the necessity to train two separate
networks poses additional difficulty for non-experts.

While deep learning-based methods define the state-of-the-art for all image segmentation
problems, only a handful of software packages strive to make them accessible to non-expert
users in biology (reviewed in [101]). Notably, the U-Net segmentation plugin for ImageJ [37]
conveniently exposes U-Net predictions and computes the final segmentation from simple
thresholding of the probability maps. CDeep3M [53] and DeepCell [132] enable, via the
command-line, the thresholding of the probability maps given by the network, and DeepCell
allows instance segmentation as described in [136]. Although not available at the time of
PlantSeg development, CellPose [123], a general segmentation algorithm for cellular data, has
been introduced recently. More advanced post-processing methods are provided by the ilastik
Multicut workflow [13], which can be integrated with CNN-based prediction.

Here, I present PlantSeg, a deep learning-based pipeline for volumetric instance segmentation
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of dense plant tissues at single-cell resolution. PlantSeg processes the output from the micro-
scope with a CNN to produce an accurate prediction of cell boundaries. Building on the insights
from previous work on cell segmentation in electron microscopy volumes of neural tissue [8, 45,
129], the second step of the pipeline delivers an accurate segmentation by solving a graph parti-
tioning problem. I trained PlantSeg on 3D confocal images of fixed Arabidopsis thaliana ovules
and 3D+t light sheet microscope images of developing lateral roots, two standard imaging
modalities in the studies of plant morphogenesis. I investigated a range of network architectures
and graph partitioning algorithms and selected the ones which performed best with regard to
manually annotated ground truth. PlantSeg was benchmarked on a variety of datasets covering
arange of samples and image resolutions. Overall, PlantSeg delivers excellent results on unseen
data and, as I show through quantitative and qualitative evaluation, even non-plant datasets do
not necessarily require network retraining. Combining the repository of accurate neural net-
works trained on the two common microscope modalities and going beyond just thresholding or
watershed with robust graph partitioning strategies is the main strength of the package. PlantSeg
is an open-source tool which contains the complete pipeline for segmenting large volumes.
Each step of the pipeline can be adjusted via a convenient graphical user interface while expert
users can modify configuration files and run PlantSeg from the command line. Users can also
provide their own pre-trained networks for the first step of the pipeline using a popular 3D U-
Net implementation (https://github.com/wolny/pytorch-3dunet), which was
developed as a part of this project. Although PlantSeg was designed to segment 3D images,
2D data can be segmented as well. Besides the tool itself, all training data' together with the
pre-trained networks are publicly available.

2.2 Methods

The segmentation pipeline consists of two major steps (see Figure 2.1). In the first step
(Section 2.2.1), a fully convolutional neural network is trained to predict cell boundaries.
Afterwards, a region adjacency graph is constructed from the pixels with edge weights computed
from the boundary predictions. In the second step (Section 2.2.2), the final segmentation is
computed as a partitioning of this graph into an unknown number of objects. Graph-based
segmentation methods have been outlined in Section 1.1.1. This design is based on a body
of work on segmentation of cells in electron microscopy images of neural tissue, where
similar methods have been shown to outperform more simple post-processing of the boundary
maps [8, 45, 129]. My main contribution is a collection of accurate CNNs for cell membrane
segmentation combined with a number of robust graph partitioning strategies in a single cell
segmentation package. I trained the networks on two core datates (see below) of confocal

' All datasets used to support the findings of this study have been deposited in https://osf.io/uzq3w
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and light sheet microscopy images, two common modalities used to study plant and animal
morphogenesis. I open-sourced the two datasets to enable further development of efficient cell
segmentation algorithms. I have also performed extensive ablation studies, which guided the
choice of default hyperparameters, hiding complexity from the end users.

Boundary Predictions Segmentation

R
FATLY
aasdas

Neural Network Graph Partitioning

Figure 2.1: Segmentation of plant tissues into cells using PlantSeg. First, PlantSeg uses a 3D UNet
neural network to predict the boundaries between cells. Second, a volume partitioning
algorithm is applied to segment each cell based on the predicted boundaries. The neural
networks were trained on ovules (top, confocal laser scanning microscopy) and lateral root
primordia (bottom, light sheet microscopy) of Arabidopsis thaliana.

Datasets To make PlantSeg as generic as possible, I used both fixed and live samples
for design, validation and testing of the models. The confocal and light sheet stacks, two
microscope modalities common in studies of morphogenesis, were employed.

The first dataset consists of fixed Arabidopsis thaliana ovules at all developmental stages
acquired by confocal laser scanning microscopy with a voxel size of 0.075 x 0.075 x 0.235
pm. 48 volumetric stacks with hand-curated ground truth segmentation were used. A complete
description of the image acquisition settings and the ground truth creation protocol is reported
in [126].

The second dataset is composed of three time-lapse videos showing the development of
Arabidopsis thaliana lateral root primordia (LRP). Each recording was obtained by imaging
wild-type Arabidopsis plants expressing markers for the plasma membrane and the nuclei
[135] using a light sheet fluorescence microscope (LSFM). Stacks of images were acquired
every 30 minutes with constant settings across movies and time points, with a voxel size of
0.1625 x 0.1625 x 0.250 pm. The first movie consists of 52 time points of size 2048 x 1050
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x 486 voxels. The second movie consists of 90 time points of size 1940 x 1396 x 403 voxels
and the third one of 92 time points of size 2048 x 1195 x 566 voxels. The ground truth was
generated for 27 images depicting different developmental stages of LRP coming from the
three movies (see below).

The two datasets were acquired on different types of microscopes and differ in image quality.
To quantify the differences I used the peak signal-to-noise (PSNR) and the structural similarity
index measure (SSIM) [59]. I computed both metrics using the input images and their ground
truth boundary masks; higher values show better quality. The average PSNR measured on the
light sheet dataset was 22.5 + 6.5 dB (average + SD), 3.4 dB lower than the average PSNR
computed on the confocal dataset (25.9 = 5.7). Similarly, the average SSIM is 0.53 = 0.12
for the light sheet, 0.1 lower than 0.63 + 0.13 value measured on the confocal images. Both
datasets thus contain a significant amount of noise. LSFM images are noisier and more difficult
to segment, not only because of the noise, but also due to part of nuclear labels being in the
same channel as membrane staining.

Groundtruth Creation 1 briefly describe the groundtruth creation process for the challeng-
ing lateral root primorida dataset.

I started by segmenting the cell membranes using sparse user input (scribbles) with the Auto-
context Workflow [128] of ilastik software [13]. Then, based on the membrane segmentation, I
segmented individual cells using ilastik’s Multicut Workflow [8]. The initial cell segmentation
was refined iteratively as shown in Figure 2.2. First, the segmentation was manually proofread
in selected regions by an expert biologists using Paintera [54] software. Second, a CNN was
trained, using the PlantSeg package, to predict the cell boundaries on the manually corrected
regions. Third, the full PlantSeg pipeline was applied to the entire dataset resulting in a more
accurate segmentation of the image. From this point, the procedure of manual correction,
CNN training and PlantSeg segmentation was repeated multiple times, until an accurate cell
segmentation was reached. In the end, the ground truth segmentation was created for 27 out of
234 volumes across three movies. The whole process took around 5 months to complete.

2.2.1 Cell Boundary Segmentation

Being the current state of the art in bioimage segmentation, U-Net [113] was chosen as the base
model architecture for predicting the boundaries between cells. Aiming for the best performance
across different microscope modalities, I explored various aspects of neural network training
such as: the network architecture, loss function, data augmentation, normalization layers and
the size of patches used for training.

With regard to the network architecture, I compared the regular 3D U-Net as described in [21]
with a Residual U-Net from [77]. I tested two loss functions commonly used for the semantic
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Figure 2.2: The groundtruth creation process. Starting from the input image (1), an initial segmentation
is created with ilastik’s Autocontext and Multicut Workflow (2). After a round of manual
proofreading (3a) a 3D UNet is trained for boundary segmentation (3b). Then, PlantSeg
is used to segment the volume (3c). Steps 3a, 3b and 3c are repeated until a final round of
manual proofreading (4) which results in the groundtruth labels (5).

segmentation task: binary cross-entropy (BCE) (Lpcg) [113] and Dice loss (L pjee) [124], as
well as their linear combination termed BCE-Dice. The patch size and normalization layers
were investigated jointly by comparing training on a single large patch, versus training on
multiple smaller patches per network iteration. Group normalization [143] and standard batch
normalization [62] were chosen in the single-patch and multi-patch settings respectively. I used
random horizontal and vertical flips, random rotations in the XY-plane, elastic deformations
[113] and noise augmentations (additive Gaussian, additive Poisson) of the input image during
training in order to increase the network generalization on unseen data.

For the final PlantSeg package, I trained one set of CNNs on the ovules and the other on the
lateral root, due to substantial difference in the two datasets.

In the ovule dataset, 39 stacks were randomly selected for training, two for validation and seven
for testing. In the LRP dataset, 27 time points were randomly selected from the three videos
for training, two time points were used for validation and four for testing.

In more detail, the 2D and 3D U-Nets were trained to predict the binary cell bound-
aries. Ground truth boundaries were generated from the ground truth cell labeling by the
find_boundaries(-) function from the Scikit-image package [131]. Resulting 2 voxels-thick
boundaries between labeled regions were additionally processed with Gaussian smoothing to
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reduce the high frequency components in the boundary image. It helps to prevent over-fitting
and makes the boundaries thicker, increasing the amount of foreground signal during training.
Transforming the label image Sx into the boundary image Zx is given by Equation 2.1.

. { 1 if ®(Sx) * Gy > 0.5 o

0 otherwise

Where ®(-) transforms the labeled volume into the boundary image, G, is the isotropic
Gaussian kernel and * denotes a convolution operator. I use 0 = 1.0 in the experiments.
Both standard and residual U-Net architectures were trained using Adam optimizer [71] with
B1 = 0.9, B2 = 0.999, L2 penalty of 0.00001 and initial learning rate ¢ = 0.0002. Networks
were trained until convergence for 150K iterations, using the PyTorch framework [108]. For
validation during training, I used the adjusted Rand (ARand) error computed between the ground
truth segmentation and segmentation obtained by thresholding the probability maps predicted
by the network and running the connected components algorithm. The learning rate was being
reduced by a factor of 2 once the learning stagnated during training, i.e no improvements
were observed on the validation set for a given number of iterations. Network with lowest
ARand error was selected. For training with small patch sizes I used batch normalization and 4
patches of shape 100 x 100 x 80 per network iteration. When training with a single large patch
(size 170 x 170 x 80) batch normalization statistics are noisy, so I replaced batchnorm with
groupnorm layers. All networks use the same layer ordering where the normalization layer is
followed by the 3D convolution and a rectified linear unit (ReLU) activation. This order of
layers consistently performed better than alternative orderings. During training and inference,
input images were standardized by subtracting mean intensity and dividing by the standard
deviation.

The performance of CNNss is sensitive to changes in voxel size and object sizes between training
and test images [104]. For that reason I also trained the networks using the original datasets
downscaled by a factor of 2 and 3 in the XY dimension.

All released networks were trained according to the procedure described above using a
combination of binary cross-entropy and Dice loss:

L= EBCE + )\EDice (22)

(A = 1 in my experiments). 3D U-Nets trained at different scales of the two core datasets
(light-sheet lateral root, confocal ovules) are made available as part of the PlantSeg package.
For completeness, 2D U-Nets trained using the Z-slices from the original 3D stacks are also
published, enabling segmentation of 2D images with PlantSeg.
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During inference I parsed the volume patch-by-patch with a 50% overlap between consecu-
tive tiles and average the probability maps. This strategy prevents checkerboard artifacts and
reduces noise in the final prediction. The code used for training and inference can be found at
https://github.com/wolny/pytorch-3dunet.

The best performing CNN architectures and training procedures is illustrated by the preci-
sion/recall curves evaluated at different threshold levels of the predicted boundary probability
maps (see Figure 2.3). Training with a combination of binary cross-entropy and Dice loss
performed best on average across the two datasets in question contributing to 3 out of 6 best
performing network variants. BCE-Dice loss also generalized well on the out of sample data
described in Section 2.3.1. Due to the regularity of cell shapes, the networks do not benefit
from broader spatial context when only cell membrane signal is present in input images. Indeed,
training the networks with bigger patch sizes does not noticeably increase the performance as
compared to training with smaller patches. 4 out of 6 best performing networks use smaller
patches and batch normalization (Bafch-Norm) whereas only 2 out of 6 use bigger patches
and group normalization (Group-Norm). Residual U-Net architecture (3D-ResUnet) performed
best on the LRP dataset (Figure 2.3 (B)), whereas standard U-Net architecture (3D-Unet) was
better on the ovule datasets (Figure 2.3 (A)). In conclusion, choosing the right loss function
and normalization layers increased the final performance on the task of boundary prediction on
both microscope modalities.

2.2.2 Segmentation Using Graph Partitioning

After the cell boundaries are predicted, segmentation of the cells can be formulated as a
generic graph partitioning problem. The boundary predictions produced by the CNN are treated
as a graph G(V, E), where nodes V' are represented by the image voxels, and the edges F
connect adjacent voxels. The weight w € R™ of each edge is derived from the boundary
probability maps. Solving the partitioning problem directly at voxel-level is computationally
expensive for volumes of biologically relevant size. To make the computation tractable, the
voxels are clustered into so-called supervoxels by running the DT watershed [31] on the
distance transform of the boundary map. For this, I threshold the boundary probability maps
at a given value ¢ to get a binary image (§ = 0.4 was chosen empirically in my experiments).
Then I compute the distance transform from the binary boundary image, apply a Gaussian
smoothing (sigma = 2.0) and assign a seed to every local minimum in the resulting distance
transform map. After supervoxels are generated with the watershed transform, the region
adjacency graph (RAG) is constructed. In the region adjacency graph each node represents a
supervoxel and edges connect adjacent supervoxels. The edge weights are computed by using
the mean value of the probabilities maps along the boundary. Finally, the region adjacency
graph is partitioned into an unknown number of segments to deliver a segmentation. I tested
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Figure 2.3: Precision-recall curves for different CNN variants on the ovule (A) and lateral root primordia
(LRP) (B) datasets. Six training procedures that sample different type of architecture (3D
U-Net vs. 3D Residual U-Net), loss function (BCE vs. Dice vs. BCE-Dice) and normalization
(Group-Norm vs. Batch-Norm) are shown. Those variants were chosen based on the accuracy
of boundary prediction task: 3 best performing models on the ovule and 3 best performing
models on the lateral root datasets. Points correspond to averages of seven (ovules) and four
(LRP) values and the shaded area represent the standard error.

four different partitioning strategies: Multicut [66], hierarchical agglomeration as implemented
in GASP average (GASP) [4], Mutex watershed (Mutex) [140] as well as the distance transform
watershed [31] as a baseline since similar methods have been proposed previously [35, 136].

To quantify the accuracy of the four segmentation strategies I use Adapted Rand error
(ARand) for the overall segmentation quality and two other metrics based on the variation
of information [95], measuring the tendency to over-split (VOIpjit) or over-merge (VOlerge).
GASP, Multicut and Mutex watershed consistently produced accurate segmentation on both
datasets with low ARand errors and low rates of merge and split errors (Figure 2.4 A-C). As
expected the watershed tends to over-segment with higher split error and resulting higher
ARand error. Multicut solves the graph partitioning problem in a globally optimal way and is
therefore expected to perform better compared to greedy algorithms such as GASP and Mutex
watershed. However, in this case the gain was marginal, probably due to the high quality of the
boundary predictions.

The performance of PlantSeg was also assessed qualitatively by expert biologists. The
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segmentation quality for both datasets is very satisfactory. For example in the lateral root
dataset, even in cases where the boundary appeared masked by the high brightness of the
nuclear signal, the network correctly detected it and separated the two cells (Figure 2.4 D,
green box). On the ovule dataset, the network is able to detect weak boundaries and correctly
separate cells in regions where the human expert fails (Figure 2.4 E , green box). The main
mode of error identified in the lateral root dataset is due to the ability of the network to remove
the nuclear signal which can weaken or remove part of the adjacent boundary signal leading
to missing or blurry cell contour. For example, the weak signal of a newly formed cell wall
close to two nuclei was not detected by the network and the cells were merged (Figure 2.4 D,
red box). For the ovule dataset, in rare cases of very weak boundary signal, failure to correctly
separate cells could also be observed (Figure 2.4 E, red box).

Taken together, my analysis shows that segmentation of plant tissue using graph partitioning
handles robustly boundary discontinuities present in plant tissue segmentation problems.
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Figure 2.4: Segmentation using graph partitioning. (A-C) Quantification of segmentation produced
by Multicut, GASP, Mutex watershed (Mutex) and DT watershed (DT WS) partitioning
strategies. The Adapted Rand error (A) assesses the overall segmentation quality whereas
VOlIperge (B) and VOIgp; (C) assess erroneous merge and splitting events (lower is better).
Box plots represent the distribution of values for seven (ovule, magenta) and four (LRP,
green) samples. (D, E) Examples of segmentation obtained with PlantSeg on the lateral root
(D) and ovule (E) datasets. Green boxes highlight cases where PlantSeg resolves difficult
cases whereas red ones highlight errors. I obtained the boundary predictions using the
generic-confocal-3d-unet for the ovules dataset and the generic-lightsheet-3d-unet for the
root. All agglomerations have been performed with default parameters. 3D superpixels
instead of 2D superpixels were used.

2.3 Results

Having trained the networks on the core datasets, I evaluated the effectiveness of the pipeline on
external datasets of plant (Section 2.3.1) and animal tissues (Section 2.3.2) without retraining
the CNNS.

2.3.1 Performance on External Plant Datasets

To test the generalization capacity of PlantSeg, I assessed its performance on data for which no
network training was performed. To this end, I took advantage of the two publicly available
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Dataset  PlantSeg (default parameters) | PlantSeg (tuned parameters)

ARand VOIg,;q  VOlperge | ARand  VOIgpie  VOIperge
Anther  0.328 0.778 0.688 0.167  0.787 0.399
Filament 0.576 1.001 1.378 0.171 0.687 0.487
Leaf 0.075 0.353 0.322 0.080  0.308 0.220
Pedicel  0.400  0.787 0.869 0.314  0.845 0.604
Root 0.248 0.634 0.882 0.101 0.356 0412
Sepal 0.527 0.746 1.032 0.257  0.690 0.966
Valve 0.572  0.821 1.315 0.300  0.494 0.875

Table 2.1: Quantification of PlantSeg performance on the 3D Digital Tissue Atlas, using PlantSeg . The
Adapted Rand error (ARand) assesses the overall segmentation quality whereas VOIerge and
VOl assess erroneous merge and splitting events. The petal images were not included in
the analysis. They are very similar to the leaf and the ground truth is fragmented, making it
difficult to evaluate the results in an objective way. Segmented images are computed using
GASP partitioning with default parameters (left table) and fine-tuned parameters (right table).

datasets: Arabidopsis 3D Digital Tissue Atlas (https://osf.io/fzr56) composed of
eight stacks of eight different Arabidopsis thaliana organs with hand-curated groundtruth,
as well as the developing leaf of the Arabidopsis [42] with 3D segmentation given by the
SimplelTK package [88]. The input images from the digital tissue atlas are confocal stacks
of fixed tissue with stained cell contours and thus similar to the images of the Arabidopsis
ovules, whereas the images of the leaf were acquired through the use of live confocal imaging.
It’s important to note that the latter image stacks contain highly lobed epidermal cells, which
are difficult to segment with classical watershed-based algorithms. The confocal stacks were
processed by PlantSeg and the resulting segmentation assessed qualitatively. Quantitative
assessment was performed only for the digital tissue atlas, where the ground truth labels are
available.
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Figure 2.5: Qualitative results on the highly lobed epidermal cells from [42]. First two rows show the
visual comparison between the SimpleITK (middle) and PlantSeg (right) segmentation on
two different image stacks. PlantSeg’s results on another sample is shown in the third row.
In order to show pre-trained networks’ ability to generalized to external data, I additionally
depict PlantSeg’s boundary predictions (third row, middle). I obtained the boundary predic-
tions using the generic-confocal-3d-unet and segmented using GASP with default values. A
value of 0.7 was choosen for the under/over segmentation factor.
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Figure 2.6: PlantSeg segmentation of different plant organs of the 3D Digital Tissue Atlas dataset, not
seen in training. The input image, ground truth and segmentation results using PlantSeg are
presented for each indicated organ.
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Qualitatively, PlantSeg performed well on both datasets, giving satisfactory results on all
organs from the 3D Digital Tissue Atlas, correctly segmenting even the oval non-touching
cells of the anther and leaf: a cell shape not present in the training data (Figure 2.6). PlantSeg
yielded especially good segmentation results when applied to the complex epidermal cells,
visibly outperforming the results obtained using the SimpleITK framework (Figure 2.5).

Quantitatively, the performance of PlantSeg out of the box (default parameters) on the 3D
Digital Tissue Atlas is on par with the scores reported on the LRP and ovules datasets on the
anther, leaf, and the root, but lower for the other tissues (Table 2.1, left). Default parameters have
been chosen to deliver good results on most type of data, however a substantial improvement
can be obtained by parameter tuning. In case of the tissue 3D Digital Tissue Atlas (1) scaling
the voxel size to reduce the resolution gap between the training data and the 3D Tissue Atlas
and (2) increasing the over-segmentation factor to 0.7, improved segmentation by a factor of
two as measured with the ARand error (Table 2.1, right). It should be noted that the ground
truth included in the dataset was created for analysis of the cellular connectivity network,
with portions of the volumes missing or having low quality ground truth (see e.g filament and
sepal in Figure 2.6). For this reason, the performance of PlantSeg on these datasets may be
underestimated.

Altogether, PlantSeg performed well qualitatively and quantitatively on datasets acquired by
different groups, on different microscopes, and at different resolutions than the training data.
This demonstrates the generalization capacity of the pre-trained models from the PlantSeg
package.

2.3.2 Performance on a Non-plant Benchmark

For completeness, I compared PlantSeg performance with state-of-the-art methods on an open
benchmark consisting of 2D+t videos of membrane-stained developing Drosophila epithelial
cells [43]. Treating the movie sequence as 3D volumetric images not only resembles the plant
cell images shown in this study, but also allows to pose the 2D+t segmentation as a standard
3D segmentation problem.

I compared the performance of PlantSeg on the 8 movies of this dataset to the four reported
pipelines: MALA [46], Flood Filling Networks (FFN) [63], Moral Lineage Tracing (MLT)
[64, 111] and Tissue Analyzer (TA) [43]. PlantSeg was evaluated in two settings. In the first
one, I did not train the CNNs on the benchmark datasets, but used the CNNs provided with
the PlantSeg package. This experiment gives an estimate of how well the pre-trained networks
generalize to non-plant tissues. For the second evaluation, I retrained the network on the
benchmark’s training set to compare with state-of-the-art. Note that unlike other methods
reported in the benchmark, I do not introduce additional constraints to account for the data
being 2D+t rather than 3D, i.e. I do not enforce the lineages to be moral [43].
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For the first experiment, peripodial cells were segmented using the 3D U-Net trained on the
ovule dataset together with GASP segmentation, whereas proper disc cells were segmented with
2D U-Net trained on the ovule dataset in combination with Multicut algorithm. Both networks
are part of the PlantSeg package. Qualitative results are shown in Figure 2.7: PlantSeg produces
highly accurate segmentation on both the peripodial and proper imaginal disc cells. A few
over-segmentation (peripodial cells) and under-segmentation (proper disc) errors are marked in
the figure. This impression is confirmed by quantitative benchmark results in Table 2.2.

For the second experiment, I trained the network on the ground truth labels included in
the benchmark (PlantSeg (trained)). Here, my pipeline is comparable to state-of-the-art. The
difference in SEG metric between “vanilla” PlantSeg and PlantSeg (trained) is 6.9 percent
points on average, which suggests that for datasets sufficiently different from the ones PlantSeg
networks were trained on, re-training the models might be necessary. Looking at the average
run-times of the methods reported in the benchmark shows that PlantSeg pipeline is clearly the
fastest approach with the average run-time of 3 min per movie when run on a server with a
modern GPU versus 35 min (MALA), 42 min (MLT) and 90 min (FFN).

I argue that the collection of pre-trained networks and graph partitioning algorithms make
PlantSeg versatile enough to work well on wide variety of membrane stained tissues, beyond
plant samples.

Method PERIPODIAL PROPER DISC
MALA 0.907+£0.029  0.817 + 0.009
FFN 0.879+£0.035 0.796 + 0.013
MLT-GLA 0.904 £0.026  0.818 +£0.010
TA - 0.758 £ 0.009
PlantSeg 0.787 £0.063  0.761 £ 0.035

PlantSeg (trained) 0.885+0.056  0.800 £ 0.015

Table 2.2: Epithelial Cell Benchmark results. I compare PlantSeg to four other methods using the
standard SEG metric [93] calculated as the mean of the Jaccard indices between the reference
and the segmented cells in a given movie (higher is better). Mean and standard deviation
of the SEG score are reported for peripodial (3 movies) and proper disc (5 movies) cells.
Additionally, I report the scores of PlantSeg pipeline executed with a network trained explicitly
on the epithelial cell dataset (last row).
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Figure 2.7: Qualitative results on the Epithelial Cell Benchmark. From top to bottom: Peripodial cells
(A), Proper disc cells (B). From left to right: raw data, ground truth segmentation, PlantSeg
segmentation results. PlantSeg provides accurate segmentation of both tissue types using
only the networks pre-trained on the Arabidopsis ovules dataset. Red rectangles show sample
over-segmentation (A) and under-segmentation (B) errors. Boundaries between segmented
regions are introduced for clarity and they are not present in the pipeline output.

2.3.3 PlantSeg Applications in Developmental Biology

Together with my collaborators, I demonstrate the usefulness of PlantSeg on four concrete
biological applications that require accurate extraction of cell geometries from complex, densely
packed 3D tissues. First, PlantSeg allowed to sample the variability in the development of
ovules in a given pistil and reveal that those develop in a relatively synchronous manner
(Figure 2.8). Second, PlantSeg allowed the precise computation of the volumes of the daughter
cells resulting from the asymmetric division of the lateral root founder cell. This division results
in a large and a small daughter cells with volume ratio of ~ % between them (Figure 2.10).
Third, segmentation of the epidermal cells in the shoot apical meristem revealed that these
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cells are enlarged in the bce mutant compared to wild type (Figure 2.11). Finally, we showed
that PlantSeg can be used to improve the automated surface segmentation of time-lapse leaf
stacks which enables different downstream analyses such as growth tracking at cell resolution
(Figure 2.9).
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Figure 2.8: Ovule primordium formation in Arabidopsis thaliana. (A) 3D reconstructions of individually
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labelled stage 1 primordia of the same pistil are shown (stages according to [117]). Scale
bar: 20pm. The arrow indicates an optical mid-section through an unlabeled primordium
revealing the internal cellular structure. The raw 3D image data were acquired by confocal
laser scanning microscopy according to [126]. Using MorphographX [6], quantitative analy-
sis was performed on the three-dimensional mesh obtained from the segmented image stack.
Cells were manually labelled according to the ovule specimen (from #1 to #38). (B, C)
Quantitative analysis of the ovule primordia shown in (A). (B) shows a graph depicting the
total number of cells per primordium. (C) shows a graph depicting the proximal-distal (PD)
extension of the individual primordia (distance from the base to the tip). Analysis indicates
that ovule primordium formation within a pistil is relatively uniform, with some variability,
i.e. primordia #6 and #8 exhibited a smaller number of cells.
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Figure 2.9: Creation of cellular segmentations of leaf surfaces and downstream quantitative analyses. (A-
C) Generation of a surface segmentation of a C. hirsuta leaf in MorphoGraphX assisted by
PlantSeg. (A) Confocal image of a 5-day-old C. hirsuta leaf (leaf number 5) with an enlarged
region. (B) Top: Segmentation pipeline of MorphoGraphX: a surface mesh is extracted from
the raw confocal data and used as a canvas to project the epidermis signal. A seed is placed
in each cell on the surface for watershed segmentation. Bottom: PlantSeg facilitates the
segmentation process in two different ways (red arrows): By creating clean wall signals
which can be projected onto the mesh instead of the noisy raw data and by projecting the
labels of the 3D segmentation onto the surface to obtain accurate seeds for the cells. Both
methods reduce segmentation errors with the first method to do so more efficiently. (C) Fully
segmented mesh in MorphoGraphX. (D-F) Quantification of cell parameters from segmented
meshes. (D) Heatmap of cell growth in an A. thaliana 8th-leaf 4 to 5 days after emergence.
(E) Comparison of cell lobeyness between A. thaliana and C. hirsuta 600-pm-long leaves.
(F) Average cell lobeyness and area in A. thaliana and C. hirsuta binned by cell position
along the leaf proximal-distal axis. Scale bars: 50um (A, C), 100um (D, E), 5um (inset in
A, B). Overall, A. thaliana leaves showed higher cell size and lobeyness than C. hirsutazq
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Figure 2.10: Asymmetric cell division of lateral root founder cells. (A) Schematic representation of
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Arabidopsis thaliana with lateral roots (LR). The box depict the region of the main root
that initiates LRs. (B) 3D reconstructions of LR founder cells seen from the side and from
the front at the beginning of recording (¢) and after 12 hours (#+172). The star and brackets
indicate the two daughter cells resulting from the asymmetric division of a LR founder
cell. (C) Half-violin plot of the distribution of the volume ratio between the daughter cells
for 3 different movies (#1, #2 and #3). The average ratio of 0.6 indicates that the cells
divided asymmetrically.
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Figure 2.11: Volume of epidermal cell in the shoot apical meristem of Arabidopsis. Segmentation of
epidermal cells in wildtype (A) and bce mutant (B). Cells located at the center of the
meristem are colored. Scale bar: 20pm. (C) Quantification of cell volume (um?) in 3
different wildtype and bce mutant specimens. The mean volume of epidermal cells in the
bce mutant is increased by roughly 50%.

2.4 PlantSeg in Collaborative Research Projects

In this section, I highlight applications of PlantSeg to problems in developmental biology and
detection of virus specific antibodies. In each of the three projects my method automates cell
segmentation and thus enables further analysis such as the study of cellular dynamics and cell
type classification. In each case, I briefly describe my contributions and the biological insights
enabled by the quantitative analysis of the segmentation results.

First, in Section 2.4.1 I describe my contribution to the publication [61] by Takafumi Ichikawa
et al. In this work, together with Dimitri Fabréges and Rene Snajder, I have used PlantSeg
for automated segmentation of 3D time-lapse images of mouse embryo at the early stage of
development. Given the difficulties in creating high quality dense groundtruth segmentation of
3D microscopy images, I proposed and implemented an iterative, human-in-the-loop, network
training scheme which minimizes the manual proofreading and still achieves high quality
segmentation results. Dimitri Fabréges was responsible for setting up a large scale grid search
for finding optimal hyperparameters for final segmentation.

Second, in Section 2.4.2 I show how PlantSeg helped with segmentation of the challenging
3D light microscopy images of mouse embryo developing in artificial uterus [15] by Vladyslav
Bondarenko et al. My contributions include segmentation of fixed 3D images of cell nuclei and
live 3D images of cell membranes in an ex vivo system.

Finally, in Section 2.4.3 I describe my contribution to [107], a microscopy-based assay for
SARS-CoV-2 antibodies detection. Here, PlantSeg routines were used in the image analysis
pipeline developed to automatically score antibody response of human sera. This work was
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spearheaded by Constantin Pape, who implemented a batch processing workflow https:
//github.com/hci-unihd/batchlib for scalable analysis of the high-throughput
screening data, Vibor Laketa, who designed the assay and acquired the images and Roman
Remme, who implemented the infected cell classification. My contributions involve groundtruth
creation, training the CNNs for cell segmentation, creation of a simple application for labeling
the faulty images and setting up a central database for storing all intermediate results to ensure
full reproducibility of the experiments.

Apart from the publications mentioned in this section, I also helped to generate a three-
dimensional atlas of developing plant ovule in [134]. Here, together with Lorenzo Cerrone, I
trained neural networks for cell membrane prediction and made them available via PlantSeg
for large scale segmentation of 3D confocal stacks of fixed ovules. The resulting atlas enables
quantitative spatio-temporal analysis of cellular and gene expression patterns at cellular and
tissue resolution.

2.4.1 Ex vivo Development of Mammalian Embryo

In [61] the authors developed an ex vivo 3D culture in gel which allows the study of mammalian
development around the time of implantation. The 3D system permits the live-imaging of the
mouse embryo with light-sheet microscopy, which opens the possibility to study the cellular
dynamics through automatic cell segmentation. Based on the quantitative analysis of this
cellular dynamics the authors revealed the importance of the mechano-chemical interactions
between embryonic and extra-embryonic tissues during early mammalian development.

Automatic Cell Segmentation The segmentation pipeline used to process the 3D images
of the mTmG membrane signal consists of four steps. In the first step the 3D input images are
down-sampled by a factor of 4 along the XY axes. The dimension of the resulting images is
512 x 512 x 400 voxels with a physical voxel size of 0.832 x 0.832 x 1.000um?> (X, Y, Z).
In the second step, a dedicated neural network trained with the PlantSeg framework is used
to generate a probability map of cell membrane locations. In the third step the probability
maps are segmented using a set of algorithms provided by PlantSeg. The best segmentation
algorithm and its corresponding hyper-parameters were found by a custom-made pipeline
which explored thousands of different configuration parameters simultaneously using EMBL’s
computing cluster. In the final step, the epiblast (EPI) cells are manually selected from the
segmented stack through visual inspection, manually corrected when appropriate, and used
for further analysis. An overview of the pipeline steps applied to a sample image is shown in
Figure 2.12.

Since no ground truth segmentation was initially available, the high performance of our
pipeline was achieved by the following iterative procedure. In the first iteration a pre-trained
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raw input boundary predictions segmentation EPI extract

Figure 2.12: Sample image of a representative mouse embryo developing during the first 24h segmented
with PlantSeg. A down-sampled cross-section from a sample light-sheet volume (left),
boundary predicted by a dedicated PlantSeg’s CNN (middle), segmentation produced
by GASP image partitioning (right). Input image from Takafumi Ichikawa, Hiiragi Lab,
EMBL. Scale bar: 50 pm.

neural network available in the PlantSeg package was used to generate the initial membrane
probability maps. In particular, I used a CNN trained on the Arabidopsis ovules dataset named
confocal_unet_bce_dice_ds2. Having the cell boundary prediction, the initial segmentation
was produced with PlantSeg. The segmentation results were improved by visually choosing
and cropping around the most correctly segmented regions and using those segments as pseudo
labels to train a dedicated neural network for the membrane prediction task. The process
of choosing the best segmentation results and re-training the network was performed four
times. The resulting network was used together with the PlantSeg pipeline to produce the final
segmentation results. This iterative self-training procedure of (1) predicting the boundaries, (2)
segmenting with PlantSeg, (3) choosing the best outcomes as pseudo labels and (4) training
the boundary network with the pseudo labels was partially motivated by [47]. In this work
the authors use a form of knowledge distillation in which the student network, parameterized
identically as the feacher network, is trained to match the output distribution of the teacher.
Using this training procedure iteratively, the authors show that after a few iterations students
outperform their teachers by significant margins. My scheme is similar in that it uses an iterative
self-training with the teacher and the student networks of the same capacity. It differs in several
aspects. In the first iteration, the student is trained from a “noisy” labels produced by a teacher
network trained on a different data distribution, i.e. the teacher was trained on confocal images
of plant tissue and used to predict the boundaries in the light-sheet images of animal tissue.
The number of segmentation mistakes is reduced by a human who chooses the most plausible
segmentation results, which are then used as a training data for future generations. This human-
in-the-loop self-training procedure, shown in Figure 2.13, allowed the PlantSeg pipeline to
achieve high quality segmentation results without the need of expensive manual correction of
individual cells in 3D.

43



To sum up, the segmentation results given by the iterative, PlantSeg-based procedure enabled
further analysis of the interactions between embryonic and extra-embryonic tissues in early
embryogenesis.
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Figure 2.13: Human-in-the-loop self-training procedure used to train the boundary predictor without
groundtruth labels. A teacher network T is chosen from the PlantSeg package for initial
cell membranes prediction fo(x) on the input images X. The resulting predictions are
segmented with PlantSeg, followed by a manual quality control where a human annotator
selects the most correctly segmented regions (X7, Y1), which are used to train the student
network S7. In the next generation the student becomes the teacher an the procedure
is repeated. k£ = 4 iterations were performed to achieve a satisfactory predictor of cell
membranes.

2.4.2 The Role of Embryo-Uterus Interactions in Mouse Embryogenesis

In [15], Vladyslav Bondarenko et al. introduced an engineered uterus-like environment which
allows to study the embryo-uterus interaction ex vivo. My main contribution to this work
was segmentation of cells and nuclei in live (light-sheet) and fixed (confocal) images. The
segmentation problem was especially challenging, due to a significant amount of noise present
in both image modalities. Representative images of the embryos together with the PlantSeg
segmentation results are shown in Figure 2.14.

The segmentation results formed the basis for cell counting and cell tracking, which were
used to explore the coordination between embryo growth and trophoblast migration. I have
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made the neural networks used to segment the cells and nuclei available via the Biolmage
Model Zoo https://bioimage. io. The training data can be downloaded from https:
//zenodo.org/record/6546550.

Nuclei Cell Membranes

Raw Input

30 micrometer

PlantSeg Segmentation

Figure 2.14: Sample segmentation of the nuclei and cells captured during the early stage of mouse em-
bryo development in artificial uterus. LEFT: Sample cross-section from the 3D immunoflu-
orescence image of cell nuclei (top) and the corresponding PlantSeg segmentation (bottom).
RIGHT: A cross-section from a sample light-sheet volume of the plasma-membrane (top)
and the segmentation produced by PlantSeg (bottom). Input images from Vladyslav Bon-
darenko, Hiiragi Lab, EMBL.
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Nuclei Segmentation The 3D confocal volumes were acquired with LSM780 and LSM880
in a confocal mode with a voxel size of 0.207 x 0.207 x 1um3 (X,Y,Z). A3D U-Net [21]
was trained with a multi-task objective of predicting the binary nuclei mask in the first output
channel and the nuclei outlines in the second channel. The outline predictions were used to
segment the individual nuclei using PlantSeg’s MutexWS [140] partitioning algorithm. The
nuclei mask predictions were used to remove the spurious instances in the background. Sample
results in Figure 2.14 (left).

Model training was performed iteratively with an increasing amount of training data. Starting
from four initial groundtruth volumes, in each iteration, I trained the network and performed
the segmentation. The results were manually corrected and included in the training set for the
next iteration. In total, 22 training and 13 validation data volumes were used for the final model
training.

Membrane-based Cell Segmentation The 3D light-sheet images were acquired with
MuVi-SPIM. A dedicated 3D U-Net was trained to predict the foreground membrane mask,
which was used for the final cell segmentation with PlantSeg’s GASP agglomeration algorithm
(Figure 2.14 (right)). The groundtruth for the network training was bootstrapped by initially
segmenting the stacks with pre-trained PlantSeg models (confocal_unet_bce_dice_ds2x), fol-
lowed by manual correction of the erroneous cells. In total, four annotated stacks were used for
training and one for validating the network. Both nuclei and membrane U-Nets were trained
until convergence for 100K iterations, using the PyTorch framework [108]. The models with
the best score on the validation set were selected.

In summary, my contributions to segmentation of challenging images of early stages of mouse
embryo development captured ex vivo enabled accurate tracking and counting of cells of interest
and further insights about the embryo-uterus interaction in periimplantation development.

2.4.3 Microscopy-based Detection of SARS-CoV-2 Antibodies

An outbreak of the novel pathogenic coronavirus SARS-CoV-2 and its rapid spread pose a
global health emergency. Here, I briefly describe my contribution to [107] which introduces a
microscopy-based assay for detection of SARS-CoV-2 specific antibodies in human samples.
The possibility to detect antibodies against the viral proteins together with a robust image
analysis workflow resulted in specific, sensitive assay. Such quantitative serological assays are
needed for a better understanding of the immune response against the virus. The procedure
described here provides a general framework for the application of quantitative high-throughput
microscopy to rapidly develop serological assays for emerging virus infections.
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Immunofluorescence Assay Analysis Workflow Cells infected with SARS-CoV-2
are used in the immunofluorescence (IF) assay as samples. The cells were seeded into 96-well
plates and immunostained using anti-dsRNA antibody and patient serum. Images were acquired
using an automated widefield microscope.

To get a measure for specific antibody binding we performed segmentation of cells and
classified them into infected and non-infected categories based on the dsRNA staining. Then
fluorescence intensities were measured in the serum channel per cell as a proxy for the amount
of bound antibodies for both infected and non-infected cells. The ratio between intensity values
in infected and non-infected cells is used to score the SARS-CoV-2 antibody response. My
main contribution was to train the cell segmentation models for the later step of infected cell
classification. In order to train the models, we manually labelled cells and annotated them as
infected/non-infected in 10 images chosen from five positive and five control specimens.

In more detail the analysis workflow works as follows: First, images with obvious artefacts
such as large dust particles or dirt and out-of-focus images were manually discarded. Then,
images were processed to correct for the uneven illumination profile in each channel. Next, we
segmented individual cells with a seeded watershed algorithm [14], using nuclei segmented
via StarDist [116] as seeds and boundary predictions from a U-Net [113, 142] trained with the
PlantSeg package. This approach was evaluated using leave-one-image-out cross-validation on
the groundtruth images and resulted in an average precision [36] of 0.77 &£ 0.08. Combined
with extensive automatic quality control, which discards outliers in the results, the segmentation
was found to be of sufficient quality for the analysis.

Then, the segmented cells were classified into infected and non-infected, by measuring the
95th percentile intensities in the dSRNA channel. Cells were marked as infected if this value
exceeded 4.8 times the noise level, determined by the mean absolute deviation. This factor and
the percentile were determined empirically using grid search on the manually annotated images.
Using leave-one-out cross validation on the image level, we found that this approach yields an
average F1-score of 84.3%. Figure 2.15 presents an overview of all the steps of the analysis.
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Figure 2.15: Image processing pipeline used to detect SARS-CoV-2 antibodies in immunofluorescence
images of human sera. First, images with acquisition defects are discarded. Then, a pre-
processing step corrects for barrel artifacts. Subsequently, cell segmentation is computed
via seeded watershed, where seeds are generated by the StarDist [116] nuclei segmentation
and cell contours are predicted using a neural network. Finally, using the virus marker
channel each cell is classified as infected or not infected and we compute the scoring.
A final automated quality control identifies and discards anomalous results. Figure from
[107].

In summary, my contributions to the image analysis pipeline increased the throughput of the
described IF-based assay for detection of SARS-CoV-2 specific antibodies in human serum. The
strategy presented provides a general framework for serological testing based on quantitative
high-throughput microscopy.

2.5 Conclusion

In this chapter, I presented PlantSeg, a simple, powerful, and versatile tool for cell segmentation.
It implements a multi-step pipeline, where a fully convolutional neural network predicts cell
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boundaries, then the predicted boundary image is converted into a superpixel representation
and finally the graph-based merging of superpixels delivers the final segmentation.

PlantSeg was trained on various 3D confocal and light sheet images and delivers high-quality
segmentation on external datasets never seen during training as shown by both qualitative and
quantitative benchmarks. I experimented with different U-Net designs and hyperparameters, as
well as different graph partitioning algorithms, and equip PlantSeg with the ones that generalize
the best. This is illustrated by the excellent performance of PlantSeg, without retraining of
the CNNss, on a variety of plant tissues and organs imaged using confocal microscopy (3D
Cell Atlas Dataset) including the highly lobed epidermal cells ([42]). The high accuracy of
PlantSeg has also been shown empirically in an independent study [67]. Besides the plant data,
I compared PlantSeg to the state-of-the-art on an open benchmark for the segmentation of
epithelial cells in the Drosophila wing disc. Using only the pre-trained networks, PlantSeg
performance was shown to be close to the benchmark leaders, while additional training on the
benchmark’s data has narrowed the gap even further.

Accurate and versatile extraction of cell outlines rendered possible by PlantSeg opens the
door to rapid and robust quantitative morphometric analysis of plant cell geometry in complex
tissues. This is particularly relevant given the central role plant cell shape plays in the control
of cell growth and division [110].

T also highlighted three collaborative studies, demonstrating the versatility of the package
in different areas of biological research. In two studies, PlantSeg was applied to segment
volumetric time-lapse images of developing mouse embryo, which enabled the study of cellular
dynamics. In the third publication, PlantSeg routines were utilized in the image analysis pipeline
developed to automatically score antibody response in human sera.

Unlike intensity-based segmentation methods used, for example, to extract DAPI-stained
cell nuclei, the approach presented in this chapter relies on boundary information derived
from cell contour detection. While this approach grants access to the cell morphology and
cell-cell interactions, it brings additional challenges to the segmentation problem. Blurry or
barely detectable boundaries lead to discontinuities in the membrane structure predicted by
the network, which in turn might cause cells to be under-segmented. The segmentation results
produced by PlantSeg on new datasets are not fully perfect and still require proof-reading to
reach 100% accuracy.

If nuclei are imaged along with cell contours, nuclear signal can be leveraged for improving the
segmentation. One way to achieve this is based on lifted multicut formulation [60], which we
have explored [106]. In there, additional repulsive edges are introduced in the region adjacency
graph between nodes corresponding to the different nuclei. This modification is based on a
rule that a single cell contains only one nuclei. In [106], we have demonstrated that this setup
helps prevent false merge errors in cell segmentation. I added the lifted multicut segmentation
scheme, together with the networks trained to predict nuclei in 3D light-sheet images to the
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PlantSeg package.

During the development of PlantSeg, very few benchmark datasets were available to the
community for plant cell segmentation tasks, a notable exception being the 3D Tissue Atlas.
To address this gap, me and my collaborators publicly release the core datasets of Arabidopsis
ovules and lateral root, together with the corresponding hand-curated groundtruth. We hope
that the release of these datasets can catalyze future development and evaluation of cell instance
segmentation algorithms.
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3 SPOCO: Semi-Supervised Instance
Segmentation

In Chapter 1, we recognized the high cost of dense, pixel-wise annotations used for CNNs
training as a major obstacle for deep learning-based instance segmentation. Acquiring such
training datasets is not only difficult and time consuming, but especially for biomedical images,
it requires domain experts to perform the annotations. In this chapter, I propose to address the
dense annotation bottleneck by introducing a semi-supervised segmentation approach. It does
not require dense groundtruth and can be trained from just a handful of annotated objects. I
consider the challenging case of positive-unlabeled supervision, where only a few objects of
interests are labeled in a given image and everything else is unlabeled. Such annotations are
much cheaper to create for human annotator and allow for greater variability in the training data.
I extend an embedding-based approach described in Section 1.1.2 and introduce a novel self-
supervised consistency loss for the unlabeled parts of the training data. I evaluate the proposed
method on 2D and 3D segmentation problems in different microscopy modalities as well as
on the Cityscapes and CVPPP instance segmentation benchmarks, achieving state-of-the-art
results on the latter. This chapter is based on the publication [141].

3.1 Introduction

Instance segmentation is important for many application domains, forming the basis for the
analysis of individual object appearance. Biological imaging provides a particularly large set of
use cases for the instance segmentation task, with imaging modalities ranging from natural pho-
tographs for phenotyping to electron microscopy for detailed analysis of cellular ultrastructure.
The segmentation task is often posed in crowded 3D environments or their 2D projections with
multiple overlapping objects. Additional challenges — compared to segmentation in natural
images — come from the lack of large, publicly accessible, annotated training datasets that could
serve for general-purpose backbone training. Most microscopy segmentation networks are
therefore trained from scratch, using annotations produced by domain experts in their limited
time.

Over the recent years, several weakly supervised segmentation approaches have been intro-
duced to lighten the necessary annotation burden. For natural images, image-level labels can
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serve as a surprisingly strong supervision thanks to the popular image classification datasets
which include images of individual objects and can be used for pre-training [27]. There are
no such collections in microscopy (see also Figure 3.5 for a typical instance segmentation
problem example where image-level labels would be of no help). Semi-supervised instance
segmentation methods [11, 10, 24] can create pseudo-labels in the unlabeled parts of the dataset.
However, these methods require (weak) annotation of all the objects in at least a subset of
images — a major obstacle for microscopy datasets which often contain hundreds of tightly
clustered objects, in 3D.

The aim of my contribution is to address the dense annotation bottleneck by proposing a
different kind of weak supervision for the instance segmentation problem: providing mask
annotations only for a subset of instances in the image, leaving the rest of the pixels unlabeled.
This “positive unlabeled” setting has been explored in image classification and semantic seg-
mentation problems [83, 78], but - to the best of my knowledge - not for instance segmentation.
Intrinsically, the instance segmentation problem is very well suited for positive unlabeled
supervision: as I show empirically (Section 3.4.5), sampling a few objects in each image
instead of labeling a few images densely exposes the network to a more varied training set with
better generalization potential. This is particularly important for datasets with sub-domains
in the raw data distribution, as it can ensure all sub-domains are sampled without increasing
the annotation time. Furthermore, in crowded microscopy images which commonly contain
hundreds of objects, and especially in 3D, dense annotation is significantly more difficult and
time consuming than sparse annotation, for the same total number of objects annotated. The
main obstacle for training an instance segmentation method on sparse object mask annotations
lies in the assignment of pixels to instances that happens in a non-differentiable step which
precludes the loss from providing supervision at the level of individual instances. To lift this
restriction, I propose a differentiable instance selection step which allows us to incorporate
any (differentiable) instance-level loss function into non-spatial pixel embedding network [16]
training (Figure 3.1). I show that with dense object mask annotations and thus full supervision,
application of the loss at the single instance level consistently improves the segmentation
accuracy of pixel embedding networks across a variety of datasets. For my main use case of
weak positive unlabeled (PU) supervision, I propose to stabilize the training from sparse object
masks by an additional instance-level consistency loss in the unlabeled areas of the images.
The conceptually simple unlabeled consistency loss, inspired by [56, 125], does not require the
estimation of class prior distributions or the propagation of pseudo-labels, ubiquitously present
in PU and other weakly supervised segmentation approaches [133, 81]. In addition to training
from scratch, my approach can deliver efficient domain adaptation using a few object masks in
the target domain as supervision.

In summary, I address the instance segmentation task with a CNN that learns pixel embed-
dings and propose the first approach to enable training with weak positive unlabeled supervision,
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where only a subset of the object masks are annotated and no labels are given for the back-
ground. To this end, I introduce: (1) a differentiable instance selection step which allows
to apply the loss directly to individual instances; (2) a consistency loss term that allows for
instance-level training on unlabeled image regions, (3) a fast and scalable algorithm to convert
the pixel embeddings into final instances, which partitions the metric graph derived from the
embeddings. I evaluate my approach on natural images (CVPPP [100] , Cityscapes [30]) and
microscopy datasets (2D and 3D, light and electron microscopy), reaching the state-of-the-art
on CVPPP and consistently outperforming strong baselines for microscopy. On all datasets, the
bulk of CNN performance improvement happens after just a fraction of training objects are
annotated.

3.2 Related Work

Proposal-based methods such as Mask R-CNN [57] are a popular choice for instance segmen-
tation in natural images. These methods can be trained from weak bounding box labels [70,
79, 121, 103]. However, as they require a pre-trained backbone network and have difficulties
segmenting complex non-convex shapes, they have not become the go-to segmentation tech-
nique for microscopy imaging. There, instance segmentation methods commonly start from the
semantic segmentation [113], followed by a (non-differentiable) post-processing [8, 46, 77,
106].

Semantic instance segmentation with embedding networks was introduced by [38, 16].
The embeddings of [16] have no explicit spatial or semantic component. [38] predicts a
seediness score for each pixel in addition to the embedding vector. The main advantage of pixel
embedding-based segmentation methods lies in their superior performance for overlapping
objects and crowded environments, delivering state-of-the-art results in many benchmarks,
including those for biological data [92]. Furthermore, they achieve a significant simplification
of the pipeline: the same method can now be trained for intensity-based and for boundary-
based segmentation. my approach continues this line of work and employs non-spatial pixel
embeddings.

Like the original proposal of [16], all modern embedding networks require fully segmented
images for training and compute the loss for the whole image rather than for the individual
instances. Even when the supervision annotations are weak, such as scribbles or saliency masks,
they are commonly used to create full object proposals or pseudo-labels to allow the loss to
be applied to the whole image [48, 133, 81]. Such methods exploit object priors learned by
their components which have been pre-trained on large public datasets. At the moment, such
datasets or pre-trained backbones are not available for microscopy images. Another popular
approach to weak supervision is to replace mask annotations by bounding boxes [70] which
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are much faster to produce. Given a pre-trained backbone, bounding boxes can be reduced to
single point annotations [75], but for training every object must be annotated, however weakly.
The aim of my work is to lift this requirement and enable instance segmentation training with
positive unlabeled supervision.

Positive unlabeled learning targets classification problems where negative labels are un-
available or unreliable [84, 9]. Three approaches are in common use: generation of negative
pseudo-labels, biased learning with class label noise in unlabeled areas and class prior incorpo-
ration (see [9] for detailed review). PU learning has recently been extended to object detection
[12] and semantic segmentation problems [78]. My approach enables PU learning for instance
segmentation problems via an instance-level consistency loss applied to the unlabeled areas.

The core of my approach consists of the differentiable single instance selection step per-
formed during training. Here, I have drawn inspiration from [102], where the clustering
bandwidth is learned in the network training which allows to optimize the intersection-over-
union loss for each instance. Still, as the network also needs to be trained to predict a seed
map of cluster centers for inference, this method cannot be trained on partially labeled images.
Differentiable single instance selection has also been proposed by AdaptIS [120]. However,
this method does not use a learned pixel embedding space and thus requires an additional
sub-network to perform instance selection. Importantly, AdaptIS does not introduce PU training
and relies on a pre-trained backbone network which is not readily available for microscopy
images.

3.3 Methods
3.3.1 Full Supervision

Given an image I = {I1, ..., I¢} composed of C objects (including background), N}, pixels in
I, N = chzl N, pixels in the image and an embedding network f: R? — R which maps
pixel 7 into a D-dimensional embedding vector e;, the discriminative loss [16] is defined by
the pull force and the push force terms':

C Ny
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'Similarly to [16] a regularization term (& Zgzl || ]) which keeps the embeddings bounded is added to the
final loss with a small weight of 0.001. For clarity, I omit this term in the text
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where ||-|| is the L2-norm and [z];+ = maxz(0,x) is the rectifier function. The pull force
Ly (Equation 3.1) brings the object’s pixel embeddings closer to their mean embedding g1,
while the push force L,,s, (Equation 3.2) pushes the objects away, by increasing the distance
between mean instance embeddings. Note that both terms are hinged, i.e. embeddings within
the d,-neighbourhood of the mean embedding p;, are no longer pulled to it. Similarly, mean
embeddings which are further apart than 24, are no longer repulsed.

2. i

B

input PCA-projected output distance map predicted mask

Figure 3.1: Differentiable instance selection for non-spatial embedding networks. First, I sample an
anchor point randomly or guided by the groundtruth instances. Second, I compute a distance
map in the embedding space from the anchor point to all image pixels. In the final step, a
kernel function (Equation 3.3) transforms the distance map to the “soft” instance mask.

I exploit the clustering induced by this loss to select pixels belonging to a single instance and
apply auxiliary losses at the instance level (Figure 3.2). Crucially, I find that given an instance
I, it is possible to extract a “soft” mask Sy, for the current network prediction of the instance I,
in a differentiable way (Figure 3.1). I select an anchor point for I, at random and project it into
the learned embedding space to recover its embedding aj, which I term “anchor embedding”.
I compute the distance map from all image pixel embeddings to the anchor embedding and
apply a Gaussian kernel function ¢: R” x RP — R to “softly” select the pixels within the
d,-neighborhood of ay, (9, is the pull term margin in Equation 3.1):

Sk ={¢(ei,ar) [i=1,..,N}
¢(ei, ar) = exp <—||e"_ak||2> 3.3)

202

I require the embeddings within the distance d,, from the anchor embedding a, have a kernel
value greater than a predefined threshold ¢ € (0,1), i.e. ¢(e;,ar) >t < |le; — ag|| < 0.
2

I can thus determine o%: substituting ||e; — ay|| = &, in Equation 3.3, T get exp (— 2‘2@) =t,

_s2 . . . .
ie o2 = QIi”t. I choose ¢ = 0.9 in my experiments and refer to Section 3.5.6 for a detailed

exploration of this hyperparameter.
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I can now formulate a loss on the instance level, where the objective is to minimize the
discrepancy between the predicted masks Sy, and the the corresponding groundtruth masks
I.. I choose the Dice loss [99] to compare the predicted mask to the groundtruth mask. The
corresponding object level loss is given by:

C
1
Lovj = & > " D(Sk, 1) (3.4)
k=1

where D is the Dice loss:
N
QZi piqi
N N
> p? +2 qi2

in which p; and ¢; represent pairs of corresponding pixel values of the predicted mask Sy, and
groundtruth mask I;. Combining the losses in Equation 3.1, Equation 3.2 and Equation 3.4, I
get:

D(Sk,Ix) =1— (3.5)

LSO = aLpull + /BLpush + )\Lobj (36)

which I refer to as the Single Object contrastive loss (Lgo). I use @ = 8 = 1 (similar to [16])
and A = 1 in my experiments. I set the pull and push margin parameters to 6, = 0.5, 5 = 2.0.

While Equation 3.4 employs the Dice loss, my approach is not limited to Dice and can be
used with any differentiable loss function at the single instance level, e.g. binary cross-entropy.
Additionally, I explored the adversarial approach and trained a discriminator to distinguish the
object masks coming from the differentiable instance selection method or from the groundtruth.
The results of the adversarial regularization are shown in Table 3.3. Implementation details can
be found in Section 3.5.3, the results are shown in Table 3.3.

3.3.2 Positive Unlabeled Supervision

To enable training from positive unlabeled supervision, I introduce two additional loss terms:
one to push each cluster away from the pixels in the unlabeled region and the other to enforce
embedding space consistency in the unlabeled region. For an unlabeled region U which can
contain both background and unlabeled instances, I define an additional “push” term:

C Ny

1 1
LUS:—E—E(S— —el? 3.7
U_push Ck:1NUi=1[d H.Uk 6H]+ (3.7)

where C' is the number of labeled clusters/instances and Ny is the number of pixels in the
unlabeled region U.
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Since there is no direct supervision applied onto the unlabeled part of the image, the fully
convolutional embedding network propagates the high frequency patterns present in there into
the feature space. This is especially apparent for natural images and microscopy images with
complex background structures, e.g. electron microscopy (see Figure 3.3 top left and Figure 3.6
top, col 3). To overcome this issue, I introduce the embedding consistency term. Given two
different embedding networks f and g, I perturb the input image = with two different random,
location- and shape-preserving augmentations ¢ and ¢’ and pass it through f and g respectively.
The resulting vector fields f(¢(z)) and g(¢'(x)) come from the same input geometry, hence
they should result in consistent instance segmentation after clustering, also in the unlabeled part
of the input. To enforce this consistency I randomly sample an anchor point from the unlabeled
region, project it into the f- and g-embedding spaces, to get anchor embeddings a’ and a¢ and
compute two “soft” masks S/ and S9 according to Equation 3.3. Similarly to Equation 3.4 the
embedding consistency is given by maximising the overlap of the two masks, using the Dice
loss (D):

K
1
Ly _con = K;D(S;{,SZ) (3.9)

where K is the number of anchor points sampled from the unlabeled region U such that the
whole region is covered by the union of extracted masks, i.e. U ~ Uszl S]{ U S}. Having
considered different variants of g-network including: weight sharing (with and without dropout)
and independent training, I choose a momentum-based scheme [56, 51] where the network
g (parameterized by 0,) is implemented as an exponential moving average of the network f
(parameterized by ). The update rule for 6, is given by: 6, <— mf, + (1 —m)0;. f is trained
by back-propagation. I refer to Section 3.5.2 for extensive ablations of the g-network types
and Section 3.5.5 for the choice of a momentum coefficient m € [0, 1). Briefly, momentum
variant provides the fastest convergence rate, improves training stability and is motivated by
prior work [125, 20]. Significance of the embedding consistency term in weakly supervised
setting is illustrated in Figure 3.3. Note how the complex patterns present in the background
(e.g. the flower pot) are propagated into the embedding space of the network trained without the
consistency term (top, column 2), leading to spurious objects in the background after clustering
(middle, column 2). In contrast, the same network trained with the embedding consistency
loss results in crisp embeddings, homogeneous background embedding and clear background
separation with no false positives (column 3). I confirm this observation by PCA-projecting
the embeddings of background pixels onto 2D subspace (bottom). Network trained sparsely
with the consistency term implicitly pulls background pixels into a single cluster, similar to the
fully supervised network where the background pull is enforced by the loss. In contrast, the
network trained without the consistency loss does not form a tight background cluster in the
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feature space. In addition, with a limited annotation budget of a certain number of objects, I
achieve (see Section 3.4.5) much better segmentation accuracy with objects distributed across
many images than with a few images fully labeled. The latter is prone to over-fitting, whereas a
more diverse training set and the presence of the strong consistency regularizer in the former
enables it to train from just a few object mask annotations. My weakly supervised loss, termed
Sparse Single Object loss (Lsso), is given by:

Lsso = Lso +7 - L push + 9 - LU con 3.9

In my experiments [use v = § = 1.

Table 3.2 shows that using the consistency term (Equation 3.8) in a fully-supervised setting,
in addition to the instance-based term (Equation 3.4) improves the segmentation accuracy at
the expense of longer training times. Figure 3.2 gives a graphical overview of the training
procedure which I term SPOCO (SParse Object COnsistency loss). Extensive ablation study
of the individual loss terms can be found in Section 3.5.1. In the experiments, I use the term
SPOCO to refer to the fully-supervised training (taking all groundtruth objects including the
background object). SPOCO @p refers to the weakly supervised positive unlabeled setting,
in which a fraction p € (0, 1] of objects (excluding background) is taken for training. The
background label is never selected in the weakly supervised setting, i.e. SPOCO@1.0 means
that the network was trained with all labeled objects, excluding background.
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Figure 3.2: Overview of training procedure. Two augmented views of an input image are passed through
two embedding networks f(-) and g(-) respectively. Anchor pixels inside labeled objects
(blue dots) are sampled and their corresponding instances are extracted as shown in Fig-
ure 3.1. Discrepancy between extracted objects and groundtruth objects is minimized by
the instance-based loss. Another set of anchors (yellow triangles) is sampled exhaustively
from the unlabeled region and for each anchor two instances are selected based on the out-
puts from f(-) and g(-). Discrepancy between instances is minimized using the embedding
consistency loss.
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Figure 3.3: Different training schemes, left to right: SPOCO@0.1 trained without embedding con-
sistency; SPOCO@O0.1 trained with embedding consistency; SPOCO trained with full
supervision (including the background label). TOP: PCA-projected embeddings; MIDDLE:
corresponding clustering results; BOTTOM: background pixel embeddings PCA-projected
onto 2D subspace.
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3.3.3 Clustering

To create the final instance segmentation, the pixel-wise embeddings are clustered in a post-
processing step. Mean-shift [28] and HDBSCAN [17] are commonly used for this task [16, 74,
109]. In this work, I experimented with two additional clustering schemes: (1) a hybrid approach
called consistency clustering, where initial mean-shift clusters are refined to conform with the
pull-push loss formulation (Sec 3.3.1) (2) partitioning [140] of a metric graph derived from
pixel embeddings [76]. Embeddings from networks f and g are used together in (1), all other
clustering methods use the f-embeddings only. See Section 3.4.6 for a detailed comparison of
different clustering methods.
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Consistency Clustering The procedure for Consistency Clustering is described in algo-
rithm 1. It works by passing two augmented versions of the input through the networks f and g,
producing embeddings £ and £, respectively. I cluster £ using mean-shift with bandwidth set
to the pull force margin d,,.. Then for each segmented object Sy, I randomly select M anchor
points and for each anchor I extract a new object S‘,T by taking a §,-neighborhood around the
anchor in the &, space. If the median intersection-over-union (IoU) between S}, and each of the
S‘,T objects is lower than a predefined threshold, I discard .Sy from the final segmentation. This
is based on the premise that clusters corresponding to the real objects should remain consistent
between £ and &,.

Input: Set of mean-shift segmented objects S, embeddings from the g-network
&, = {eo,e1,...,en}, IoU threshold ¢ 7,7, number of anchors per object to
sample M

Output: New set of segmented objects S

S={k

for S, € Sdo

A ={a},...,a} | al* € &} - anchors of Si;

Irov =1{};

for a]’ € Aj do

Sit=Asilsi = llei—ai’| < du};
Iroy U IOU(S?, Sk);

if med(I[OU) > tror7 then
[ §=Su{sS}

return S;
Algorithm 1: Consistency Clustering algorithm

Graph-based partitioning The affinity graph-based method proceeds similar to [76]: I
convert the embedding space into a graph partitioning problem by introducing a grid-graph
that contains a node for each pixel and connects all direct neighbor pixel via edges. Following
[77] and [140] I introduce additional long-range edges that connect pixels that are not direct
neighbors in a fixed offset pattern. Following [76] I derive the edge weight w;;, or affinity,
between pixel 7 and j from the embedding vector e; and e; via

204 — |le; — e;
w;; = 1 — max( a—llei — e , 0)2. (3.10)
204
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Here, d, is the hinge from Equation 3.2 and I use the L2 norm to measure the distance in
the embedding space. This weight is derived from the distance term (Equation 3.2) and is
maximally attractive (0) when the embedding distance is zero and becomes maximally repulsive
(1) for embedding distances larger than 24,4. I obtain an instance segmentation with the Mutex
Watershed algorithm [140], which operates on long-range affinity graphs. I introduce long-
range edges between all pixel pairs with distance 3, 9 and 27 across all dimensions. This choice
yields good segmentation results empirically.

3.4 Results

I evaluate my method using the following benchmark datasets:

CVPPP. I use the Al subset of the popular CVPPP dataset [100] which is part of the LSC
competition. The task is to segment individual leaf instances of a plant growing in a pot. The
dataset consists of 128 training images with public groundtruth labels and 33 test images with
no publicly available labels. Test images come with a foreground mask which can be used
during inference.

Cityscapes. I use Cityscapes [30] to demonstrate the performance of my method on a large-
scale instance-level segmentation of urban street scenes. There are 2975 training images, 500
validation images, and 1525 test images with fine annotations. I choose 8 semantic classes:
person, rider, car, truck, bus, train, motorcycle, bicycle and train the embedding networks
separately for each class using the training set in the full and weak supervision setting.

Light microscopy (LM) datasets. To evaluate the performance of my approach on a challeng-
ing boundary-based segmentation task I selected a 3D LM dataset of the ovules of Arabidopsis
thaliana from [142], with 48 image stacks in total: 39 for training, 2 for validation and 7 for
testing. Additionally, I use the 3D A. thaliana apical stem cells from [139] in a transfer learning
setting. The images are from the same imaging modality as the ovules dataset (confocal, cell
membrane stained), but differ in cell type and image acquisition settings. I choose the Ovules
dataset as the source domain and Stem cells as the target (plantl, plant2, plant4, plantl3,
plantl5 are used for fine-tuning and planti8 for testing).

Electron microscopy (EM) datasets. Here, I test my method in the transfer learning setting on
the problem of mitochondria segmentation. An important difference between light and electron
microscopy from the segmentation perspective lies in the appearance of the background which
is simply dark and noisy for LM and highly structured for EM. The source domain (VNC
dataset) [49] is a small annotated 20 x 1024 x 1024 volume of the Drosophila larva acquired
with voxel size of 50 x 5 x 5nm. I use 13 consecutive slices for training and keep 7 slices for
validation. As target domain I use the 3D MitoEM-R dataset from the MitoEM Challenge [137]
a 500 x 4096 x 4096 volume at 30 x 8 x 8 nm resolution extracted from rat cortex. Slices
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(0-399) are used for fine-tuning and (400-499) for testing.

I present the fully- and semi-supervised results on the CVPPP, Cityscapes and LM datasets in
Section 3.4.1, Section 3.4.2 and Section 3.4.3 respectively. Transfer learning results on the LM
and EM datasets are shown in Section 3.4.3 and Section 3.4.4. In Section 3.4.5 I demonstrate
that given a limited annotation budget of a certain number of objects my method outperforms
its fully-supervised counterpart.

Setups Any fully convolutional architecture with dense outputs could be used as an embed-
ding network. I choose the U-Net [113, 21]. The depth of the U-Net is chosen such that the
receptive field of features in the bottleneck layer is greater or equal to the input patch size. In
all experiments, I train the networks from scratch without using any per-trained backbones.
I use the Adam [71] optimizer with initial learning rate 0.0002 and weight decay 0.00001.
Data augmentation consists of random crops, random flips, random scaling and random elastic
deformations. For the momentum contrast embedding network, I additionally use additive
Gaussian noise, Gaussian blur and color jitter as geometry preserving transformations.

In transfer learning experiments, the source network is always trained with the full groundtruth.
On the target domain, I reduce the learning rate by a factor of 10 compared to the source net-
work and use only a small fraction of the objects. VNC dataset is too small to train a 3D U-Net,
so I perform EM segmentation in 2D, slice-by-slice. I also downsample VNC dataset by factor
1.6 in XY to match the voxel size of the target MitoEM data.

A detailed description of the network architecture, training procedure and hyperparameter
selection can be found in the Section 3.6.

3.4.1 CVPPP Challenge

Table 3.1 shows the results on the test set. The challenge provides foreground masks for test set
images and I assume they have been used by authors of [16, 112, 74] in test time inference.
In this setting, SPOCO outperforms [74] and the current winner of the leaderboard on the
A1 dataset, keeping the advantage even in the case when the foreground mask is not given,
but learned by another network (“predicted FG”). Even without using the foreground mask in
the final clustering, SPOCO is close to [74] in segmentation accuracy, achieving much better
average difference in counting score (| DiC|). I evaluate weakly supervised predictions without
the foreground mask as I cannot easily train a semantic network without background labels.
Nevertheless, even when training with only 10% of the groundtruth instances (SPOCO@0.1),
the Symmetric Best Dice (SBD) as compared with the fully supervised SPOCO (without
FG) drops only by 10 percent points. Qualitative results from SPOCO@0.1 can be seen in
Figure 3.3 (column 3), where the single under-segmentation error is present in the top left part
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of the image. HDBSCAN with min_size = 200 is used for clustering in this case. Visual
results and performance metrics for other clustering methods can be found in Section 3.4.6.

Method SBD | DiC|
Discriminative loss [16] 0.842 1.0
Recurrent attention [112] 0.849 0.8
Harmonic Emb. [74] 0.899 3.0
SPOCO (GT FG) 0.932 1.7
SPOCO (pred FG) 0.920 1.6
SPOCO (w/o FG) 0.886 1.3
SPOCO@0.1 0.788 £0.017 | 54+ 0.3
SPOCO@0.4 0.824 +£0.003 | 3.2+ 0.5
SPOCO@0.8 0.828 £ 0.010 | 1.6 £ 0.2

Table 3.1: Results on the CVPPP test set. Segmentation (SBD) and counting (| DiC|) scores for fully
supervised SPOCO are reported in 3 different clustering settings: (1) with the groundtruth
foreground mask, (2) with the predicted foreground mask (3) without the foreground mask.
Results for semi-supervised setting SPOCO @p (no foreground mask) are presented for 10%,
40% and 80% of randomly selected groundtruth instances.

3.4.2 Cityscapes Challenge

I train my method with sparse (SPOCO @0.4) and full supervision and compare it with the fully-
supervised contrastive framework [16]. In [16] authors trained a single model with multiple
classes, applying the loss only within a given semantic mask. Since groundtruth semantic
masks are not available when training from sparsely labeled instances, I train one model
(including my implementation of [16]) for each semantic class. For inference, I use pre-trained
semantic segmentation model (DeepLabV3 [23]) to generate semantic masks and cluster the
embeddings only within a given semantic mask. After initial mean-shift clustering I merge
every pair of clusters if the mean cluster embeddings are closer than d, (push force hinge in
Equation 3.2). Average Precision at 0.5 intersection-over-union computed on the validation
set can be found in Table 3.2. My method outperforms [16] with only 40% of the groundtruth
objects of each semantic class used for training. This is true for all classes apart from person,
car and bicycle where the model requires larger number of annotated objects to reach high
precision. Importantly, using consistency term in the fully-supervised setting improves the score
by a large margin. The performance of SPOCO@0.4 is almost as good as the fully-supervised
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Class Discriminative loss [16] | SPOCO@0.4 | SPOCO w/ con | SPOCO w/o con
person 0.275 0.230 0.260 0.270
rider 0.392 0.396 0.451 0.448
car 0.416 0.301 0.331 0.363
truck 0.486 0.558 0.604 0.527
bus 0.504 0.601 0.637 0.530
train 0.375 0.594 0.656 0.490
motorcycle 0.382 0.405 0.464 0.461
bicycle 0.267 0.214 0.266 0.255
average 0.387 0.412 0.459 0.418

Table 3.2: Segmentation results on the Cityscapes validation set. Average and per-class AP@0.5 scores
are reported. SPOCO w/ con - fully-supervised SPOCO with the consistency term, SPOCO
w/o con - fully-supervised SPOCO without the consistency term.

SPOCO without the consistency term. I hypothesize that strong regularization induced by
the consistency term is crucial for classes with small number of instances. Figure 3.4 shows
qualitative results on a few samples from the validation set. Network trained with discriminative
loss frequently over-segments large instances (trucks, buses, trains). A common mistake in
crowded scenes for both methods is the merging of neighboring instances. Segmentation
scores at different sampling rates, comparison with a class-agnostic training setting as well as
qualitative results can be found in the Section 3.5.4.
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Figure 3.4: Segmentation results for randomly selected images of different semantic classes on the
Cityscapes validation set.

3.4.3 3D Light Microscopy Datasets

I compare SPOCO to the method of [142]: a 3-step pipeline of boundary prediction, supervoxel
generation and graph agglomeration. Following [142], Adapted Rand Error [44] is used for
evaluating the segmentation accuracy. As shown in Table 3.3, the performance of SPOCO is
close to that of the much more complex 3-step PlantSeg pipeline. An additional adversarial loss
term (SPOCO with Ly,gap, see Section 3.5.3) brings another performance boost and improves
SPOCO accuracy beyond the [142] level.

Note that SPOCO trained with 10% of the groundtruth instances already outperforms
the original embedding network with discriminative loss [16]. See Figure 3.5 (top row) for
qualitative results on a randomly sampled test set patch.
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Method ARand error
PlantSeg [142] 0.046
Discriminative loss [16] 0.074
SPOCO 0.048
SPOCO with Lygan 0.042
SPOCO@0.1 0.069
SPOCO@0.4 0.060
SPOCO@0.8 0.057

Table 3.3: Evaluation on a 3D light microscopy dataset of Arabidopsis ovules [142]. The Adapted Rand
Error (ARand error) averaged over the 7 test set 3D stacks is reported. Bottom part of the
table shows the scores achieved in the weakly supervised settings.

Table 3.4 shows SPOCO performance in a transfer learning setting, when fine-tuning a
network trained on the Ovules dataset to segment the Stem dataset. The Ovules network trained
only on source data does not perform very well, but just 5% of the target groundtruth annotations
brings a two-fold improvement in segmentation accuracy. Results in Table 3.3 and Table 3.4
are based on HDBSCAN (min_size = 550) clustering.

Method ARand error
Stem 0.074
Ovules 0.227

Ovules+Stem@0.01 | 0.141 4 0.002
Ovules+Stem@0.05 | 0.109 + 0.002
Ovules+Stem@0.1 | 0.106 + 0.004
Ovules+Stem@0.4 | 0.093 4+ 0.003

Table 3.4: Evaluation on a 3D light microscopy dataset in a transfer learning setting. Ovules dataset acts
as the source domain, Stem dataset as the target domain. Performance is measured by the
Adapted Rand Error (lower is better). Mean & SD are reported across 3 random samplings of
the instances from the target dataset.

Qualitative results are shown in Figure 3.5 (bottom row). Note how the output embeddings
from the Ovules network fine-tuned with just 1% of cells from the target dataset are less crisp

67



due to the domain gap, but the clustering is still able to segment them correctly.

30 pm A 30 um

embeddings segmentation ground truth

Figure 3.5: Light microscopy segmentation in standard and transfer learning settings. TOP: samples
from the 3D Ovules (left) and Stem (right) datasets; MIDDLE: segmentation of a selected
patch (A) from the source domain; BOTTOM: output of the source (Ovules) network fine-
tuned with 1% of instances from the target (Stem) and the corresponding segmentation of a
selected patch (B).
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3.4.4 Electron Microscopy Datasets

Table 3.5 continues the evaluation of SPOCO performance in a transfer learning setting. I
report the average precision at 0.5 IoU threshold (AP@0.5) and the mean average precision
(mAP). Similar to the LM case, just 1% of annotated objects in the target dataset bring a 1.5
fold improvement in the mean average precision compared to the network trained on source
VNC domain only. A comparison to a network trained only on MitoEM (Table 3.5 bottom)
shows that fine-tuning does significantly improve performance for low amounts of training
data (1% of the target). With 10% of the annotated objects, fine-tuned VNC network does not
reach the performance of the SPOCO@0.1 trained directly on MitoEM (target) due to reduced
learning rate. Figure 3.6 illustrates the EM experiments. The VNC-net only partially recovers
4 out of 7 groundtruth instances and also produces a false positive. MitoEM @0.05 without
consistency loss only recovers 2 instances, while the version with the consistency loss recovers
the correct segmentation. Embeddings clustered with HDBSCAN (min_size = 600).

Method AP@0.5 mAP
MitoEM 0.560 0.429
VNC 0.234 0.137
VNC+MitoEM@0.01 | 0.368 £ 0.022 | 0.247 £ 0.022
VNC+MitoEM@0.05 | 0.398 + 0.007 | 0.277 &+ 0.006
VNC+MitoEM@0.10 | 0.389 £+ 0.013 | 0.268 £ 0.007
MitoEM@0.01 0.088 £ 0.045 | 0.046 £ 0.025
MitoEM @0.05 0.403 £ 0.055 | 0.280 £ 0.046
MitoEM@0.10 0.481 £ 0.008 | 0.340 £ 0.007

Table 3.5: Evaluation on MitoEM dataset (target) fine-tuned from the VNC net (VNC+MitoEM @p)
and trained from scratch (MitoEM @p) with different sampling ratios. The performance is
measured with an average precision (AP@0.5, mAP). Mean + SD are reported across 3
random samplings of the instances from the target dataset.
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Figure 3.6: Electron microscopy segmentation in transfer learning setting. TOP: samples from the
source (VNC, left) and target (MitoEM, right) datasets; MIDDLE: the input image and
the RGB-projected embeddings: trained on VNC only, VNC-pretrained + MitoEM @0.05-
finetuned without the embedding consistency, same but with the embedding consistency,
trained on MitoEM only; BOTTOM: groundtruth and predicted segmentations.

3.4.5 Training with Limited Annotation Budget

Choosing a fixed annotation budget of N ground truth instances I can objectively compare
the weakly supervised training with the dense, fully supervised one. I set N = 16, which
corresponds to roughly 1% of the objects from the CVPPP training set containing 1683 objects
spread across 103 files (I use train/val script described in Section 3.5.2). In the dense setup 1
randomly choose a single groundtruth file with 16 objects and dense labeling (including the
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background label), whereas in the sparse setting I randomly sample 16 objects from the whole
training set, resulting in 16 files, each with only one object labeled. On the densely labeled
image, I train using the fully supervised loss Equation 3.6, while on the sparsely annotated
images I train using the weakly supervised loss Equation 3.9.

Segmentation metrics and embeddings emerging the two training schemes are shown in
Table 3.6. The network trained from dense annotations is prone to over-fitting and result in
visible artifacts in the embedding space. On the other hand, exposing the network to a much
more varied training set in the sparse setting and the presence of a strong consistency regularizer
results in a feature space of much better quality. Quantitative comparison confirms that the
sparse significantly outperforms the dense setting in terms of segmentation and counting scores.

Training scheme | SBD | |DiC|

1% dense 0.380 9.8
1% sparse 0.691 | 2.2
plant058 plantl14 plantl34 Iantl44

emb. (dense) raw input

emb. (sparse)

Table 3.6: TOP: segmentation performance computed for the networks trained with limited annotation
budget on the CVPPP validation set. Embeddings within the foreground semantic mask were
clustered with mean-shift algorithm. BOTTOM: qualitative comparison of the embeddings
trained in the dense and sparse setting. Four sample images where chosen from the CVPPP
validation set.
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3.4.6 Clustering Comparison

Quantitative comparison of 4 different clustering algorithms: HDBSCAN (min_size = 200),
Mean-shift (with bandwidth set to é,, = 0.5), Consistency Clustering (t;,iy = 0.6) and affinity-
based clustering are shown in Table 3.7. I report the segmentation and counting scores as
well as runtimes on the CVPPP validation set. I used the embedding networks trained using
SPOCO@O0.1 (i.e. 10% of randomly selected ground truth objects) and SPOCO (trained with
full supervision).

Mean-shift has a high recall (correctly recovers most instances), but low precision (it tends
to over-segment the image around the boundary of the objects, see Figure 3.7) resulting in high
number of false positives and inferior counting scores. Consistency clustering significantly
improves the initial mean-shift segmentation resulting in the best segmentation metric for the
network trained with weak supervision (SPOCO@0.1). Affinity-based (Mutex Watershed)
and density-based (HDBSCAN) methods have similar segmentation scores, with the former
achieving much better counting performance in both full (SPOCO) and weak (SPOCO@0.1)
supervision. The affinity-based approach has much lower runtimes compared to the other
clustering methods.

Clustering SBD ‘ | DiC| ‘ t[s]
SPOCO@0.1
Consistency 0.729 - 0.086 | 2.7 £ 1.7 | 252.3
HDBSCAN 0.653 +£0.077 | 5.7+1.7 | 823
Mean-shift 0.356 +0.048 | 20.7 £ 6.2 | 201.2
Affinity-based | 0.615 +0.061 | 2.6 +2.3 | 0.45
SPOCO
HDBSCAN 0.834 1.6 164.7
Mean-shift 0.541 10.92 121.9
Affinity-based 0.833 0.88 0.4

Table 3.7: Performance and runtime comparison of the clustering methods on the CVPPP validation
set. I compare the results for SPOCO@0.1, where mean =+ SD are reported across 3 random
samplings of the ground truth objects as well as fully supervised SPOCO (bottom), for which
I report results from a single training.

Similarly, Table 3.8 shows comparison of 3 clustering algorithms: HDBSCAN (min_size =
600), Mean-shift (bandwidth = §,) and affinity-based on the Ovules test set. I skip the
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consistency clustering, since the embedding network is trained in the full supervision setting. I
notice that for the dense tissue segmentation problems, HDBSCAN classifies the low density
areas between the cells as noise, and additional post-processing is required in order to fill
the empty space. Results reported in Table 3.3 and Figure 3.5 are based on the watershed
post-processing. Here, for fair comparison with other methods I don’t use the watershed post-
processing on the HDBSCAN clustering results (see Figure 3.5 bottom). Overall, the parameter-
free, affinity-based clustering is much faster than other methods under consideration and
provides the best performance-runtime ratio. The downside of HDBSCAN is its sensitivity to

the min_size hyperparameter, longer running times and the need for additional post-processing
for dense tissue segmentation problems.

Method (Ovules) | Arand error | t[s]

HDBSCAN 0.133 95.0
Mean-shift 0.102 279.2
Affinity-based 0.086 0.9

Table 3.8: Performance (Adapted Rand Error) and runtime comparison of the clustering methods on the
ovules test set. Embedding network trained with fully supervised SPOCO.

Qualitative results on samples from the CVPPP and Ovules datasets are illustrated in
Figure 3.7.
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raw input mean-shift HDBSCAN affinity-based ground truth

embeddings

S =z

Figure 3.7: Qualitative comparison of different clustering schemes on the samples from the CVPPP
validation set (top) and Ovules test set (bottom). Fully supervised SPOCO was used to train
embeddings.

3.5 Ablation Study of SPOCO

In this section, I investigate the importance of different loss components as well as the choice
of the g-network and their impact on the training dynamics and the final segmentation.
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3.5.1 Ablation of Loss Functions

I study the impact of different loss variants and the choice of g(-) network on the final
performance of my method. Table 3.9 presents segmentation and counting scores (CVPPP test
set) with different loss variants. HDBSCAN with min_size = 200 and no foreground mask
was used for clustering the network outputs in all cases. I see that when only a few ground
truth objects are used for training (10%, 40%) the consistency term L; .o, (Equation 3.8) has
a much stronger impact on the final segmentation performance than the unlabeled “push” term
Ly push (Equation 3.7). The absence of Li; s, term worsens the segmentation and counting
scores in all experiments.

Loss function SBD | DiC|

SPOCO@0.1 0.788 £ 0.017 | 5.4+ 0.3
SPOCO@O0.1 w/o Lyy_pysn | 0.734 £0.042 | 8.5£0.4
SPOCO@O0.1 w/o L7 ¢on, | 0.720 £0.037 | 6.3 £0.1
SPOCO@0.4 0.824 £0.003 | 3.2+ 0.5
SPOCO@0.4 w/o Ly_pusn | 0.779 £0.045 | 3.0 £ 0.7
SPOCO@0.4 w/o Ly con, | 0.738 £0.019 | 2.1 £0.1
SPOCO@0.8 0.828 £0.010 | 1.6 £0.2
SPOCO@0.8 w/o Ly pysh | 0.797 £0.014 | 1.9 £ 0.4
SPOCO@0.8 w/o Ly _con | 0.810 £0.010 | 2.1 £0.2

Table 3.9: Ablation study of different loss variants. I report segmentation (SBD) and counting (|DiC)
scores on the CVPPP test set. Ablation of the Ly_con Lu_pusn term in the semi-supervised
setting is reported for 10%, 40% and 80% of randomly selected ground truth objects. Mean
=+ SD are reported across 3 random samplings of the ground truth objects.

In transfer learning setting, the embedding network trained on the source domain is fine-
tuned on the target domain with just a few groundtruth objects. Results on the EM data, where
VNC dataset [49] is the source and the MitoEM [137] is the target domain (Table 3.10) show
significant drop in segmentation scores across all experiments if the embedding consistency is
removed from the loss.
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Method AP@0.5 mAP

SPOCO@0.01 0.368 + 0.022 | 0.247 + 0.022
SPOCO@0.01 w/o L7 con, | 0.306 £0.014 | 0.210 £ 0.008
SPOCO@0.05 0.398 + 0.007 | 0.277 4+ 0.006
SPOCO@0.05 w/o Ly con | 0.319 £ 0.002 | 0.227 £ 0.002
SPOCO@0.10 0.389 + 0.013 | 0.268 4+ 0.007
SPOCO@0.10 w/o L7 con, | 0.301 £0.012 | 0.212 £ 0.007

Table 3.10: Ablation of the consistency term L .o, in the transfer learning setting with 1%, 5%, 10%
of groundtruth objects (target domain). Average precision measured on the target task of
MitoEM mitochondria segmentation is reported. VNC dataset serves as a source domain.
Mean + SD are reported across 3 random samplings of the instances from the target dataset.

To finalize the ablation study, I trained the network in a fully-supervised setting using the
consistency regularization from the weakly-supervised setup. Table 3.11 shows the comparison
between all four variants. Using the consistency term Ly .o, together with the instance-
based term L; on the Cityscapes validation set gives the highest mAP@0.5 score of 0.459
as compared to 0.387 (discriminative loss), 0.418 (discriminative loss + Ly,;) and 0.429
(discriminative loss + L7 _¢orn ). For CVPPP the SBD metric on the validation set improves from
0.847 (full supervision as in [16]) to 0.852 (discriminative loss + L), to 0.853 (discriminative

loss + Ley;) and to 0.849 (discriminative 1oss + Loy; + Ly _con)-

Loss function CVPPP | Cityscapes
Discriminative Loss [16] 0.847 0.387
Discriminative Loss + L ; 0.852 0.418
Discriminative Loss + Ly con 0.853 0.429
Discriminative Loss + Loy + Ly _con | 0.849 0.459

Table 3.11: Weakly-supervised regularization in the fully-supervised setting. SBD (CVPPP datasets)

and mAP@0.5 (Cityscapes dataset) computed on the validation sets.

3.5.2 G-network Ablations

I experiment with different types of the g network used in the consistency loss to better
understand its effect. Apart from the momentum g described in Section 3.3.2 I consider three
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other variants: (1) weights are shared between f and g, i.e. 0, = 0, (2) g shares the weights
with f, but uses spatial dropout [127] in the bottleneck layer of the U-Net architecture, (3) g
uses independent set of weights trained by back-propagation.

For the purpose of this ablation, I split the CVPPP A1 training set into 103 randomly selected
images used for training and report the results on the remaining 25 images.

Table 3.12 shows the segmentation and counting scores for the HDBSCAN-clustered em-
beddings together with training dynamics for different variants of g. “Dropout” variant shows
a good initial convergence rate, but overfits quickly and has the worse final performance.
“Trained” and “shared” variants show comparable average scores, however the variance is much
larger for the “trained”, which is prone to training instabilities. “Momentum” outperforms
the others by a large margin and has the fastest convergence speed. Figure 3.8 shows the
PCA-projected netork outputs for two randomly selected CVPPP images (test set) and five
different settings. One can see that sparse training without the consistency loss (column 2) fails
to separate the background. Using dropout g leads to artifacts in the unlabeled region. “Shared”
and “trained” variants of g (columns 4 and 5) provide limited background separation, but fail to
produce crisp embeddings. The “momentum” variant (column 6) is able to correctly separate
the background.
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g-network SBD |DiC|
Shared 0.602 + 0.016 | 6.0 0.6
Dropout 0.507 £ 0.060 | 7.9+ 0.9
Trained 0.591 £0.131 | 5.7+£2.0
Momentum | 0.649 + 0.045 | 4.5 + 1.6
oso] TR nremnn
—— shared
0.45 1 ;/tr?lined

0.35

val SBD
o
—
o

0.30 1

0 500 1000 1500 2000 2500 3000
epochs

Table 3.12: ToOP: segmentation performance computed for different types of g-network on the
CVPPP validation set. BOTTOM: comparison between g-network variants during training.
SPOCO@Q.1 used for training, mean + SD across 3 random samplings of the groundtruth
objects is shown.
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Raw input W/o con. loss Dropout Shared Trained Momentum

Figure 3.8: Qualitative comparison of the PCA-projected outputs from the network f for different
training setups: (col 2) no consistency term, (col 3) dropout g, (col 4) shared g, (col 5)
trained ¢, (col 6) momentum g. Two images from the CVPPP test set were randomly
selected. SPOCO@0.1 was used for training.

N

3.5.3 Adversarial Training

As mentioned in Section 3.3.1 the differentiable object selection can be used as a basis for the
the adversarial training. I this case, the pixel embedding network plays the role of the generator:
it generates object masks for randomly selected anchor points, whereas a separate discriminator
network learns to distinguish between the groundtruth masks and generated masks.

For adversarial training I use Wasserstein GAN with gradient penalty (WGAN-GP) [52]
objective function given by:

Vp(G, D) = Egp, [D(X)] — Exp, [D(X)] + AEsnp, [(|[V2D(%)[—1)] (3.11)
for the critic D, and:
Va(G, D) = —Egp, [D(X)] (3.12)

for the generator . In our case the final loss for the generator, i.e. the embedding network, is a
linear combination of the embedding objective and the WGAN loss:

Ladv - Lemb + CVG(Ga D) (313)

with Ly, is either Lgo (full supervision) defined in Equation 3.6 or Lgso (weak supervision)
defined in Equation 3.9. In the equations above: P, is the distribution of ground truth mask,
IP, is the distribution of predicted “soft” masks and Py is the sampling distribution (uniformly
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sampling along straight lines between pairs of points sampled from the data distribution P,
and the generator distribution IPy). Table 3.15 (middle-bottom) shows the architecture of the
critic used in the Ovules dataset experiments. Training of the embedding network and the
critic is done using the Adam optimizer with 5; = 0.5, 82 = 0.9 and initial learning rate
of 0.0001 for both networks. I use n..;;c = 5 iterations per each iteration of the embedding
network. [ use A = 10 (gradient penalty weight) and ¢ = 0.1 in my experiments. In order to
prevent uninformative gradients from the critic at the beginning of the training process, Lygan
is enabled after the warm-up period of 50K iterations.

In my experiments, adversarial training does not by itself bring a significant performance
improvement over the Dice-based loss. However using the combination of both can be ben-
eficial as I show in Table 3.3: the combined loss outperforms a much more complex 3-step
state-of-the-art segmentation pipeline. This finding is similar to [89] where authors use an
adversarial approach to train a semantic segmentation model. My approach differs, because the
discriminator focuses more on the individual object properties instead of the global statistics of
the semantic mask predicted by the network.

3.5.4 Cityscapes Single-class vs Class-agnostic

In Table 3.13, I compare two different training setups at different object sampling ratios for
the Cityscapes dataset: (1) single-class reported in the main text, where embedding network is
trained on objects from a single semantic class and (2) class-agnostic where all objects from
all classes are used to train a single embedding network. The class-agnostic training works
better for riders, cars, motorcycles and bicycles at all sampling levels. The single-class training
is better for trucks, buses, and trains. I hypothesize that the class-agnostic setup learns better
representation of objects from correlated classes (e.g. person and rider, motorcycle and bicycle),
but it is detrimental to trucks, buses and trains due to heavy class imbalance. A per-class
weighting of the instance-based term could be beneficial in the class-agnostic setting, which I
leave for future work.
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Method person | rider car | truck | bus train | motorcycle | bicycle | average
single-class @0.1 0.190 | 0.360 | 0.236 | 0.438 | 0.481 | 0.490 0.424 0.204 0.353
class-agnostic@0.1 | 0.197 | 0.430 | 0.282 | 0.243 | 0.276 | 0.167 0.468 0.261 0.291
single-class@0.4 | 0.230 | 0.396 | 0.301 | 0.558 | 0.601 | 0.594 0.405 0.214 0.412
class-agnostic@0.4 | 0.207 | 0.459 | 0.332 | 0.260 | 0.336 | 0.223 0.471 0.266 0.319
single-class@1.0 | 0.260 | 0.451 | 0.331 | 0.604 | 0.637 | 0.656 0.464 0.266 0.459
class-agnostic@1.0 | 0.259 | 0.463 | 0.410 | 0.370 | 0.395 | 0.378 0.478 0.296 0.381

Table 3.13: Comparison of SPOCO trained in a single-class vs class-agnostic settings at different
sampling ratios. Shown are mAP@0.5 scores computed on the Cityscapes validation set.

3.5.5 Momentum Coefficient Exploration

In this experiment, I explore the effect of the momentum coefficient m used in the momentum
update of the g-network parameters (see Section 3.3.2). I use the train/val split of the CVPPP
training set described in Section 3.5.2. Similar to [56] I show in Table 3.14 that the large
momentum (m = 0.999) performs best. I hypothesize that using slowly moving g moving acts
as a strong regularizer which prevents the embedding network f to adapt too quickly to the

spare ground truth signal.
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m SBD |DiC)|
0.99 | 0.615+0.042 | 52+08
0.995 | 0.622 +0.116 | 5.4 +0.7
0.999 | 0.649 £ 0.045 | 4.5 + 1.6

0.525 A

— m=0.990
0.500 1 m=0.995
— m=0.999

0.475 A

0.450

B 0.425 4

s

> 0.400 -
0.375
0.350 |

0.325 A

0 500 1000 1500 2000 2500 3000
epochs

Table 3.14: The effect of the momentum coefficient value m on the SPOCO performance. (top) Seg-
mentation and counting scores. (bottom) Evolution of the validation score during training.
SPOCO @01 was used for training. Mean =+ SD across 3 random samplings of the ground
truth objects is shown.

3.5.6 Kernel Threshold Exploration

Figure 3.9 illustrates the effect of the kernel threshold parameter ¢ (Equation 3.3) on the
SPOCO model performance. Choosing a large value (e.g. ¢ = 0.9) leads to a crisper, more
separable embeddings than smaller values (e.g. ¢ € {0.25,0.5,0.75}). The difference in the
final segmentation performance between a small and a large value of ¢ is especially apparent
in the sparse annotation regime. Indeed, when training with only 10% (SPOCO@0.1) or 40%
(SPOCO@0.4) of ground truth objects, the mean SBD score improvement between ¢t = 0.5
and t = 0.9 is 0.044 and 0.054 respectively. Although the performance gain is less pronounced
when more supervision is provided (for SPOCO@0.8 the mean SBD reaches a plateau for
t > 0.5), models trained with higher values of ¢ are more robust as shown by the low variance
of the SBD score. In my experiments, values of ¢ greater than 0.95 lead to training instabilities.
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Figure 3.9: Effect of the kernel threshold ¢ on the segmentation performance at different ground truth
objects sampling rates (0.1,0.4,0.8). SBD scores measured on the CVPPP validation set
are shown for models trained with four values of ¢: 0.25,0.5,0.75,0.9. Mean + SD are
reported across 3 training runs for each (sampling rate, kernel threshold) pair. HDBSCAN
(min_stze = 200) is used for clustering.

3.6 Network Architecture and Training Parameters

The structure of the U-Net embedding network used for each dataset is described using the
convolutional building block shown in Figure 3.10. The number of convolutional blocks in
the encoder/decoder part of U-Net is chosen such that the receptive field of features in the
last encoder layer is equal to or slightly bigger than the input size. I use group normalization
[143] for 3D and electron microscopy experiments and batch normalization for CVPPP and
Cityscapes datasets [62].

Details of the architectures used in experiments on different benchmark datasets as well as
the architecture of the WGAN disriminator used in the adversarial setting (Section 3.5.3) are
shown in Table 3.15.

Unless otherwise specified, Adam optimizer [71] with an initial learning rate of 0.0002,
weight decay 1075, 81 = 0.9 and 35 = 0.999 was used for training. Learning rate was reduced
by a factor of 0.2 when the validation loss stopped improving after a dataset-dependent number
of iterations. Training was stopped when the learning rate dropped below 10~% or maximum
number of iterations was reached.
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I use 16-dimensional embedding space in all my experiments except Cityscapes, where 8-
dimensional embeddings are used. Input images were globally normalized to zero mean and a
unit standard deviation unless stated otherwise.

Figure 3.10: The convolutional block consist of two convolutional layers, optionally preceded by the
normalization layer (BN for batchnorm, GN for groupnorm), and followed by the ReLU
activation function. I use ConvBN, ConvGN or Cony to refer to the convolutional block
with batchnorm [62], groupnorm [143] or no normalization layers respectively.
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xERHXWX3 xERDXHXWXI xGRHXWXI

ConvBN, 16, MP 2x2 ConvGN, 64, MP 2x2 ConvGN, 16, MP 2x2
ConvBN, 32, MP 2x2 ConvGN, 128, MP 2x2 ConvGN, 32, MP 2x2
ConvBN, 64, MP 2x2 ConvGN, 256, MP 2x?2 ConvGN, 64, MP 2x2
ConvBN, 128, MP 2x2 ConvGN, 512, Up 2x2 ConvGN, 128, MP 2x2
ConvBN, 256, MP 2x2 Concat, 256 + 512 ConvGN, 256, MP 2x2
ConvBN, 512, Up 2x2 ConvGN, 256, Up 2x2 ConvGN, 512, MP 2x2
Concat, 256 + 512 Concat, 128 + 256 ConvGN, 1024, Up 2x2
ConvBN, 256, Up 2x2 ConvGN, 128, Up 2x2 Concat, 512 + 1024
Concat, 128 + 256 Concat, 64 + 128 ConvGN, 512, Up 2x2
ConvBN, 128, Up 2x2 ConvGN, 64 Concat, 256 + 512
Concat, 64 + 128 1x1 conv,d = 16 ConvGN, 256, Up 2x2
ConvBN, 64, Up 2x2 Concat, 128 + 256
Concat, 32 + 64 € [0, 1| PXHXWx1 ConvGN, 128, Up 2x2
ConvBN, 32, Up 2x2 Conv, 64, MaxPool 2x2 Concat, 64 + 128
Concat, 16 + 32 Conv, 128, MaxPool 2x2 ConvGN, 64, Up 2x2
ConvBN, 16 Conv, 256, MaxPool 2x2 Concat, 32 + 64
1x1 conv, d Conv, 512, Upsample 22 ConvGN, 32, Up 2x2

Concat, 16 + 32
ConvGN, 16
1x1 conv, d = 16

dense layer, 1

Table 3.15: U-Net architectures used for different benchmark datasets. In each table: first row corre-
sponds to the input image dimension, subsequent rows show the operation name and the
number of output channels after the operation, Up denotes nearest-neighbor upsampling, MP
denotes max pooling operation and Concat denotes channel-wise concatenation of the output
for a given decoder layer with the output from the corresponding encoder layer. d refers to
the dimensionality of the output embeddings. LEFT: U-Net architecture for CVPPP and
Cityscapes datasets. (H, W) = (448, 448), d = 16 for CVPPP and (H, W) = (384, 768),
d = 8 for Cityscapes. MIDDLE-TOP: U-Net architecture for Ovules and Stem datasets,
(D,H,W) = (40, 64, 64). MIDDLE-BOTTOM: WGAN-GP critic architecture on Ovules
dataset, (D, H,W) = (40,64, 64). Here, ReLU was replaced by leaky ReLU activation
function with & = 1072, RIGHT: U-Net architecture for VNC and MitoEM datasets,

(H, W) = (448, 448).
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CVPPP Table 3.15 (left) shows the 2D U-Net architecture used in the experiment. All
networks were trained for up to 80K iterations (unless the stopping criteria was not satisfied
before) with a minibatch size of 4. Input images were randomly scaled, flipped horizontally and
vertically and cropped to 448 x448 pixels. Before passing to f(-) and g(-) networks, random
color jitter and Gaussian blur were applied.

Cityscapes See Table 3.15 (left) for an overview of 2D U-Net architecture for the Cityscapes
semantic instance segmentation task. All networks were trained for up to 90K iterations with a
minibatch size of 16. The network output dimension was set to 8. Input images were randomly
cropped to 358768 patches. Random flipping and scaling (ratio in [0.5, 2.0]), Gaussian
blurring, color jitter and random conversion to grayscale was applied to the input before passing
itto f(-) and g(-) networks.

Light microscopy datasets 3D U-Net architecture used for the light microscopy datasets
is shown in Table 3.15 (middle-top). Ovules networks were trained for up to 200K iterations
(or until the stopping criteria was satisfied) with a minibatch size of 8. Stem networks were
fine-tuned with a fixed, reduced learning rate of 0.00002 for 100K iterations. 3D patches
of shape 40x 64 x64 (ZYX axes ordering) were used. Patches were augmented with random
rotations, flips and elastic deformations. Gaussian noise was added to the input before passing
through f(-) and g(-) networks.

For a fair comparison with other methods I do not stitch the patches to recover the whole
volume, but evaluate on the patch-by-patch basis.

Electron microscopy datasets 2D U-Net architecture for the VNC and MitoEM datasets
is shown in Table 3.15 (right). The source VNC network was trained for up to 100K iterations
with a minibatch size of 4. MitoEM networks were fine-tuned with a fixed, reduced learning
rate of 0.00002 for 100K iterations. 2D patches of shape 448 x448 were used. Patches were
augmented with random rotations, flips and elastic deformations. Gaussian noise was added to
the input before passing through f(-) and g(-) networks.

3.7 Conclusion

I presented a novel approach to weak supervision for instance segmentation tasks which enables
training in a positive unlabeled setting. Here, only a subset of object masks are annotated with
no annotations in the background and the loss is applied directly to the annotated objects via
a differentiable instance selection step. The unlabeled areas of the images contribute to the
training through a self-supervised instance-level consistency loss. This setup, which allows
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to do instance segmentation using just a small number of positive labeled instances, shows
great potential in the fields of perception, bio and medical image analysis where accessing
high-quality training data is always a bottleneck.

I demonstrate the advantage of single-instance losses in a fully supervised setting, reaching
state-of-the-art performance on the CVPPP benchmark and improving on strong baselines in
several microscopy datasets. Weak positive unlabeled supervision is evaluated on the Cityscapes
instance segmentation task and on biological datasets from light and electron microscopy, 2D
and 3D, in direct training and in transfer learning. In all cases, the network demonstrates
strong segmentation performance at a very reduced manual annotation cost. To the best of my
knowledge, this is the first work to consider the positive-unlabelled supervision for the instance
segmentation task.

In the future, I plan to explore the possibility of fully self-supervised pre-training using the
consistency loss and an extended set of augmentations. This would open up the possibility for
efficient fine-tuning of the learned feature space with point supervision for both semantic and
instance segmentation tasks.

Limitations. The main drawback of the proposed approach is the lack of a universal cluster-
ing method to assign instance labels to pixels based on their embeddings. The existing methods
all have benefits and drawbacks; there is no consistent winner that would work robustly across
all segmentation benchmarks.

87






4 Software

As part of this thesis, I created or contributed to multiple open-source software projects that help
researchers and practitioners segment, analyze and visualize 2D and 3D biological datasets. In
this chapter, I briefly describe the most popular of these projects and their main functionalities.

4.1 pytorch-3dunet

I created pytorch-3dunet a popular library for training dense segmentation networks. It provides
a Pytorch [108] implementation of the various CNN architectures (e.g. 3D U-Net [21], Residual
3D U-Net [77]) and training routines for semantic segmentation and regression problems in 2D
and 3D. Using the software, users can train complex networks and run predictions on their data
without writing a single line of code. It provides common functionalities for neural network
training and inference accessible via a convenient config-based interface. A sample YAML
configuration file is shown in Listing 1. The user can specify the most common aspects of
the training and prediction process, such as choosing the network architecture, optimization
algorithm, loss function, data loader and data augmentation. The package supports parallel
execution across multiple GPUs. At the time of writing this thesis the project has more than
1.3k stars on GitHub and has been extensively used by researchers (e.g. [119]) and machine
learning practitioners. The source code together with a detailed documentation is available on
GitHub: https://github.com/wolny/pytorch-3dunet.
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model:
# model class
name: UNet3D
# number of input channels to the model
in_channels: 1
# number of output channels
out_channels: 1
# number of initial feature maps
f maps: 32
# apply element-wise sigmoid after the final 1xIxl conv
final_ sigmoid: true
# loss function configuration
loss:
name: BCELoss
# optimizer configuration
optimizer:
learning rate: 0.0002
weight_decay: 0.00001
# learning rate scheduler configuration
lr scheduler:
name: ReducelLROnPlateau
# training directory and stopping criteria
trainer:
checkpoint_dir: CHECKPOINT_DIR
max_num_epochs: 1000
max_num iterations: 150000
# data loaders configuration
loaders:

Listing 1: An example of a YAML configuration file used for training a 3D segmentation network. User
can specify various hyperparameters such as: the model architecture (1. 1-11), loss function (1.
13-14), parameters of the Adam [71] optimizer (1. 16-18), learning rate decay (1. 20-21) and
stopping criteria (1. 25-26). Configuration of data loaders and augmentation pipeline has been
omitted for clarity.
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4.2 PlantSeg

Together with Lorenzo Cerrone I created PlantSeg a pipeline for volumetric segmentation of bio-
logical tissues into cells described in Chapter 2. The package comes with a large number of neu-
ral networks pre-trained on confocal and light-sheet microscopy datasets of fixed and live plant
tissues. It relies on pytorch-3dunet for neural network predictions (Section 4.1) and elf library
(https://github.com/constantinpape/elf), developed by Constantin Pape, for
graph-based image partitioning. Figure 4.1 illustrates the main components of the graphical user
interface (GUI). It allows the user to easily configure all steps of the segmentation pipeline, such
as: selecting the neural network model and specifying hyperparameters of the partitioning algo-
rithm. The source code, descriptions of the hyperparameters and detailed documentation of the
software can be found on GitHub: https://github.com/hci-unihd/plant-segq.
PlantSeg package is being actively developed and in the future we plan to extend it with a basic
segmentation proofreading functionality and the SPOCO weakly supervised training scheme
(Chapter 3).

Plant-Seg

File Preferences Edit Help

File or Directory to Process Jhome/user/sample_data h5 File Directory
A “ Data Pre-Processing B “ CNN Predictions “ Segmentation D “ Prediction Post Processing
Save Directory: PreProcessing Model Name: ~generic_confocal_3d_unet Algorithm: MultiCut Convert o tff: False
Rescaling zxy):  Guided | 10 1.0 10| | patch size 70 120 120 Save Directory: MuliCut Cast Predictions: | data,_floata2
Interpolation: 2 Stride: Accurate (slowest) Under-/Over-segmentation factor: 065 Save raw data: False
Filter (Optional): gaussian | 0] | Device Type: cuda Run Watershed in 20: False © Segmentation Post Processing
Crop Volume: G 0500 Convert to tff: False

CNN Predictions Threshold:

Save raw data: True
Watershed Seeds Sigma: 20

Watershed Boundary Sigma: 0.0

Superpixels Minimum Size (voxels): 50

Cell Minimum Size (voxels): 1000

Add Custom Model PlantSeg Introduction Reset Parameters Run

Figure 4.1: Graphical user interface of PlantSeg allows to configure all steps of the segmentation pipeline,
i.e. pre-processing (A), model selection (B), partitioning algorithm (C) and post-processing
D).
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4.3 Open Source Contributions

Apart from developing pytorch-3dunet and Plantseg, I have also implemented new functionali-
ties in several well-known, open sources projects, in particular:

» I contributed to ilastik' a highly popular interactive learning and segmentation toolkit [13].
It leverages both shallow and deep machine learning algorithms to solve segmentation,
tracking and and counting of cells and other objects of interests. In this project, I have
made several improvements to the backend engine and the graphical user interface.

* T co-authored ilastik4ij> a plugin for Fiji’, a well known biological-image analysis
software [115]. The plugin is a wrapper around ilastik workflows (pixel classification,
object classification, tracking), which allows them to be executed in Fiji. It also provides
the functionality to read and modify the HDF?5 file format [41].

» 1 also contributed to MorphoGraphX* a feature-rich application for the visualization and
analysis of biological datasets [6]. Here, I helped to develop a plugin for the HDF5 data
storage.

"https://www.ilastik.org
https://github.com/ilastik/ilastik4isj
‘https://imaged.net/software/fiji
4https ://morphographx.org/
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5 Conclusion

In this work, I have developed a tool for segmenting tissues into cells accessible to both
novice and expert users (Chapter 2). This method, based on the CNN boundary predictors
and graph partitioning algorithms, delivers accurate segmentation across different light mi-
croscopy datasets. Its robustness has been confirmed in an independent study [67] and I have
demonstrated its utility to answer biological research questions in several collaborative studies
[134, 118, 107, 61, 15]. I have also introduced SPOCO (Chapter 3), a semi-supervised instance
segmentation, where a combination of contrastive learning and novel self-supervised objective
allows to train embedding networks from sparse object annotations. Apart from state-of-the-art
results on the CVPPP benchmark [100], my method uses positive unlabeled learning, a kind
of weak supervision previously unexplored for the instance segmentation problems. It can be
trained with sparse annotations directly, without relying on pre-trained backbones or saliency
detectors and also demonstrates strong performance in transfer learning problems. Overall, I
have developed instance segmentation tools and techniques, which are easily accessible and
can be trained from sparse groundtruth data.

Future Work Due to their limited generalizability, the current machine learning systems
need a very large amount of manually annotated data for training. Because of the difficulty in
collecting large, expert-annotated datasets in areas of modern microscopy and medical imaging,
I expect weakly-supervised methods such as SPOCO to play an important role for segmentation
in these challenging domains. In particular, datasets with sub-domains, such as microscopy data
with various fluorescent staining and acquisition settings, or medical imaging with different
patient populations and health conditions, make an interesting use cases for SPOCO. In these
settings, positive unlabeled supervision in each sub-domain can improve generalization without
increasing the annotation time.

I believe that self-supervised learning (SSL) is one of the most promising ways to reduce
the need for labeled examples. This technique obtains supervisory signals from the data itself,
which allows the models to learn from orders of magnitude more data. It had great success in
advancing the field of natural language processing [98, 33, 29], computer vision [56, 51, 25, 19,
20, 148] and protein structure prediction [65]. Recently, these methods have been adapted to
semantic segmentation [48], but so far has been under-explored for instance segmentation. Here,
SPOCO with its differentiable object sampling and self-supervised consistency objective offers
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interesting perspectives. One research direction is to explore more complex data augmentations,
crucial for learning good representations [25], together with SPOCO self-supervised consistency
objective in order to learn good pixel representations in an unsupervised fashion. Such pixel-
level representations can be fine-tuned for the downstream visual tasks, such as semantic,
instance or panoptic segmentation. Another research direction is using my differentiable
instance sampling procedure (Section 3.3) to mine object mask proposals for self-training.
More specifically, one could sample a number of anchor pixels and their corresponding instance
masks from the image, then choose the most confident objects as pseudo-labels for label
propagation [81, 133, 150] or teacher-student knowledge distillation [58].

Another technique to reduce the cost of dense pixel-wise labelling is combining shallow
classifiers trained with scribble annotations, with the performance of deep CNNs. I have
contributed to this research direction in [94], where a CNN is trained to correct the errors of a
shallow model in a transfer learning setting. Based on these findings, one could incorporate
other types of weak training signal, e.g. scribbles or point annotations, into SPOCO formulation
to deliver stronger constraints in the unlabeled regions.

On the practical side, given the extensive use of the PlantSeg package for microscopy data
analysis I envision its further development, such as including the proofreading functionality
and integration with SPOCO for fast segmentation of biological data with minimal supervision.

In summary, approaches like SPOCO, combining differentiable instance selection and self-
supervised learning, should be explored as a viable solution for instance segmentation in
challenging domains with limited data.
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