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Abstract

The Coronavirus disease pandemic has highlighted the importance of artificial intel-
ligence in multi-institutional clinical settings. Particularly in situations where the
healthcare system is overloaded, and a lot of data is generated, artificial intelligence
has great potential to provide automated solutions and to unlock the untapped poten-
tial of acquired data. This includes the areas of care, logistics, and diagnosis. For
example, automated decision support applications could tremendously help physicians
in their daily clinical routine. Especially in radiology and oncology, the exponential
growth of imaging data, triggered by a rising number of patients, leads to a per-
manent overload of the healthcare system, making the use of artificial intelligence
inevitable. However, the efficient and advantageous application of artificial intelligence
in multi-institutional clinical settings faces several challenges, such as accountability
and regulation hurdles, implementation challenges, and fairness considerations. This
work focuses on the implementation challenges, which include the following questions:
How to ensure well-curated and standardized data, how do algorithms from other
domains perform on multi-institutional medical datasets, and how to train more robust
and generalizable models? Also, questions of how to interpret results and whether
there exist correlations between the performance of the models and the character-
istics of the underlying data are part of the work. Therefore, besides presenting
a technical solution for manual data annotation and tagging for medical images, a
real-world federated learning implementation for image segmentation is introduced.
Experiments on a multi-institutional prostate magnetic resonance imaging dataset
showcase that models trained by federated learning can achieve similar performance
to training on pooled data. Furthermore, Natural Language Processing algorithms with
the tasks of semantic textual similarity, text classification, and text summarization are
applied to multi-institutional, structured and free-text, oncology reports. The results
show that performance gains are achieved by customizing state-of-the-art algorithms
to the peculiarities of the medical datasets, such as the occurrence of medications,
numbers, or dates. In addition, performance influences are observed depending on
the characteristics of the data, such as lexical complexity. The generated results,
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human baselines, and retrospective human evaluations demonstrate that artificial
intelligence algorithms have great potential for use in clinical settings. However, due
to the difficulty of processing domain-specific data, there still exists a performance
gap between the algorithms and the medical experts. In the future, it is therefore
essential to improve the interoperability and standardization of data, as well as to
continue working on algorithms to perform well on medical, possibly, domain-shifted
data from multiple clinical centers.



Zusammenfassung

Die Coronavirus-Pandemie hat die Bedeutung von künstlicher Intelligenz in multizen-
trischen klinischen Settings besonders deutlich gemacht. Vor allem in Situationen,
in denen das Gesundheitssystem überlastet ist und gleichzeitig viele Daten generiert
werden, kann künstliche Intelligenz automatisierte Lösungen anbieten, um das hohe
Potenzial erfasster Daten besser zu nutzen. Dies trifft insbesondere in den Berei-
chen Pflege, Logistik und Diagnose zu. So könnten beispielsweise automatisierte
Anwendungen Ärzte in ihrer täglichen klinischen Routine bei Entscheidungen enorm
unterstützen. Gerade in der Radiologie und Onkologie führt das exponentielle Wachs-
tum der auszuwertenden Bilddaten, unter anderem ausgelöst durch eine steigende
Zahl von Patienten, zu einer permanenten Überlastung des Gesundheitssystems, was
den Einsatz von künstlicher Intelligenz unumgänglich macht. Die effiziente und vorteil-
bringende Anwendung von künstlicher Intelligenz in klinischen Settings mit mehreren
Institutionen steht jedoch vor verschiedenen Herausforderungen, wie zum Beispiel
Hürden bei Verantwortlichkeiten und Regulierungen, Implementierungsproblemen und
Fairnessüberlegungen. Diese Arbeit konzentriert sich auf die Herausforderungen bei
der Implementierung, zu denen die folgenden Fragestellungen gehören: Wie können
gut kuratierte und standardisierte Daten erstellt werden? Wie schneiden Algorithmen
aus anderen Domänen angewandt auf medizinische Datensätze verschiedener Insti-
tutionen ab? Und wie können robuste und generalisierte Modelle trainiert werden?
Weiterhin wird diskutiert, wie die Ergebnisse zu interpretieren sind und ob es Korrela-
tionen zwischen der Performance der Modelle und den Eigenschaften der zugrunde
liegenden Daten gibt. Daher wird in dieser Arbeit nicht nur eine technische Lösung für
die manuelle Datenannotation und das Tagging von medizinischen Bildern vorgestellt,
sondern auch eine praxisbezogene Implementierung von föderiertem Lernen für die
Bildsegmentierung präsentiert. Experimente auf einem Prostata-Datensatz verschiede-
ner Institutionen zeigen, dass Modelle, die durch föderiertes Lernen trainiert werden,
ähnliche Ergebnisse erzielen können wie durch das Training auf zusammengeführten
Daten. Darüber hinaus werden Algorithmen der natürlichen Sprachverarbeitung auf
strukturierte und Freitext-Onkologie Befunde mehrerer Institutionen angewendet.
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Hierbei werden vor allem die Themenbereiche der semantischen Ähnlichkeit zwischen
Texten, sowie der Klassifizierung und der Zusammenfassung von Texten behandelt. Die
Ergebnisse zeigen, dass die state-of-the-art Algorithmen eine verbesserte Performance
erreichen können, indem diese an die Besonderheiten der medizinischen Datensätze
anpasst werden. Dies betrifft zum Beispiel das Vorkommen von Medikamenten, Zahlen
oder Daten in medizinischen Texten. Darüber hinaus werden Leistungsunterschiede
in Abhängigkeit von den Eigenschaften der Daten wie der lexikalischen Komplexität
beobachtet. Die generierten Ergebnisse, die Baselines der Annotatoren und die retro-
spektiven Bewertungen von Annotatoren zeigen, dass Algorithmen der künstlichen
Intelligenz großes Potenzial für den Einsatz im klinischen Umfeld haben. Allerdings be-
steht aufgrund der erschwerten Verarbeitung domänenspezifischer Daten immer noch
eine Lücke zwischen der Performance von Algorithmen und medizinischen Experten.
In Zukunft ist es demnach wichtig, die Interoperabilität und die Standardisierung von
Daten zu verbessern und weiterhin an Algorithmen zu arbeiten, die auf medizinischen,
möglicherweise multizentrischen Daten aus mehreren Kliniken gut funktionieren.
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1 | Introduction

1.1 The bigger picture

The outbreak of the Coronavirus disease (COVID-19) has drawn special attention to
healthcare systems all over the world. The use of artificial intelligence (AI) algorithms
could address major challenges occurring in such a crisis like managing limited
healthcare resources, developing personalized treatment plans, or predicting virus
spread (Klumpp et al., 2021). Advances in AI will more and more reshape medicine
and potentially improve the experience of both clinicians and patients (Rajpurkar et al.,
2022). Oncology, in particular, is at the forefront of the transformation brought by
AI given the wide range of applications and the exponential growth in data (Huang
et al., 2020; Kann et al., 2021). A key driving factor for AI to reach its full potential in
the medical domain is its application across multiple clinical sites (Rieke et al., 2020).
Only by training an AI model on sufficiently large, heterogeneous, and well-curated
data, the trained model can achieve clinical-grade accuracy. Therefore, by training a
model in a multi-institutional setting, it is ensured that the resulting model is safe, fair,
and equitable and that it performs robustly and generalizable on unknown, unseen
data (Rieke et al., 2020). The highly sensitive and tightly regulated use of health data
limits data sharing and pooling, which requires working in multi-institutional clinical
settings to obtain access to large, heterogeneous datasets (Rieke et al., 2020). Besides
beneficial training conditions for algorithms, multi-institutional clinical settings are
also essential to allow an evaluation of developed AI algorithms on a wide range
of versatile, diverse clinical data (Rajpurkar et al., 2022). Independent of multi-
institutional settings, Klumpp et al. (2021) divide the most promising applications of
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AI in hospitals and the healthcare sector into three main areas: diagnosis, care, and
logistics.

In the care area, improving healthcare efficiency and treatments through the applica-
tion of AI is an important building block to handle, for example, the increasing number
of older, frailer, multi-morbid patients with chronic diseases (Klumpp et al., 2021).

In the logistics area, AI can be applied, exempli gratia (e.g.), to optimize scheduling
and transportation planning. As a major logistics challenge in the field of radiation
therapy, Huynh et al. (2020) identify the shortages of workforce induced by the
growing complexity of radiation therapy workflows. Those workflows require time-
consuming, manual input by a diverse team of healthcare professionals consisting of
radiation oncologists, medical physicists, medical dosimetrists, and radiation therapists.
In addition, the authors fear global inequalities in cancer care between healthcare
systems due to differences in available technical and infrastructural resources, as well
as a gap in the knowledge and experience of the medical staff.

This work mainly focuses on potential applications of AI in the field of diagnosis. In
diagnosis, automated decision support applications can help the physician in his daily
clinical routine. Rising numbers of generated medical data, which include molecular
assays, Electronic health record (EHR), and clinical and pathological images, pose new
challenges for physicians (Klumpp et al., 2021). Especially in radiology and oncology,
the amount of radiological imaging exams is growing. Huang et al. (2020) reports that
an average radiologist would need to interpret an image every 3-4s over an 8-h workday
to meet the increased demanded workload. Possible use cases of AI in radiology include
pattern recognition, decision-making, segmentation, the extraction of biomarkers and
radiomics features, or the prediction of tumor growth (Huynh et al., 2020; Kleesiek
et al., 2020). Furthermore, it is almost impossible for physicians to manually examine
the large amount of daily generated textual data, which contains valuable information
for medical decision-making processes and further medical treatment. This holds
in particular since most of the textual data is unstructured and often written in a
free-form narrative language, making automatic access to the data difficult. From a
medical point of view, unstructured text data also increases the risk of incompleteness
and lack of comprehension of relevant information (Wang et al., 2018a; Liu et al.,
2019a).

An introduction of structured reporting and the use of Natural Language Process-
ing (NLP) can help to process a huge amount of textual data automatically (Wang et al.,
2020, 2018b; Weber et al., 2020; ESR, 2018; Nobel et al., 2020). For example, the
NLP task semantic textual similarity (STS) has the potential to ease clinical decision
processes (e.g. by highlighting crucial text snippets in a report), to query databases for
similar reports, to assess the quality of reports or for the use in question answering ap-
plications (Kades et al., 2021). Also, the downstream task of text classification has the
potential to index reports and automatically retrieve information from electronic health
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records (Fink et al., 2022a; Yim et al., 2016). Besides the growing amount of data, also
its complexity and heterogeneity, as well as the diversity in diseases, make it more
difficult for physicians to include all information available for the diagnosis (Klumpp
et al., 2021; Davenport and Kalakota, 2019). The increase of complex, heterogeneous
medical data paired with a limited number of experts and time-consuming tasks results
in a constantly growing demand for applications of AI for diagnosis (Davenport and
Kalakota, 2019; Dash et al., 2019; Scherer, 2022). Watson et al. (2019) prognoses
that the application of machine learning algorithms might even radically improve the
ability to diagnose and treat diseases. Huynh et al. (2020) suggest that replacing
time-consuming tasks like visual perception or pattern recognition could improve the
availability and quality of cancer care worldwide. Finally, personalized medicine will
be more easily facilitated through the use of AI (Kleesiek et al., 2020).
The following section gives an overview and background information on the technical
clinical landscape as well as of AI algorithms in the clinical domain. Section 1.3
motivates the work by presenting challenges, and possible solution approaches to put
AI into clinical practice. The main contributions of this work are introduced in detail in
Section 1.4.



4 CHAPTER 1. INTRODUCTION

1.2 Status quo

1.2.1 The data landscape in the clinics

The purpose of healthcare systems is to prevent, diagnose and treat health-related
issues or impairments of human beings (Dash et al., 2019). Generally, a healthcare
system consists of health professionals like physicians or nurses and health facilities
like clinics and hospitals (Dash et al., 2019). Throughout the treatment of patients,
a lot of heterogeneous data is generated, partially by health professionals, e.g., in
the form of narrative reports or by devices and equipment used to assess a patient’s
health state. The first medical report dates back to 1600 BC in Egypt, written on
papyrus text (Dash et al., 2019; Gillum, 2013). The format of handwritten or typed
reports persisted until the advent of computer systems. A standard digital format to
store medical data called EHR was introduced in 2003 by the division of the National
Academies of Sciences, Engineering, and Medicine to improve the healthcare sector
for the benefit of patients and clinicians (Dash et al., 2019). As of 2012, it is reported
that 500 petabytes of EHR data were generated and Sun and Reddy (2013) prognosed
to reach 25 exabytes of data by 2020 (Yu et al., 2019).

EHRs contains past, present, and future information about the patient’s health condi-
tion. The longitudinal information includes, amongst others, patient demographics, vi-
tal signs, medications, laboratory data, imaging data, and narrative text data (Shamout
et al., 2021). To store the various data, healthcare institutions have a variety of
healthcare information systems at their disposal which include: Hospital Information
System (HIS), Clinical Information System (CIS), Picture Archiving and Communica-
tion System (PACS), Laboratory Information System (LIS), and Radiology Information
System (RIS), with each one saving specific types of clinical data (Yu et al., 2019). In
general, clinical data can be divided into medical images, clinical notes, and other
data. Other data include e.g., results of physiological measurements like lab results or
vital signs, demographic information or payment and insurance information (Yu et al.,
2019). In the following, medical image data and clinical notes are discussed in more
detail.

Medical images are recorded by different techniques, which include, e.g., X-rays,
computed tomography (CT), magnetic resonance imaging (MRI), Optical Coherence
Tomography (OCT), microscopy imaging, and positron emission tomography (PET) (Yu
et al., 2019). The type of imaging denotes the modality of the recorded image. Each
technique has its advantages and disadvantages. According to Yu et al. (2019), MRIs
are suited to detect pathologies of the brain, of the cardiac system, and of the bones
and joints. CTs are good when examining abdominal organs and the chest. X-rays are
often used for the chest and the breast. In 1985, the image format Digital Imaging and
Communications in Medicine (DICOM) was introduced as a standard image format
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in radiology and nuclear medicine by the National Electrical Manufacturers Associ-
ation (NEMA) (NEMA, 2021). For the application of deep learning (DL) or machine
learning models, other formats are often preferred by the developers, which include
Neuroimaging Informatics Technology Initiative (NIfTI) (Initiative, 2011) or "nearly
raw raster data" (Nrrd) (teem, 2023) (Scherer, 2022). Medical images are typically
2D or 3D recordings of the body. In the case of 3D, multiple 2D slices of the body are
recorded and put together into one image. There exist also 4D medical images, which
include a temporal axis in the image or different modalities. The images are saved in
vector format, where 2D images consist of pixels and 3D images of voxels (Yu et al.,
2019). To handle segmentation objects in a standardized way, e.g., the segmentation of
a liver, the DICOM for Quantitative Imaging (dcmqi) tool from Andrey Fedorov (2023)
offers ways to create standard-compliant DICOM Segmentation Objects (DICOM SEG)
from a NIfTI or Nrrd mask (Scherer, 2022). In hospitals and clinics, all imaging data
generated by the different medical devices are stored in a dedicated PACS. Along
with the image information, metadata about the patient as well as technical param-
eters are captured. There exist many tools to examine and analyze these images or
to create pixel-wise annotations, examples include the Medical Imaging Interaction
Toolkit (MITK) (Wolf et al., 2004; Nolden et al., 2013), 3D Slicer (Lasso, 2019) or
zero-footprint web-based Open Health Imaging Foundation (OHIF) Medical Imaging
Viewer (Urban et al., 2017).

Clinical notes are often written in narrative text form and contain discharge summaries
and various kinds of measurement reports (Yu et al., 2019). Discharge summaries can
include a description of lab test results, physician diagnoses, drugs, and treatments.
Indirect information like family history, medical history or allergies can also be part
of the report (Yu et al., 2019). In many cases, the reports are composed of acronyms
and nonstandard clinical jargon and do not follow institution-specific document struc-
tures (Hasan and Farri, 2019). Furthermore, clinical reports often differ in quality and
length due to time limitations or because snippets are simply copy-pasted from other
reports (Kades et al., 2021; Embi et al., 2013; Zhang et al., 2014).

Multiple efforts exist to standardize narrative reports to improve readability and
automatic information extraction. For example, in the field of radiology, Weber et al.
(2020) introduced Structured Oncology Reporting at University Hospital Heidelberg
(UKHD) to increase the completeness and comprehensibility of reports. The concept is
presented in Section 3.2.2 in more detail. Besides the standardization of the data itself,
efforts exist to standardize the communication and transfer of data by introducing well-
defined application programming interfaces (APIs) between different clinical software
applications. A promising future solution might be a SMART on FHIR protocol using
the HL7 standard (Mandel et al., 2016; SMART, 2019; HL7, 2019; Cutillo et al., 2020;
Scherer, 2022).
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1.2.2 The algorithmic landscape in the clinics

The concept of artificial intelligence (AI) exists since the 1950s. The original definition
states that a machine can perform a given task just as well as a human (Kann et al.,
2021). Over the decades the field has transformed from rule-based systems to Neural
networks (NNs) and deep neural networks (DNNs), mainly driven by the exponential
growth of data and the computing hardware advances (Huynh et al., 2020; Kann et al.,
2021). Also in medicine, with the explosion of healthcare data, especially, DL has
gained popularity for its ability in feature representation and pattern recognition (Yu
et al., 2019).

Rule-based systems, machine learning, neural networks, and deep neural
networks

Very early AI systems were rule-based systems, id est (i.e.), the process of such a
system is solely defined by heuristic rules given by human experts. The wide use
of rule-based systems started in the 1980s, especially for tasks like clinical decision
support (Davenport and Kalakota, 2019). While the systems perform well on a given
task and are easy to understand, they become more complicated with an increasing
number of rules and edge cases and often lack generalizability (Huynh et al., 2020;
Davenport and Kalakota, 2019). Over the decades, rule-based systems have been more
and more replaced by machine learning (ML) algorithms.

ML algorithms are based on statistical methods to fit models to data. They are applied
to supervised or unsupervised tasks. In supervised tasks, a model learns a mapping
between an input and an output based on labeled training data. In unsupervised
tasks, the model is trained to identify patterns and properties of an underlying dis-
tribution in the data automatically (Shickel et al., 2018; Davenport and Kalakota,
2019). Logistic Regression (LR), Support Vector Machines (SVM), Decision Trees (DT),
Random Forests (RF), Conditional Random Fields (CRF), Bayesian Networks (BN),
Principal Component Analysis (PCA), and Latent Dirichlet Allocation (LDA) are statisti-
cal machine learning methods, which find manifold applications when working with
clinical data (Yu et al., 2019).

The use of NNs started in the 1960s with the mathematical development of the
backpropagation algorithm (Davenport and Kalakota, 2019; Huynh et al., 2020), which
is responsible for updating the weights of a NN based on a given loss function (Huynh
et al., 2020). With faster Graphics Processing Units (GPUs) and increasing computing
power, DNNs have evolved. DNNs are characterized by multiple intermediate hidden
layers between input and output layers and are able to learn very complex, non-linear
relationships in data (Huynh et al., 2020). DL is widely used in radiology and oncology.
Popular tasks include classification, object detection, semantic segmentation, image
processing, and NLP (Davenport and Kalakota, 2019; Ueda et al., 2019). Since this
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work mainly covers NLP and medical imaging algorithms, recent developments in
these algorithms are discussed in more detail below.

Natural Language Processing algorithms

For the field of healthcare, the term clinical NLP evolved. The use of clinical NLP
involves all kinds of applications in conjunction with clinical notes. One major applica-
tion is automated information extraction from clinical notes. The extracted information
can be used to index clinical notes to query the data automatically or to transfer key
information into a tabular form (Velupillai et al., 10.03.2018). Further topics of interest
are text generation, summarization and classification as well as semantic textual simi-
larity, question answering, named entity recognition and de-identification (Davenport
and Kalakota, 2019; Shickel et al., 2018).

The field of NLP followed a similar transition from rule-based systems over statistical
machine learning methods to NNs and DNNs. Traditional rule-based systems in clinical
NLP work based on heuristic rules defined by a medical expert. For example, in Kang
et al. (2012), they introduce a NLP module consisting of five submodules, with each
one defining rules to improve biomedical concept normalization, which describes the
mapping between a clinical text and a biomedical knowledge base. Rules can be
hard-coded or enhanced by methods such as string matching and the application of
Regular expression (regex) or more sophisticated machine learning methods (Kang
et al., 2012).

A major challenge when working with texts is their representation as vectors. Common
ways to create input representations are Bag-of-Words (BOW), one-hot vector encoding
techniques (Hasan and Farri, 2019), or term frequency-inverse document frequency
(TF-IDF) scorings. Word2Vec (Mikolov et al., 2013) and Global Vectors for Word
Representation (GloVe) (Pennington et al., 2014) are early-developed methods that
make use of NNs. These methods capture the context of the words by creating a word
representation based on its surrounding. Training strategies for Word2Vec include,
e.g., Skip Gram and Continuous BOW (Kang et al., 2012). The models are commonly
pre-trained on many data using self-supervised tasks, such as mask word prediction.
Then, they are further fine-tuned using so-called downstream tasks such as semantic
textual similarity or text classification. DL algorithms learn high-dimensional vector-
representation that are based on character-level n-grams, words, phrases, sentences
or documents (Kang et al., 2012). Common DL network architectures used in NLP
are Convolutional Neural Networks (CNNs), Recurrent Neural Networks (RNNs) and
Long short-term memorys (LSTMs), where the latter two are widely used for the task
of machine translation.

As summarized in Kades et al. (2021), the field of NLP was revolutionized by the
invention of transformer models in recent years. With the use of the attention mecha-
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nism (Vaswani et al., 2017), the transformer architecture makes it possible to leverage
vast amounts of unlabeled data by capturing its semantic knowledge and generating
a model that contains a universal language representation. A well-known model in-
troduced in 2018 is Bidirectional Encoder Representation from Transformers (BERT),
which is pre-trained on a massive amount of data with two unsupervised tasks: (1)
next sentence prediction and (2) masked word prediction (Devlin et al., 2019). After
pre-training, the model can be extended by additional layers and further fine-tuned
on respective downstream tasks like STS, text classification, or text summarization.
Depending on the task and the purpose of the transformer-based model, many new
architectures have evolved. Those either incorporate varying pre-training tasks (Clark
et al., 2020; Devlin et al., 2019; Sun et al., 2019), make use of multitask learning
approaches (Liu et al., 2019b) or combine the two approaches (Raffel et al., 2020;
Kades et al., 2021). To adapt to domain-specific datasets like clinical notes, many
efforts are made, such as further pre-training existing models or training models from
scratch solely on data of the target domain (Alsentzer et al., 2019; Lee et al., 2020;
Shrestha, 2021).

NLP was successfully applied in the clinical domain, e.g., for the automatic extraction
of International Classification of Diseases (ICD)-codes from clinical notes (Lita et al.,
2008; Koopman et al., 2015) or for automatically extracting clinically relevant oncologic
information from radiologic reports (Kehl et al., 2019).

Medical image computing

Medical image computing (MIC) refers to the application of algorithms on medical
images. According to Ueda et al. (2019) and Scherer (2022), the most widespread
tasks include classification, object detection, semantic segmentation, image processing,
and image registration. Also in MIC early methods include rule-based systems, pixel-
wise operations, and the usage of statistical ML methods. The DL methods used in
MIC are mostly built on top of methods from the field of Computer Vision (CV). The
most common model architecture in MIC is the CNN. Recently, visual transformer
architectures have found their way into MIC. A well-known network for the task
of semantic segmentation is the U-Net architecture proposed by Ronneberger et al.
(2015). Due to its architecture, which consists of up- and down-sampling layers, it can
capture the full context of an image (Yu et al., 2019). In conjunction with the Medical
Segmentation Decathlon (Medical Segmentation Decathlon, 2023) in 2018, Isensee
et al. (2021) introduced the no new net U-Net (nnU-Net), which uses the U-Net
as proposed by Ronneberger et al. (2015), but optimizes the pre-processing of the
images, the architecture of the network, the training and the post-processing based on
characteristics of the underlying dataset. More information on the nnU-Net is given in
Section 3.1.2.
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Applications of MIC that can be used directly in clinical practice are, for example, the
prediction of a 3-year lung cancer risk from CTs, worked out by Huang et al. (2019), or
an implementation of an end-to-end CNN architecture on diffusion-weighted magnetic
resonance (MR) images, proposed by Jäger et al. (2017). The model is able to predict
whether an invasive biopsy for a breast cancer patient is really necessary.

1.2.3 Real-world initiatives between multiple clinics

There exist many initiatives which operate in multi-institutional settings. This section
will introduce two German initiatives, namely the Joint Imaging Platform (JIP) (Joint
Imaging Platform, 2023) and Radiological Cooperative Network (RACOON) (The ra-
diology cooperation in NUM, 2023), which are of particular interest in this work
because most of the presented problems are motivated and implemented within the
two initiatives. They aim to put potential applications of AI in healthcare, presented
in Section 1.1, into practice as well as to tackle respective challenges, presented in
Section 1.3. Some of the questions and problems presented in this work are motivated
by requirements and use cases within those initiatives. Details about the technical
setup within the initiatives are given in Section 3.1.2. The following two paragraphs
are strongly based on the introduction of the projects from the work of Scherer (2022).

The Joint Imaging Platform (JIP) (Joint Imaging Platform, 2023) is a strategic initiative
to establish a standardized, distributed information technology (IT) infrastructure
for medical imaging in cancer research across multiple clinical centers in Germany.
The initiative was launched in 2017 by the German Cancer Consortium (DKTK) and
includes 11 cooperation partners whose locations are shown in Figure 1.1: Charité
Berlin, Dresden, Düsseldorf, Essen, Frankfurt, Freiburg, Heidelberg, Mainz, LMU
Munich, TU Munich, and Tübingen. Besides the technical infrastructure, the project
also aims at improving collaborations and networking of experts as well as the creation
of joint projects in MIC. Since 2017, a technical infrastructure, which is also called JIP,
was implemented and distributed to each site. The JIP embeds itself into the clinical IT
infrastructure without disturbing the clinical routine. It has an access point to receive
DICOMs from the clinical PACS, offers a meta-data-based cohort selection and most
importantly allows the execution of state-of-the-art algorithms. Following Scherer
(2022), the platform should give support for the execution of clinical studies by allowing
for image-based patient stratification, therapy monitoring, radiomics analysis as well as
early detection and progression assessment. Currently implemented workflows include,
e.g., the nnU-Net and a radiomics pipeline. Unique selling points of the JIP comprise
from a technical point of view, its seamless integration into the clinical IT infrastructure,
its highly standardized execution of algorithms using container technologies as well
as the possibility to evaluate and train AI algorithms across different clinical centers.
From a political point of view, its particular value is the creation of a collaboration
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Figure 1.1: Locations of the cooperation partners within the Joint Imaging Platform
(JIP) initiative. This figure was adapted from Scherer (2022).

between equal partners with each one maintaining sovereignty over their data and at
the same time sharing expertise with other partners (Scherer, 2022; Scherer et al.,
2020).

Radiological Cooperative Network (RACOON) (The radiology cooperation in NUM,
2023) was launched in 2020 as a response to the COVID-19 pandemic from the Network
of University Medicine (NUM). The network comprises all 36 university hospitals in
Germany. The locations of the sites are illustrated in Figure 1.2. The main driving
factor for NUM to initiate the RACOON project is to handle pandemic situations in a
better, clinical over-arching way. RACOON was funded in the first year with 150 million
euros from the German Federal Ministry of Education and Research (BMBF). Besides
thirteen other funded projects in response to the COVID-19 pandemic, RACOON has
the specific target to tackle the radiological aspects of the pandemic. Radiological
imaging is well suited to monitor and assess pulmonary diseases, which occur in
conjunction with severe SARS-CoV-2 infections. Similar to the JIP, RACOON offers
the unique possibilities to connect multiple clinical centers, to establish standards
in reporting, image annotations and the execution of AI algorithms as well as to
create a clinic over-arching collection of well-annotated and reported radiological
data. By connecting the clinics with a central node, the setup will allow training and
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Figure 1.2: Locations of the cooperation partners within the Radiological Cooperative
Network (RACOON). This figure was adapted from Scherer (2022).

evaluation of AI algorithms on a diversity of data from different clinical sites and
patient cohorts. The university hospitals Charité Berlin and Frankfurt are leading
the project in close cooperation with the German Cancer Research Center (DKFZ),
the Technical University of Darmstadt (TUDa), the Fraunhofer Institute for Digital
Medicine (MEVIS), the ImFusion GmbH and the Mint MedicalGmbH, who are amongst
others responsible for the legal aspects and the deployment of the systems.
In the first phase of RACOON, structured reports were collected with the help of the
tool mintLesion from the Mint Medical GmbH for a cohort of COVID-19 patients at each
clinical site. Additionally, COVID-19 relevant anatomies and pathologies in the lung
were segmented with the help of the segmentation framework SATORI from MEVIS
and ImFusion Labels from ImFusion. Finally, segmentation algorithms were trained
with the help of a JIP similar infrastructure provided by the DKFZ. As mentioned above,
more details on the technical setup are given in Section 3.1.2.
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1.3 Open challenges for the application of algorithms in
multi-institutional clinical settings

Kleesiek et al. (2020) conclude that despite the existence of many AI algorithms
in oncology imaging, their widespread application in clinical practice is still very
limited. The following section gives a broad overview of problems and challenges
that are responsible for the gap between algorithms and their application in clinical
practice. The next section suggests possible solutions, approaches and first steps
toward resolving those challenges. The challenges and potential solution approaches
are illustrated in Figure 1.3. The following content is a result of literature research
including the works from Cutillo et al. (2020), Davenport and Kalakota (2019), Hasan
and Farri (2019), Huang et al. (2020), Huynh et al. (2020), Kaissis et al. (2020), Kann
et al. (2021), Kleesiek et al. (2020), Klumpp et al. (2021), Rajpurkar et al. (2022), Reyes
et al. (2020), Rieke et al. (2020), Shickel et al. (2018) and Watson et al. (2019).

1.3.1 Challenges

According to Rajpurkar et al. (2022), three main fields hinder the application of AI
algorithms in healthcare and clinics: Accountability and regulations, fairness as well
as implementation challenges.

In the accountability and regulations area, multiple unsolved questions and critics
arise. Rajpurkar et al. (2022) point out that AI systems might be in real-world settings
less helpful than suggested or that the systems may be too slow or complicated for
the end-user. In addition, up to now AI technologies are most of the time classified
as "software as a medical device" by national and international regulatory bodies,
which means that certain regulatory standards need to be fulfilled (Huynh et al.,
2020). However, so far there exist no common regulations and ways of how to validate
that AI algorithms are robust and generalizable across different clinical centers and
patient populations or that the algorithms do not impact treatment in a negative
way (Rajpurkar et al., 2022). To facilitate such clinical evaluations, AI algorithms
might need to be integrated into an existing system, and the AI systems would need to
follow certain standards such that data privacy and security are guaranteed. Since
the usefulness of AI systems can be heavily influenced by the end-user, adequate,
regulated training for healthcare professionals might be necessary (Klumpp et al.,
2021; Rajpurkar et al., 2022).

From a fairness point of view, missing guarantees for ethical usage of data from actors
and stakeholders pose challenges for a wide usage of AI algorithms in healthcare and
clinics, especially, because high-quality data and algorithms have a significant business
value (Rieke et al., 2020; Rajpurkar et al., 2022). Other issues relate to the protection
of patient privacy (Rajpurkar et al., 2022). For example, it is possible to reconstruct a
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patient’s face just from a CT or MRI image (Rieke et al., 2020). Finally, the data and
as a consequence also the trained models might be biased towards certain population
groups, which would result in unequal treatments of patients (Rajpurkar et al., 2022;
Klumpp et al., 2021).
Therefore, implementation challenges also include a potential bias in the dataset and
missing standardizations in data across clinical centers (Rajpurkar et al., 2022; Klumpp
et al., 2021; Weber et al., 2020; Willemink et al., 2020). The quality of a dataset is
often lowered by missing standards for the data acquisition, which then often requires
laborious curation before it can be used for the development of AI systems (Huynh
et al., 2020). As discussed in Section 1.2.2, especially narrative reports pose unique
challenges for automated processing due to their complex, individual and inconsistent
document structure and organization (Hasan and Farri, 2019). Additionally, the
development of robust and well-performing AI algorithms for a broad application
in clinics is hindered by a lack of heterogeneous high-quality annotated benchmark
datasets, mostly because the annotation of datasets requires experts and is very time-
consuming (Rajpurkar et al., 2022; Huynh et al., 2020; Shickel et al., 2018; Willemink
et al., 2020). Furthermore, many research groups and industries have only access to
data of limited sample size and from small geographic areas (Willemink et al., 2020).
Finally, the training and validation of an AI model on data across multiple institutions,
which might be the final step for the transition from research to clinical practice, is
often hindered by data silos, privacy concerns as well as legal and ethical requirements
to protect the patient’s privacy (Rieke et al., 2020; Kaissis et al., 2020; Willemink et al.,
2020).

1.3.2 Solution approaches

Based on the presented challenges, many potential solution approaches arise for
tackling the presented challenges. They can be categorized into four fields: Standard-
ization and curation, clinical adaptation, validation and trust, as well as explainability
and interpretability.

Standardization and curation

Multiple attempts already exist to standardize data as well as to provide more data for
public usage. This includes the introduction of the DICOM standard along with the
efforts from Andrey Fedorov (2023) to create standard-compliant DICOM Segmentation
Objects. Another example is the Cancer Imaging Archive (TCIA) (Clark et al., 2013),
which promotes data sharing (Huynh et al., 2020). Also, the introduction of EHR was
a huge step toward standardizing clinical data. However, in practice, EHRs often
lack interoperability, which is why the development of more standardized clinical APIs
such as Health Level 7 (HL7) Fast Healthcare Interoperability Resources (FHIR) is
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important (HL7, 2019; Cutillo et al., 2020). In addition, important solution approaches
include tackling data-related issues such as missing data, secondary data sources
integration, missing data structure, and more informative metadata (Cutillo et al.,
2020). As emphasized by Kann et al. (2021), the introduction and compliance of
guidelines such as the Findable, Accessible, Interoperable and Reusable (FAIR) (FAIR
Principles, 2023) principles are important next steps to enhance the application of AI
algorithms as well as the reusability of data (Wilkinson et al., 2016). As discussed in
Section 1.2.2, the introduction of Structured Oncology Reports (SORs) by Weber et al.
(2020) over narrative reports are examples of such initiatives. Another important step
to increase the usability of data in AI applications is the development and usage of
curation tools, which can help data cleaning steps and cohort selections (Huynh et al.,
2020; Kades et al., 2022a; Willemink et al., 2020). Also, for enabling the development
of robust and well-performing algorithms, the generation of sufficiently large, curated,
high-quality annotated datasets is of high importance (Rajpurkar et al., 2022; Huynh
et al., 2020; Willemink et al., 2020). Besides the standardization and provision of
well-curated data, standardizations in developing, executing, and deploying algorithms
in clinical settings are important future steps (Willemink et al., 2020). Likewise, for
federated scenarios and data sharing across hospitals, standardized infrastructures are
essential (Rieke et al., 2020). Software projects like MONAI (Medical Open Network
for Artificial Intelligence) and dcmqi (DICOM for Quantitative Imaging) as well as
infrastructure projects like NVIDIA Clara (NVIDIA Clara, 2023) and Kaapana (Scherer
et al., 2023) are examples of such efforts. NVIDIA Clara is a platform to build manage
and deploy intelligent medical imaging workflows and instruments and Kaapana is an
open-source toolkit for platform provisioning in the field of medical data analysis.

Clinical adaptation

Considering an increasing application of AI algorithms in clinics, multiple authors
suggest that it will be important to train and educate healthcare professionals to be
able to effectively use, interpret and understand the limits of AI applications in their
daily clinical practice (Huynh et al., 2020; Davenport and Kalakota, 2019; Klumpp
et al., 2021). Furthermore, it will be important that humans and AI algorithms work
together and that healthcare professionals fully understand the benefits of AI appli-
cations (Rajpurkar et al., 2022; Klumpp et al., 2021). This concludes that the skillset
of healthcare professionals needs to be extended towards data science. In addition,
the usability of AI algorithms is of great importance for their acceptance in clinical
practice. Therefore, the development of AI systems requires strong collaborations
between patients, physicians, computer scientists, data scientists, and policymak-
ers (Cutillo et al., 2020; Kleesiek et al., 2020). In addition, the algorithms themselves
need adaptations for clinical usage. Therefore, it needs to be investigated, whether
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state-of-the-art algorithms developed in non-medical domains also perform best in
clinical settings. Chen et al. (2019) argue, for example, that conventional ML methods
often provide simpler, computationally cheaper, and more useful methods than DL
for data modeling tasks. Finally, Huang et al. (2020) emphasize the need to combine
data from multiple sources for a successful application of AI since considering all
generated data is necessary to understand the full clinical context and to come to a
correct clinical decision. Besides laboratory data, combining the information from
images and their corresponding narrative reports is essential. Huang et al. (2020)
present e.g., early, joint, and late fusion techniques for incorporating multiple data
sources in an AI system.

Validation of artificial intelligence methods

Elaborating the need for clinical adaptation also includes a widespread validation
and assessment of AI algorithms on real, heterogeneous, and more multi-institutional
datasets (Rajpurkar et al., 2022). Often medical AI algorithms are developed and
optimized within organized challenges or on small in-house datasets. However, this
does not automatically guarantee the same performance of the model on real-world
data, e.g., due to learned biases (Peiffer-Smadja et al., 2020). For example, It might
be challenging to predict the performance on edge cases not part of the training
data (Kann et al., 2021). Increasing the amount of publically available clinic data
such as the UK Biobank (UK biobank, 2023) and TCIA (Clark et al., 2013), as well
as more clinical benchmark datasets such as the National NLP Clinical Challenges
(N2C2) NLP Research datasets (DBMI Data Portal, 2023), the Medical Segmentation
Decathlon (Medical Segmentation Decathlon, 2023) or the Brain Tumor Segmentation
(BraTS) dataset are promising directions to make methods more robust (Shickel et al.,
2018; Peiffer-Smadja et al., 2020). Politically, another direction is to establish more
national and international collaborations similar to RACOON and JIP to enable data
access and, therefore, the execution of algorithms on real-world data. These directions
should be paired with the design of more multi-institutional clinical studies, which use
AI algorithms. This is important because, while much research focuses on improving
the performance of algorithms, only a few studies exist to assess and validate their
clinical significance and generalizability in real-world use cases and studies with real-
world data (Kann et al., 2021; Rajpurkar et al., 2022; Klumpp et al., 2021; Linna and
Kahn, 2022). Of course, to support this also from a technical point of view, toolkits
like Kaapana is an open-source toolkit for the state-of-the-art platform provisioning
in the field of medical data analysis (Kaapana) or NVIDIA Clara need to provide the
necessary functionalities and have to meet the legal requirements to find their way
into the clinics. Furthermore, the application and evaluation of AI systems in federated
scenarios are of utmost importance to increase their robustness and generalizability.
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This again requires establishing technical and political solutions for federated learning
scenarios and validations (Rieke et al., 2020; Kaissis et al., 2020).

Trustworthiness, explainability and interpretability

The performance gain of DL models often comes at the cost of limited explainability
and interpretability (Zhu et al., 2016; Kann et al., 2021). Especially in healthcare, it
is essential to understand the reasoning behind the results of DL algorithms. Trust-
worthiness, explainability, and interpretability are vital for the physician to determine
whether the model works as expected and for the patient to establish trust towards
the use of AI algorithms (Huynh et al., 2020; Cutillo et al., 2020). Challenges that must
be tackled by interpretability and explainability are, e.g., whether a model contains
errors or systematic biases (Huynh et al., 2020; Cutillo et al., 2020; Peiffer-Smadja
et al., 2020). However, also regulatory, ethical, and fairness aspects require the un-
derstanding of the so-called "black box" of AI algorithms to allow its usage in clinical
practice (Reyes et al., 2020).
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Figure 1.3: Challenges and potential solution approaches for the application of
algorithms in multi-institutional clinical settings. Challenges are summarized within
the circle. Possible solution approaches to address those problems are collected outside
of the circle. The left side concentrates on data- and the right side on algorithm-related
challenges and solution approaches.
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Figure 1.4: Overview of the five main contributions of this work that address chal-
lenges presented in Section 1.3 and that provide potential solutions for the application
of algorithms in multi-institutional clinical settings. Figure of transformer model
adapted from Vaswani et al. (2017), and figure of U-Net model adapted from Ron-
neberger et al. (2015). Icons by Yosua Bungaran and TkB, from thenounproject.com
CC BY 3.0.

1.4 Contributions and outline

This work discusses five selected problems of the above-mentioned challenges and
potential solution approaches. Each one contributes to enabling the application of AI
algorithms in multi-institutional clinical settings. Figure 1.4 gives an overview of the
selected problems. The problems are introduced below and discussed in more detail in
the following chapters of this work. After an overview of related work in Chapter 2,
the software toolkit Kaapana and multi-institutional datasets used in this work are
introduced in Chapter 3. Utilized and developed methods are presented in Chapter 4.
Details on the experiments and results are given in Chapter 5, followed by a discussion
in Chapter 6. The results are summarized in Chapter 7. In addition, Chapter A lists
the major publications on which the work is based, along with information about the
authors’ contributions.

1.4.1 Semantic modeling for semantic textual similarity

The first problem tackles the task of semantic textual similarity (STS) in the clinical
domain. Semantic textual similarity (STS) refers to a subtask in NLP that determines

thenounproject.com
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the degree of semantic similarity between two sentences or text snippets. It is used
for tasks like question answering, semantic information retrieval, and text summariza-
tion (Kades et al., 2021; Cer et al., 2017; Fan et al., 2019; Majumder et al., 2016; Zhang
et al., 2015; Gomaa and Fahmy, 2013). Since 2016, challenges such as the National
NLP Clinical Challenges (N2C2), formerly known as i2b2 (Informatics for Integrating
Biology & the Bedside) NLP Shared tasks, with different NLP downstream tasks are
organized to improve the development of NLP systems on clinical and biomedical text
data. STS in the clinical domain has the potential to assess the quality of clinical notes
by spotting copy-pasted contents, which can increase the quality of the reports and
eventually also improve the performance on downstream tasks such as information
extraction. Additionally, STS can be used in decision support systems and medical
question-answering applications (Kades et al., 2021). The Sections 2.1, 4.1, 5.1, and 6.1
address problems of semantic modeling for STS in the clinical domain and build heavily
on the publication "Adapting Bidirectional Encoder Representations from Transformers
(BERT) to Assess Clinical Semantic Textual Similarity: Algorithm, Development and
Validation Study (Kades et al., 2021)". The work was published as a contribution to
track 1, N2C2/Open Health Natural Language Processing (OHNLP) Track on Clinical
Semantic Textual Similarity, of the 2019 National NLP Clinical Challenges (N2C2). The
main contributions consist of improving the performance of BERT in predicting the
similarity of English clinical sentence pairs by:

• a "modification of the BERT architecture by adding additional similarity features
and employing a built-in ensembling method" (Kades et al., 2021),

• introducing "a graph-based similarity approach for a subset of structured sen-
tences in which the knowledge of the training set is extrapolated to unseen
sentence pairs of the test set" (Kades et al., 2021).

Furthermore, an in-depth statistical analysis of the training and test dataset reveals
statistical differences, which help to interpret the results of the different approaches.

1.4.2 Semi-structured data analysis for text summarization

This problem focuses on evaluating and improving the performance of text summa-
rization on Structured Oncology Reports (SORs). As presented earlier, Weber et al.
(2020) introduced SORs to increase the comprehensibility and completeness of imag-
ing findings, which contain information on the diagnosis and treatment guidance
for the patient’s disease progression. In particular, the conclusion section of SORs,
containing the assessments of the image findings, is crucial for treatment decisions
and strategies. Therefore, this contribution addresses the question of whether it is
possible to extract relevant information from the general information and findings
section of SORs to compose the conclusion section automatically. Automatic text
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summarization of findings can give the physician time for better patient care. Also,
it could be used, e.g., to get a summary of a patient’s history, thus helping in clinical
decisions. Of course, the question arises whether all information necessary to create
the conclusion is part of the general information and findings section and, if this is not
the case, whether the model can extrapolate additional knowledge through training.
The Sections 2.2, 4.2, 5.2, and 6.2 are based on the publication "Fine-tuning BERT
Models for Summarizing German Radiology Findings (Liang et al., 2022)" as well as the
master thesis of Siting Liang with the title "Summarizing German Radiology Findings
for Cancer Patients (Liang, 2021)". Their main contributions include the following:

• a baseline performance of the pre-trained German BERT model to generate
conclusions based on the general information and finding sections of German
radiology reports (Liang et al., 2022),

• an improvement of the factual correctness of the generated conclusions by
combining extractive and abstractive learning objectives (Liang et al., 2022),

• evaluation of the performances of the presented approaches by a human ex-
pert (Liang et al., 2022).

1.4.3 Assessing distributional shifts for text classification

Radiology reports contain longitudinal information on a patient’s disease status, which
is crucial for decision-making and outcome estimation (Fink et al., 2022a,b; Yim et al.,
2016). Due to the continued high use of the narrative text form in radiology reports,
the automated extraction of timelines and key clinical end-points, such as response to
therapy and disease progression, is an essential subject of research in NLP (Fink et al.,
2022a; Kehl et al., 2019; Agaronnik et al., 2020; Banerjee et al., 2019). Well-annotated
data is needed to train and evaluate an AI system for automated information extraction.
However, as mentioned earlier, only limited available well-annotated data sources exist
because their creation is costly and time-consuming (Willemink et al., 2020). At the
same time, SORs find their way into clinic practice (Fink et al., 2022a; ESR, 2018;
Nobel et al., 2020; Weber et al., 2020). The growing resources of SORs in combination
with the vast amounts of free-text-oncology reports (FTORs) raises the question of
whether information raised in SORs could be used as a reference to build AI systems for
the automated extraction from FTORs. Therefore, the Sections 2.3, 4.3, 5.3, and 6.3,
which build upon the publication "Deep Learning-based Assessment of Oncologic
Outcomes from Natural Language Processing of Structured Radiology Reports (Fink
et al., 2022a)", try to exploit the data mining advantages of SORs to train a NLP
model for classifying tumor response categorys (TRCs) in FTORs without prior domain-
specific feature engineering (Fink et al., 2022a). The main contributions include the
following:
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• the creation of a human reference annotation for the used FTORs and of human
baseline performances by readers with varying levels of radiologic expertise.
While doing so, the general question of how difficult it is to assign a TRC to a
report is also examined,

• the creation of machine-based baseline performances on the text classification
task. Besides a transformer-based implementation using the German BERT
model, a traditional TF-IDF-based method using three different classifiers is im-
plemented. One major challenge for the algorithms is to handle the distributional
shift between structured training data and free-text test data,

• an in-depth analysis and discussion of the properties and characteristics of the
used datasets and their influence on human and machine-based performances.
Questions of interpretability and explainability of the results are also qualitatively
addressed on a small scope.

The primary motivation to include the evaluation of traditional TF-IDF-based text
classification methods is because the three datasets used in the experiments are from
different institutions and contain domain-specific vocabulary. Especially for German
clinical documents, it is still a subject of research how transformer-based models adapt
and perform on data with a slight distributional shift and unknown vocabulary. In
addition, (Chen et al., 2019) points out that conventional methods are still competitive
with DL methods in the clinical domain.

1.4.4 Manual data annotation and tagging for medical images

Willemink et al. (2020) describe the curation and annotation of data as well as the
availability of sufficient data, as substantial barriers for developing well-generalizing
AI algorithms. For medical images, data acquisition involves ethical approval and data
access, querying and de-identifying data, creating a patient cohort, and finally anno-
tating the images (Willemink et al., 2020). In the best case, the metadata of DICOM
images is sufficient to automatically create a cohort for training and evaluating an algo-
rithm (Gauriau et al., 2020). However, often, manual curation steps while viewing the
images are necessary. In addition, inconsistent or wrong metadata might hamper the
automated cohort definition and reusability of DICOMs. Besides data curation, image
classification and image-text correlation algorithms also rely on tags or free-text-based
annotation. Other MIC algorithms require pixel-wise annotations, which tools like the
Medical Imaging Interaction Toolkit and others already provide (Nolden et al., 2013;
Wolf et al., 2004; Rubin et al., 2008). Because most existing software tools focus on
pixel-wise annotation or are limited to non-DICOM data, the Sections 2.4, 4.4, 5.4,
and 6.4 focus on whole image-based annotations. They are based on the publication



22 CHAPTER 1. INTRODUCTION

"Efficient DICOM-Image Tagging and Cohort Curation within Kaapana (Kades et al.,
2022a)". The main contributions include the following:

• presentation of a technical solution for fast and intuitive DICOM image tagging
by combing the software tools Doccano, OHIF and Kaapana,

• evaluation of the implementation by the feasibility of three use cases.

The use cases include the correction of wrong metadata in DICOM images, the addition
of free-text information to DICOM images, and the possibility to label DICOM images
for ML and DL applications (Kades et al., 2022a).

1.4.5 Real-world federated learning for the task of image segmentation

Providing a technical setup for federated scenarios is crucial, on the one hand, to
increase the amount of available data and, on the other hand, to develop robust and
generalizable AI algorithms (Willemink et al., 2020; Rieke et al., 2020). Especially to
fight pandemics like COVID-19, a hospital-overarching application of AI algorithms is
essential (Ting et al., 2020). One goal of RACOON is to automate and standardize the
assessment of COVID-19-related tissue alterations through the training of segmenta-
tion algorithms and thus the extraction of biomarkers. As a first step, a collective of
hospital-overarching patients was analyzed using structured reporting within RACOON.
In addition, COVID-19 related anatomies and pathologies were segmented in the lung
for each case. A next step would be the training of a segmentation algorithm on the
segmented data that is robust and generalizes well on unseen data. For example, when
applied to out-of-distribution data, the image segmentation algorithm nnU-Net has
been shown to perform poorly (Isensee et al., 2021; Gonzalez et al., 2021; Full et al.,
2021). Federated approaches might be a promising solution to train a generic and ro-
bust model that works well on data from all participating hospitals. However, enabling
federated learning strategies across multiple clinical sites comes with challenges. On
the one hand, these include a standardized infrastructure and execution environment
that comply with data privacy and security and provide the technical possibility for
federated learning strategies (Xu et al., 2021; Rieke et al., 2020). On the other hand,
the used algorithms need to be able to handle data heterogeneities during training,
and after training, the algorithms must perform well on in-house and unseen data from
other clinics. As the Kaapana-based infrastructure used within RACOON lacks those
requirements, the Sections 2.5, 4.5, 5.5, and 6.5, based on the publication "Towards
Real-World Federated Learning in Medical Image Analysis Using Kaapana (Kades et al.,
2022b)", present implementations of functionalities that allow federated use cases in
the Kaapana toolkit, tailored to meet the technical and political requirements within
RACOON. The main contributions include the following:
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• implementation of a backend and a user interface as well as adjustments to local
data processing pipelines within Kaapana to facilitate federated learning,

• an adaptation of the image segmentation algorithm nnU-Net to be used for
federated learning,

• the creation of a baseline performance of a federated trained image segmentation
model against single-site, centralized and ensemble-trained models on a multi-
site prostate segmentation dataset (Liu et al., 2020a,b), with data collated from
six different clinical sites.

Experiments that include training and testing on data from the same or different
clinical sites help to assess whether the nnU-Net is suitable for the application in
RACOON and which training strategy is the best.
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2 | Related work

The introduction covered several challenges for transitioning AI algorithms into the
clinic. This section discusses related works to the five problems presented in the
outline.
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2.1 Semantic modeling for semantic textual similarity

STS is a subtask of NLP that tries to determine the semantic similarity between two
text snippets. Most of the non-domain specific STS are benchmarked and developed
on the STS benchmark dataset (STSbenchmark, 2023), which comprises a collection of
sentence pairs from the SemEval STS tasks from 2012 to 2017 (Cer et al., 2017). The
General Language Understanding Evaluation (GLUE) General Language Understand-
ing Evaluation (GLUE Benchmark, 2023) dataset also comprises the STS benchmark.
The current leading method from Jiang et al. (2020) proposes a learning framework
that makes the fine-tuning of pre-trained models more robust and efficient and results
in more generalizable fine-tuned models. In detail, they introduce smoothness-inducing
regularization and a Bregman proximal point optimization into their training. Fur-
thermore, Wang et al. (2019) introduces new auxiliary tasks during pretraining to
leverage better the language structure at the word and sentence level. Jeyaraj and
Kasthurirathna (2021) presents a multi-layered semantic similarity network that in-
corporates different similarity measures based on network science, and Raffel et al.
(2020) leverages transfer learning techniques. Also, in this work, a method combining
BERT with different semantic similarity measures is introduced.
In the clinical domain, methods are primarily developed and benchmarked on the
data from track 1, N2C2/OHNLP Track on Clinical Semantic Textual Similarity, of the
2019 National NLP Clinical Challenges (N2C2). The winner of the 2019th challenge
leverages multi-task learning as a training approach, in which they iteratively fine-
tune on different datasets Mahajan et al. (2020). The presented system from Yang
et al. (2020) report the performance of multiple transformer-based models and their
ensembles. They show that when pretraining the model first on a STS general corpus
before fine-tuning it on the clinical dataset, the RoBERTa-large model generates the
best performance (Liu et al., 2019c). Moreover, Li et al. (2021a) employs a text data
augmentation method and a self-ensemble ALBERT model under semi-supervised
learning (Lan et al., 2019). Finally, Chang et al. (2021) incorporates domain knowledge
into the language model using graph convolutional networks.
To summarize, all state-of-the-art STS algorithms build on top of the transformer
architectures and incorporate additional knowledge via transfer learning, multi-task
learning, ensembling methods, graph neural networks, or other similarity measures.
The introduced methods in this work follow similar design patterns.



2.2. SEMI-STRUCTURED DATA ANALYSIS FOR TEXT SUMMARIZATION 27

2.2 Semi-structured data analysis for text summarization

For text summarization, mostly extractive and abstractive techniques, or a combination
of both methods is often applied. In extractive methods, the text summarization con-
sists of only salient text snippets from the source text. Often, human-designed features
or rules define which parts are extracted. In abstractive approaches, a concise sum-
mary is generated based on a learned feature representation of the source text. While
extractive approaches can be rule-based, abstractive approaches require DL architec-
tures. However, also extractive models can be enhanced by using DL architectures.
For example, (Nallapati et al., 2016) propose to use a RNN architecture to determine
which sentences should be part of the final summary. Like machine translation models,
abstractive text summarization algorithms are sequence to sequence (seq2seq) models
with an encoder-decoder architecture and e.g. attentive RNNs (Nallapati et al., 2016;
Nallapati et al., 2016; Chopra et al., 2016; Liang, 2021; Liang et al., 2022). By gen-
erating the summary word by word, abstractive models are more prone to generate
syntactically and semantically incorrect summarization than extractive approaches.
Also, abstractive methods often struggle with factual correctness and repeated con-
tents (See et al., 2017). Therefore, extractive and abstractive approaches are often
combined. For example, See et al. (2017) present a hybrid pointer-generator network
that copies words from the source text to the target summary via pointing Vinyals et al.
(2015). In detail, a generation probability decides whether to generate a word from
given vocabulary distribution or copy a word from the input sequence (See et al., 2017).
Other approaches start by extracting salient sentences from the source document
before they use abstractive techniques to generate the summary based on the selected
sentences (Chen and Bansal, 2018; Kryściński et al., 2018). This work combines the
pointer network with a transformer-based encode-decoder model.

The field of automatic text summarization algorithms advanced with the introduction
of pre-trained language models (Miller, 2019; Liu and Lapata, 2019; Zhang et al., 2019;
Rothe et al., 2020). As for many other NLP downstream tasks, pre-trained language
models such as BERT (Devlin et al., 2019) or Generative Pre-trained Transformer
2 (GPT-2) (Radford et al., 2019) can be fine-tuned for text summarization tasks. There
exist many different seq2seq models such as BERT2Random, BERT2BERT, BERT2GPT.
The semantic knowledge already incorporated into a pre-trained language model re-
duces the computational resources and needed time, while improving the performance
of the sequence generation (Liang et al., 2022; Rothe et al., 2020). This work fine-tunes
a pre-trained German BERT model for summarizing German radiology findings using
abstractive and extractive text summarization techniques.

To summarize clinical reports, Nguyen et al. (2020) have worked on summarizing Chest
X-ray reports with LSTM models and an encoder-decoder model incorporating atten-
tion. Zhang et al. (2018) were one of the first to apply pointer-generator networks in
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combination with LSTM networks to summarize radiology reports. In addition, Zhang
et al. (2018) encoded the background information and findings in two different en-
coders. In contrast to Zhang et al. (2018), in this work, the pointer-generator network
is combined with a transformer-based encoder-decoder, and only one encoder for the
background and findings information is used. A later proposed model from Zhang et al.
(2020) incorporated a reinforcement learning approach to improve factual correctness.
Works leveraging ontologies include Sotudeh Gharebagh et al. (2020), which improved
the clinical abstractive summarization by augmenting salient ontological terms into
the summarizer. Furthermore, MacAvaney et al. (2019) introduced an ontology-aware
pointer-generator network to leverage domain-specific knowledge encoded in an ontol-
ogy to improve the summarization. Similar to Zhang et al. (2020), Sotudeh Gharebagh
et al. (2020) and Nguyen et al. (2020), the generated summaries in this work are eval-
uated by humans in terms of factual correctness and fluency. Besides summarizations
based on background and findings information, Lovelace and Mortazavi (2020), Li et al.
(2018b) and Liu et al. (2019) present approaches to generate a Chest-X ray radiology
report directly from the medical image.
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2.3 Assessing distributional shifts for text classification

Before the introduction of DNNs, rule-based approaches in combination with machine
learning approaches were used for text classification tasks. In detail, features are
created from the text using BOW, TF-IDF or a purely heuristic approach. The features
are then fed into a classification algorithm like Naïve Bayes, SVM, random forests,
etc. (Minaee et al., 2021). With NNs, models evolved that create an embedding
representation of an input sequence such as Latent Semantic Analysis (LSA). Fur-
thermore, pre-trained embeddings like word2vec (Mikolov et al., 2013) evolved with
better computational resources and data availability. The embedding representations
serve as input for a classification layer in text classification tasks. Current state-of-the-
art text classification algorithms use transformer-based architectures (Minaee et al.,
2021; Vaswani et al., 2017). Transformer-based models are used for many different
NLP downstream tasks. In text classification, pre-trained models such as BERT are
fine-tuned using a so-called classifier token in combination with a classification layer.

Multiple challenges occur when using transformer-based models on clinical datasets.
Those problems include the domain shift in comparison to public data, very long
sequences, imbalanced classes, and interpretability. Often models are further pre-
trained on domain-specific datasets such as clinical notes to incorporate domain-
specific knowledge into a model (Alsentzer et al., 2019; Lee et al., 2020). To handle
long texts, many approaches suggest chunking long sequences as input for transformer-
based models. Wu et al. (2021) proposes to process the classification token of several
chunks by feeding their values into an LSTM or another transformer model. Mulyar
et al. (2019) propose to take the mean or a concatenation of the classification tokens
and feed the result into a classification layer for the phenotyping of clinical notes. To
process only the task-relevant chunks from long clinical tests, Huang et al. (2020)
proposes to pre-select text snippets using a regex expression. Furthermore, instead
of chunking long sequences, new models were designed to overcome the memory
consumption of O(n2) of the original BERT model. Beltagy et al. (2020), Zaheer et al.
(2020), and Ainslie et al. (2020) introduced new attention patterns, which combine
local attention with global attention. Instead of full attention (n to n attention of each
token), they use a mixture of dilated and sliding window attention to capturing local
context. They introduce sparse and random attention or attention to a few pre-selected
input locations for global context. The present work follows the chunking approach
from Mulyar et al. (2019) to process long sequences.

The interpretability of transformer models is an area of ongoing research and of
particular importance in the medical domain to understand the machine’s reasoning
when used in clinical applications. The role and importance of attention of fine-tuned
models have been evaluated by Kovaleva et al. (2019); Kobayashi et al. (2020); Sun
and Lu (2020); Hao et al. (2020). Whether attention can be used for explanation and
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different tests to assess explainability via attention, have been discussed in Jain and
Wallace (2019); Serrano and Smith (2019); Vashishth et al. (2019); Wiegreffe and
Pinter (2019). For example, Serrano and Smith (2019) observed that attention does
not necessarily reflect importance after manipulating attention weights in already
trained text classification models. Vashishth et al. (2019) show that attention is only
interpretable for natural language processing tasks other than text classification. By
using a hierarchical approach, Huang et al. (2020) claims to improve the interoperabil-
ity of the transformer-based model after fine-tuning on clinical notes. This work will
qualitatively show the attention weights of a fine-tuned BERT model and the weights
of a TF-IDF analysis.
Also, in text classification tasks on free-text radiology reports, transformer-based mod-
els have shown superior performance compared to feature-based methods (Steinkamp
et al., 2019; Linna and Kahn, 2022; Fink et al., 2022a; Gehrmann et al., 2018). In
oncology, many works focus on extracting timelines and key clinical endpoints, such
as response therapy and disease progression (Fink et al., 2022a; Kehl et al., 2019;
Agaronnik et al., 2020; Banerjee et al., 2019; Pons et al., 2016; Smit et al., 2020). To
improve the text classification performance of BERT on radiology reports, Smit et al.
(2020) proposes to fine-tune the model first on automatically generated labels and then
on the expert-level annotations. In this work, automated annotations from SORs are
leveraged to train text classification algorithms for the application on FTORs.
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2.4 Manual data annotation and tagging for medical im-
ages

Efficient cohort selection, data curation, and data annotation tools are crucial to gen-
erating high-quality labeled datasets for the applications of AI algorithms (Willemink
et al., 2020). For medical images, the DICOM metadata provides valuable information
on the underlying image. Diaz et al. (2021) provide a comprehensive guide of steps that
are necessary to prepare medical images for the development and application of AI
algorithms. Gauriau et al. (2020) successfully used the DICOM metadata to automate
the identification of brain MRI sequences. However, human-made metadata might be
incorrect (Magudia et al., 2021; Schuhegger, 2021), which hampers automation to
assemble large medical image datasets. Almeida et al. (2021) proposed to combine the
information from EHR and DICOM metadata to define cohorts over medical imaging
datasets. This work presents an interactive tool for dedicated, workflow-integrated,
and standard-conform manual examination of medical images belonging to a cohort
and the functionality to curate wrong DICOM metadata (Kades et al., 2022a). After
an effective cohort selection and data curation, the annotation of data is the next
crucial step. While there exist many tools for the creation of pixel-wise annotations
of DICOM images which include the MITK (Wolf et al., 2004; Nolden et al., 2013), 3D
Slicer (Lasso, 2019), DicomAnnotator (Dong et al., 2020) or iPad (Rubin et al., 2008)
and ePad (Rubin et al., 2014), tools to generate image-level annotations of DICOM
images are still sparse. For this reason, the presented software tool also integrates
a fast and intuitive image-level tagging of DICOM images (Kades et al., 2022a). The
tagging functionality can also be used as a post-processing step to evaluate the results
of an AI algorithms. (Stein et al., 2019) presented a similar tool specifically designed to
efficiently evaluate automatically generated segmentations based on different metrics
and visualizations.
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2.5 Real-world federated learning for the task of image
segmentation

The research in the field of Federated Learning (FL) is diverse, ranging from purely
methodical to technical, software-related contributions. Purely methodical contri-
butions focus on algorithmic solutions to handle not independent and identically
distributed (Non-IID) data and improve communication efficiency while reaching com-
parable performance as centralized trained models (Li et al., 2020; Kairouz et al.,
2021). Furthermore, security-related methods in FL address data protection issues
and privacy-preserving methods, e.g. differential privacy and homomorphic encryption
methods. The more software-related research areas deal with the technical implemen-
tation of FL systems, which include finding solutions for exchanging model weights and
for handling failures, such as network failures, in FL systems (Rieke et al., 2020; Xu
et al., 2021). In the technical realization, security aspects are also of high importance.

From a technical point of view, (Li et al., 2021b) provides a systematic overview of
domain-independent open-source software solutions for FL along with different FL
averaging strategies. Presented solutions include FATE (FATE community, 2023), Ten-
sorFlow Federated (TensorFlow, 2023), OpenMined (OpenMined, 2023), PaddleFl (Pad-
dlePaddle, 2023), or FedML (FedML, 2023). All the tools have advantages and disadvan-
tages depending on the use cases. In the medical domain, Kaissis et al. (2020) presents
the free open-source framework Privacy-preserving Medical Image Analysis (PriMIA)
with the support of differential privacy and secure aggregation in federated learning
and encrypted inference on medical imaging data. PriMIA was successfully applied
in a real-life case study to classify pediatric chest X-rays automatically. Another tool
for federated learning in real-world clinical settings is the proprietary healthcare
application framework Computational platform to build manage and deploy intelligent
medical imaging workflows and instruments (NVIDIA Clara), which features federated
learning functionalities in combination with the NVIDIA Clara Train SDK. The soft-
ware stack from NVIDIA was successfully applied in real-world scenarios (Yang et al.,
2021; Dayan et al., 2021; Roth et al., 2020; Sarma et al., 2021; Roth et al., 2021). In
conjunction with Medical Open Network for Artificial Intelligence (MONAI) further
efforts to enable federated learning in the medial imaging domain are pursued by
OpenFL, Flower and Substra. The technical solution for federated learning presented
in this work follows technical prerequisites given by RACOON. A key requirement is
a uni-directional communication from the client instances to the central instance. In
addition, many algorithms already run locally within RACOON and should be extended
with a federated functionality. Therefore, the presented implementation here tries to
be as agnostic as possible by wrapping the federated functionality around existing
workflows without the need to customize them on a code level.
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From a methodical point of view, Rieke et al. (2020) and Prayitno et al. (2021) sum-
marized and assessed the challenges of federated learning in clinical environments
. Ziller et al. (2021) and Kaissis et al. (2020) discuss secure and privacy-preserving
methods such as differential privacy. Sheller et al. (2020) and Rieke et al. (2020)
present and evaluate different federated learning strategies versus centralized train-
ing. Furthermore, multiple works compare models trained locally against models
trained across multiple institutions in a federation (Dayan et al., 2021; Roth et al.,
2021, 2020; Sarma et al., 2021). This work follows one of the first federated learning
strategies, the FedAvg approach introduced by Brendan McMahan et al. (2016). Many
works to benchmark federated learning are based on publicly available datasets such
as the BraTS datasets (Menze et al., 2015) or the multi-site prostate segmentation
dataset (Liu et al., 2020a) presented in Section 3.2.3 (Sheller et al., 2020; Gu et al.,
2021a; Jiang et al., 2022; Liu et al., 2020a,b, 2021). Furthermore, many works using
federated learning in conjunction with COVID-19 exist (Dayan et al., 2021; Yang et al.,
2021; Dou et al., 2021; Feki et al., 2021).
To evaluate the performance of different training strategies against generalizability
and robustness, the multi-site prostate segmentation dataset presented by (Liu et al.,
2020a) serves as a benchmark dataset in this work. Domain generalization and cross-
domain performance on the multi-site prostate segmentation dataset were, amongst
others, assessed in (Liu et al., 2021; Jiang et al., 2022). Research to evaluate the
generalizability of the nnU-Net, used in this work as the segmentation algorithms, to
data from unseen institutions is still sparse. However, e.g. Full et al. (2021) study the
generalization and robustness of the nnU-Net on a dataset of cardiac MRI as well as
suggest ways to improve the generalizability of the nnU-Net. Finally, Gonzalez et al.
(2021) presents a method to detect when pre-trained nnU-Net models fail.
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3 | Materials

3.1 Kaapana as an open-source toolkit for provisioning
medical imaging platforms

Working in multi-institutional settings requires a technology that satisfies multiple
requirements. It has to run locally inside a clinical infrastructure, it must be able to
receive, store and index clinical data like imaging and text data and it should allow
for standardized execution of algorithms on a selected subset of data (cohort). In this
work, the Kaapana open-source platform provision toolkit (Scherer et al., 2023) is used
as the base technology upon which additional features required to execute experiments
are implemented. The following section describes the main building blocks of the
Kaapana technology stack. It is mainly based on the work "Joint Imaging Platform for
Federated Clinical Data Analytics" (Scherer et al., 2020) and the thesis "Decentralized
Infrastructure for Medical Image Analysis" (Scherer, 2022).

3.1.1 The technological foundation of Kaapana

Kaapana itself is a toolkit to build platforms for medical image analysis that run
on-premise as a private cloud computing setup inside a local clinical IT landscape.
From a technical point of view, a traditional private cloud computing setup consists of
three main building blocks, an infrastructure (Infrastructure-as-a-Service (IaaS)),
a so-called platform (Platform-as-a-Service (PaaS)) and an application (Software-
as-a-Service (SaaS)) layer (Scherer et al., 2020; Mell and Grance, 2011). In the
case of Kaapana, Scherer et al. (2020) added an additional container virtualization
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Figure 3.1: Illustration of the private cloud computing setup of Kaapana consist-
ing of the different service layers. This figure was adapted from Scherer (2022).
Kaapana=Kaapana is an open-source toolkit for the state-of-the-art platform provision-
ing in the field of medical data analysis.

layer (Containers-as-a-Service (CaaS)) and a function layer (Functions-as-a-Service
(FaaS)) for on-demand data processing (Scherer et al., 2020; CNCF, 2023). Figure 3.1
from (Scherer, 2022) illustrates the five layers, containing also the five main functional
units "SYSTEM", "MONITORING", "BASE", "STORE", "META" and "FLOW" which are
introduced to group components of similar functions in Kaapana.

The IaaS and CaaS layer

In the IaaS layer, Kaapana currently supports Ubuntu, CentOS or AlmaLinux as an
operating system (OS). It can be deployed on common public IaaS providers like
Amazon Web Services (AWS) (Amazon, 2023b) or on Microsoft Azure (Microsoft, 2023)
as well as on-premise on dedicated private hardware, which is the default when
deployed in clinics (Scherer, 2022; Scherer et al., 2020). On the CaaS layer, Kaapana
uses Kubernetes (K8s) (Rensin, 2015) as a container orchestration system. Therefore,
all services and processing pipelines of the platform run within containers on the
Kubernetes cluster. This architecture provides flexibility in managing the container life
cycle and enables scaling and monitoring of individual containers. Furthermore, since
containers provide their own execution environment including the OS layer, a wide
variety of software can be supported and therefore easily integrated into Kaapana. The
containers of Kaapana are built using the container engines docker (Merkel, 2014) or
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Podman (Podman community, 2023). To manage the resources needed for a platform
deployment, Kaapana uses Helm (The Linux Foundation, 2023), which is specifically
designed to package and manage Kubernetes configuration files. To deploy Kaapana
on an OS, firstly, with the help of an installer script, necessary dependencies like
drivers along with the Kubernetes cluster using Microk8s (Microk8s, 2023) are set up.
Secondly, a Helm chart is installed containing all necessary Kubernetes configurations
for the Kaapana platform. Both, the needed containers as well as the needed helm
charts are either retrieved from an Open Container Initiative (OCI) -based registry or
are uploaded locally directly into the Kubernetes cluster (Scherer, 2022; Scherer et al.,
2020).

The PaaS layer - SYSTEM and MONITORING units

The platform layer contains the base components needed for a minimal version of a
platform. It features interfaces for the provisioning of applications and micro-services
on the underlying Kubernetes cluster. The core of Kaapana consists of a reverse proxy,
an authentication proxy and an authentication provider. As a reverse proxy, Kaapana
uses the free open-source components of Traefik (Ludovic Fernandez, 2023) along
with webOAuth2Proxy2023 (OAuth2 Proxy, 2023) as an authentication proxy. All user
interfaces provided in Kaapana are accessible from a single point of entry on Hypertext
Transfer Protocol Secure (HTTPS). The open-source tool Keycloak (Keycloak, 2023), a
central OpenID Connect (OIDC) enabled authentication provider, is used as an identity
and access management solution to support single sign-on (SSO). The core components
of Kaapana are completed by a monitoring system based on Prometheus (Prometheus,
2023b) as an event monitoring and alerting tool, of Alertmanager (Prometheus, 2023a)
to forward alerts sent by the Prometheus server and of Grafana (Grafana, 2023) to
visualize the gathered metric on a dashboard (Scherer, 2022; Scherer et al., 2020).

The SaaS layer - BASE, STORE and META units

The software-as-a-service layer facilitates the customization of the platform. In its
default configuration, Kaapana adds three functional units BASE, STORE and META. In
BASE, a central web application developed with the frontend framework Vue.js (Vue.js,
2023) and the design framework Vuetify (Vuetify , 2023) is hosted. The user interface,
denoted as a "landing page", facilitates access to all services that run on different sub-
paths by merging them with the help of inline frame elements (iFrames) into one single-
page application (SPA). In addition, the landing page includes the management of
so-called extensions. Extensions are essentially a set of micro-services that are defined
in a Helm chart, which can be installed and uninstalled via the management system on
the landing page (Scherer, 2022; Scherer et al., 2020). In the functional unit STORE,
all services related to data storage, access and visualization are located. As described
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in Section 1.2.1 DICOM is the primary format for the storage and communication of
medical imaging data. The Kaapana platform offers a C-STORE (NEMA, 2023) and
a DICOM web (Genereaux et al., 2018) interface to receive data directly from the
clinical PACS (Scherer, 2022). The platform runs an internal research PACS via the
Open Source Clinical Image and Object Management application dcm4chee (Gunter
Zeilinger, 2021) in which upon arrival all images are stored. In addition, Kaapana
integrates the zero-footprint web-based OHIF Medical Imaging Viewer to visualize
the stored DICOM data in the browser (Ziegler et al., 2020). The images can be
selected and viewed based on the Study ID attribute from the metadata of the DICOM
images are directly retrieved from the internal PACS. The OHIF viewer enables besides
the visualization of three-dimensional scans such as CT or MRI and corresponding
annotations, also several image manipulation and annotation tasks (Scherer, 2022).
In order to also store data other than medical imaging data, Kaapana provides the
High Performance Object Storage MinIO (MinIO, 2023), which is compatible with
the widely used Amazon Simple Storage Service (S3) API (Amazon, 2023a; Scherer,
2022). Since it is crucial for a medical imaging platform to have an overview as well
as to filter and query data that is stored on the platform, Kaapana is equipped with
Elasticsearch as a search engine and Kibana as a data visualization dashboard. All
relevant metadata of incoming DICOM images is stored in the Elasticsearch database.
Different dashboards are provided for viewing, querying and filtering the metadata
of the images depending on the task at hand. Besides providing an overview of the
data, the main purpose of Kaapanas’ metadata capabilities is to allow a fine-grained
definition of cohorts via search queries that later can be processed via processing
pipelines. The Kibana dashboard is equipped with a custom plugin that makes it easy
to parameterize and trigger processing pipelines. When the cohort is selected in the
Kibana dashboard, the plugin presents a form to parameterize the processing pipeline.
When the start button is pressed, a request containing the search query from the
dashboard and the parameterization from the plugin form is sent via an HTTP request
to the executing unit described in the following section.

The FaaS layer - FLOW unit

Next to data storage, viewing, and querying the main functionality of Kaapana is
the execution of processing pipelines, which is why the Function-as-a-service layer
is introduced for the on-demand scheduling of processing jobs. In contrast to the
services of the PaaS and the Saas layer, the services running in the FaaS layer run only
for a time until their specified job or function is fulfilled. In Kaapana, the functional
unit FLOW consists of the workflow management system Apache Airflow (Apache,
2023). Airflow manages, schedules and monitors on-demand jobs and services which
form together a data processing pipeline. Throughout the work, the terms "processing
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pipeline" and "workflow" have the same meaning and refer always to a Directed Acyclic
Graph (DAG) representing the tasks a workflow carries out and their interdependence.
For the actual execution of processing pipelines, Kaapana extends Airflow with a plugin
that enables the execution of a workflow via a REST API request. Within Kaapana
this request is generally triggered from the Kibana dashboard plugin, as mentioned
in the last section. The requests contain along with the search query also pipeline
specific parameters, which are defined in the DAG. In Airflow a DAG consists of
Airflow operators, which are essentially jobs that are executed in a specific order. An
operator in its most basic form executes a Python script. However, Kaapana extended
the operators concept to be able to dynamically launch containers on the Kubernetes
Cluster. Therefore, an operator can execute any software which can be packed into a
container, independent of the desired OS or additional dependencies.

3.1.2 Deployment and use cases of Kaapana

Kaapana deployment within the DKTK and RACOON

Section 1.2.3 introduces two initiatives using Kaapana, which are the JIP initiated by
DKTK and RACOON. Within the DKTK-sites the platform is deployed on a dedicated
hardware server inside the clinical IT landscape. Figure 3.2 illustrates the setup at
the hospitals in the DKTK. The container images needed for the platform installation
are retrieved from a container registry located at and controlled by the DKFZ. This
ensures that only verified container images are distributed to the clinics. The platform
is only accessible from within the clinical network infrastructure. In a typical use case
scenario, a user sends imaging data from the clinical PACS to the platform, accesses
the platform from their workstation via a web browser, defines their cohort on the
Kibana dashboard and triggers a processing pipeline on Airflow. If the executed DAG
generates results, they are either send to the internal PACS or to the object store High
Performance Object Storage (MinIO).
Figure 3.3 illustrates the technical infrastructure as it is deployed in RACOON. The
RACOON Node corresponds to the unit, which is set up on dedicated hardware inside
each participating hospital. Each node runs Windows Server (Microsoft, 2023), which
provides a Hyper-V virtualization layer. Respective applications of the three sections
RACOON REPORTING, RACOON JIP and RACOON SATORI are all deployed on Hyper-V.
RACOON REPORTING consists of a certified medical product, Mint Medical (Mint
Medical, 2023), which meets all requirements for clinical use. It is the only entry
point for data from within the hospital. Furthermore, it enables structured reporting
for COVID-19 patients and stores all data in a consistent way (Scherer, 2022). All
data transferred to RACOON JIP or RACOON SATORI are anonymized to ensure a
high level of data privacy. Satori (Fraunhofer MEVIS, 2023) is a dedicated research
tool developed by MEVIS for efficient pixel-wise annotation of three-dimensional
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Figure 3.2: Setup of the JIP within a clinical center. The platform itself is running
on dedicated hardware within the clinical network. The user is able to send DICOM
images to the platform and to interact with the platform via browser access. The
platform is connected to a central container registry to retrieve necessary container
images for its services and processing pipelines. This figure was adapted from Scherer
(2022). DICOM=Digital Imaging and Communications in Medicine, JIP=Joint Imaging
Platform, PACS=Picture Archiving and Communication System.

images (Scherer, 2022). The setup of RACOON JIP is similar to the one used in
DKTK, except that it is deployed on a virtual machine, and support for complete offline
installation without an external container registry was introduced.

nnU-Net training as use case

Kaapana can be used in many different scenarios. On one side, it can be used to deploy
software by providing an application as an extension to the platform. On the other
side, it offers the possibility to apply processing pipelines on a specific set of data. In
this work, the nnU-Net Isensee et al. (2021) integrated within Kaapana is a central
segmentation method, this section will only cover the nnU-Net training and evaluation
workflow. More use cases for Kaapana can be found in (Scherer, 2022).
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Figure 3.3: Infrastructure stack as it is deployed within RACOON. A JIP instance
adapted for RACOON runs in a central instance as well as in all participating clin-
ical centers. Alongside the RACOON JIP, Mint Medical and Satori are deployed.
The RACOON JIP receives medical data from the Mint Medical system and its
main task is the application of AI methods on the received data. This figure was
adapted from Scherer (2022). AI=artificial intelligence, JIP=Joint Imaging Platform,
RACOON=Radiological Cooperative Network.

nnU-Net training workflow
The nnU-Net is a DL-based segmentation method that automatically configures the
preprocessing, the network architecture, the training and the post-processing based
on an introduced recipe. This recipe is based on a set of fixed, rule-based and
empirical parameters. Fixed parameters are predefined and independent of the
training dataset. They include e.g. the learning rate, the number of epochs or the loss
function. The rule-based parameters are determined by interdependent heuristic rules
based on a "dataset fingerprint", which contains information about the distribution
of spacing, the median shape, the intensity distribution and the imaging modality of
the training dataset. Examples of rule-based parameters are image target spacing,
intensity normalization or patch size. The empirical parameters determine possible
post-processing or ensemble selections. More information about the selection of
hyperparameters is given in (Isensee et al., 2021).

How the processing pipeline of the nnU-Net training is implemented in Kaapana is
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Figure 3.4: Detailed view of the processing pipeline for the nnU-Net training DAG
and its corresponding operators. This figure was adapted from Scherer (2022).
DICOM=Digital Imaging and Communications in Medicine, NIfTI=Neuroimaging In-
formatics Technology Initiative, nnU-Net=no new net U-Net, PACS=Picture Archiving
and Communication System, SEG=Segmentation Objects.

illustrated in Figure 3.4. The nnU-Net training DAG is composed of several operators.
In the first step, the segmentations used for training are retrieved from the internal
PACS, before they are converted to the NIfTI format (upper row). In parallel, the
referenced source images are retrieved from the PACS and converted to the NIfTI
format. In the next step, the source images and the segmentations are merged and
resampled, so that for each source image only one single NIfTI file with consistent label
encodings and without any mask overlaps exists (Scherer, 2022). The next operator
first determines the preprocessing and network architecture and then executes the
preprocessing. Then the actual nnU-Net training is executed in the following operator.
The two operators are mainly based on batchgenerators (Isensee et al., 2020) and
the nnU-Net implementation (Isensee et al., 2021; nnU-Net, 2023). In the following
operators, a training report containing the training parameters along with training
progress graphs is generated and uploaded together with the trained model to the
local object storage MinIO. A DICOM-converted version of the model and report is
uploaded to the internal PACS as well. The generated report is uploaded to a special
location within the local object store that serves static files via the web interface of the
platform, and that allows the examination of the report. In the final step, all temporary
files of the pipeline are removed.

nnU-Net ensemble workflow

Once one or multiple nnU-Net models are trained they can be ensembled and eval-
uated using the nnU-Net ensemble workflow. In a nnU-Net ensemble, the softmax
probabilities generated by selected models on target source images are averaged to
create a single final prediction. In Figure 3.5 the nnU-Net ensemble implementation
in Kaapana is illustrated. In the upper branch, all nnU-Net models needed for the
ensembling, and evaluation are downloaded. In the lower branch, the testing cohort
is prepared. Here, the reference segmentations along with the corresponding source
images are retrieved from the internal PACS and converted to the NIfTI format. Then
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Figure 3.5: Detailed view of the processing pipeline for the nnU-Net ensemble
DAG and its corresponding operators. This figure was adapted from Scherer (2022).
DICOM=Digital Imaging and Communications in Medicine, DICE=Sørensen-Dice co-
efficient, NIfTI=Neuroimaging Informatics Technology Initiative, nnU-Net=no new
net U-Net, PACS=Picture Archiving and Communication System, SEG=Segmentation
Objects.

the actual inference and ensemble for all images of the testing cohort with all models
are executed. After checking if all the created segmentations are valid and after
removing invalid segmentations, the Sørensen-Dice coefficient (DICE) and the Average
Surface Distance (ASD) scores for the predicted segmentations are calculated. Finally,
a report containing the scores along with box plots is created and uploaded to the local
object store in the location that servers static files for later review. In the last step,
again all temporarily created files are removed. The workflows can also be used to
only evaluate one model, then the ensembling-related steps are omitted.
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(≥0.45) of 3 surface lexical similarities, namely the
Ratcliff/Obershelp pattern-matching algorithm [15], cosine
similarity [16], and Levenshtein distance [17], as a cutoff value
to obtain candidate sentence pairs with some level of prima
facie similarity. Wang et al [13] details how these methods were
employed. We obtained 4.1 million GE sentence pairs and 1.1
million Epic sentence pairs. We randomly selected 1006
sentence pairs to be annotated by human experts. To ensure that
no PHI existed in the final released data set, we manually
removed PHI from each sentence. In the annotation phase, we
asked 2 clinical experts to independently annotate each sentence
pair in the ClinicalSTS data set on the basis of their semantic
equivalence. Both annotators were very knowledgeable and had

many years of experience in the clinical domain. Agreement
between the 2 annotators was moderate, with a weighted Cohen
kappa of 0.6. We used the average of their scores as the
reference standard for evaluating the submitted systems. We
then randomly selected 331 GE sentence pairs and 263 Epic
sentences pairs. After combining these with the previous year’s
data set and removing duplicates, we finally obtained 1642
sentence pairs and released these as training data to each team
to develop and fine-tune their systems. We used a total of 412
sentence pairs as the testing data set, including 189 GE sentence
pairs (45.9%) and 223 Epic sentence pairs (54.1%), and asked
the participating teams to return a numerical score indicating
the degree of semantic similarity for each sentence pair.

Figure 1. Flowchart of the released data set generation in the 2019 n2c2/OHNLP track on Clinical Semantic Textual Similarity. EHR: electronic health
record; PHI: protected health information.

Participating Teams
Participating teams were required to sign a Data Use Agreement
to get access to the challenge data set. Each team could submit
up to 3 runs for the testing data, with every run having 1 line
for each sentence pair that provided the similarity score assigned
by the system as a floating-point number.

Evaluation Metric
Similar to the general STS shared tasks, ClinicalSTS used the
Pearson correlation coefficient between the predicted scores
and the reference standard on the testing set to evaluate the

submitted systems. We released a public script computing the
Pearson correlation coefficient to the participating teams.

Results

Participating Teams
Figure 2 shows the number of teams that signed up the task,
teams that submitted systems, and the total number of valid
systems (ie, those outputs following the submission guideline),
in comparison with the 2018 BioCreative/OHNLP ClinicalSTS
shared task. In summary, 78 teams from 16 countries signed up
for this shared task and 33 teams submitted a total of 87 valid
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Figure 3.6: Process of the creation of the dataset for the 2019 N2C2/OHNLP
Clinical STS track. This figure was adapted fromWang et al. (2020). Clinical STS=Clin-
ical Semantic Textual Similarity, EHR=Electronic health record, N2C2=National NLP
Clinical Challenges, OHNLP=Open Health Natural Language Processing.

3.2 Multi-institutional datasets

Three different datasets are used throughout the work. They are presented in detail in
the following section.

3.2.1 Clinical Semantic Textual Similarity dataset

The Clinical Semantic Textual Similarity (Clinical STS) dataset consists of 2054 clinical
sentence pairs, which were annotated by clinical experts with its degree of semantic
textual similarity, i.e. to which degree two snippets of clinical text are semantically
equivalent (Wang et al., 2018b,a, 2020). The dataset was created in the context of
task 2 on Clinical Semantic Textual Similarity of the BioCreative/OHNLP challenge
2018 (Wang et al., 2018b,a; BioCreative/OHNLP Challenge 2018, 2023) and the 2019
N2C2/OHNLP Clinical STS track, which was part of the 2019 N2C2/OHNLP Shared-
Task and Workshop (Wang et al., 2020; National NLP Clinical Challenges, 2023). The
in total 2054 clinical sentence pairs of the 2019 N2C2/OHNLP Clinical STS track
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originated by combining 1068 clinical sentence pairs from the BioCreative/OHNLP
ClinicalSTS shared task in 2018 with 1006 new sentence pairs. Duplicate clinical
sentence pairs were removed in the process. All sentence pairs were picked from
clinical notes of the Mayo Clinic EHR data warehouse. Figure 3.6 illustrates the process
of how the sentence pairs were selected. After the selection, the sentence pairs were
independently annotated by two clinical experts with many years of experience. In case
of disagreement, the average score was taken as the reference standard. Therefore,
the annotations contain integer and noninteger values ranging from 0 (not similar) to
5 (completely similar). The two annotators had a moderated agreement measured with
a weighted Cohen’s Kappa of 0.67 on the 1068 clinical sentence pairs and 0.6 for the
additional 1006 sentence pairs. Examples of sentence pairs for each score are given
in Table 3.7. The final dataset of the 2019 N2C2/OHNLP Clinical STS track consists
of 1642 training and 412 test sentence pairs. More information on the challenge and
the dataset can be found in (Wang et al., 2018b,a, 2020). In addition, in Section 5.1.2
additional analysis of the dataset is presented.

3.2.2 German radiology reports

The second dataset comprises a collection of radiology reports retrieved from the Ra-
diology Information System (RIS) from three independent clinical sites, the University
Hospital Heidelberg (UKHD), the German Cancer Research Center (DKFZ) and the
Heidelberg Thoracic Clinic (TKH). All three radiology departments are associated
with the German Cancer Research Center. The German radiology reports include all
kinds of oncological diagnoses with slightly varying tumor entities depending on the
clinical site and contain examinations of all body regions (Fink et al., 2022a). The
retrospective studies comprising the German radiology reports are compliant with the
Health Insurance Portability and Accountability Act and approved by the Institutional
Review Board (S-083/2018). The requirements to obtain informed consent were waived.
All anonymized German reports were stored locally on dedicated computing resources.

The collection of radiology reports consists of consecutive reports for CT, MRI and
ultrasound (US) examinations of all body regions, acquired between March 2018 and
August 2021. In total, 14569 reports were retrieved with 13685 SORs from the UKHD,
which is a tertiary care center, 412 free-text-oncology reports from the German Cancer
Research Center (FTOR-DKFZ) and another 472 free-text-oncology reports from the
Heidelberg Thoracic Clinic (FTORT-TKH), which is a hospital specializing in chest
diseases (Fink et al., 2022a).

The concept of structured oncology reporting was introduced by Weber et al. (2020) at
UKHD to avoid the risk of incompleteness and lack of comprehensibility of relevant
information (Weber et al., 2020) in contrast to FTORs, which are traditionally written
in a continues text form. The implemented software application of Weber et al. (2020)
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Patient Degree SOR Category German Template

complete response
(CR)

no tumour burden
evidence

Oncological regular findings without evidence of recrudesce or metastasis
(Onkologisch regelrechter Befund ohne Nachweis von Rezidiv oder Metas-
tasierung)

partial response
(PR)

significant de-
crease of tumour
burden

Oncological improvement of findings; constancy of findings with a tendency
to decrease (Onkologisch Befundverbesserung; Befundkonstanz mit tenden-
zieller Abnahme)

stable disease (SD) no significant
change of tumour
burden

Oncological constancy of findings (Onkologisch Befundkonstanz)

progressive dis-
ease (PD)

significant in-
crease of tumour
burden

Oncological worsening of findings; constancy of findings with a tendency
to increase (Onkologisch Befundverschlechterung; Befundkonstanz mit
tendenzieller Zunahme)

Table 3.1: Example translation of the different TRCs to a SOR as executed by the
software for structured oncology reporting. This table was adapted from Liang et al.
(2022). SOR=Structured Oncology Report, TRC=tumor response category.

provides a standardized, structured layout that comprises disease-specific report
templates, a tabulated tumor burden documentation and a standardized conclusion.
Figure 3.8 gives an example of a SOR. The conceptual design of the SOR templates
follows a level 2 reporting structure (Fink et al., 2022a; Weber et al., 2020). i.e. the
reports are created with a browser-based tool that provides drop-down menus and pick
lists but also text forms that allow entering free-text information (Fink et al., 2022a) 1.

An important specification in oncological reports is the description of changes in tumor
burdens during treatments. For this reason, a working group comprising multiple
cancer care institutions published a set of rules called Response evaluation criteria
in solid tumors (RECIST), which allow assessing the activity and efficacy of new
cancer therapeutics in solid tumors using standardized terminology (Eisenhauer et al.,
2009; RECIST, 2023). Following the RECIST version 1.1 guidelines all considered
German reports can be classified into four tumor response category (TRC): PD, SD,
PR, CR. The tool to create SORs by Weber et al. (2020) applies the standardized
terminology RECIST version 1.1 guidelines and considers baseline and nadir imaging
if applicable (Eisenhauer et al., 2009). The tool also allows to assign the TRC of
"tendency of progressive disease (PD)" and "tendency of partial response (PR)". Since
the TRC across reports are often not equally distributed and the complexity of reports
of different TRC strongly varies, a major challenge for proposed algorithms is to handle
the imbalances and heterogeneities in the datasets. Table 3.1 shows how the TRC are
translated into the final finding by the software for structured oncology reporting.

The FTOR-DKFZ and FTORT-TKH follow a similar high-level structure consisting of a

1Online version of the software application can be assessed here: http://www.targetedreporting.com/-
sor/, December 16th, 2022
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Dataset Institution Case num Field strength (T) Resolution (in/ through plane)(mm) Endorectal coil Manufactor

Site A RUNMC 30 3 0.6-0.625/3.64 Surface Siemens
Site B BMC 30 1.5 0.4/3 Endorectal Philips
Site C I2CVB 19 3 0.670.79/1.25 No Siemens
Site D UCL 13 1.5 and 3 0.3250.625/33.6 No Siemens
Site E BIDMC 12 3 0.25/2.23 Endorectal GE
Site F HK 12 1.5 0.625/3.6 Endorectal Siemens

Table 3.2: Site-specific technical parameters of the multi-site prostate MRI segmenta-
tion dataset. This table was adapted from Liu et al. (2020a). MRI=magnetic resonance
imaging.

general information (except for the FTORT-TKH), imaging findings, and a conclusion
(also denoted as "summary" or "impression") section. However, the FTORs are written
more freely. The writing styles in reports vary strongly between clinical centers as
shown in Section 5.3.1 in which the patient characteristics and the lexical complexity
of the reports are analyzed in detail.

In principle, the general information section contains details on dates, the medical
imaging device, information on the patient history and comparison to previous reports,
and the general cancer treatment situation. The imaging findings section of an oncology
radiology report contains information on primary tumors and metastases, their location
and properties in different body regions, and other non-oncological findings such as
fractures. The conclusion section concisely summarizes and assesses the patient’s
conditions based on the information given in the general information and imaging
findings section.

Data curation, automated processing and manual annotation steps to use the radiology
reports and to extract the TRC for the tasks of text classification and text summarization
are given in Sections 4.3, 5.3.1 and 5.2.1.

3.2.3 The multi-site prostate MRI segmentation dataset

The third dataset is an imaging dataset consisting of prostate T2-weighted MRI with
respective reference segmentations of the prostate which include whole prostate
segmentations as well as peripheral zone (PZ) and central gland (CG) segmentations.
To evaluate domain generalizability and federated learning scenarios, the multi-site
prostate MRI segmentation dataset is constructed based on six different data sources
from previous challenges and benchmark datasets Liu et al. (2020a,b). The dataset
contains samples of two different data sources from the NCI-ISBI 2013 Challenge (N
et al., 2015; Clark et al., 2013; TCIA, 2023), one collection of samples from the
benchmark I2CVB dataset (Lemaître et al., 2015; I2CVB, 2023) and samples of three
different data sources from the PROMISE12 dataset (Litjens et al., 2014), which was
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created for the MICCAI Grand Challenge: "Prostate MR Image Segmentation 2012".
Table 3.2 illustrates the details of the different data sources. In this work, an already
pre-processed dataset (PROMISE12, 2023) is used, Liu et al. (2020a) resized each
sample to 384x384 in the axial plane and normalized it to zero mean and unit variance.
In addition, they clipped each sample to only preserve slices of the prostate region for
consistent objective segmentation regions across all data sources (Liu et al., 2020a).
Figure 3.9 illustrates samples of the preprocessed dataset for the respective sites.
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TABLE I.  SIMILARITY SCORES WITH EXPLANATIONS AND EXAMPLES FOR THE CLINICALSTS TASK FROM [11].  

Score Examples 
5 The two sentences are completely equivalent, as they mean the same thing. 

 
S1 à Albuterol [PROVENTIL/VENTOLIN] 90 mcg/Act HFA Aerosol 2 puffs by inhalation every 4 hours as 
needed. 
S2 à Albuterol [PROVENTIL/VENTOLIN] 90 mcg/Act HFA Aerosol 1-2 puffs by inhalation every 4 hours as 
needed #1 each. 

4 The two sentences are mostly equivalent, but some unimportant details differ. 
 
S1 à Discussed goals, risks, alternatives, advanced directives, and the necessity of other members of the 
surgical team participating in the procedure with the patient. 
S2 à Discussed risks, goals, alternatives, advance directives, and the necessity of other members of the 
healthcare team participating in the procedure with the patient and his mother. 

3 The two sentences are roughly equivalent, but some important information differs/missing. 
 
S1 à Cardiovascular assessment findings include heart rate normal, Heart rhythm, atrial fibrillation with 
controlled ventricular response. 
S2 à Cardiovascular assessment findings include heart rate, bradycardic, Heart rhythm, first degree AV Block. 

2 The two sentences are not equivalent, but share some details. 
 
S1 à Discussed risks, goals, alternatives, advance directives, and the necessity of other members of the 
healthcare team participating in the procedure with (patient) (legal representative and others present during the 
discussion). 
S2 à We discussed the low likelihood that a blood transfusion would be required during the postoperative 
period and the necessity of other members of the surgical team participating in the procedure. 

1 The two sentences are not equivalent, but are on the same topic. 
 
S1 à No: typical 'cold' symptoms; fever present (greater than or equal to 100.4 F or 38 C) or suspected fever; 
rash; white patches on lips, tongue or mouth (other than throat); blisters in the mouth; swollen or 'bull' neck; 
hoarseness or lost voice or ear pain. 
S2 à New wheezing or chest tightness, runny or blocked nose, or discharge down the back of the throat, 
hoarseness or lost voice. 

0 The two sentences are completely dissimilar. 
 
S1 à The risks and benefits of the procedure were discussed, and the patient consented to this procedure. 
S2 à The content of this note has been reproduced, signed by an authorized physician in the space above, and 
mailed to the patient's parents, the patient's home care company. 

some level of prima facie similarity. Please refer to [11]  for 
more details of how these methods were employed.  
The MedSTS dataset consists of a total of 174,629 sentence 
pairs. A randomly selected dataset of 1,068 sentence pairs from 
the MedSTS dataset was finally annotated by human experts and 
used for the ClinicalSTS shared task. In order to ensure no PHI 
exists in this dataset, we manually removed PHI from each 
sentence.  

In the annotation phase, two clinical experts were asked to 
independently annotate each sentence pair in the ClinicalSTS 
dataset on the basis of their semantic equivalence. Both 
annotators were vastly experienced with many years of 
experience of clinical domain. The agreement between the two 
annotators was high, with a weighted Cohen’s Kappa of 0.67. 
We utilized the average of their scores as the gold standard for 
evaluating submitted systems. 70% of the ClinicalSTS dataset 

(750 sentence pairs with gold standard) was released as training 
data to each team to develop and tune their systems. The 
participating systems are asked to return a numerical score 
indicating the degree of semantic similarity for the remaining 
30% testing data (318 sentence pairs).  

IV. SYSTEM EVALUATION 
This section reports participant evaluation results for the 

ClinicalSTS shared task.  

A. Participation  
Participating teams were required to sign a Mayo Data Use 

Agreement to get access to the dataset. Each team can submit up 
to 3 runs for the testing data where each run should have one line 
for each sentence pair that provides the similarity score assigned 
by the system as a floating point number. We note that the 

Figure 3.7: Examples of the sentence pairs from the BioCreative/OHNLP challenge
2018. This figure was adapted from Wang et al. (2018a). OHNLP=Open Health Natural
Language Processing.
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LYM LYM

11 mm 11 mm

HEP HEP

16 mm
30 mm

PUL PUL

15 mm 19 mm

PUL PUL

10 mm 15 mm

LYM LYM

17 mm 18 mm

GENERAL INFORMATION

ONCOLOGICAL FINDINGS

Chest: Thyroid nodule in the right lobe measuring 6 mm (5-8).
Abdomen and Pelvis: Unremarkable.
Skeleton: Age-related degenerative changes.

IMPRESSION

Reference measurements (Follow-up):
1. 19 mm, prior 15 mm (PUL, left lower lobe, 2-80)
2. 15 mm, prior 10 mm (PUL, middle lobe, 2-123)
3. 18 mm, prior 17 mm (LYM, right hilar region, 5-82)
4. 11 mm, prior 11 mm (LYM, left axillar region, 5-49)
5. 30 mm, prior 16 mm (HEP, SIVa, 5-183)  Sum of diameters: 93 mm, 

prior 69 mm (+35%)

Oncological impression
● Significant increase of tumor burden compared to 15.06.2019.
● Known bipulmonary metastasis with increasing lesions and one  

newly detectable lesion. No change in lymph node metastases.
● Solitary progressive liver metastasis.
● According to RECIST 1.1: PD (progressive disease).
Non-oncological impression
Constant thyroid nodule in the right lobe.

Primary tumor
Breast carcinoma on the left, primary diagnosis 2016, post 
breast-conserving surgery + ALNE + RTx, primary tumor region not 
sufficiently assessable on CT.
Metastases
Lung:
● Bipulmonary metastases slightly increased (ref. table).
● Unchanged pleural thickening left basal adjacent to the known 

nodule in the left lower lobe (2-145); pleural invasion cannot  be 
excluded in this area.

● Status post VATS (S2 and S6 on the right side) with 
post-interventional scarring.

Thoracic lymph nodes and soft tissues:
● Mediastinal lymph node metastases slightly increased (ref. table).
● Constantly enlarged biaxillary lymph nodes.
Liver:
● Progressive and moderately contrast-enhancing lesion in liver  

segment SIVa (ref. table).
Abdominal lymph nodes and soft tissues: None.
Peritoneum: None.
Skeleton:
● Increasing demarcation of a mixed osteolytic-osteoplastic lesion  in 

L1 (10-195) without posterior edge being involved.

Area: Chest (CT), Abdomen and Pelvis (CT)
Cancer treatment situation: Follow-up during treatment
Comparison: Last imaging study: 15.06.2019

NON-ONCOLOGICAL FINDINGS

06/2019 - Previous study 09/2019 - Present study

Figure 3.8: Oncologic assessment in the clinical routine using structured oncology
reporting. Shown is an exemplary SOR for a 32-year-old woman with a history of
breast cancer (left side). The report is interpreted with the TRC PD. This figure was
adapted from Fink et al. (2022a). PD=progressive disease, SOR=Structured Oncology
Report, TRC=tumor response category.
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Figure 3.9: Samples including the prostate ground annotation from the multi-site
prostate MRI segmentation dataset. Taken from https://liuquande.github.io/SAML/,
December 16th, 2022. MRI=magnetic resonance imaging.
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4 | Methods

4.1 Semantic modeling for semantic textual similarity

In this section, the first part, Section 4.1.1, presents the baseline on the Clinical STS
dataset, followed by an analysis of the dataset. The analysis motivates three ap-
proaches to improve the performance of the BERT baseline, which are presented in
detail in the next part, Section 4.1.2. The metric to measure the performance of the
different methods is the Pearson correlation coefficient (PCC), which measures the
linear correlation between the predicted similarity scores and the annotated similarity
scores (Kades et al., 2021).

4.1.1 Overview

Baseline

The baseline consists of the pre-trained ClinicalBERT model (Alsentzer et al., 2019)
in combination with a linear regression layer. BERT was pre-trained using masked
word prediction and next-sentence prediction. To facilitate the pretraining (Devlin
et al., 2019) introduced two special tokens. A so-called Separator token (SEP token)
was introduced to mark the end of an input sequence and a so-called Classifier token
(CLS token) was introduced for the next sentence prediction task. Therefore, every
input sequence of the BERT model starts with a CLS token and ends with a SEP token.
Due to the n to n attention of the transformer architecture, the CLS token captures
aggregated information of all tokens in the input sequence. For the task of STS an
additional SEP token in combination with position encoding is used to distinguish the

53
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two input sequences. For the similarity regression task, the token vector representation
of the CLS token in the last layer of BERT serves as input for an additional linear
regression layer consisting of a single neuron. During training, the pre-trained BERT
model and the linear layer are fine-tuned by minimizing the Mean Squared Error (MSE).

Cluster analysis

To determine weaknesses of the BERT baseline, a k-means clustering algorithm on
the InferSent embeddings (Conneau et al., 2017) of the sentence pairs is performed.
Subsequently, for each cluster, the absolute difference between the reference and
the predicted scores from BERT are considered for each emerging cluster. The
use of InferSent embeddings is motivated by its good semantic representation of
sentences (Conneau et al., 2017). More details and the resulting visualizations are
presented in the experiments and results in Sections 5.1.1 and 5.1.2.

The results suggest that for some sentence pairs, such as pairs belonging to cluster
3, the BERT model fails to predict the similarity score correctly. Samples from the
cluster suggest that this concerns mainly sentence pairs that prescribe medication,
for example, furosemide [LASIX] 40 mg tablet 1 tablet by mouth two times a day or
"ondansetron [ZOFRAN] 4 mg tablet 1 tablet by mouth three times a day as needed.
The analysis motivates the third approach (medication graph), which focuses solely on
sentence pairs that prescribe medication.

4.1.2 Approaches

The three approaches to improve the BERT baseline are illustrated in Figure 4.1.

Enhancing BERT with features based on similarity measures

Before the introduction of transformer models, the task of STS was tackled using
similarity measures applied on character and token level as well as to sentence and
token embeddings. The pre-training of BERT is designed to create a model that
contains a universal language understanding and semantic knowledge. The motivation
of the first approach is combining different similarity measures, which might add
additional information to the one BERT captures during pre-training and fine-tuning.
Therefore, multiple token-based and sentence-embedding-based similarity measures
are calculated. On a token level, n-grams of characters (a sequence of characters
of length n) are created and compared using similarity measures like the Jaccard
Similarity, which compares the proportion between the intersection and the union of
n-grams in two input sequences. On a sentence level, the sentence representation
between the two sentences is compared using similarity measures such as cosine
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Enhanced BERT

Linear Regression Layer

Enhanced Bert with M Heads

Feature Set I

... ...

CLS Token

Voting 
Regression

Enhanced 
BERT Scores

Linear 
Regression

Random 
Forest

...
Feature Set II

Voting Reg. Scores

Medication Graph

Graph + Voting 
Scores

Head 1
... ...

BERT with 4 Heads

Head 2
... ...

M Heads Scores Head 3
... ... Graph + 

M Heads ScoresHead 4
... ...

BERT

Figure 4.1: Illustration of the processing pipelines for the different STS approaches.
Calculated features such as Feature set I, Feature set II or just plain scores which
serve as input for a processing step are colored blue. The framed boxes describe
the four main processing steps. The scores marked in bold represent the scores that
were submitted to the challenge. In the Enhanced BERT approach, the CLS token is
highlighted which, in combination with Feature set I, serves as input for the linear
regression layer in the STS downstream task. The medication graph takes only
the subset of scores from sentences that prescribe medication as input. After its
application, the subset of original input scores is replaced by the updated scores.
This figure was adapted from Kades et al. (2021). BERT=Bidirectional Encoder
Representation from Transformers, CLS token=Classifier token, STS=semantic textual
similarity.

similarity. The selection of the similarity measures builds upon the ones introduced
by Chen et al. (2018).
The calculated features (Feature set 1 and Feature set 2) are added at two positions in
the processing pipeline. In the first case (Enhanced BERT), the CLS token is extended
by similarity measures from the Feature set 1, before feeding it to the linear regression
layer. In the second case (Voting Regression), the similarity measures from the Feature
set 2 are merged with the predicted output scores from Enhanced BERT and fed into a
voting regressor (Pedregosa et al., 2018) consisting of several estimators. More details
on the Feature sets and the estimators are given in Section 5.1.1.

M-Heads

The cluster analysis of the sentences shows the high variability in the dataset. Ensem-
bling methods are common approaches for training a model to concentrate on different
characteristics and properties of the dataset (Opitz and Maclin, 1999; Russakovsky
et al., 2015). The main idea is to duplicate parts of the model or the whole model
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and aggregate the predicted results. This way, different repetitions of the model can
concentrate on other characteristics in the dataset. The final aggregation of the single
predictions creates a group opinion over the predictions of the single models. Thereby,
the aggregation avoids the dominance of a single model, mitigating the risk of just
reacting to noise in the input data (Kades et al., 2021; Lee et al., 2015).

In the architecture of BERT, the most straightforward position to incorporate the
ensembling methods is at the level of the linear regression layer. Therefore, the
regression layer receiving the CLS token representation is duplicated multiple times,
functioning as head of the ensembling approach. Before training, each head is ini-
tialized with different weights to avoid learning the same characteristics. Similar
to Ilg et al. (2018) and Rupprecht et al. (2017) a loss scaling is employed to enforce
specialization of the different heads (Kades et al., 2021).

Training:
During training, the loss scaling is implemented as follows. As described above, each
head h with h ∈ {1, ...,M} gets as input the CLS token token representation of the
last layer of BERT. Each head h consists of a linear regression layer and outputs a
similarity score sh. The loss lh for each head is calculated using the MSE between the
predicted similarity score sh and the reference similarity score s∗:

lh = MSE(sh, s∗) (4.1)

The intuition behind the loss scaling is that the head with the lowest loss gets updated
the most. The head with the lowest loss h∗ is determined as follows:

h∗ = argmin
h=1,...,M

(lh) (4.2)

In the next step, the weight for each loss is determined with:

ah =

{
β1 if h = h∗
β2

M−1 if h 6= h∗
(4.3)

with β1 < β2. In this work, β1 = 0.95 and β2 = 0.05.
Then, the total loss L is calculated by a weighted mean of the losses from the heads:

L =
1
M

M∑
h=1

ah · lh (4.4)

Using the loss scaling, the head with the lowest loss gets updated most by a fraction of
β1. The other heads share the remaining fraction of β2.
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Prediction:
During inference, the predicted similarity scores sh from each head are averaged to
create a final similarity score s:

s =
1
M

M∑
h=1

sh (4.5)

Medication graph

In this approach, only sentence pairs that prescribe medication are considered. They
are denoted as "medication sentences" and include e.g. "ibuprofen 150 mg tablet 2
tablets by mouth every 7 hours as needed", with more examples in the discussion.
The partially structured sentences allow for the analysis of individual entities, which
comprise the active agent ("ibuprofen"), the strength ("150 mg"), does ("2 tables"),
and frequency ("7"). The entities are automatically extracted using the MedEx-UIMA
system (Jiang et al., 2014; Xu et al., 2010). From a medical point of view, the active
agent significantly impacts the similarity between two sentences. For this reason, a
way to model the similarity between active agents is presented in the following. In
the second step, the calculated similarities between the agents are combined with the
remaining entities.

The idea to model the similarity between active agents builds upon extrapolating
the similarity information embedded in the training dataset. In detail, the similarity
information of two active agents A and B, together with the similarity information of
two active agents B and C, might provide knowledge about the similarity between
agents A and C. By constructing a weighted graph with the active agents as nodes and
the similarity scores as edges, similarity scores between two arbitrary active agents
can be determined incorporating the similarity scores on the shortest path between
the two considered agents. Before explaining the graph construction details, first,
details of how the remaining entities are handled.

Feature construction:
The remaining entities are strength, dose, and frequency. Strength and dose can be
further split up into ratio and nominally scaled entities, which results in a total of
N = 5 entities. For example, the strength "4 mg" into the number "4" and the unit
("mg") and the dose "2 tables" into the number "2" and the unit "tables". Therefore,
considering the entities of two sentence pairs ek,1 and ek,2, the similarity features
∆k with k ∈ {1, ...,N} can be calculated for nominally scaled entities such as units by
applying comparison:
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∆k =

{
0 if ek,1 = ek,2

1 if ek,1 6= ek,2
(4.6)

and for ratio scaled entities by calculating the squared difference:

∆k = (ek,1 − ek,2)
2 (4.7)

Graph construction:
For the graph construction, all medications sentences S = (a1,a2, s,∆1, ...,∆N) form
the training dataset are considered. Each sentence pair consists of the active agents
a1 and a2, the similarity scores s, and the entity features ∆k. A weighted similarity
graph G(V ,E) is created by using all active agents Ai as nodes V = {A1,A2, ...} and
by adding edges E = {(Ai,Aj,wij)} between all nodes, Ai, that are connected with an
edge weight wij to each other. The edge weight wij incorporates the similarity scores
s and the entity features ∆k as follows:

wij =
1
|C|

∑
S∈C

(
s+ tanh

(
N∑

k=1

λk · ∆k + λ0

))
∈ [smin; smax] (4.8)

The outer sum is necessary because multiple sentence pairs might share the same
agents. Therefore, all sentence pairs S containing the same active agents form a set
of sentence pairs C. λk weights the remaining features and is learned in a training
process explained in the next section. λ0 corresponds to a bias. The idea of the tanh(x)
function is to limit the change of the similarity score s. The final weight wij is bounded
by smin = 0 and smax = 5.
The motivation behind the formula for the edge weights is that the similarity score s is
annotated based on the active agents and the remaining features ∆k. However, the
medication graph should only mirror the similarity between the active agents without
the influence of the remaining features. Therefore, the idea behind the sum of the ∆k

weighted by λk is to alter the similarity score s so that wij models the actual similarity
between the active agents.

Inference:
During inference, the aim is to calculate a similarity score based on the similarity
between two active agents and the remaining features ∆k.
The similarity between the two active agents is incorporated in the created medication
graph. In the best case, a direct link exists in the medication graph for the active
agents occurring in an unseen sentence pair. In this case, the actual similarity between
the two agents is given by the calculated wij. However, since G(V ,E) is not a complete
graph, many cases exist in which no direct link exists. Thanks to the medication graph,
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it is still possible to assume the similarity between two active agents, which did not
occur together in the training set. In detail, the existing weights on the shortest path
between two active agents A1 and A3, such as the weights between A1 and A2 as well
as A2 to A3, can help to interpolate the edge weight between the target agents A1 and
A3. In this work, the interpolation is done based on the formula for calculating the
resistance of parallel circuits:

1
Req

=
1
R1

+
1
R2

+ ... (4.9)

with Ri being the individual resistances and Req the final resistance of a resistor
connected in parallel. For the final resistance Req holds Req 6 minR1,R2, ... (Meschede,
2015). Therefore, the total resistance is always smaller than the individual resistance.
This translates in our case to the fact, that an interpolated similarity score w∗

ij is
always lower than any of the scores along the shortest path, which is the motivation
to use this formula. In detail, if the similarity score on the shortest path is e.g. very
low, then it should not be possible to give the interpolated similarity score w∗

ij a higher
similarity score than the lowest on the path. This assumption is motivated by the
fact that there is no knowledge in the medication graph that says anything about the
increased similarity of the agents under consideration. The formula for an interpolated
weight w∗

ij along a shortest path (wi,pij(1),wpij(1),pij(2), ...,wpij(M),j) is given by:

1
w∗

ij

=
1

wi,pij(1)
+

1
wpij(1),pij(2)

+ ... +wpij(M),j (4.10)

with pij(1), pij(2), ..., pij(M) denoting the indices of the M nodes on the shortest path
between Ai and Aj.

To determine the final similarity score sg between two arbitrary sentence pairs in the
medication graph, the actual similarity score w∗

ij needs to be combined with the ones
from the remaining features ∆k. This is done with:

sg = w∗
ij + tanh

(
N∑

k=1

λk · ∆k + λ0

)
(4.11)

with λk and λ0 the learned weights for the entity differences.

In Figure 4.2, an excerpt of the constructed graph is illustrated. The graph highlights
the shortest path between the active agent’s calcium and prednisone, along with its
corresponding edge weights.

Learning λk:
The parameters λk determine the entity features’ contribution to the active agents’
similarity score, which form together the final similarity scores. The weights λk are
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Figure 4.2: Illustration of the medication graph, modeling similarities between agent
pairs. In the excerpt, the shortest path with the corresponding similarities between two
active agents is highlighted. The full version of the graph is available at https://med-
graph.jansellner.net/, December 16th, 2022. In the online widget, further information
about the calculations is provided and the similarity between two arbitrary agents can
be visualized. This figure was adapted from Kades et al. (2021).

learned using a random walk process by alternating the parameters λk until the graph
performance is optimized. The graph performance is evaluated using a 10-cross-fold
evaluation of the training data. During training, the MSE between the reference and
the predicted scores is minimized. The MSE is preferred in this case over the PCC
since a good PCC on a subset does not necessarily include a good performance on the
complete dataset.

The mathematical formulation of the random walk is as follows. Let λ = (λ0, λ1, ..., λN)

be a vector of randomly initialized weights, with the aim to minimize MSE(λ). During
training, the weight of a randomly selected index is alternated using:

λ ′
k = λk +N(0, 1) (4.12)

where N is sampled from a standard normal distribution. After one iteration, a new
weight vector λ = (λ0, λ1, ..., λ ′

k, ..., λN) is created. The new weight vector is accepted if
the following condition is fulfilled:

MSE(λ ′) < MSE(λ) (4.13)

During training, random steps are repeated until there is no further improvement on
the test folds. The learned λk parameters can then be used during inference.

Incorporating medication graph similarities into the two existing approaches:

Since the medication graph alone does not cover information about additional



4.1. SEMANTIC MODELING FOR SEMANTIC TEXTUAL SIMILARITY 61

words or semantic relations, combining the scores with the two previous approaches
is necessary. Using a Support Vector Regressor (SVR) the similarity scores of the
medication graph sg can be combined with the similarity scores from the previous
approaches. While training the SVR, a Radial Basis Function is used as kernel and a
regularization parameter C, as well as ε (ε-tube without penalty), are optimized.
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4.2 Semi-structured data analysis for text summarization

This section adds two approaches to improve a transformer-based text summarization
baseline. The first approach adds an extractive text summarization task to the model
and the second approach leverages the pointer networks to copy words from the
source to the target sequence. The presented models aim to automatically create the
conclusion based on the radiology report’s general information and imaging findings
section (compare (cf.) Section 3.2.2). Zhang et al. (2018) emphasizes the importance
of the general information section in the source text because it contains important
information for the short-term and long-term examination of the patient’s clinical
record. For the text summarization task, the main challenge consists of transforming
the salient and clinically significant sequences from a source of tokens X = {1, x2, ..., xT }
to a concise sequence Y = {y1,y2, ...,y ′

T }. All presented methods use the X and Y pairs
of a radiology report for training a transformer-based seq2seq model to generate
Y (Liang et al., 2022).

The text summarization methods are evaluated using the Recall-Oriented Understudy
for Gisting Evaluation (ROUGE) F1 score, the correct prediction of the TRC and by a
human evaluation (Lin, 2004).

4.2.1 Approaches

Abstractive text summarization baseline

The BERT2BERT model proposed by Rothe et al. (2020) serves as the abstractive
text summarization baseline. The model leverages the knowledge of pre-trained
transformer models to reduce computational resources and to improve the sequence
generation performance (Liang et al., 2022). Therefore, the encoder and decoder
of the BERT2BERT model are initialized using a pre-trained BERT model. Only the
encoder-decoder attention layers in the decoder need to be trained from scratch.
Figure 4.3 illustrates the encoder-decoder structure of the BERT2BERT model. The
baseline BERT2BERT model is trained using source and target sequence pairs (X,Y),
with X representing the general information and imaging findings and Y the conclusion.
For the input sequences X, the idea from Liu and Lapata (2019) to construct structured
sequences is adopted. Therefore, the input X is constructed by concatenating the
sentences from the general information and findings section separated by CLS tokens
and terminated with a SEP token. The SEP token marks the end of the sequence so
that the decoder stops generating tokens when it appears. Detailed information on the
used model and the training parameters are given in Section 5.2.1.
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Figure 4.3: Architecture of the BERT2BERT model. The encoder takes as input the
general information and findings sections. The decoder generates the conclusion token
by token. This figure was adapted from Liang (2021). BERT=Bidirectional Encoder
Representation from Transformers.

Baseline and extraction

Abstractive text summarization often struggles to create spurious facts, because of
their ability to paraphrase (Liang et al., 2022). Combining extraction and abstraction
approaches is one way to improve the correctness of the generated facts by directly
extracting the facts from the source (Liang et al., 2022; Kryscinski et al., 2020; Cao
et al., 2018; Zhang et al., 2020; Chawla et al., 2019; Falke et al., 2019). Commonly, the
extraction and abstraction are incorporated separately into the model architecture (Hsu
et al., 2018; Li et al., 2018a; Chen and Bansal, 2018). In this approach, instead of
adapting the architecture, a new extraction learning task is added to the training
of the BERT2BERT model. Therefore, the loss L for the extractive and abstractive
optimization task is defined as:

L = Labstraction + Lextraction (4.14)

During training, the extractive task consists of generating key sentences from the
source. Figure 4.4 illustrates the extension of the BERT2BERT with the extractive
learning objective. The extractive and abstractive tasks are trained in parallel to both,
training the model to reconstruct key phrases and generate new formulations from
the source input. Therefore, the decoder receives, besides the conclusion Y, the key
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Figure 4.4: Architecture of the BERT2BERT model with the extraction loss. The
decoder is trained to generate besides the conclusion also the general information and
key findings of the source input. During training, the two objectives are optimized
simultaneously. This figure was adapted from Liang et al. (2022). BERT=Bidirectional
Encoder Representation from Transformers.

sentences Xkey from the findings section as input.

Extracting key sentences
The advantage of the introduced extractive learning objectives is that no additional
annotation is needed. However, the question is how to identify key sentences from
the source. For this, three non-neural network-based but automated methods are
evaluated.

• Longest-k: In this approach, the longest k sentences in the input serve as key
sentences. The idea behind Longest-k is that the longer the sentence in the
findings is, the more information it may contain for the summary.

• TF-IDF-Ex: In this statistical approach, the sentences are selected based on a
TF-IDF analysis. A TF-IDF analysis (SPARCK JONES, 1972)relates the frequency
of a term t in a document with the inverse document frequency (the number
of documents that contain the term t) (see also Section 4.3.3). The resulting
analysis outputs a weight for each term, describing its relevance. The analysis is
applied to all radiology reports in the training datasets. The sentences are then
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ranked by the highest sum of TF-IDF-weights per sentence. The sentences with
the highest rank are considered key sentences.

• TextRank Mihalcea and Tarau (2004): In the TextRank algorithm, sentences are
scored based on graph theory. Each sentence in the documents serves as the
vertex of a constructed graph. The weight of the edges between two sentences is
determined by their similarity, i.e. the number of overlapping tokens.

Therefore, all presented key sentence extraction approaches rank the sentences within
the findings section according to their respective importance.

Baseline and pointer

The use of a pointer network is inspired by copying words such as dates or numbers,
directly from the source to the target sequence (See et al., 2017). It comes with the
benefits of increasing the factual correctness of the generated phrases and as an
alternative generation method in case the BERT model is insecure in its generation.
Pointer networks are often used in conjunction with RNNs, the usage in combination
with a transformer encode-decoder model for summarization tasks is still the subject of
research. The BERT2BERT model, together with the pointer mechanism, is illustrated
in Figure 4.5. The original pointer network as presented by (See et al., 2017) consists
of a linear layer and a sigmoid function and is defined as follows:

pgen = σ(wT
h∗h∗

t +wT
s st +wT

yyt + bptr) (4.15)

where vectors wh∗ ,ws,wy and the scalar bptr are learnable parameters and σ the
sigmoid function (See et al., 2017). The network outputs the generation probability,
pgen, stating whether the next token is generated from the vocabulary distribution or
the source input. In the formula, h∗

t is a so-called "context vector", which is created
by a weighted sum of the encoder hidden states, where the weights are given by an
attention distribution. st is the "decoder state", which is the output state of the decoder
and yt, the "decoder input", which corresponds to the word embedding of the current
decoder input at time step t. (See et al., 2017) used a single-layer unidirectional LSTM
as decoder.

To use the pointer network with the BERT2BERT baseline a few adjustments are
necessary. For the creation of the context vector, an attention distribution is needed.
In (See et al., 2017), the attention scores are given by the encoder-decoder attention
layer. In the BERT2BERT model, multiple heads lead to multiple attention distributions,
which can be combined into one attention distribution by taking the mean over the
attentions of the heads (Deaton, 2019). Analogous to See et al. (2017), the context
vector h∗

t at decoding step t can then be defined by weighting the encoder hidden states
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h∗
j of the last encoder layer with the attention distribution at from the encoder-decoder

states:

h∗
t =

J∑
j

Nheads∑
i

at · h∗
j , (4.16)

with i the index of the attention head, j the position of the source sequence and J the
total length of the source sequence (Liang et al., 2022). Like in (See et al., 2017), in
the BERT2BERT the embeddings of the decoder input yt as well as the decoder hidden
states, st, of the last decoder layer serve as input for the pointer network.
The final probably distribution Pfinal(w) to determine the next generated word w can
be defined using the generation probability pgen in combination with the vocabulary
distribution Pvocab(w) and the attention distribution as follows:

Pfinal(w) = pgen · Pvocab(w) + (1 − pgen) ·
∑

i:wi=w

at
i (4.17)

The dimension of Pvocab(w) is the same as the vocabulary used by BERT. The attention
distribution at has the dimension of the source sequences with corresponding index i

in the vocabulary dimension. Since the encoder and decoder of BERT2BERT use the
same vocabulary, the contributions from Pvocab(w) and at can be summed up at the
same indices.

Baseline combining extraction and pointer

The last model combines the extraction and pointer network approach.

Greedy search, N-gram blocking and repetition penalty

In all experiments, a greedy search is used in the decoding process to select the
next token. Greedy search chooses the token with the highest probability at each
step during the generation of the sequence. Preliminary experiments showed that
greedy search is preferred over Beam search. More details are given in (Liang, 2021).
Furthermore, to reduce repetition during the generation process, N-gram blocking and
a repetition penalty are introduced, however, only during inference. N-gram blocking
avoids the creation of a repetitive sequence of length N by identifying and replacing
the repetitive token with a better candidate. The repetition penalty proposed by Keskar
et al. (2019), prevents repetition by introducing a probability distribution for predicting
the next token. The probability distribution takes into account the sequence of already
generated tokens, based on which repetitive tokens receive a lower probability to be
generated again. Detailed information on the N-gram blocking and a repetition penalty
is given in (Liang, 2021).



4.2. SEMI-STRUCTURED DATA ANALYSIS FOR TEXT SUMMARIZATION 67

4.2.2 Human evaluation

Text summarization methods are commonly evaluated using the ROUGE F1 score,
which measures the overlap between a generated and reference summary. Since the
ROUGE metric only covers a statistical-based evaluation of the text summarization
methods, similar to Zhang et al. (2020), Sotudeh Gharebagh et al. (2020) and Nguyen
et al. (2020), an expert evaluation with human annotators is conducted with the main
aim to assess the clinical validity and the comprehensibility of the generated conclusion.
For oncological reports, the clinical validity can be subdivided into oncological and non-
oncological findings that are included in the conclusion. Besides the clinical validity,
the expert annotators are asked to evaluate the comprehensibility of the generated
summaries with a focus on the correct usage of medical terms and the readability of the
summaries. This is especially interesting because summaries often contain acronyms,
nonstandard clinical jargon and grammatically not complete sentences (Hasan and
Farri, 2019). For a more fine-grained analysis, the three main criteria, oncological and
non-oncological correctness, and comprehensibility, are evaluated in dependency of
the tumor response categorys (TRCs): progressive disease (PD), stable disease (SD),
partial response (PR), complete response (CR), which were introduced in Section 3.2.2.
The human evaluation is only applied to a subset of the test data. For a fair comparison
of the four models, in the first step, a pool of samples from the entire test set is created
for which all methods score higher than the overall average ROUGE F1 score. In the
second step, five samples per TRC are randomly selected from the pool of samples,
which creates a subset of 20 evaluation samples.
The evaluation is done with the annotation tool Doccano (Nakayama et al., 2018), which
is hosted within Kaapana. The annotation was executed by one radiologist (M.A.F. [in
training]) and one senior medical student (P.F. 12th semester). For the evaluation, the
annotator is presented with the general information and imaging finding sections along
with five random ordered summaries, with four system-generated conclusions and one
reference conclusion. The motivation for the random order is, that the annotators
have to compare the summaries relatively amongst each other instead of only to the
reference. The annotators were asked to rate each summary with a Likert-scaled score
from 0 (very poor) to 5 (very good) for the three criteria oncological and non-oncological
correctness, and comprehensibility. The choice of a Likert-scaled approach instead of a
rank-based approach was chosen because too often the generated conclusions ranked
the same and a rank-based score can still be calculated using the Likert-scaled scores.
The annotation guide for the annotators is given in the appendix in section B.1.2.
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Figure 4.5: Architecture of the BERT2BERT model incorporating the pointer network.
The pointer network takes as input the weighted encoder hidden representation,
the word embeddings of the decoder input token and the decoder hidden states at
decoding step t. The pointer network generates a probability pgen, which determines
whether the next token is generated from the vocabulary distribution or the source
input. This figure was adapted from Liang et al. (2022). BERT=Bidirectional Encoder
Representation from Transformers.
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4.3 Assessing distributional shifts for text classification

This section aims to assess the performance of classifying the TRC for a dataset consist-
ing of independent radiology reports from three different clinical sites. As presented
in Section 3.2.2 the three datasets are different in structure, writing style and length.
Therefore, the proposed text classification methods are mainly evaluated in terms of
their generalizability and robustness, i.e. their ability to handle the distributional shift
between the datasets. The performance of the automated text classification algorithms
is evaluated against human baselines from annotators of different clinical expertise.
In addition, it is evaluated how combining different generated annotations, such as
the ones from a human and a NLP model, could improve the overall annotation perfor-
mance. Furthermore, a section is dedicated to the explainability and interpretability
of the applied AI methods, due to the high importance of understanding the medical
decision processes. Before the application of the text classification algorithms, the
datasets need to be prepared and annotated. This includes the curation of the data,
a complexity analysis and the creation of a reference annotation. Information on the
datasets is given in Section 3.2.2, and details on the data selection and curation are
given in Section 5.3.1.

The human reference and baseline annotations are compared using the inter-rater
readability metric Cohen’s kappa (cf. Section 5.3.1). All classification performances of
the methods are measured using the weighted F1.

4.3.1 Analysis of report corpora

Medical characteristics of the report corpora

While collecting the reports from the RIS, also metadata such as age, sex and acquisi-
tion date are retrieved. To additionally get an overview of the differences in the used
data, the tumor families are retrieved. To make this as effective as possible a list of
keywords describing different tumor categories is manually created, while the tumor
categories are assigned to tumor families. Applying a regex with the keywords of the
list to all documents gives a rough overview of the tumors occurring in the considered
reports.

Complexity analysis of report corpora

A lexical complexity analysis is applied to the data to describe the distributional
shift numerically and to evaluate the human and automated machine performance
dependent on the different complexity characteristics. The lexical complexity analysis
on the text classification input follows the extracted features describe in (Zech et al.,
2018). Calculated complexity features include the word count, number of unique
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words, number of unique bigrams, type-token ratio, Yule’s I metric and a so-called
BERT split factor (Zech et al., 2018; YULE, 1939; Oakes, 1998). The type-token ratio
of a text sample is defined as the ratio of the number of unique words V over the total
token count T :

type-token ratio =
V

T
(4.18)

Following Oakes (1998), the Yule’s I metric is defined in this work as:

Yule’s I =
T ∗ T∑V

i (ci ∗ ci) − T
(4.19)

with T the total token count and V the number of unique tokens i in the considered
text sample. ci denotes the frequency of the token i in the considered text sample. It
measures the rate of how often words are repeated in a text. The higher the rate, the
more complex is a text corpus.

The BERT split factor is introduced in this work to evaluate, whether the performance
of the BERT-based text classification algorithm is influenced if words are not part of
the vocabulary of BERT. The pre-trained BERT has a fixed vocabulary dictionary. In
case the BERT tokenizer is not familiar with the word, it is split until all split units are
part of BERT’s vocabulary dictionary. Since German radiology reports contain a lot
of words that are not part of the vocabulary dictionary, it is often necessary to split
a word into multiple units. The BERT split factor is defined as the ratio between the
number of tokens before and after applying the BERT tokenizer to a sample.

4.3.2 Reference annotations

As described in the dataset Section 3.2.2, a common terminology to describe the
change in tumor burden are TRC. Due to the structure incorporated in the SORs, it is
possible to automatically extract the TRC from most of the reports. However, for the
FTOR-DKFZ and FTORT-TKH a manual reference annotation is necessary.

Automated reference annotation from SORs

As described above the reporting system from Weber et al. (2020) follows the RECIST
guidelines to describe changes in the tumor burden. Therefore, the TRC can be
automatically retrieved using a regular expression. The tumor response categories
containing tendencies are converted to the four TRC by removing the tendency de-
scription.
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Manuel reference annotation of FTORs

For the FTORs a manual reference annotation is necessary. For this, the two ra-
diologists (M.A.F. [in training] and J.K [board certified]), with five and six years of
experience in oncologic imaging independently reviewed all retrieved FTORs in ran-
dom order (Fink et al., 2022a). The labels were created using again the text annotation
tool Doccano from Nakayama et al. (2018) hosted via Kaapana. The annotators were
presented with the respective FTORs from the DKFZ and the TKH in random order.
The TRC can be determined based on the "findings" and "impression" sections of
the report. Additionally, for the FTORT-TKH, non-oncological labels (worsening, con-
stant, improving) were created, describing the change in the non-oncological findings
(e.g. "increase in degenerative changes of the spine"). A consensus review round
after the first annotation round resolved occurring disagreements between the two
radiologists (Fink et al., 2022a).

4.3.3 Text classification baselines

The created reference annotations on the FTORs are used to assess the performance of
classifying the TRC solely based on the "findings section" of a report. The performance
of human annotators with different medical expertise is compared against statistical
and transformer-based text classification algorithms. In addition, the performance of
ensembles of different human and machine-based methods are compared.

Human baseline on FTORs

Similar to the creation of the reference annotations, the annotation tool Doccano
hosted by Kaapana was used for the human annotations. This time the annotators
were only presented with the findings section, excluding the general information and
the impression sections. In total, the dataset was annotated by seven annotators:
two radiologists (A.B [in training] and M.M [board certified], with 4 and 6 years of
oncological imaging experience), two medical students (M.S. and M.K., third and 12th
semesters, respectively), and three radiology technologists (RTs) students (all third
semesters), were asked to assign a TRC to the randomly ordered FTORs. Furthermore,
the annotators were asked to assign a confidence score to the selected TRC. The
confidence was scored using a five-point Likert scale (1 = not confident at all; 5 = very
confident).

Text classification algorithm

The text classification algorithms are developed based on the SORs. This way, no
manual annotation is needed, since the reference annotations for the SORs are auto-
matically retrieved. Two types of NLP models are presented to assess how they handle
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the distributional shift to the FTORs. The models take as input for training and testing
only the findings section of a report excluding the general information and impression
section.

BERT for text classification
The first algorithm builds on top of a German pre-trained BERT model (Devlin et al.,
2019; deepset, 2023). In the pre-training step, BERT integrates the CLS token for the
next sentence prediction task. This token can be exploited to be used for the task of
text classification. The token is suitable because it is present in every sequence by
design and through the n to n attention, it contains the semantic meaning of the whole
sequence. For the task of text classification, the CLS token representation of the last
layer of BERT is fed into a linear classification layer. During fine-tuning, the model is
trained using a cross-entropy loss. Since the data in this work have imbalanced class
distributions a weighted cross-entropy loss is applied:

L = −

C∑
c=1

wc · yc · log(p(x)c) (4.20)

with C the number of classes, y the reference class, x the output scores of the linear
classification layer, w the class weights, and p the softmax function. p is defined as
follows:

p(x)c =
exc∑C
j=1 e

xj
(4.21)

One main drawback of the BERT model is its memory consumption of O(n2) with n

denoting the maximal number of tokens for the input sequence. For the pre-trained
BERT used in this work, the maximum sequence length is 512 tokens. It must be noted,
that due to the unknown medical vocabulary, many words need to be split by the BERT
tokenizer, which might transform actual short sequences into long sequences. As
discussed in the related work Section 2.3, many approaches exist to handle sequences
longer than 512. Since most of the newer models are only available in English, this
work uses the approach proposed by (Mulyar et al., 2019), who splits long sequences
into chunks of 512 tokens. A vector representation of the whole input sample, which
serves as input for the linear classification layer, is then given by averaging the
CLS token representations of the chunks. However, unlike (Mulyar et al., 2019), only
the first chunk for backpropagation is used in the training phase with the purpose to
keep the GPU memory footprint constant, independent of the input sequence length.
The setup is illustrated in Section 2.3.
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Conventional NLP models

Besides the state-of-the-art model, three feature-rich NLP models are evaluated. The
approaches consist of a TF-IDF analysis followed by different classification models.
The TF-IDF (SPARCK JONES, 1972) for a document d and a term t is defined as follows:

TF-IDF(t,d) = tf(t,d) · idf(t) (4.22)

with tf(t,d) denoting the raw count of a term t in a document d and the inverse
document frequency:

idf(t) = log
1 + n

1 + df(t)
+ 1 (4.23)

where n is the the total number of documents and df(t) the number of documents
that contain the term t. The output of the analysis is a feature vector containing the
TF-IDF weights for a fixed vocabulary. In this work, the vocabulary is defined by the
tokens with the highest term frequency, tf, across the corpus. The generated feature
vectors are further processed by a classification model. Following Das and Chakraborty
(2018), a Linear Support Vector Classifier (Linear-SVC), K-nearest neighbors (KNN)
and Multinomial Naïve Bayes (MNB) are selected for the text classification task.

For the training of all models, a five-fold (k = 5) cross-validation was performed along
with an extensive hyperparameter search. Details on the experiments along with
hyperparameter settings for the TF-IDF analysis and the different classification models
are given in Section 5.3.1.

4.3.4 Interpretability and explainability of the models

Especially in the medical domain, the interpretability and explainability of machine
learning models are of high importance. To qualitatively assess the decision process of
the proposed methods, tokens responsible for a model’s decision can be highlighted in
the source text (Arras et al., 2017; Wiegreffe and Pinter, 2019; Huang et al., 2020).
Furthermore, the feature vectors which are fed to the classification algorithms are
plotted using dimension reduction methods. Finally, for all algorithms, methods are
implemented to provide the model’s confidence for a selected class.

Highlighting important tokens

BERT’s attention
As elaborated in the related work Section 2.3, the interpretability of BERT’s attention
is the subject of research. In this work, the attention weights of the tokens before
and after fine-tuning the BERT model are visualized. To make the subset of attention
weights comparable across samples of different sequence lengths, each attention
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weight wi is rescaled by the ratio between the sequence length N and the maximum
allowed sequence length Nmax = 512 of the BERT model:

w∗
i = wi ∗

N

Nmax
.

Otherwise, short sequences would have higher attention weights compared to long
sequences. In the following, the scaled attention weights w∗

i are denoted as "token
importance". For words that were split by the BERT tokenizer, the token weights are
averaged and put again together to the original word.

TF-IDF weights
For the TF-IDF-based approaches, the contribution of tokens to the decision can be
visualized using the TF-IDF weights (Arras et al., 2017).

Vizualization of the feature vectors

This section tries to qualitatively assess the knowledge about the different classes
incorporated into the feature vectors that are fed into the classification models. For
the fine-tune BERT model this corresponds to the averaged CLS token embeddings,
representing a sequence. For the TF-IDF-based algorithms, this corresponds to a
vector of TF-IDF weights. The feature vectors are visualized using the dimension
reduction techniques Principal Component Analysis (PCA), t-distributed stochastic
neighbor embedding (t-SNE) and Uniform Manifold Approximation and Projection
(UMAP) (Hinton and Roweis, 2002; van der Maaten and Hinton, 2008; McInnes et al.,
2018).

Calibration of the model’s predictions

Especially in medical decision processes, it is not only important to obtain accurate
predictions, but also indications of how likely a decision is incorrect (Guo et al., 2017).
Therefore, the probabilities for different classes provided by the models should reflect
the likelihood of a correct prediction. In detail, the probabilities in a multi-class
classification problem correspond to calibrated confidences if the given probability
assigned to a class matches the true number of cases in which the prediction was
correct. For example, given 100 predictions with each one predicting class A with
a probability of 0.8, then the true number of correct cases should be 80 (Guo et al.,
2017).

To which extent probabilities generated by machine learning models are calibrated
confidences can be calculated using the so-called ECE (Guo et al., 2017). Considering
a set Bm of indices of samples whose prediction confidence falls into the interval
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Im =
[
m−1
M , m

M

]
of M equally spaced bins, then the accuracy of Bm is given by:

acc(Bm) =
1

|Bm|

∑
i∈Bm

1(ŷi = yi), (4.24)

with ŷi and yi the predicted and true class labels for sample i. The confidence of Bm

is then given by:

conf(Bm) =
1

|Bm|

∑
i∈Bm

p̂i, (4.25)

with p̂i the confidence for sample i. Following Guo et al. (2017), the expected calibra-
tion error is then defined as follows:

ECE =

M∑
m=1

|Bm|

n

∣∣∣∣acc(Bm) − conf(Bm)

∣∣∣∣, (4.26)

with n the number of samples.
The general idea is to group the predictions into bins. Then, the differences between
the accuracy of the predictions and the averaged probabilities per bin are summed up.
Therefore, the lower the ECE the better the probabilities are calibrated.
The BERT-based approach outputs probabilities after applying a softmax to the logits
generated by the linear classification layer. To transfer the probabilities to calibrated
confidences, a so-called temperature scaling presented by Guo et al. (2017) is applied
to the generated probabilities. (Desai and Durrett, 2020) has proven the successful
application of temperature scaling on multiple downstream tasks. To ensure that For
the probabilities generated by the classical classification algorithms, Linear-SVC, KNN
and MNB, generation of calibrated probabilities is enforced using the "CalibratedClas-
sifierCV" (scikit-learn, 2023) from scikit-learn (Pedregosa et al., 2011), which ensures
the creation of calibrated confidences using a cross-validation approach.
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4.4 Manual data annotation and tagging for medical im-
ages

The performance and generalizability of AI algorithms heavily depend on the qual-
ity and the amount of the training data (Huynh et al., 2020). Therefore, a major
challenge consists in creating sufficiently large, curated, and representative training
data (Willemink et al., 2020). The creation of annotated, well-curated data requires
experts and is a time-intensive process. This section presents a software solution
for efficient DICOM-image tagging and cohort curation (Kades et al., 2022a). The
presented implementation is evaluated on the feasibility of multiple use cases which
are outlined in Section 5.4.1. The use cases include the creation of a well-curated and
tag-based annotated dataset.

4.4.1 The used open-source software toolkits

The toolkit is created leveraging multiple open-source tools, which are all integrated
into the medical imaging provisioning platform toolkit Kaapana, which is presented in
Section 3.1.1 in detail. Kaapana uses a Kubernetes cluster to host micro-services and
to spawn up on-demand processing containers. The main contribution in this section
consists in optimally using and combing tools integrated into Kaapana for the tasks of
cohort curation and image tagging. The tools used include the following:

Internal PACS
The platform integrates an open source PACS system dcm4chee, which allows using
a DICOM receiver port to directly receive images from a clinical PACS. The plat-
form internal PACS serves as the main storage for DICOM objects within a Kaapana
platform.

Elasticsearch and Kibana
The tools Elasticsearch and Kibana are used for managing the metadata of the stored
DICOM objects. Upon the arrival of DICOM images, their metadata is extracted and
stored in the search engine Elasticsearch. The dashboard solution Kibana allows the
viewing and filtering of the retrieved metadata. The provided filtering option allows
the creation of a cohort for potential AI applications solely based on the metadata
of the DICOM objects. The dashboard of Kibana for filtering the DICOM metadata is
denoted as the "meta dashboard".

Airflow
The pipelining tool Airflow is integrated as a central workflow management system. It
allows the creation of customized processing pipelines that are applied to the medical
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image data. The integration with the Kubernetes cluster allows running on-demand
processing containers (Scherer et al., 2020; Kades et al., 2022a).

OHIF Medical Imaging Viewer:
The zero-footprint web-based OHIF Medical Imaging Viewer (Ziegler et al., 2020)
allows displaying DICOM objects such as images and corresponding pixel-wise an-
notations. DICOM objects stored in the internal PACS are directly accessed using
the DICOMweb standard (Ziegler et al., 2020). The tool also supports various image
manipulation and annotation tasks.

Doccano
The open-source text annotation tool Doccano (Nakayama et al., 2018) offers various
annotations features such as text classification, sequence labeling, and sequence-to-
sequence tasks (Nakayama et al., 2018). The tool is implemented using a Django
backend (Django, 2023) with a PostgreSQL database (PostgreSQL, 2023) and a Vue.js
frontend (Vue.js, 2023), which allows easy customizations. In its setup, the web-based
tool uses projects for different annotation tasks. It supports a separation of users and
provides an overview of the overall annotation process. Text data in various formats
can be uploaded and annotated. For text classification tasks, custom color-coded labels
can be created. Keyboard shortcuts for the labels allow an efficient annotation of the
text data. Besides text annotations, Doccano also supports speech-to-text and image
classification annotations. However, the annotation of medical images is hampered
since Doccano only supports the use of images in the Portable Network Graphics
format, which is seldom used for medical images and is limited to 2D images only.
The annotation of medical images requires the support of DICOM objects and the
provisioning of medical-accustomed navigation and interaction tools.

4.4.2 Combining the different toolkits

Integration of the OHIF viewer into Doccano
A central building block for the curation and tag-based annotation of medical images
is the extension of Doccano with the OHIF viewer to display DICOM objects. Since
the image view in the OHIF viewer is based on the Study Instance UID DICOM
attribute (0020,00D), the proposed solution is limited to an annotation on the study
level. For this, the source code of Doccano’s user interface (UI) for annotations
is modified to display an inline frame (iframe) containing the OHIF viewer instead
of the textual input. In detail, the HyperText Markup Language (HTML) attribute,
responsible to render the source text, is adapted to trigger the integration of the
OHIF viewer, if it recognizes a specially formatted text containing the Study Instance
UID DICOM attribute (0020,00D). The proposed substitution of medical images into
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Figure 4.6: Illustration of the annotation process within the Kaapana platform. The
meta dashboard allows the creation of a cohort based on the metadata of the DICOM
image. Airflow is used to process the cohort and to create a dedicated project on
Doccano in which, with the help of the OHIF viewer, the DICOM images can be anno-
tated. Once the annotation process is finished, another Airflow pipeline is triggered to
persistently save the generated information on the platform. This figure was adapted
from Kades et al. (2022a) with permission of Springer. DAG=Directed Acyclic Graph,
DICOM=Digital Imaging and Communications in Medicine, Kaapana=Kaapana is an
open-source toolkit for the state-of-the-art platform provisioning in the field of medical
data analysis, OHIF=Open Health Imaging Foundation.

the text attribute allows tagging and adding free-text data referenced by the Study
Instance UID of the DICOM image.

The complete image curation and tagging process

Figure 4.6 illustrates the complete process used for image cohort creation, curation
and annotation purposes. Using the option on the Kibana dashboard to filter DICOM
image metadata stored in the Elasticsearch database, first, a high-level cohort selection
solely based on the metadata is created similar to Gauriau et al. (2020). Second, an
Airflow processing pipeline is triggered. The Airflow DAG, which is illustrated in
Figure 4.6, takes as input the Elasticsearch query defining the cohort along with
project information necessary for Doccano. The workflow creates a Doccano project
with the collection of study IDS as text input using the API of the Doccano backend.
Once the project is created, the user can proceed with the annotation process on the
Doccano UI. A screenshot of the tagging process is provided in the results section 5.4.2
in figure 5.29. To transfer the created labels to the DICOM image, Doccano’s UI was
extended with a button to trigger another Airflow DAG. The workflow downloads the
annotated data from Doccano and stores the created tags into the metadata of the
DICOM image. In its current form, the Clinical Trial Protocol ID Attribute (0012,0020)
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is used to store the created tags as a comma-separated string. It is the same tag into
which the Application Entity (AE) title is written, which is specified when transmitting
DICOM data to the platform. Within Kaapana, the tag serves as a data identifier.
However, in principle, the annotated data which is received from a text classification
task or also from a free-text annotation can be stored in any suitable DICOM tag.
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4.5 Real-world federated learning for the task of image
segmentation

The development of robust and generalizable models requires training on a big amount
of heterogeneous data. Especially in the medical domain, access to data from different
institutions is often hampered by regulatory and data privacy issues, which are pre-
sented in Section 1.3.1. Federated learning is a promising strategy to circumvent a
lot of those issues. This section presents a technical solution that enables federated
learning scenarios between different Kaapana instances. The design of the solution
is adapted so that all regulatory and data privacy requirements within the RACOON
project are covered.

For federated learning applications in RACOON such as training s segmentation model,
three major extensions are necessary within Kaapana. Firstly, a dedicated backend
and user interface need to be implemented to manage the federated communication
between the clinical sites and the central site(s). Secondly, locally running workflows
need to be equipped with the possibility to share data with the central instance. Lastly,
the implementation of the segmentation algorithm, here the nnU-Net, needs to be
adapted to work in federated use cases (Kades et al., 2022b). All other components
needed for federated learning are already present in the current Kaapana toolkit (cf.
Section 3.1.1).

The implementation is evaluated by the feasibility of training the nnU-Net in a federated
setup as well as the performance of the federated trained model in comparison with
centralized, single-site and ensembling training approaches.

4.5.1 Backend and user interface

The implemented functionalities of the backend and the user interface are mainly
based on the technical requirements and the setup of RACOON. Within RACOON a
Kaapana-based platform is deployed multiple clinical sites, which are all connected to
a dedicated central Kaapana-based platform. The main requirement within RACOON
is that the local instances only communicate via a unidirectional network channel with
the central instance, due to network security within the hospitals. As an additional
security layer, on the clinical site, only a set of Uniform Resource Locators (URLs)
is whitelisted for installation and update purposes as well as for communicating
with a dedicated central instance. The proposed backend for federated use cases
in Kaapana is responsible for transferring models between the different instances
using a secure unidirectional Secure Sockets Layer (SSL) communication and for
managing workflows running on the instance itself (referred to as "client instance")
and on external instances (referred to as "remote instances"). The authentication
between the local and the central instance is realized using custom authentication
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tokens. For a robust file transfer between the instances, the implementation makes
use of the Kaapana integrated MinIO S3 object store. Therefore, any file transfer
via the backend is forwarded to the MinIO S3 object storage of the central Kaapana
instance. The object store makes use of so-called pre-signed URLs for a secure file
transfer. Transferred files containing the models can be additionally protected using
Fernet encryption. For the management of workflows on the client instance and remote
instances, a job queuing system is implemented within the backend. To execute a
job on a remote Kaapana instance, it is first queued on the central instance with the
specification to be executed on a remote instance. In parallel, the remote instance
periodically checks if new jobs are available at the central instance. If yes, the queued
jobs are pulled and executed by the remote instance. During the job execution, regular
updates of the workflow’s state are reported to the central instance. Whether to
periodically or manually fetch and execute new jobs can be specified on the remote
instance. The control of job fetching and execution allows users of remote instances
to first inspect the incoming workflow parameters before executing it. The main
functionality of the implemented job queuing architecture is, therefore to execute
from a client instance an Airflow workflow on a remote instance. This functionality
allows, from a technical point of view, the implementation of any federated learning
strategy. In the centralized federated learning setup presented here, jobs are executed
periodically from the central instance on the local instances. However, the functionality
is not limited to usage in federated learning scenarios, for example, it might also be
used to execute only a single job on a remote instance, such as an evaluation workflow
that transfers its results back to the central instance.

The Vue-based frontend (Vue.js, 2023) presents a user interface for the interaction
with the backend. It provides input forms for adding the client instance and remote
instances to establish a connection between them. The user at each instance can
configure whether jobs should be fetched and executed automatically. Furthermore,
workflows and tag-based image data which are available for an execution from a
remote instance have to be specified on each client instance. Finally, the user interface
provides a detailed overview of all submitted jobs with detailed information on their
workflow-specific parameter and their current state.

4.5.2 Local workflow adjustments

In Kaapana, data processing pipelines (workflows) are executed using Airflow. In
Airflow, a workflow is represented by a DAG, which consists of multiple building blocks
called operators. An operator either executes a python script or launches a processing
container on the Kubernetes cluster. By default, all workflows within Kaapana are
designed to run locally. However, for federated use cases, an exchange of data is
required. The here presented solution allows this data exchange for any workflow,
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with only little modifications to the DAG implementation itself by introducing so-called
hooks to the operators. Like this, in principle, any workflow could be used for federated
scenarios. In detail, to adjust local workflows for federated use cases, a configurable
pre-hook to download data and a post-hook to upload data to a remote instance are
added to each operator. The hooks also allow skipping the execution of an operator
or loading data from a previous workflow run. This functionality enables running
workflows multiple times for different purposes such as pre-processing runs, the actual
training runs and possible post-processing runs. In Section 5.5.2, the usage of the
introduced hooks is demonstrated on the example of the federated training of the
nnU-Net. The nnU-Net workflow itself is introduced in Section 3.1.2.
The execution of federated training might be error-prone due to connection failures
and the interplay between many independent systems. To allow error-free and robust
training despite network issues, multiple error exceptions and retries are implemented
at different levels throughout the processing pipelines and backend implementation.
In addition, in case the training process stops for unexpected reasons, the training can
be recovered and continued at its last successful training step.
To maintain a high level of security, the governance of the federated functionality for
the workflows is controlled by the local instance. For each operator, the whether to
share data can be activated, deactivated or customized to only share specific files
with a central instance. Therefore, operators of an external remote instance cannot
maliciously manipulate the locally running workflows.

4.5.3 The nnU-Net in federated settings

The peculiarity of the nnU-Net is that the preprocessing pipeline and the model
architecture are configured individually for each training dataset using heuristic
approaches based on local data characteristics. In detail, a so-called fingerprint
of the training dataset is created, which is then used to configure a segmentation
pipeline. For a federated training of the nnU-Net, it is therefore required to create the
fingerprint based on the characteristics of all data which are distributed across the
participating sites. Otherwise, federated training is not possible due to inconsistent
pre-preprocessing steps and model architectures per site. In the solution proposed,
the fingerprint on all data is created using a preparation round, in which the data
characteristics from the local instances are shared with the central instance, which
then combines and redistributes a common fingerprint to the local sites. It should be
noted that the fingerprint does not contain any person-specific information to comply
with data protection and regulations.
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5.1 Semantic modeling for semantic textual similarity

5.1.1 Experiment setup

All methods presented in Section 4.1 were applied to the text data from the 2019
N2C2/OHNLP Clinical STS track introduced in Section 3.2.1 consisting of 1642 train-
ing and 412 test sentence pairs. This section presents the experimental setup for the
actual training and testing of the presented methods, including preprocessing steps,
implementation details for the different approaches, a dataset analysis, and details on
the evaluation runs.

Preprocessing

Before applying the methods, a set of preprocessing steps is applied to the data to
unify and clean the dataset. Depending on the use case a subset of the following
preprocessing steps are suitable:

• ContractionExpander: To normalize the text and reduce ambiguities a contraction
expansion (e.g. "we’ll" → "we will") using the pycontraction Python package (Py-
Contractions, 2023) is done.

• NumberUnifier: To unify the representation of words that convey the same mean-
ing, all textual representations of numbers are converted to the corresponding
numerical literal (e.g. "forty-two" → "42").

83
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• SpellingCorrector: Spelling mistakes in the datasets are corrected (e.g. "refil" →
"refill")

• MedicationRemover: In preparation for the medication graph all vendor drug
names are removed from the medication sentences and only the general active
agent names are kept (e.g. "metoprolol succinate [TOPROL XL] 25 mg..." →
"metoprolol succinate 25 mg...")

• SentenceTokenizer: Before the application of a word tokenizer, sentences are
split using the library segtok (segtok, 2023). The library splits a sentence on
common sentence markers (e.g. ".,?") and then evaluates again every split by
considering the surroundings and checking for false positives (e.g. to handle
cases like name initials correctly.)

• WordTokenizer: After the sentence tokenizer, words are tokenized using the word
tokenizer from the library segtok.

• PunctationRemover: Punctations are removed using a rule-based approach

• LowerCaseTransformer: Uppercase letters are transferred to lowercase letters

• StopWordsRemover: Stop words, as well as task-specific words with a high
frequency such as "tablet" or "medication", are removed to increase the variety
of sentences for the similarity measures.

• Lemmatizer: Words are normalized (e.g. "moved steadily" → "move steadily")
using the python library pattern (De Smedt and Daelemans, 2012; pattern, 2023).

From the introduced preprocessing steps, the ContractionExpander, NumberUnifier,
SpellingCorrector, and LowerCaseTransformer are applied before the use of BERT,
and all steps except the MedicationRemover are applied when calculating the features
set 1 and 2.

Feature sets and voting regressor for the EnhancedBERT

The two Feature sets used for the EnhancedBERT are created by empirically evaluating
combinations of similarity measures during the development.

Feature set 1, which is added to the CLS token, consists of the following token-based
text distance measures with n-grams of n = 3 (i.e., three characters are used for
comparison): Jaro and Jaro-Winkler distance. Sørensen-Dice coefficient, overlap
coefficient and cosine similarity. In addition, the InferSent2 sentence embeddings
are calculated as well as a mean pooled sentence representation of the GloVe word
embeddings (used model: glove.840B.300d (GloVe, 2023)). Different distance metrics
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are calculated for each embedding of the corresponding sentence pairs: Cosine
similarity, Euclidean, Manhatten and Minkowski distance.

Feature set 2 consists of text distance measures with n-grams of n = 3 and n =

4: Damerau-Levenshtein, Jaro Winkler, the Bag distance, and a square root-based
normal compressor distance (SqrtNCD). Furthermore, the Cosine similarity, Euclidean,
Manhatten and Minkowski distance are calculated, between the Inferset1 embeddings
of the sentence pairs and between the GloVe word embeddings of the sentence pairs.

The used Voting Regression consists of a combination of linear regression models (least
squares, lasso, epsilon-insensitive fitting, SVR) and ensembling models (random forest,
AdaBoost, gradient tree boosting).

Medication graph training

In the medication graph approach, the learning of λk and the optimization of the SVR
are alternated during training. To train λk, experiments showed that 50 update steps
are sufficient to reach a convergence of the weights. The hyperparameters of the SVR
model are optimized using a grid search.

Dataset analysis

To learn about possible imbalances or peculiarities of the training and test data, to
understand possible shortcomings of the BERT baseline and for a more thorough
interpretation of the results from the different approaches some properties of the
training and test dataset are analyzed and visualized.

In the first step, the average and standard deviation (STD) of similarity scores of
the training and test set are considered and the label distribution is plotted. In the
second step, the number of words per dataset is plotted. Additionally, the InferSent
embeddings of the training and test dataset are calculated. Using a t-SNE plot, the
embeddings of training and test set can be visually compared.

Furthermore, as pointed out in the cluster analysis Section 4.1.1, weaknesses of the
BERT baseline are determined by applying a k-means clustering algorithm to the
InferSent embeddings with a subsequent analysis of the clusters. Within each cluster,
the mean and STD of the absolute differences between the reference annotations
and the BERT predicted similarity scores of all sentence pairs are calculated. The
differences are visualized in the next section in a t-SNE plot and a box plot.

Evaluation runs

The methods are evaluated on the dataset from the 2019 N2C2/OHNLP Clinical STS
track. The test set consists of 412 sentence pairs and the training set of 1642 sentence
pairs. To increase the comparability of the models and to reduce noise in the data a
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Figure 5.1: Distribution of labels and number of words for the training and test
dataset. This figure was adapted from Kades et al. (2021).

k =150 cross-fold validation is applied. By concatenating the results on the nth-folds,
a validation set is created. In the following, both terms, training and validation set,
are used to describe the same set of 1642 sentence pairs. The evaluation metric for all
methods is the PCC.

In all approaches, the pre-trained ClinicalBERT (Alsentzer et al., 2019)1, which builds
upon BioBERT (Lee et al., 2020), is fine-tuned for the task of semantic textual similarity.
Using the PyTorch HuggingFace Transformers library (Wolf et al., 2020), the training
is executed for 10 epochs with a maximal sequence length of 128, a learning rate of
2−5. After training, the model with the lowest loss on the validation set is used for
testing.

Using k-fold cross-fold validation, the PCCs for the validation set are calculated on the
predicted similarity scores of the concatenated nth-folds. For the test set, an additional
ensembling technique is employed. In detail, with the trained models of the different
folds, separate predictions are created and then averaged for each sentence pair in
the test set before calculating the PCC. A consequence of the employed approaches to
create the final similarity scores for each sentence pair is that no information about
the variance can be given because only one PCC per set is calculated.
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Figure 5.2: Visualizations of the training and test dataset using t-SNE projected
InferSent embeddings. Each point corresponds to a sentence pair of the training or
test dataset. The graph showcases that the types of sentences in the test set are only a
subset of the types of sentences in the training set. This figure was adapted from Kades
et al. (2021). t-SNE=t-distributed stochastic neighbor embedding.

5.1.2 Results

Dataset evaluation

The analysis of the training and test dataset reveal some shift between the training
and test dataset. Therefore, the average similarity score in the training set of around
2.79 is higher than the average similarity score in the test dataset of around 1.76.
However, the STD in the training set of around 1.39 is slightly smaller than in the test
set with 1.52. For visual perception, the distribution of labels is illustrated on the left
in Figure 5.1. It shows that similarity scores of around one are represented most in
the test set, whereas similarity scores of around three are the most prominent in the
training set. Also, the distribution of word counts per dataset exhibits discrepancies
between the training and test dataset. Therefore, with an average length of around
26±7 words per sentence pair, the sentence pairs in the test set are shorter than
the sentences in the training set with an average length of around 42±26 words per
sentence pair. On the right in Figure 5.1 also the distribution of word counts per

1Name of the pre-trained ClinicalBERT model: biobert_pretrain_output_all_notes_150000
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Approach Validation set Test set

Approach 0: Baseline
ClinicalBERT 0.850 0.859
Approach 1: Voting Regression
Enhanced BERT 0.851 0.859
Voting Regression 0.860 0.849
Approach 2: M-Heads
Enhanced BERT with M-Heads 0.853 0.876
Enhanced BERT with M-Heads + Med. graph 0.853 0.883
Approach 3: Medication graph
Voting Regression + Med. graph 0.862 0.862

Table 5.1: The PCC for the validation and test set of the different approaches, which
are presented in detail in Figure 4.1. The results are rounded to 3 decimal places and
the best results are printed in bold. This table was adapted from Kades et al. (2021).
PCC=Pearson correlation coefficient.

dataset is plotted. In addition, the InferSent embeddings illustrated in Figure 5.2
color-coded with the corresponding set suggest that the sentence pairs in the test set
only represent a subset of those occurring in the training set. For example, the slightly
separated clusters in blue have no test set embeddings in their direct neighborhood.
In Figure 5.3 the InferSent embeddings of the sentence pairs color coded with the
corresponding cluster from the k-means clustering are illustrated. The opacity of the
points corresponds to the absolute difference between the BERT predicted similarity
scores and the reference annotations (the stronger the color the higher the deviation).
Additionally, the mean and SD of each cluster are reported in the legend. Figure 5.4
illustrates the distribution of the absolute differences per cluster along with the number
of samples per cluster, suggesting that for sentence pairs belonging to cluster 3, BERT
struggles the most. As mentioned in the methods Section 4.1.1, cluster 3 is dominated
by sentences that prescribe medication and therefore motivates the medication graph
approach.

Evaluation runs

In Table 5.1, the PCC scores of the different developed approaches and combinations
on the validation and test sets are presented. A combination of EnhancedBERT, M-
heads and the medication graph yields the best PCC of 0.883. In comparison, a PCC of
0.901 was achieved by the winner of the 2019 N2C2/OHNLP Clinical STS track from
IBM Research reached.
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Figure 5.3: Visualizations of the clusters, emerging from the k-means clustering,
using t-SNE projected InferSent embeddings. Each point corresponds to a sentence
pair of the training set. The analysis aims to pinpoint types of sentence pairs for which
BERT points out weaknesses. The opacity of each point corresponds to the deviation
between the reference similarity and the BERT predicted similarity. Therefore, the
more opaque a point is, the higher the deviation from the reference. For each cluster,
the average absolute difference along with the STD to the reference similarity is
reported in the legend. Cluster 3, which contains sentences prescribing medications,
shows the highest average differences to the reference similarities. This figure was
adapted from Kades et al. (2021). BERT=Bidirectional Encoder Representation from
Transformers, STD=standard deviation, t-SNE=t-distributed stochastic neighbor em-
bedding.
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Figure 5.4: Illustration of the difference between the reference annotations and the
BERT predicted scores along with the number of sentence pairs per cluster below the
cluster number. For each cluster the lower and upper quartile, and the median position
is illustrated, emphasizing the opacity information from Figure 5.3. The whiskers
show the high variations within each cluster and the white square denotes the mean
value. This figure was adapted from Kades et al. (2021). BERT=Bidirectional Encoder
Representation from Transformers.
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5.2 Semi-structured data analysis for text summarization

5.2.1 Experiment setup

All approaches presented in Section 4.2 are applied on the SORs from the UKHD
introduced in Section 3.2.2. Particular challenges arise when working with the SORs
for the task of text summarization. Those include the segmentation of sentences due
to the custom structure of the report and the clinical jargon as well as imbalances
in the data. The imbalance has its origin in the TRC of the reports, e.g. findings
indicating a PD are more likely to be complex than reports indicating a CR. For this
reason, the TRC is also taken into account in the evaluation of the approaches. This
section presents details on the experimental setup including preprocessing steps and
implementation details on the evaluation runs.

Preprocessing steps

As a preprocessing step, the sentences in each section are segmented. The segmented
sentences are used when extracting key sentences from the findings section (cf. Sec-
tion 4.2.1) and for the construction of structured sequences (cf. Section 4.2.1). By
design, the SORs are structured into sections and blocks, in which each block contains
free-form narrative text snippets. Due to the fixed structure that is described in Sec-
tion 3.2.2 in more detail, a tailored sentence segmentation approach for the sections
is applied. In the first step, the main blocks, the general section and the finding
sections including the primary tumor location, metastases, reference measurements
and non-oncology findings are segmented. In the second step, the sentences of the
blocks are segmented using a custom regex, which is tailored to take into account
report-specific cases such as abbreviations, dates, and serial numbers, in which a
separation based on a period would be wrong. Whereas this is more complex for the
findings section, the general section normally consists of only two sentences describing
the treatment situation and the previous examinations.

Evaluation runs

In total, 10514 SORs from the years 2018 and 2019 are split into a training (80%),
validation (10%) and test (10%) set to evaluate the different text summarization
approaches. To evaluate the significance of the sentence extraction method for the
models including the extractive task, runs are included in which the extracted key
sentences are chosen randomly from the finding sections.

Again, all presented implementations make use of the PyTorch HuggingFace Trans-
formers library by Wolf et al. (2020). For training the models, 8410 reports serve
as training reports and 1052 as validation samples. The remaining 1052 reports are
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reserved for testing. The model is trained for 10 epochs with an early stopping such
that the training is terminated if the validation loss is no longer decreasing within 3
epochs.

Before the actual training of the models, experiments are executed to determine the
most effective methods to extract key sentences from the source which are presented
in Section 4.2.1. The extraction approaches are evaluated based on the recall sore of
the ROUGE−1 and ROUGE−L metrics because the extracted sentence should overlap
as much as possible with the reference conclusion, independent of the number of false
positives.

Automatic evaluation
The evaluation metric for the text summarization methods is the F1 score of the
ROUGE−1 and ROUGE−L metric (Lin, 2004). ROUGE measures the token overlaps
between the reference and generated conclusion. Besides an overall score, the scores
are also reported in dependency of the different TRCs. In addition as a way to measure
the factual correctness, it is examined, whether the predicted TRC corresponds to the
one in the reference conclusion.

Human evaluation
Also, a human evaluation is applied to a subset of the test data based on comprehensi-
bility as well as oncological and non-oncological correctness. Similar to the automated
evaluation the human evaluation is done in dependency of different TRCs. More details
on the human evaluation are given in Section 4.2.2. A screenshot of the annotation
process in Doccano is given in the appendix in Figure B.2.

To get an impression of how significant the differences in the generated conclusions
are during human evaluation, a rank-based evaluation is also applied. In detail, using
the Likert-scaled scores from the human annotators a ranking list for each summarized
report and each evaluation criteria is created. The results are visualized in the next
section.

5.2.2 Results

Table 5.3 reports the recall scores of the ROUGE score for the different sentence
extraction approaches. The Longest-k method yields the highest agreement between
the extracted sentence and the conclusion.

In Table 5.2 the average number of sentences per section resulting from the sentence
segmentation, the number of samples and the TRC count per dataset is reported.

The ROUGE-1 F1 scores for the presented text summarization methods as well as
the random variations are presented in Table 5.4. All hybrid models outperform the
BERT2BERT baseline by a clear margin. Overall, the BERT2BERT+Ext+Ptr creates
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Section / Set Training ( # 8410) Valid (# 1052) Test (# 1052)

General 2.0 2.0 2.0
Findings 21.1 ± 8.2 20.5 ± 7.5 21.7 ± 7.5
Conclusion 3.1 ± 2.0 3.4 ± 2.0 3.5 ± 2.0
TRC
CR 2970 168 207
PR 668 92 77
SD 2998 496 476
PD 1774 296 292

Table 5.2: Number of samples for the training, validation and test set as well as the
average number of sentences per section after sentence segmentation and the TRC
counts per dataset. The general information section consists always of two sentences
containing background information, the finding sections of around 22 sentences with a
variation of 8 sentences and the conclusion of around 3 sentences with a variation of 2
sentences. This table was adapted from Liang et al. (2022). CR=complete response,
PD=progressive disease, PR=partial response, SD=stable disease, TRC=tumor re-
sponse category.

the best conclusions, however, with only small improvements in comparison to the
BERT2BERT+Ext and BERT2BERT+Ptr. The reports with the CR class are handled
well by all models. The variations with randomly selected target sentences for the
extraction approach perform inferior to the ones with Longest-k, however, still superior
to the BERT2BERT baseline.

The accuracies of the factual correctness check are reported in Table 5.5. Except for
the PR class, all accuracies are above 0.7.

Human evaluation

The average scores awarded by the two annotators in the human evaluation for the
three criteria comprehensibility and oncological and non-oncological correctness are
plotted per TRC in Figure 5.5. The ranking results are illustrated in Figure 5.7 and
Figure 5.6. The first one shows the rank stability over different criteria and TRC and
the second one shows the rank distribution for the different criteria and the overall
ranking. The ranking results demonstrate that in the human evaluation, all hybrid
methods perform relatively equally and in the case of the comprehensibility criteria
even better than the reference. The stability of the rank indicates that the reference
represents an upper baseline and the BERT2BERT a lower baseline in the human
evaluation. However, there are also fluctuations visible in the criteria and the TRCs.

In Table 5.6 a full SOR is illustrated along with the reference conclusion. The corre-
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Meric Longest-k Tfidf-Ex TextRank

Rouge-1 41.9 40.6 40.4
Rouge-L 40.8 38.7 39.6

Table 5.3: Recall scores of the ROUGE metrics for the three key sentence extraction
approaches. With the score, the overlap between the references and the extracted
key sentences is measured. The extraction always included the two sentences from
the general information section. The Longest-k method is evaluated using k = 4
since the reference conclusion does not exceed six sentences. This table was adapted
from Liang et al. (2022). ROUGE=Recall-Oriented Understudy for Gisting Evaluation,
TF-IDF=term frequency-inverse document frequency.

Method whole CR PR SD PD

BERT2BERT 36.15 55.27 30.86 32.09 30.93
BERT2BERT+Ext 42.13 58.99 38.19 38.17 36.68
BERT2BERT+Ext (random) 37.27 57.22 31.43 32.71 31.32
BERT2BERT+Ptr 42.25 55.9 38.66 39.88 39.04
BERT2BERT+Ext+Ptr 43.32 57.91 40.15 39.39 38.65
BERT2BERT+Ext+Ptr (random) 42.1 57.37 38.71 39.41 37.81

Table 5.4: ROUGE-1 F1 scores for the different summarization methods on the test
as well as on the subsets of the four TRC. For the BERT2BERT+Ext(+Ptr) methods,
scores are reported in which the sentences are extracted randomly instead of using
the Longest-k method. This table was adapted from Liang et al. (2022). BERT=Bidirec-
tional Encoder Representation from Transformers, CR=complete response, PD=pro-
gressive disease, PR=partial response, ROUGE=Recall-Oriented Understudy for Gist-
ing Evaluation, SD=stable disease, TRC=tumor response category.

sponding generated conclusions of the models with, again, the reference conclusion
are given in Table 5.7.
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Method CR PR SD PD

BERT2BERT 0.78 0.40 0.73 0.75
BERT2BERT+Ext 0.77 0.52 0.72 0.75
BERT2BERT+Ptr 0.78 0.22 0.71 0.75
BERT2BERT+Ext+Ptr 0.76 0.62 0.73 0.79

Table 5.5: Accuracies for the summarization methods and different TRC. This table
was adapted from Liang (2021). CR=complete response, PD=progressive disease,
PR=partial response, SD=stable disease.
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Figure 5.5: Scores assigned during the human evaluation for the reference summaries
and the summaries generated by the different presented methods. The average scores
with their STDs are plotted for the three evaluation criteria and respectively for each
TRC. This figure was adapted from Liang et al. (2022). BERT=Bidirectional Encoder
Representation from Transformers, CR=complete response, PD=progressive disease,
PR=partial response, SD=stable disease.
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Figure 5.6: Rank distribution resulting from the human evaluation for all samples and,
respectively, for each of the three criteria: non-oncological and oncological correctness
and comprehensibility. Visualized is the mean rank of the reference conclusion and the
four generated conclusions. The rank is calculated based on assigned scores. The best
conclusion receives the lowest rank. In case multiple conclusions receive the same
score, they all get the same best rank. The size of the points indicates the number of
times a conclusion reached a rank. The "X" indicates the median rank. The distribution
shows that there is little difference in performance in the human evaluation, with the
reference still outperforming the generated conclusions overall. BERT=Bidirectional
Encoder Representation from Transformers.
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Section Content

General Untersuchungsregion Thorax (CT), Abdomen (CT) Behandlungssituation Ausgangsbefund. Vergle-
ich Letzte Vergleichsuntersuchung: 05.07.2018.

Findings Primärtumor / Lokalrezidiv Soweit messtechnisch erschwert erfassbar progrediente diffus infiltri-
erende Raumforderung des Pankreaskopfs mit Gangstau im Pankreasschwanz und vollständiger
Ummauerung des Truncus coeliacus, mindenstens 180ř Ummauerung der A. liniealis .
Bekannter kompletter Verschluss der extrahepatischen Pfortader und V. mesenteria superior mit
ausgeprägten Kollateralen .
Regionäre Lymphknoten Gering prominenterer vermehrter Lymphknotenbesatz mesenterial, ex-
emplarisch mit einem KAD von 7 mm, zuvor 5 mm (8-137) .
Metastasen Lunge und Pleura: Keine .
Thorakale Lymphknoten und Weichteile: Keine .
Leber: Keine .
Abdominale Lymphknoten und Weichteile: Keine .
Peritoneum: Kein eindeutiger Nachweis einer Peritonealkarzinose, jedoch Infiltration der Mesen-
terialwurzel durch den Primarius und Nachweis geringer freier Flüssigkeit im kleinen Becken .
Skelett: Keine .
Referenzmessungen Keine Referenzmessungen .
Thorax Portsystem in situ .
Kein katheterassoziierter Thrombus .
Abdomen Unveränderte Nebenmilze .
Konstante geringe Cholestase Skelett Im Übrigen ohne besondere Auffälligkeiten .

Conclusion Onkologische Beurteilung Onkologisch Befundkonstanz mit tendenzieller Zunahme der Tumorlast
gegenüber 05.07.2018. Progredient diffus infiltrierende Raumforderung des Pankreaskopfs.
Andere Befunde Keine Angabe.(Progressive diffusely infiltrating mass of the pancreatic head.)

Table 5.6: Anonymized sample SOR with the general information section and the
findings section. The reference conclusion and generated conclusions are given in the
next table. This table was adapted from Liang et al. (2022).
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Methods Generated conclusion

Reference Onkologische Beurteilung Onkologisch Befundkonstanz mit tendenzieller Zunahme der Tumorlast
gegenüber 05.07.2018. Progredient diffus infiltrierende Raumforderung des Pankreaskopfs.
Andere Befunde Keine Angabe.(Progressive diffusely infiltrating mass of the pancreatic head.)

BERT2BERT Onkologische Beurteilung Onkologisch Befundverschlechterung gegenüber dem Ausgangsbefund
vom 11.04.2018 und 12.05.2019. In diesem Zeitraum zunehmende Peritonealkarzinose mit
Ummauerung der VMS, sowie Ummauerung des TCs bei bekanntem Magenkarzinom. Andere
Befunde Keine Angabe.(During this period, increasing peritoneal carcinomatosis with walling of the VMS, as well as
walling of the TC in known gastric carcinoma.)

BERT2BERT+
Ext

Onkologische Beurteilung Onkologisch Befundkonstanz gegenüber 05.07.2018. In diesem
Zeitraum keine wesentliche Änderung des Pankreasschwanzes mit Infiltration der Pfortader
und Ummauerung der Truncus coeliacus, AMS / VMS sowie Arteria hepatica communis durch
die AMS - suspekte Lymphknotenmetastasen. Andere Befunde Keine Angabe.(During this period, no
significant change in the tail of the pancreas with infiltration of the portal vein and walled truncus coeliacus, AMS / VMS and
arteria hepatica communis by the AMS - suspicious lymph node metastases.)

BERT2BERT+
Ptr

Onkologische Beurteilung Onkologische Befundverschlechterung zum 05.07.2018. In diesem
Zeitraum neu aufgetretene Lymphknotenmetastase im Oberbauch mit ausgeprägter Infiltration der
Pfortader und der V. Pankreatitis. Unveränderte Darstellung der bekannten Peritonealkarzinose.
Andere Befunde Keine Angabe.(Newly appeared lymph node metastasis in the upper abdomen during this period with
marked infiltration of the portal vein and pancreatic vein. Unchanged presentation of known peritoneal carcinomatosis. )

BERT2BERT+
Ext+Ptr

Onkologische Beurteilung Onkologisch Befundkonstanz mit tendenzieller Zunahme der Tumorlast
gegenüber 05.07.2018. In diesem Zeitraum moderate Zunahme des Primärtumors im Pankreass-
chwanz. Bekannter Verschluss der extrahepatischen Pfortader und Ummauerung der A. gastrica
sinistra und Infiltration der Pfortader. Andere Befunde Keine Angabe.(Moderate increase in primary tumor
in the pancreatic tail during this period. Known occlusion of the extrahepatic portal vein and walling of the gastrica sinistra artery
and infiltration of the portal vein.)

Table 5.7: Reference conclusions and conclusions generated by the four text summa-
rization methods. The red marked parts for the BERT2BERT show randomly generated
dates. In contrast, the extraction approach and the pointer mechanism generated the
correct date. The green marked parts indicate phrases extracted from the finding
section of the report. This table was adapted from Liang et al. (2022). BERT=Bidirec-
tional Encoder Representation from Transformers.
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5.3 Assessing distributional shifts for text classification

5.3.1 Experiment setup

The performances of TRC classification methods presented in Section 4.3 are applied
to the German radiology reports presented in Section 3.2.2. This section presents
details on the data acquisition as well as the generation of the medical and technical
characteristics of the different corpora. Furthermore, besides information on the
reference annotation and human baseline generation, implementation details on the
evaluation runs, the hyperparameter optimization and the visualization of results are
given.

The report corpora

As described in Section 3.2.2, the original report corpora retrieved from the UKHD,
DKFZ and TKH consist of 14569 reports. Figure 5.8 illustrates in a flowchart the
creation of training and test sets. From the original 13685 SORs, 852 duplicate reports
are removed and another 3180 are omitted because of difficulties to extract the TRC
category using the regex. The remaining 9653 SORs are split into a training set
consisting of 8653 and a test set consisting of 1000 SORs. From the 412 FTORs of
the DKFZ and 472 of the TKH 369 and 433 reports, respectively, created the test set
because some reports are removed due to missing evidence of cancer in patients’
radiologic history or no clear assessment of tumor burden change using short- and
long-term imaging (Fink et al., 2022a).
For the annotations and the application of algorithms, the reports are curated and
preprocessed. Similar to the preprocessing steps in section 5.2.1 the reports are first
split into the three main blocks "general information", "findings" and "conclusion" using
a regex. Furthermore, also with the help of a regex, the TRC from the conclusion of the
SORs is extracted. Patient characteristics like the exam date, age, the number of visits
per patient and sex are given as metadata. In case the sex is not given it is determined
using the library gender-guesser (Gender Guesser, 2023). Additionally, using a regular
expression and a hand-crafted list of diagnosis, the tumor kind and tumor family is
determined. Further preprocessing steps for the algorithms include the removal of
new lines and tabs as well as the tokenization of words, which is necessary for the
TF-IDF-based approaches. For the BERT baseline, the tokenization is done using the
BERT tokenizer, which splits the report into the smallest unit of strings that are known
to its vocabulary. For the TF-IDF-based approaches, the reports are also tokenized
using the BERT tokenizer for consistency reasons, however, coherent snippets are
joined back together to the actual word. In the resulting sequence, punctuation is
removed and words are stemmed. The removal of stop words is a hyperparameter for
the TF-IDF-based approaches.
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Figure 5.8: Flowchart illustrating the study design and the creation of the training and
test sets. This figure was adapted from Fink et al. (2022a). FTOR=free-text-oncology
report, FTOR-DKFZ=free-text-oncology reports from the German Cancer Research
Center, FTORT-TKH=free-text-oncology reports from the Heidelberg Thoracic Clinic,
RECIST=Response evaluation criteria in solid tumors, SOR=Structured Oncology
Report.
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As presented in Section 4.3.1, next to the medical characteristics of the data, the
lexical complexity of the reports is calculated. The complexity is computed for each
set. To get a feeling for the complexity of the medical reports, the same analysis is
applied to three publicly available datasets: WikiLingua (Faisal Ladhak and McKeown,
2020) (#58341), 10k German news articles (Schabus et al., 2017) (#10273) and Swiss
Judgement Predictions (Niklaus et al., 2021) (#45183).

Human annotations

As presented in Sections 4.3.2, reference labels of TRCs for the DKFZ and TKH dataset
were created by two radiologists using the annotation toolkit. For the annotation, the
radiologists were presented with the complete FTOR.

Furthermore, as presented in Section 4.3.3 a human baseline for the classification of
TRC along with a confidence score from a five-point Likert scale was created by seven
annotators with different levels of expertise. This time only the findings section was
presented to the annotators. Screenshots for the creation of the baseline annotations
are presented in the Appendix B.1. In the following, the seven annotators with different
levels of expertise are considered within three groups: Radiologists (Radiolgist 1 and
Radiolgist 2), Medical students (Student 1 and Student 1) and RTs (RT 1, RT 2, RT 3).

The agreement among the human readers for the TRC classification is reported using
the inter-rater reliability metric Cohen’s kappa κ, which is defined as follows (Artstein
and Poesio, 2008):

κ =
Ao −Ae

1 −Ae
(5.1)

with Ao the observed agreement and Ae the expected agreement. Cf. Artstein and
Poesio (2008) for more information. Besides Cohen’s kappa scores, also confusion
matrices for the reference labels are presented in the results, Section 5.3.2.

NLP models

The presented BERT-based method as well as the three feature-based methods are
trained on the 8653 SORs from the UKHD and then evaluated on three test datasets
from UKHD, 1000 test samples, DKFZ 369 test samples and TKH 433 test samples.
During training and testing, the models take as input only the findings section of the
reports. The BERTmodel is implemented using the PyTorch HuggingFace Transformers
library (Wolf et al., 2020) and the feature-based methods are implemented using the
scikit-learn library (Pedregosa et al., 2018). As elaborated in Section 4.3.3, the BERT
model, initialized with the pre-trained weights of the bert-base-german-cased pre-
trained weights (deepset, 2023), are fine-tuned using a weighted cross-entropy on the
logits resulting from the linear classification layer. To increase the generalizability
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and robustness of the algorithms, all models are trained using a 5-fold (k=5) cross-
validation. In detail, for the validation performance, the results of the nth folds are
concatenated to form the validation set consisting of a list of probabilities for each TRC
and sample. During testing each of the five folds creates a prediction and the resulting
probabilities are ensembled (averaged). As described in Section 4.3.4 it is ensured that
the predicted probabilities are calibrated before the predicted TRCs are determined
using the class with the maximum probability. For the generated probabilities from
the BERT model, a temperature scaling introduced by Guo et al. (2017) is applied
and for the feature-based methods, the probabilities are calibrated using the build-in
"CalibratedClassifierCV" (scikit-learn, 2023) from scikit-learn (Pedregosa et al., 2011).
To find the best model settings, an extensive hyperparameter optimization using the
framework Optuna is performed (Akiba et al., 2019; Optuna, 2023). In the hyperpa-
rameter search, in total, 25 runs are executed for the BERT baseline and 250 runs for
the three feature-based methods due to the much shorter training time. The tuned
hyperparameter along with the best settings are illustrated in Table 5.8. A visual
inspection of the hyperparameter optimization is provided in Figure 5.9 featuring
the hyperparameter importance and the hyperparameter relationships. Optuna uses
a functional analysis of variance (fANOVA) (Hutter et al., 2014), to determine the
hyperparameter with the strongest impact on the target metric. The search shows,
that for the BERT models the learning rate has the strongest impact on the model
performances. For the feature-based models, the "min_df" parameter has a strong
importance for all models. Words that have a document frequency strictly lower than
the threshold "min_df" are ignored in the TF-IDF analysis. For the MNB, the additive
smoothing parameter mnb_alpha has the strongest importance.

Combining human- and machine-generated annotations

To evaluate to which extent the human- and machine-generated annotation could be
improved, ensembling techniques over different groups are applied. An ensemble is
created by averaging the confidence assignment of the annotators and the calibrated
probabilities of the NLP models. In the human annotations, a confidence is only
specified to the assigned label, therefore, a probability of zero was assigned to all
remaining classes. The class with the highest probability after the ensembling process
represents the final prediction. In case two classes have the same probability, the
predicted class is randomly assigned to one of those. An ensembling is created across
different subgroups of annotations, which are described in more detail in Section 5.3.2.

Evaluation and statistical tests

All evaluation results of the presented methods are presented in more detail in the next
section. In summary, the TRC classification performance of the machine- and human-
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Figure 5.9: Visualization of the hyperparameter importance and the weighted F1
score as a function of the hyperparameter as provided by Optuna (Akiba et al., 2019).
The importance provided by Optuna using a functional analysis of variance. For
the relationship plots, the three most decisive hyperparameters are depicted. For
BERT, a low enough learning rate is crucial for a well-performing model. This figure
was adapted from Fink et al. (2022a). BERT=Bidirectional Encoder Representation
from Transformers, KNN=K-nearest neighbors. Linear-SVC=Linear Support Vector
Classifier, MNB=Multinomial Naïve Bayes.
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created baselines are reported using weighted recall, precision and F1 scores as well
as accuracy. In addition, for the machine-created baselines, Area under the receiver
operating characteristic curve (AUC) scores are calculated and receiver operating
characteristic (ROC) curves are provided. For a rank-based evaluation and to assign
confidence intervals to the different baselines, a bootstrap resampling with 2000
bootstrap samples is applied (Wiesenfarth et al., 2021; Efron et al., 1994; Efron, 2003).
In detail, for each bootstrap sample, a ranking of the methods considered is created,
which results in a rank distribution of the models’ performances. To evaluate the
calibration of the generated probabilities and to assess to which extent the confidence
scores given by the human annotators are calibrated, the ECEs are reported and the
accuracies for different confidence intervals, M = 5 bins, are plotted. Furthermore,
correlations between different characteristics and metrics are qualitatively analyzed.
Moreover, as described in Section 4.3.4 to qualitatively interpret the results, the
attention weights, and the TF-IDF weights for a few sample reports are colorized.
And for the BERT model, the CLS token representations which are the input for the
classification layer, are visualized using a UMAP projection generated across all test
sets. The embeddings are, respectively, colored with the TRC, token count and test
set.
For all analyses and reported performance presented, different statistical tests are
used to assess the significance of the results. Statistical tests include a t-test for
continuous variables which follow a normal distribution, a MannWhitney U test for
continuous variables which do not follow a normal distribution, a χ2 test for categorical
variables, and an Analysis Of Variance (ANOVA) for more than two categorical groups.
Furthermore, a Tukey’s honestly significant difference (Tukey’s HSD) post hoc analysis
is performed to analyze the variance between two groups.

5.3.2 Results

The report corpora

Table 5.9 gives an overview of the used datasets along with information on the charac-
teristics of the patients. In total, 10455 reports form the final dataset with patients of
an average age of 60±14 years including 5303 reports written for women and 5152
for men. The average number of visits per patient is around 2.2±1.6. In comparison
to the training dataset SORTrain, especially the two test datasets FTOR-DKFZ and
FTORT-TKH differ in terms of the distribution of age, TRCs and tumor families as
indicated by the Pvalues. This stems from the fact that each radiology department
treats only patients in its field of oncologic expertise. Since the SORTest is sampled
from the same pool of reports as the SORTrain, there is no shift recognizable between
the two datasets.
Besides the differences in the medical characteristics of the datasets, the distributional
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Figure 5.10: Complexity measures of the three test datasets in comparison to those of
three open-source German datasets. The shadows indicate the STD. Below the name of
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the radial axis maps the ranges of the lexical complexity to the interval between zero
and one. The number of samples per dataset is given in parenthesis behind the name
of the dataset. This figure was adapted from Fink et al. (2022a). BERT=Bidirectional
Encoder Representation from Transformers, FTOR-DKFZ=free-text-oncology reports
from the German Cancer Research Center, FTORT-TKH=free-text-oncology reports
from the Heidelberg Thoracic Clinic, SOR=Structured Oncology Report, STD=standard
deviation.

shift between the SORs and FTORs becomes apparent when examining the lexical
complexity of the reports. In Table 5.10 the significance in differences is again indi-
cated by the Pvalues in comparison to the SORTrain. Therefore, the reports of the
FTOR-DKFZ are much longer and richer in their complexity indicated by the high
number of unique words and unique bigrams. The FTORT-TKH shows a significantly
higher Yule’s I metric than the other reports, which could be explained by the rela-
tively short, but on-point reports. The higher token type ratio of the FTORT-TKH in
comparison to the FTOR-DKFZ underlines this hypothesis. The introduced BERT split
factor indicates that on average every word in the text needs to be split two and a half
times till the word snippets are part of the vocabulary, determined during pretraining.
Figure 5.10 illustrates the lexical complexity of the reports in comparison to the three
public datasets WikiLingua (#58341), 10k German news articles (#10273) and Swiss
Judgement Prediction (#45183) (cf. Table B.1 in the appendix for the tabular values).
The lower BERT split factor shows that the vocabulary of the other datasets is better
known to the pre-trained BERT model. The higher token type ratio and Yule’s I metric
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Figure 5.11: Confusion matrices resulting from the export annotation of the
FTOR-DKFZ and FTORT-TKH. The two unblinded radiologists (reference raters) as-
signed one of the four TRCs: complete response (CR), partial response (PR), stable
disease (SD), progressive disease (PD) or an unclear label to a report based on the
general information, findings and impression section of the FTORs. For all reports
labeled with an unclear label and for reports of disagreement a subsequent consensus
review was executed by the two readers to create a gold standard with the TRC an-
notation. This figure was adapted from Fink et al. (2022a). CR=complete response,
FTOR-DKFZ=free-text-oncology reports from the German Cancer Research Center,
FTORT-TKH=free-text-oncology reports from the Heidelberg Thoracic Clinic, PD=pro-
gressive disease, PR=partial response, SD=stable disease.

demonstrate the high complexity of the medical reports.

Human annotations

The results of the reference annotations of the two radiologists for the FTOR-DKFZ
and FTORT-TKH yielded a Cohen’s kappa of 0.77 (0.71, 0.82) for the FTOR-DKFZ and
of 0.90 (0.86, 0.93) for the FTORT-TKH. The confusion matrix in Figure 5.11 shows
that most discrepancies occurred for labeling SD and CR (97 out of 118). For, in total,
118 of 802 cases of disagreement a consensus review was executed.

The results of the TRC classification of the seven blinded readers differ strongly
between the two datasets FTOR-DKFZ and FTORT-TKH. Figure 5.13 illustrates in a
heatmap the Cohen’s kappa between the different annotators. The cohen’s kappa
scores are on average lower for the FTOR-DKFZ than for the FTORT-TKH dataset.
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Figure 5.12: Heatmap, reporting the inter-annotator agreement using the Cohen’s
kappa between the seven human annotators (two radiologists, two students and three
RTs). The human annotators were only presented with the general information and the
findings section. This figure was adapted from Fink et al. (2022a). FTOR-DKFZ=free-
text-oncology reports from the German Cancer Research Center, FTORT-TKH=free-
text-oncology reports from the Heidelberg Thoracic Clinic, RT=radiology technologist.
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Figure 5.13: Average confidence of the seven annotators on the FTOR-DKFZ and
FTORT-TKH as a function of the TRCs present in the reports along with the STDs.
CR=complete response, FTOR-DKFZ=free-text-oncology reports from the German
Cancer Research Center, FTORT-TKH=free-text-oncology reports from the Heidelberg
Thoracic Clinic, PD=progressive disease, PR=partial response, SD=stable disease,
RT=radiology technologist, TRC=tumor response category.
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Figure 5.14: Accuracies within binned confidence intervals of the seven annotators on
the FTOR-DKFZ and FTORT-TKH along with a curve representing perfectly calibrated
probabilities. FTOR-DKFZ=free-text-oncology reports from the German Cancer Re-
search Center, FTORT-TKH=free-text-oncology reports from the Heidelberg Thoracic
Clinic, RT=radiology technologist.

While the scores tend to be lower depending on the expertise level of the annotators,
some outlier exists, e.g., between Radiologist 1 and Student 1 as well as Radiologist
1 and RT 1 for the FTORT-TKH. The confidences along with the performances of the
three annotator groups are outlined in Table 5.12. The performance across multiple
annotators or NLP models is calculated using micro-averaging, denoted as "MiA". In
detail, the performance metric is calculated over a concatenated list of labels and
predictions that belong to the annotations of the considered group. Table B.2 in the
appendix, reports the confidences and performances of the single annotators. The
confidences exhibit no significant differences between the two FTORs (Pvalue = 0.26),
however. among the three annotator groups differences are significant (Pvalue < 0.001).
Therefore, the radiologists have the highest confidences, followed by the medical
students and the RTs. For a more fine-grained view, the confidences in dependence
of the TRC are plotted in Figure 5.13. The figure indicates no clear trend of higher
confidence for a certain TRC. Similarly to the confidences, the radiologists achieve
the best F1 Score followed by the students and the RTs, however, the performances
on the FTORT-TKH are better than on the FTOR-DKFZ for all annotator groups. To
which extent the confidences assigned by the different annotators are calibrated on the
two FTOR datasets is illustrated in Figure 5.14. The slightly S-shaped curves indicate
not perfectly calibrated confidences. The ECE losses for all annotators, as well as
machine-based methods, are reported together in Table 5.11.
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Figure 5.15: Average confidence of the four NLP models on the the FTOR-DKFZ,
the FTORT-TKH, the SORTest and the SORTrain as a function of the TRCs present in
the reports along with the STDs. BERT=Bidirectional Encoder Representation from
Transformers, CR=complete response, FTOR-DKFZ=free-text-oncology reports from
the German Cancer Research Center, FTORT-TKH=free-text-oncology reports from the
Heidelberg Thoracic Clinic, KNN=K-nearest neighbors, Linear-SVC=Linear Support
Vector Classifier, MNB=Multinomial Naïve Bayes, NLP=Natural Language Processing,
PD=progressive disease, PR=partial response, SD=stable disease, SOR=Structured
Oncology Report, TRC=tumor response category.
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Figure 5.16: Accuracies within binned confidence intervals of the four NLP models
on the FTOR-DKFZ, the FTORT-TKH, the SORTest and the SORTrain along with a
curve representing perfectly calibrated probabilities. BERT=Bidirectional Encoder
Representation from Transformers, FTOR-DKFZ=free-text-oncology reports from the
German Cancer Research Center, FTORT-TKH=free-text-oncology reports from the
Heidelberg Thoracic Clinic, KNN=K-nearest neighbors, Linear-SVC=Linear Support
Vector Classifier, MNB=Multinomial Naïve Bayes, NLP=Natural Language Processing,
RT=radiology technologist, SOR=Structured Oncology Report, TRC=tumor response
category.
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NLP models runs

In Table 5.13 the performances of the four NLP models on the SORTest and the two
FTORs are reported. The BERT-based model outperforms the conventional NLP by
a big margin on the SORTest and the FTORT-TKH, however, on the FTOR-DKFZ, the
Linear-SVC can reach equal performance. The performance on the FTORs is for all
algorithms significantly lower than on the SORTest underlining the difficulty of the
distributional shift between the datasets. Similar to the human annotations, Figure 5.15
illustrates the confidences of the different NLP models in dependency of the TRC for
the three test datasets. It is noted, that in this case the confidence is determined by
the highest probability for the TRC. Only within a dataset correlation between the
TRC and the confidence might be identifiable. Figure 5.11 illustrates the calibration of
the models. The generated probabilities are relatively well calibrated with exceptions
on the lower and upper probability borders, especially in the case of the FTOR-DKFZ.
In Table 5.11 the corresponding ECE losses are reported.

Combining human- and machine-generated annotations

Figure 5.17 illustrates the performance differences of the plain human- and machine-
based annotations in comparison to those calculated using micro-averaged or created
using ensembling over different subgroups. An ensembling is created among the
annotator groups, RTs, students and radiologists as well as across the two models
BERT and Linear-SVC, since those perform best on the FTOR-DKFZ dataset. The
combination of the BERT and Linear-SVC is denoted as "Machines". Furthermore,
micro-averaged scores are calculated and ensembles are created between the different
human annotations and the machines annotations to see how the machine-generated
annotations could improve those of human annotators. It should be noted that in
the case of micro-averaging, the F1 score is calculated over a concatenated set of
predictions while when using ensembling, the F1 score is directly calculated on
the merged predictions. For this reason, the comparison of the scores might be
questionable. Figure 5.17 shows that ensembling surpasses the reported micro-
averaged scores in most cases and that combining human annotations with machine-
generated annotations, leads mostly to performance improvements for the FTOR-DKFZ,
in contrast to the FTORT-TKH, for which performances losses are observed. A more
detailed interpretation of the results is given in Section 6.3.5.

Evaluation and statistical tests

For a better comparison of the human and machine-based performances Figure 5.18
illustrates the ROC curve for the machine-based methods along with the operating
points for the three annotator groups, respectively, for each TRC and a weighted
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Figure 5.17: Performance differences when ensembling or micro-averaging annota-
tions over different subgroups. Drawn is the F1 score as a function of the annotation
performances of the seven annotators, the Linear-SVC and the BERT model (white
background, light blue markers), along with the micro-averaged performances and
the ensembling performance across the groups RTs, students, radiologists (gray back-
ground, light blue markers). In the plot, the combination of Linear-SVC and the BERT
model is denoted as "Machines". The performances are reported for micro-averaging
or ensembling the two models (gray background, dark blue markers). In addition,
all single and grouped human annotations are combined using micro-averaged or
ensembling with the annotations of the "Machines" (white and gray background, dark
blue markers). Whether the performances are calculated on the plain predictions, the
ensembled predictions, or via micro-averaged is distinguished using different markers.
BERT=Bidirectional Encoder Representation from Transformers, FTOR-DKFZ=free-
text-oncology reports from the German Cancer Research Center, FTORT-TKH=free-
text-oncology reports from the Heidelberg Thoracic Clinic, Linear-SVC=Linear Support
Vector Classifier, RT=radiology technologist.
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Figure 5.18: ROC curves for the BERT model and the Linear-SVC on the three
test datasets along with the operating points for the three annotator groups on
the two FTORs. ROC curves are plotted, respectively, for each TRC along with a
weighted average over all TRCs. This figure was adapted from Fink et al. (2022a).
BERT=Bidirectional Encoder Representation from Transformers, CR=complete re-
sponse, FTOR=free-text-oncology report, FTOR-DKFZ=free-text-oncology reports from
the German Cancer Research Center, FTORT-TKH=free-text-oncology reports from the
Heidelberg Thoracic Clinic, Linear-SVC=Linear Support Vector Classifier, MiA=micro-
averaged (Calculation of metrics over a concatenated list of labels and predictions.),
ROC=receiver operating characteristic, RT=radiology technologist, PD=progressive
disease, PR=partial response, SD=stable disease, TRC=tumor response category.
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average. The corresponding AUC scores are reported in Table 5.14. The scores and
curves indicate that both, humans and machines, have difficulties with the SD class,
whereas the PD class is one of the easiest.

Figure 5.19 illustrates the results of the ranking analysis over all annotators and
machine-based approaches. It clearly shows that the machine-based models cannot
reach the highest human baselines, given by the radiologists and in the case of the
FTORT-TKH by Student 1. Whereas on the FTOR-DKFZ, both, the BERT-based model
and the Linear-SVC outperform the RTs and Student 2, the models are distributed
in the rank among annotators for the FTORT-TKH. The results emphasize again the
almost equal performance of the BERT-based model and the Linear-SVC.

To illustrate a possible use case of the presented methods in clinical practice, timelines
of the tumor-burdon change on a patient level are created and visualized in Figure 5.20.
Along with the change in tumor-burdon of the patient over time, the confidence of the
models at each time point is provided.

Correlations between the performances and properties of the datasets

Figure 5.21 illustrates the human- and machine-based performance in dependency of
the grouped confidence for the averaged confidences of the annotators, the confidences
of the BERT-based model and the confidences of the Linear-SVC. The figure shows
that the performances of the machines and humans correlate with the confidences
of the annotators as well as with the confidences generated by the BERT model.
However, the machine’s and human’s performances do qualitatively not correlate with
the confidences assigned by the Linear-SVC, suggesting that the yielded confidences
of the BERT model are more human-like than those of the Linear-SVC.

The correlations between the performances of the human and machine annotations
in dependency of grouped lexical complexity are illustrated in Figures 5.22 and 5.23.
The figures suggest varying profound correlations between the F1 Scores and the
considered measures. For the FTOR-DKFZ the performance of almost all annotations
decreases with higher word counts, unique words and unique bigrams, only the
radiologists are not influenced by the length of the reports. The effect is almost inverse
(except for the RTs) for the much more concise, highly disease-specific FTORT-TKH, in
which humans and machines profit from longer reports with higher numbers of unique
words and unique bigrams. In addition reports with a high complexity indicated by
high Yule’s I and token type ratio for the FTORT-TKH a visible drop in performance is
recognizable. The effect does not translate to the FTOR-DKFZ. The performance of
BERT does not show a visible performance change with a varying BERT split factor.

A further interesting correlation is how human and machine confidences and perfor-
mances are influenced in case of agreement and disagreement between oncologic and
nononcologic findings. This analysis is only done on the FTORT-TKH. i.e., oncologic
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to nononcologic concordance (agreement) is annotated for the findings increased
pulmonary metastases and increased degenerative changes of the spine in one FTOR,
whereas a discordance (disagreement) is annotated for the findings "decreased pul-
monary metastases and increased degenerative changes of the spine in another FTOR.
Figure 5.24 shows that the confidences of the humans are not significantly different,
in contrast to the machine-generated confidences which show a significant decrease
(Pvalue < 0.0001 and Pvalue < 0.001) in confidence in case the oncologic and nonon-
cologic findings disagree. Figure 5.25 illustrates the F1 Scores in dependency of the
agreement and disagreement of oncologic and nononcologic findings for the machines
and human annotations. Especially, the machine performances strongly decrease in
case of disagreeing oncological and nononcologic findings.

Interpretability and explainability of the models

In terms of interpretability, the attention weights generated by the fine-tuned BERT
model as well as the TF-IDF weights used for the Linear-SVC model are qualitatively
plotted in Figure 5.26 for one sample of the FTORT-TKH. The weights of the five folds
are averaged in the representation and respectively mapped to the interval between
0 and 1. Special tokens such as the CLS token or SEP token of the BERT model are
removed prior to the mapping. In the example, all models predict the wrong TRC.
However, words indicating a certain TRC such as "deutlich weniger (significantly less)"
or "vergößerter lymphknoten (enlarged lymph node)" receive high weights for all
models. The interpretability of the attention weights from BERT is still the subject of
research. To only qualitative assess tendencies in the attentions weights Figure 5.27
illustrates the attention weights towards the CLS token token for the pre-trained model
and, respectively, for the models of the five folds. The illustration shows that attention
weights from the pre-trained model persist in the fine-tuned model in a weakened
form. However, as mentioned above, tokens indicating a certain TRC receive stronger
attention. Furthermore, Figure 5.28 visualizes the CLS token embeddings colorized,
respectively, with the TRC, the token count and the test set. The separation of labels
shows the qualitative learned TRC. The coloring of token counts shows that the vectors,
average for sequences longer than 512 specific subclusters emerged within those the
classification seems to be learned individually. The coloring of the test set shows that
also after fine-tuning the sets differ in their vector representation, complicating the
generalization of the learned model on unseen data.
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Parameter Explanation BERT Linear-SVC KNN MNB

learning_rate Learning rate for the AdamW optimizer 0.000
warmup_steps Number of steps for the warmup phase 50.000
weight_decay Weight decay for the AdamW optimizer 0.099
Max epochs Maximal number of epochs for BERT. The best model of all

epochs is taken for inference.
10.000

C Regularization parameter for the SVC 0.3572
fit_intercept Whether to calculate the intercept for the SVC model True
multi_class Strategy for multi class, here, one-versus-rest ovr
algorithm Algorithm to compute the nearest neighbors, here, brute-

force search
brute

weights Weight function used for the prediction distance
alpha Additive (Laplace/Lidstone) smoothing parameter 0.0293
fit_prior Whether to learn class prior probabilities or not. False
max_df When building the vocabulary ignore terms that have a

document frequency strictly higher than the given threshold
0.9619 0.9382

max_features Build a vocabulary that only consider the top max_features
ordered by term frequency across the corpus.

19664 5277

min_df When building the vocabulary ignore terms that have a
document frequency strictly lower than the given threshold

0.0215 0.0032

ngram_range The lower and upper boundary of the range of n-values for
different n-grams to be extracted.

(1,1) (1,2)

smooth_idf Smooth idf weights by adding one to document frequencies,
as if an extra document was seen containing every term in
the collection exactly once.

FALSE TRUE

stop_words Terms that are ignored for max_df, max-features and min_df TRUE FALSE

Table 5.8: Best hyperparameter settings for the four NLP models after maximizing
the weighted F1 score on the nth validaiton fold using k = 5 folds. The random hyper-
parameter search is executed using the software toolkit Optuna (Akiba et al., 2019)
with 25 trials for BERT and, respectively, 250 trials for the other models. Explanations
for the parameter names can be found in the documentation of scikit-learn (Pedregosa
et al., 2011). BERT is trained using a batch size of 8, an Adam epsilon of 1e-8, and
a maximum number of 10 epochs while using the best model out of all epochs for
testing. This table was adapted from Fink et al. (2022a). BERT=Bidirectional Encoder
Representation from Transformers, KNN=K-nearest neighbors, Linear-SVC=Linear
Support Vector Classifier, MNB=Multinomial Naïve Bayes, NLP=Natural Language
Processing.
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Dataset All All SORs SORTrain SORTest FTOR-DKFZ FTORT-TKH
(#10455) (#9653) (#8653) (#1000) (#369) (#433)

Patients
Age (y)* 61±14 60±14 60±14 60±14 65±15 65±9
P Value vs SORTrain 0.42 <.001 <.001

Sex
Women 5303 (50.7) 4939 (51.2) 4435 (51.3) 504 (50.4) 194 (52.6) 170 (39.3)
Men 5152 (49.3) 4714 (48.8) 4218 (48.7) 496 (49.6) 175 (47.4) 263 (60.7)
P Value vs SORTrain 0.63 0.66 <.001

TRC
PD 2467 (23.6) 2208 (22.9) 1979 (22.9) 229 (22.9) 91 (24.7) 168 (38.8)
SD 4018 (38.4) 3701 (38.3) 3318 (38.3) 383 (38.3) 188 (50.9) 129 (29.8)
PR 942 (9.0) 791 (8.2) 709 (8.2) 82 (8.2) 21 (5.7) 130 (30.0)
CR 3028 (29.0) 2953 (30.6) 2647 (30.6) 306 (30.6) 69 (18.7) 6 (1.4)
P Value vs SORTrain >.99 <.001 <.001

Tumor Families†

Gastrointestinal 2423 (28.6) 2347 (30.8) 2115 (31.0) 232 (29.9) 28 (7.8) 48 (9.5)
Gynecologic 1868 (22.0) 1800 (23.7) 1625 (23.8) 175 (22.6) 62 (17.2) 6 (1.2)
Urogenital 1115 (13.2) 1075 (14.1) 969 (14.2) 106 (13.7) 25 (6.9) 15 (3.0)
Skin 873 (10.3) 781 (10.3) 701 (10.3) 80 (10.3) 92 (25.6)
Lung 477 (5.6) 41 (0.5) 36 (0.5) 5 (0.6) 10 (2.8) 426 (84.4)
Soft tissue 415 (4.9) 409 (5.4) 370 (5.4) 39 (5.0) 6 (1.7)
Head and neck 337 (4.0) 273 (3.6) 245 (3.6) 28 (3.6) 61 (16.9) 3 (0.6)
Liver 254 (3.0) 253 (3.3) 223 (3.3) 30 (3.9) 1 (0.3)
Bone 226 (2.7) 225 (3.0) 199 (2.9) 26 (3.4) 1 (0.3)
Biliary system 192 (2.3) 189 (2.5) 159 (2.3) 30 (3.9) 3 (0.8)
CUP 177 (2.1) 161 (2.1) 143 (2.1) 18 (2.3) 16 (4.4)
Lymphatic 45 (0.5) 14 (0.2) 12 (0.2) 2 (0.3) 24 (6.7) 7 (1.4)
Vascular 30 (0.4) 29 (0.4) 25 (0.4) 4 (0.5) 1 (0.3)
Hematologic 27 (0.3) 6 (0.1) 6 (0.1) 21 (5.8)
Brain 14 (0.2) 5 (0.1) 5 (0.1) 9 (2.5)
P Value vs SORTrain 0.455 <.001 <.001

Table 5.9: Patient characteristics for the different datasets. Reported are frequencies
with percentages in parentheses if not indicated differently. Reports of FTORT-TKH
are from a hospital specializing in chest diseases. In addition, the P Values be-
tween the SORtrain and the three test datasets are reported. This table was adapted
from Fink et al. (2022a). CR=complete response, CUP=cancer of unknown primary,
FTOR-DKFZ=free-text-oncology reports from the German Cancer Research Center,
FTORT-TKH=free-text-oncology reports from the Heidelberg Thoracic Clinic, PD=pro-
gressive disease, PR=partial response, SD=stable disease, SOR=Structured Oncology
Report, TRC=tumor response category.
*Data are means ± SDs
†Since some patients have been diagnosed with tumors from multiple tumor families
the reported number does not sum up to the total number of reports. The reported
percentage is calculated with respect to the total number of identified tumors and as a
function of the total number of reports.
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Dataset All All SORs SORTrain SORTest FTOR-DKFZ FTORT-TKH
Parameters (#10455) (#9653) (#8653) (#1000) (#369) (#433)

Word count 170.4±86.7 165.4±74.6 165.7±74.8 163.0±72.9 347.0±179.0 131.1±39.6
P Value vs SORTrain .27 <.001 <.001
Unique words 123.8±51.2 121.7±47.8 121.9±47.9 120.1±46.7 205.1±81.5 100.8±24.1
P Value vs SORTrain .26 <.001 <.001
Unique bigram 159.7±77.5 155.6±68.6 155.9±68.8 153.2±67.2 306.8±148.0 125.0±36.4
P Value vs SORTrain .25 <.001 <.001
Yule’s I 153.5±48.0 152.3±46.0 152.4±46.0 151.3±46.4 151.6±50.9 182.1±73.7
P Value vs SORTrain .46 .73 <.001
Token type ratio 0.8±0.1 0.8±0.1 0.8±0.1 0.8±0.1 0.6±0.1 0.8±0.1
P Value vs SORTrain .55 <.001 <.001
BERT split factor 2.6±0.2 2.6±0.2 2.6±0.2 2.7±0.2 2.4±0.2 2.4±0.2
P Value vs SORTrain .07 <.001 <.001

Table 5.10: Results of the lexical complexity analysis. Means of the parameters are
reported along with the 95% CI in parentheses. Furthermore, the P Values between the
SORtrain and the three test datasets are reported. This table was adapted from Fink
et al. (2022a). CI=Confidence Interval, FTOR-DKFZ=free-text-oncology reports from
the German Cancer Research Center, FTORT-TKH=free-text-oncology reports from
the Heidelberg Thoracic Clinic, SOR=Structured Oncology Report.

Model FTOR-DKFZ FTORT-TKH SORTest SORTrain

BERT 0.101 0.078 0.026 0.053
KNN 0.049 0.076 0.088 0.049
Linear-SVC 0.064 0.075 0.056 0.051
MNB 0.039 0.050 0.025 0.023
RT 1 0.168 0.297
RT 2 0.096 0.190
RT 3 0.116 0.183
Radiologist 1 0.102 0.181
Radiologist 2 0.131 0.118
Student 1 0.148 0.154
Student 2 0.112 0.130

Table 5.11: Expected Calibration Error (ECE) loss of the four NLP models and the
seven annotators on the three test datasets and the SORTrain. Since no human annota-
tion is executed on the SORs, also no ECE loss is reported for the human annotators on
the SOR data splits. BERT=Bidirectional Encoder Representation from Transformers,
ECE=Expected Calibration Error, FTOR-DKFZ=free-text-oncology reports from the
German Cancer Research Center, FTORT-TKH=free-text-oncology reports from the
Heidelberg Thoracic Clinic, KNN=K-nearest neighbors, Linear-SVC=Linear Support
Vector Classifier, MNB=Multinomial Naïve Bayes, NLP=Natural Language Processing,
SOR=Structured Oncology Report.
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Dataset Annotators Confidence Recall (%) Precision (%) Accuracy (%) F1 Score

FTOR-DKFZ Radiologists
(MiA)

3.92±1.02 73.5 (70.5 ,76.3) 74.2 (71.3 ,77.0) 73.5 (70.5 ,76.3) 0.74 (0.71 ,0.76)

Students
(MiA)

3.58±1.04 68.5 (65.7 ,71.3) 68.8 (65.6 ,71.9) 68.5 (65.7 ,71.3) 0.67 (0.64 ,0.70)

RTs (MiA) 2.86±1.10 58.3 (55.8 ,60.7) 62.8 (59.4 ,66.1) 58.3 (55.8 ,60.7) 0.56 (0.53 ,0.58)

FTORT-TKH Radiologists
(MiA)

4.01±0.93 84.3 (82.2 ,86.3) 85.0 (83.1 ,86.8) 84.3 (82.2 ,86.3) 0.84 (0.82 ,0.86)

Students
(MiA)

3.61±0.84 79.3 (77.1 ,81.4) 81.6 (79.7 ,83.4) 79.3 (77.1 ,81.4) 0.79 (0.77 ,0.81)

RTs (MiA) 2.85±1.06 75.0 (73.0 ,77.1) 75.3 (73.1 ,77.3) 75.0 (73.0 ,77.1) 0.74 (0.72 ,0.76)

FTORs (MiA) Radiologists
(MiA)

3.97±0.97 79.3 (77.5 ,81.0) 79.7 (78.0 ,81.4) 79.3 (77.5 ,81.0) 0.79 (0.78 ,0.81)

Students
(MiA)

3.60±0.94 74.3 (72.6 ,76.1) 74.5 (72.5 ,76.4) 74.3 (72.6 ,76.1) 0.73 (0.72 ,0.75)

RTs (MiA) 2.86±1.08 67.3 (65.7 ,68.8) 66.9 (64.9 ,68.8) 67.3 (65.7 ,68.8) 0.65 (0.63 ,0.67)

Table 5.12: TRC classification results, micro-averaged, for the three human annotator
groups, respectively, on the FTOR-DKFZ and FTORT-TKH and across all FTORs. Re-
ported scores are mean values with 95% CIs in parenthesis unless otherwise noted.
The confidences assigned during annotations are reported as means ± STDs. This
table was adapted from Fink et al. (2022a). CI=Confidence Interval, FTOR=free-text-
oncology report, FTOR-DKFZ=free-text-oncology reports from the German Cancer
Research Center, FTORT-TKH=free-text-oncology reports from the Heidelberg Tho-
racic Clinic, MiA=micro-averaged (Calculation of metrics over a concatenated list of
labels and predictions.), RT=radiology technologist, SOR=Structured Oncology Report,
STD=standard deviation, TRC=tumor response category.
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Dataset Model Confidence Recall (%) Precision (%) Accuracy (%) F1 Score

FTOR-DKFZ BERT 0.79±0.16 69.4 (66.1 ,72.9) 72.4 (68.8 ,76.1) 69.4 (66.1 ,72.9) 0.67 (0.63 ,0.71)
Linear-SVC 0.65±0.14 69.1 (65.6 ,72.4) 67.5 (63.1 ,71.8) 69.1 (65.6 ,72.4) 0.67 (0.63 ,0.70)
KNN 0.53±0.10 49.7 (45.5 ,53.7) 47.0 (43.0 ,51.1) 49.7 (45.5 ,53.7) 0.47 (0.43 ,0.51)
MNB 0.63±0.12 61.2 (57.5 ,65.0) 63.2 (58.9 ,67.3) 61.2 (57.5 ,65.0) 0.59 (0.55 ,0.63)

FTORT-TKH BERT 0.81±0.17 73.0 (69.7 ,76.2) 74.8 (71.7 ,77.9) 73.0 (69.7 ,76.2) 0.72 (0.69 ,0.76)
Linear-SVC 0.71±0.15 63.1 (59.8 ,66.5) 73.5 (70.2 ,76.6) 63.1 (59.8 ,66.5) 0.61 (0.57 ,0.65)
KNN 0.56±0.11 48.6 (45.5 ,52.0) 57.8 (51.1 ,63.8) 48.6 (45.5 ,52.0) 0.42 (0.39 ,0.46)
MNB 0.59±0.12 57.8 (54.7 ,61.0) 65.6 (61.5 ,69.2) 57.8 (54.7 ,61.0) 0.53 (0.50 ,0.57)

SORTest BERT 0.84±0.15 85.2 (83.3 ,86.9) 85.1 (83.2 ,86.9) 85.2 (83.3 ,86.9) 0.85 (0.83 ,0.87)
Linear-SVC 0.73±0.15 78.9 (76.9 ,80.9) 79.0 (76.8 ,81.0) 78.9 (76.9 ,80.9) 0.79 (0.76 ,0.81)
KNN 0.61±0.12 68.7 (66.5 ,70.8) 69.0 (66.4 ,71.4) 68.7 (66.5 ,70.8) 0.68 (0.65 ,0.70)
MNB 0.71±0.14 72.1 (69.9 ,74.4) 71.7 (69.5 ,74.1) 72.1 (69.9 ,74.4) 0.72 (0.70 ,0.74)

FTORs (MiA) BERT 0.80±0.17 71.3 (69.1 ,73.7) 73.6 (71.1 ,76.1) 71.3 (69.1 ,73.7) 0.70 (0.67 ,0.73)
Linear-SVC 0.68±0.15 65.8 (63.5 ,68.2) 68.7 (65.7 ,71.5) 65.8 (63.5 ,68.2) 0.63 (0.61 ,0.66)
KNN 0.55±0.11 49.1 (46.5 ,51.6) 55.3 (50.9 ,59.2) 49.1 (46.5 ,51.6) 0.46 (0.43 ,0.48)
MNB 0.60±0.12 59.4 (56.9 ,61.8) 64.3 (61.3 ,67.1) 59.4 (56.9 ,61.8) 0.56 (0.54 ,0.59)

ALL (MiA) BERT 0.82±0.16 79.0 (77.6 ,80.5) 79.6 (78.1 ,81.0) 79.0 (77.6 ,80.5) 0.79 (0.77 ,0.80)
Linear-SVC 0.71±0.15 73.1 (71.6 ,74.6) 74.4 (72.8 ,76.1) 73.1 (71.6 ,74.6) 0.72 (0.71 ,0.74)
KNN 0.58±0.12 59.9 (58.3 ,61.5) 61.6 (59.4 ,63.7) 59.9 (58.3 ,61.5) 0.58 (0.56 ,0.59)
MNB 0.66±0.14 66.4 (64.8 ,68.0) 67.1 (65.2 ,68.9) 66.4 (64.8 ,68.0) 0.65 (0.64 ,0.67)

Table 5.13: TRC classification results of the four NLP models, respectively, on the
FTOR-DKFZ and FTORT-TKH, across all FTORs and on the SORTest

2. Reported scores
are mean values with 95% CIs in parenthesis unless otherwise noted. The reported
confidences, representing the highest probability assigned to a TRC class, are reported
as means ± STDs. This table was adapted from Fink et al. (2022a). BERT=Bidirectional
Encoder Representation from Transformers, CR=complete response, FTOR=free-text-
oncology report, FTOR-DKFZ=free-text-oncology reports from the German Cancer
Research Center, FTORT-TKH=free-text-oncology reports from the Heidelberg Tho-
racic Clinic, KNN=K-nearest neighbors, Linear-SVC=Linear Support Vector Classifier,
MiA=micro-averaged (Calculation of metrics over a concatenated list of labels and
predictions.), MNB=Multinomial Naïve Bayes, NLP=Natural Language Processing,
PD=progressive disease, PR=partial response, SD=stable disease, SOR=Structured
Oncology Report, TRC=tumor response category.
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Figure 5.19: Rank distributions of the seven human annotators and the four NLP
models on the FTOR-DKFZ and FTORT-TKH. The methods are ranked respectively
within each bootstrap sample with the best methods having the lowest rank. The
human and machine models are differentiated by two different colors. The size of
the points indicates the percentage of how often a method reached a rank among
the 2000 bootstrap samples. The "X" indicates the median rank. of the methods.
BERT=Bidirectional Encoder Representation from Transformers, FTOR-DKFZ=free-
text-oncology reports from the German Cancer Research Center, FTORT-TKH=free-
text-oncology reports from the Heidelberg Thoracic Clinic, Linear-SVC=Linear Support
Vector Classifier, NLP=Natural Language Processing, RT=radiology technologist.
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Figure 5.20: Exemplary longitudinal representation of the oncologic course for
six different patients using the TRCs, predicted by the BERT model. In addition,
the confidence of the prediction, corresponding to the probability assigned to the
predicted TRC, is reported using a bar plot. Wrong predictions are marked in red.
Furthermore, the per-patient accuracy in the TRC classification is reported. This figure
was adapted from Fink et al. (2022a). BERT=Bidirectional Encoder Representation
from Transformers, CR=complete response, PD=progressive disease, PR=partial
response, SD=stable disease, TRC=tumor response category.
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Dataset Model CR PD PR SD weighted

FTOR-DKFZ BERT 0.77 (0.77,0.78) 0.93 (0.93,0.93) 0.82 (0.82,0.82) 0.76 (0.76,0.76) 0.81 (0.81,0.81)
Linear-SVC 0.83 (0.83,0.83) 0.93 (0.93,0.93) 0.84 (0.84,0.84) 0.78 (0.78,0.78) 0.83 (0.83,0.83)

FTORT-TKH BERT 0.96 (0.96,0.96) 0.94 (0.94,0.94) 0.93 (0.93,0.93) 0.85 (0.85,0.85) 0.91 (0.91,0.91)
Linear-SVC 0.77 (0.76,0.77) 0.91 (0.91,0.91) 0.90 (0.90,0.90) 0.80 (0.80,0.80) 0.87 (0.87,0.87)

SORTest BERT 0.98 (0.98,0.98) 0.98 (0.97,0.98) 0.95 (0.95,0.95) 0.92 (0.92,0.92) 0.95 (0.95,0.95)
Linear-SVC 0.97 (0.97,0.97) 0.96 (0.96,0.96) 0.94 (0.94,0.94) 0.88 (0.88,0.88) 0.93 (0.93,0.93)

Table 5.14: AUCs scores of the BERT model and the Linear-SVC on the three test
datasets, respectively, for each TRC along with the AUC score below the curve,
weighted across all TRC. AUC=Area under the receiver operating characteristic
curve, BERT=Bidirectional Encoder Representation from Transformers, CR=complete
response, FTOR-DKFZ=free-text-oncology reports from the German Cancer Research
Center, FTORT-TKH=free-text-oncology reports from the Heidelberg Thoracic Clinic,
Linear-SVC=Linear Support Vector Classifier, PD=progressive disease, PR=partial
response, SD=stable disease, TRC=tumor response category.
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Figure 5.21: Weighted F1 scores of the BERT model, the Linear-SVC and the three
annotators groups as a function of grouped confidence intervals of the annotators
and two NLP models. For each subgroup, the lower and upper quartile, and the
median position of the weighted F1 scores are illustrated. For the annotator groups,
the performances of the individual annotators are aggregated using micro-averaging.
The confidence groups are created by equal-sized bins of confidences. The anno-
tator confidences are averaged across all the confidences assigned by the human
annotators. This figure was adapted from Fink et al. (2022a). BERT=Bidirectional
Encoder Representation from Transformers, FTOR-DKFZ=free-text-oncology reports
from the German Cancer Research Center, FTORT-TKH=free-text-oncology reports
from the Heidelberg Thoracic Clinic, Linear-SVC=Linear Support Vector Classifier,
NLP=Natural Language Processing, RT=radiology technologist.
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Figure 5.22: Weighted F1 scores of the BERT model, the Linear-SVC and the three
annotators groups as a function of the lexical complexity for the FTOR-DKFZ dataset.
The three bins per complexity parameter are equally sized. The border of the bins
is indicated below the name of the respective bin. The weighted F1 score is cal-
culated within each bin and plotted on the radial axis. For the annotator groups,
the performances of the individual annotators are aggregated using micro-averaging.
Shadows indicate the 95% CI. This figure was adapted from Fink et al. (2022a).
BERT=Bidirectional Encoder Representation from Transformers, CI=Confidence Inter-
val, FTOR-DKFZ=free-text-oncology reports from the German Cancer Research Center,
Linear-SVC=Linear Support Vector Classifier, MiA=micro-averaged (Calculation of
metrics over a concatenated list of labels and predictions.), RT=radiology technologist.
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Figure 5.23: Weighted F1 scores of the BERT model, the Linear-SVC and the three an-
notators groups as a function of the lexical complexity for the FTORT-TKH dataset. The
three bins per complexity parameter are equally sized. The border of the bins is indi-
cated below the name of the respective bin. The weighted F1 score is calculated within
each bin and plotted on the radial axis. For the annotator groups, the performances of
the individual annotators are aggregated using micro-averaging. Shadows indicate the
95% CI. This figure was adapted from Fink et al. (2022a). BERT=Bidirectional Encoder
Representation from Transformers, CI=Confidence Interval, FTORT-TKH=free-text-
oncology reports from the Heidelberg Thoracic Clinic, Linear-SVC=Linear Support
Vector Classifier, MiA=micro-averaged (Calculation of metrics over a concatenated
list of labels and predictions.), RT=radiology technologist.
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Figure 5.24: Confidences of the BERT model, the Linear-SVC and the three annota-
tors groups as a function of the concordance of oncologic and nononcologic findings
described in the FTORT-TKH. For the three annotator groups, the reported confi-
dences are averages. The difference in confidences for the radiologists is slightly
significant (Pvalue < 0.0001 and Pvalue < 0.001), whereas, between the confidences
of the annotators, no significant difference is present. This figure was adapted
from Fink et al. (2022a). BERT=Bidirectional Encoder Representation from Trans-
formers, FTORT-TKH=free-text-oncology reports from the Heidelberg Thoracic Clinic,
Linear-SVC=Linear Support Vector Classifier, RT=radiology technologist.
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Figure 5.25: Weighted F1 scores of the BERT model, the Linear-SVC and the three
annotators groups as a function of the concordance of oncologic and nononcologic
findings described in the FTORT-TKH. For each subgroup, the lower and upper quartile,
and the median position of the weighted F1 scores are illustrated. For the annotator
groups, the performances of the individual annotators are aggregated using micro-
averaging. This figure was adapted from Fink et al. (2022a). BERT=Bidirectional
Encoder Representation from Transformers, FTORT-TKH=free-text-oncology reports
from the Heidelberg Thoracic Clinic, Linear-SVC=Linear Support Vector Classifier,
RT=radiology technologist.
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BERT
Label: PD
Prediction: PR

auswartige voruntersuchung vom 11 . 05 . 2017 . verlauf zunehmende tumorose pleuraverdickung links : auf
hohe des aortenbogens 19 mm ( loc - 248 ) / auf hohe des truncus pulmonalis ca . 22 mm ( loc - 274 ) / ventral
des herz apex 32 mm ( loc - 338 ) / paravertebral auf hohe von bwk 9 2 cm ( loc - 356 ) . dorsobasal findet sich
auch eine kleine pleurale ergussansammlung deutlich weniger als in der voruntersuchung . die vergroßerten
lymphknoten im aortopulmonalen fenster ( position 5 / loc - 114 ) sind nicht mehr von der pleuralen tumormasse
nicht mehr sicher abgrenzbar . daruber hinaus kein nachweis pathologisch vergroßerter lymphknoten axillar
mediastinal oder hilar . kein nachweis einer lungenarterienembolie . kein nachweis suspekter lasionen der
parenchymatosen oberbauchorgane .

Linear SVC
Label: PD
Prediction: SD

auswartige voruntersuchung vom 11 . 05 . 2017 . verlauf zunehmende tumorose pleuraverdickung links : auf
hohe des aortenbogens 19 mm ( loc - 248 ) / auf hohe des truncus pulmonalis ca . 22 mm ( loc - 274 ) / ventral
des herz apex 32 mm ( loc - 338 ) / paravertebral auf hohe von bwk 9 2 cm ( loc - 356 ) . dorsobasal findet sich
auch eine kleine pleurale ergussansammlung deutlich weniger als in der voruntersuchung . die vergroßerten
lymphknoten im aortopulmonalen fenster ( position 5 / loc - 114 ) sind nicht mehr von der pleuralen tumormasse
nicht mehr sicher abgrenzbar . daruber hinaus kein nachweis pathologisch vergroßerter lymphknoten axillar
mediastinal oder hilar . kein nachweis einer lungenarterienembolie . kein nachweis suspekter lasionen der
parenchymatosen oberbauchorgane .

KNN
Label: PD
Prediction: SD

auswartige voruntersuchung vom 11 . 05 . 2017 . verlauf zunehmende tumorose pleuraverdickung links : auf
hohe des aortenbogens 19 mm ( loc - 248 ) / auf hohe des truncus pulmonalis ca . 22 mm ( loc - 274 ) / ventral
des herz apex 32 mm ( loc - 338 ) / paravertebral auf hohe von bwk 9 2 cm ( loc - 356 ) . dorsobasal findet sich
auch eine kleine pleurale ergussansammlung deutlich weniger als in der voruntersuchung . die vergroßerten
lymphknoten im aortopulmonalen fenster ( position 5 / loc - 114 ) sind nicht mehr von der pleuralen tumormasse
nicht mehr sicher abgrenzbar . daruber hinaus kein nachweis pathologisch vergroßerter lymphknoten axillar
mediastinal oder hilar . kein nachweis einer lungenarterienembolie . kein nachweis suspekter lasionen der
parenchymatosen oberbauchorgane .

MNB
Label: PD
Prediction: SD

auswartige voruntersuchung vom 11 . 05 . 2017 . verlauf zunehmende tumorose pleuraverdickung links : auf
hohe des aortenbogens 19 mm ( loc - 248 ) / auf hohe des truncus pulmonalis ca . 22 mm ( loc - 274 ) / ventral
des herz apex 32 mm ( loc - 338 ) / paravertebral auf hohe von bwk 9 2 cm ( loc - 356 ) . dorsobasal findet sich
auch eine kleine pleurale ergussansammlung deutlich weniger als in der voruntersuchung . die vergroßerten
lymphknoten im aortopulmonalen fenster ( position 5 / loc - 114 ) sind nicht mehr von der pleuralen tumormasse
nicht mehr sicher abgrenzbar . daruber hinaus kein nachweis pathologisch vergroßerter lymphknoten axillar
mediastinal oder hilar . kein nachweis einer lungenarterienembolie . kein nachweis suspekter lasionen der
parenchymatosen oberbauchorgane .
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Figure 5.26: Visualization of token importance on a sample findings section of a
FTORT-TKH for the four NLP models. For the three TF-IDF-based models the TF-IDF
weights of the tokens are colorized in green. The stronger the tokens are colored,
the stronger their importance. Tokens with a white background are not part of the
maximum number of tokens considered in the TF-IDF analysis. For the BERT model
the attention weights, averaged over all layers and heads are visualized. The mini-
mum and maximum token importance is mapped into the interval between zero and
one per finding. On the left, the name of the model and the reference label along
with the predicted label are reported. BERT=Bidirectional Encoder Representation
from Transformers, FTORT-TKH=free-text-oncology reports from the Heidelberg Tho-
racic Clinic, KNN=K-nearest neighbors, Linear-SVC=Linear Support Vector Classifier,
MNB=Multinomial Naïve Bayes, NLP=Natural Language Processing, PD=progressive
disease, PR=partial response, SD=stable disease, TF-IDF=term frequency-inverse
document frequency.
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lymphknoten im aortopulmonalen fenster ( position 5 / loc - 114 ) sind nicht mehr von der pleuralen tumormasse
nicht mehr sicher abgrenzbar . daruber hinaus kein nachweis pathologisch vergroßerter lymphknoten axillar
mediastinal oder hilar . kein nachweis einer lungenarterienembolie . kein nachweis suspekter lasionen der
parenchymatosen oberbauchorgane .
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Prediction: SD
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lymphknoten im aortopulmonalen fenster ( position 5 / loc - 114 ) sind nicht mehr von der pleuralen tumormasse
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mediastinal oder hilar . kein nachweis einer lungenarterienembolie . kein nachweis suspekter lasionen der
parenchymatosen oberbauchorgane .
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Figure 5.27: Visualization of token importance on a sample findings section of a
FTORT-TKH for the BERT models trained on the k = 5 training folds along with the
token importance of a completely untrained model. For the BERT model the attention
weights, averaged over all layers and heads are visualized. The minimum and maximum
token importance is mapped into the interval between zero and one per finding. On
the left, the name of the model and the reference label along with the predicted label
are reported. The predicted TRC varied for the generated folds. BERT=Bidirectional
Encoder Representation from Transformers, FTORT-TKH=free-text-oncology reports
from the Heidelberg Thoracic Clinic, PD=progressive disease, PR=partial response,
SD=stable disease, TRC=tumor response category.
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Figure 5.28: Visualizations of the CLS token embeddings using UMAP projections
on the three test datasets. The embeddings are colorized respectively with their
TRC, their token count, and their corresponding test set. CLS token=Classifier token,
FTOR-DKFZ=free-text-oncology reports from the German Cancer Research Center,
FTORT-TKH=free-text-oncology reports from the Heidelberg Thoracic Clinic, PD=pro-
gressive disease, PR=partial response, SD=stable disease, SOR=Structured Oncology
Report, TRC=tumor response category, UMAP=Uniform Manifold Approximation and
Projection.
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5.4 Manual data annotation and tagging for medical im-
ages

5.4.1 Experiment setup

The implementation of the manual data annotation is evaluated based on four cases
which are identified based on projects that use the Kaapana toolkit such as the JIP
and RACOON. All use cases are executed on a locally running Kaapana platform. It
is thereby ensured that the desired applications are technically feasible within the
projects JIP and RACOON.

Use case 1 – Curating a cohort selection which was created based on DICOM
metadata: A basic requirement for the development of good performing machine
learning models is the quality of the training and validation data. Due to the huge
variety of medical images inside clinical centers, a DICOM metadata query alone often
includes samples that are not suitable for the application of medical image analysis
algorithms. This use case enables the removal of those samples.

Use case 2 – Correcting falsy DICOMmetadata: As pointed out in the introduction,
the DICOM standard helps a lot when working with medical image data. However,
despite the standard, not all metadata are always reliable. For this reason, a manual
correction of that metadata is needed, which is evaluated in this use case.

Use case 3 – Adding free text to a DICOM image: Some medical imaging applica-
tions require further input in the form of free text such as image-to-text generation or
text-to-image grounding.

The presented implementation for manual data annotation and tagging is part of the
open-source project Kaapana (Scherer et al., 2023).

5.4.2 Results

In the following, the detailed steps of the different use cases are described. The use
case descriptions are copied verbatim from Kades et al. (2022a) and in some cases
slightly adapted.

Use case 1 – Curating a cohort selection which was created based on DICOM
metadata: In this scenario, the platform user uses Kaapana’s meta-dashboard to
pre-define the desired cohort based on DICOM metadata. When sending the data to
Doccano, they are prompted with an input screen where they can indicate that they
want to create a classification project. In the next step, the user switches to Doccano,
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Figure 5.29: Screenshot of the tagging process within Kaapana. The screenshot
shows how the OHIF viewer is included in the Doccano classification view, which
itself is embedded on the landing page of Kaapana. Instead of a text sample, the
OHIF view of DICOM image corresponding to a specific study is placed in the middle
of the screen. The assigned tags are visible at the top. This figure was adapted
from Kades et al. (2022a) with permission of Springer. DICOM=Digital Imaging and
Communications in Medicine, Kaapana=Kaapana is an open-source toolkit for the
state-of-the-art platform provisioning in the field of medical data analysis, OHIF=Open
Health Imaging Foundation.

creates the necessary labels, e.g. a valid and an invalid image label, and assigns the
labels to the corresponding images. Thanks to the keyboard shortcuts, only two clicks
are required per image. After reviewing all images, the user can send the results
back to Airflow, where the tags are added to the DICOM images. Figure 5.29 shows
a screenshot of how tagging an image within the platform looks like (Kades et al.,
2022a).

Use case 2 – Correcting falsy DICOM metadata: As in use case 1, the user
can use the Kibana meta-dashboard to select images to edit and send the data to
Doccano, specifying which DICOM tags to edit. A sequence-to-sequence project is
created in Doccano. In the upper area, the user sees the image, and in the lower
area, the specified DICOM tags that they can edit. Thanks to Doccano’s user-friendly
implementation, these steps can be performed with just a few clicks per sample. After
completing the corrections on all DICOM images, they can save the corrections by
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triggering a workflow in Airflow that changes the DICOM metadata as specified in
Doccano (Kades et al., 2022a).

Use case 3 – Adding free text to a DICOM image: Also in this use case, the user
can define their cohort on the meta dashboard and send the data to Doccano. As in
use case 2, a sequence-to-sequence project is created. The user can now add multiple
diagnoses to the DICOM image. As before, the number of clicks is negligible compared
to the time it takes to write the diagnosis. When finished, they can send the data back
to Airflow where the diagnosis will be written to an appropriate DICOM tag (Kades
et al., 2022a).
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5.5 Real-world federated learning for the task of image
segmentation

5.5.1 Experiment setup

The implementation presented in Section 4.5 to enable real-world federated learning
for the nnU-Net is evaluated on the multi-site prostate MRI segmentation dataset.
The implementation includes adjustments to the backend, the frontend, the local
workflow and the nnU-Net itself. Besides the creation of a baseline by applying the
implementation on the multi-site dataset, the results also demonstrate the feasibility
of training the nnU-Net in a federated way, using the building blocks presented in
Section 4.5. As an additional reference, the locally running implementation of the
nnU-Net workflow in Kaapana is introduced in Section 3.1.2.

The multi-site prostate MRI segmentation dataset, introduced in detail in Section 3.2.3,
consists of data from six different institutions with varying numbers of cases and
acquisition protocols (Kades et al., 2022b; Liu et al., 2020a,b). In a preprocessing step,
similar to Liu et al. (2020a), Liu et al. (2021) and Gu et al. (2021a), the PZ and CG
segmentations of the RUNMC (Site A) and BMC (Site B) datasets are merged to work
with a consistent reference definition across all sites (Kades et al., 2022b).

The experiments

Two different kinds of experiments are executed to benchmark the performance
of differently trained nnU-Nets. All experiments are executed on six independent
Kaapana instances which serve as clients during training. The federation and execution
of the training are coordinated by an additional central Kaapana instance.

In the first experiment ("seen" setup), the datasets on each site are split into a training
(70%) and test set (30%), respectively. The scenario is motivated by projects like
RACOON featuring a high heterogeneity of image data, in which one aims to train an
accurate model that performs equally well on all sites including the site(s) on which it
was trained on. Table B.3 in the Appendix B.2 lists the identifier of the cases of each
site for reproducibility and benchmarking. It has to be noted that in contrast to Jiang
et al. (2022), the datasets are split on case- instead of slice-level. Moreover, in contrast
to Gu et al. (2021a), no validation split is used (Kades et al., 2022b).

The idea behind the second experiment ("unseen" setup) is to evaluate the domain gen-
eralizability and robustness of the trained models toward sites that do not participate
in the training. In those experiments, the leave-one-domain-out strategy applied by Liu
et al. (2020a, 2021); Gu et al. (2021a) is adopted, in which the training is executed on
K-1 seen sites and tested on the complete dataset of the omitted unseen target site. In
contrast to Gu et al. (2021a), all cases of the unseen site are used for testing and no
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extra validation split of the unseen site is used to optimize the model.

Training of the nnU-Net

In all experiments, the nnU-Net is trained using different methods. The upper baseline
method is a centralized training (denoted as "DeepAll") in which the nnU-Net is trained
on all source domains combined. Additional baselines are created by training nnU-Nets
on every single site independently, denoted as "Intra-site", as well as by ensembling
the softmax predictions of the single-site trained models during testing, denoted as
"Ensemble". For the leave-one-out experiments, ensembling is only applied to the
models of the source domains. The final method is the federated training of the
nnU-Net, denotes as "Federated". Existing works (Liu et al., 2020a; Jiang et al., 2022;
Gu et al., 2021a) only trained 2D segmentation models due to the large variance in slice
thickness between the different sites. In this work, 2D- and 3D-full-resolution model
architectures are evaluated. All training runs are executed neither with a validation
set nor with cross-validation, to keep the overall computational costs low and to train
with as many cases as possible. By running preliminary single-site experiments, it is
ensured that the models do not over- or underfit during training. All models are trained
for 500 epochs with respectively 250 batches per epoch. The trained model is then
used for testing. We did not tune any nnunet-specific hyperparameters, since those
are either hard-coded or dynamically determined by the nnU-Net based on heuristics
rules and the "dataset fingerprint". More information on how the hyperparameters are
configured in the nnU-Net are given in Isensee et al. (2021).

For the federated training of the nnU-Net the FedAvg algorithm (Brendan McMahan
et al., 2016) is adopted and model updates are averaged after each epoch:

w(t+1) =

K∑
k=1

w
(t+1)
k

K
, (5.2)

with w the parameters of the model, t the timestep, and the sum going over the number
of participating clients K. To avoid biasing the optimization towards a particular site
during training, the contributions of each client are weighted equally. This is done
similarly in the ensembling method, but differently for the centralized method in
which batches are sampled randomly from all available cases during training without
considering the partitioning into sites. During training, a sum of cross-entropy and
DICE loss is optimized. During testing, the performance is measured using the DICE
score and the ASD. For reproducibility and the application of the presented methods,
all implementations are available in the open-source project Kaapana (Scherer et al.,
2023).
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Table 5.15: DICE (%) and ASD (mm) scores for all experiments, along with scores
reported in works for existing methods. The last two columns report the scores and
ranks, when averaged over the sites. Below the name of the dataset, the total number
of cases per dataset is reported. Note that for the "seen" experiments, the test set
includes 30% of all cases, whereas, in the "unseen" experiments, all cases are used for
testing. The best scores for nnU-Net are marked as bold, and the best overall scores
are underlined. This table was adapted from Kades et al. (2022b) with permission of
Springer. DICE=Sørensen-Dice coefficient, nnU-Net=no new net U-Net.

Dataset RUNMC BMC I2CVB UCL BIDMC HK Average Rank
Setup Algorithm # 30 # 30 # 19 # 13 # 12 # 12

Seen DCA-Net (Gu et al., 2021b) 91.83 0.72 91.59 0.81 89.93 0.77 91.99 0.64 90.68 0.93 90.57 0.82 90.93 0.78

2D Intra-site 87.74 0.79 91.14 0.72 81.12 2.05 88.06 0.82 69.83 2.35 85.11 1.08 83.83 1.30 5.05
DeepAll 88.55 0.73 91.04 0.73 79.21 2.32 90.14 0.67 80.98 1.58 89.46 0.71 86.57 1.12 3.67
Federated 88.27 0.77 90.88 0.70 84.50 2.00 90.59 0.61 78.01 1.62 88.97 0.77 86.87 1.08 3.72

3D Ensemble 87.48 0.92 86.27 3.46 48.28 20.93 88.02 0.88 58.32 15.54 82.51 8.00 75.15 8.29 6.12
Intra-site 89.58 0.78 90.46 0.74 83.64 2.14 88.19 1.25 73.95 40.65 84.96 1.01 85.13 7.76 4.07
DeepAll 90.00 0.67 91.57 0.64 82.27 2.14 90.02 0.70 87.64 1.26 90.49 0.66 88.66 1.01 2.78
Federated 89.96 0.69 91.50 0.61 84.50 1.95 90.16 0.63 87.70 1.28 90.99 0.62 89.14 0.96 2.60

Unseen SAML (Liu et al., 2020a) 89.66 1.38 87.53 1.46 84.43 2.07 88.67 1.56 87.37 1.77 88.34 1.22 87.67 1.58
ELCFS (Liu et al., 2021) 90.19 87.17 85.26 88.23 83.02 90.47 87.39
DCA-Net (Gu et al., 2021b) 90.61 1.12 88.31 1.14 84.89 1.76 89.22 1.09 86.78 1.58 89.17 1.02 88.16 1.29

2D DeepAll 84.89 1.37 83.10 1.26 71.17 4.54 85.88 1.04 74.18 4.73 86.24 1.20 80.91 2.36 3.22
Federated 85.84 1.11 81.96 1.33 76.52 4.52 84.94 1.53 73.19 2.56 86.09 1.03 81.42 2.01 3.18

3D Ensemble 76.53 38.57 84.99 2.25 49.14 37.49 84.34 16.68 72.15 18.96 85.81 5.72 75.49 19.95 3.56
DeepAll 83.97 4.91 80.37 16.77 58.45 24.77 85.59 8.34 78.98 25.48 89.24 1.47 79.43 13.62 2.78
Federated 85.01 3.65 85.36 8.05 67.63 16.34 86.97 1.78 81.95 21.16 88.51 1.86 82.57 8.81 2.25

5.5.2 Results

Feasibility of training the nnU-Net in a federated way

Figure 5.30 illustrates how the nnU-Net can be trained federated over multiple epochs
using the building blocks that were added to Kaapana. The figure describes all
steps as well as client-central communication during training in detail. Before any
communication between the central instance and the client instances is possible, the
instances must be connected by registering each other with individual authentication
tokens. For the federated training, at the central instance, a job is submitted which
triggers the nnU-Net federated DAG. Within the DAG, jobs are submitted to be
executed on the participating client sites (1./7....). The client sites ask the central site
periodically if a new job is available and fetches any new jobs to their site (3./9....),
which triggers then locally the nnU-Net training DAG. This DAG contains in principle
preprocessing steps, an operator for the actual training as well as postprocessing steps.
In the initial preparation round, only the preprocessing of the nnU-Net training DAG is
executed, which generates a fingerprint of the local datasets. This fingerprint is then
shared with the central instance using a post-hook at the operator, which uploads a
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Figure 5.30: Overview of the federated nnU-Net training using Kaapana. The central
instance on the left side consists of a federated backend, MinIO and, the nnU-Net
federated operator. The client instances on the right side consists also of the federated
backend, which is responsible to trigger the client nnU-Net training DAGs. The
nnU-Net training DAGs is represented by a simplified version of the actual training
DAG, which consists of more than three operators. The yellow boxes correspond to
Airflow DAGs with their operators. All dark blue boxes describe the pre- or post-
hooks of the operators. The numbers indicate the order of processes during federated
learning. This figure was adapted from Kades et al. (2022b) with permission of Springer.
DAG=Directed Acyclic Graph, Kaapana=Kaapana is an open-source toolkit for the
state-of-the-art platform provisioning in the field of medical data analysis, MinIO=High
Performance Object Storage, nnU-Net=no new net U-Net.
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Figure 5.31: Distribution of DICE scores for the different algorithms and datasets.
For each site, the lower and upper quartile, and the median position is illustrated. The
shape of the distribution is visualized by the black points and the whiskers. The white
boxes indicate mean DICE scores. The results of the 2D and 3D nnU-Net architectures
are illustrated on the left and right sides. The results of the "seen" and "unseen"
experiments are at the top and bottom of the figure. For the 2D experiments, it is
not possible to include the ensembled performance, since not all single-site trained
models are able to generate a valid prediction on the test images. The figures show
that the algorithms struggle with some outliers, especially, in the "unseen" experiment.
Furthermore, the variance in the DICE scores varies is different from site to site,
indicating the diversity of data per site. This figure was adapted from Kades et al.
(2022b) with permission of Springer. DICE=Sørensen-Dice coefficient, nnU-Net=no
new net U-Net.
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tape archive (TAR) archive object to the MinIO object storage using a pre-signed URL
that it received with the job (5.). It is worth noting that all requests to MinIO need
to pass the federated backend first since the MinIO endpoints are not white-listed
for external communication. In the central instance, the collected fingerprints are
merged into one fingerprint, describing all datasets of the participating sites (6.). In
the next round, the fingerprint computed in the central instance is downloaded by a
pre-hook of the preprocessing operator (11.). In the preprocessing operator, the data
is preprocessed and the plan for the nnU-Net architecture is created. Using the same
fingerprint at all client sites ensures that all clients configure the same preprocessing
pipeline and model architecture. Once the image data is preprocessed, the weights
and biases of the nnU-Net model are initialized with the nnU-Net training operator and
uploaded to the central instance (12.). In the central instance, the model weights and
biases are averaged using the FedAvg method (13.) and the first training round for the
client sites is triggered. For the following training rounds, the procedure is the same:
First, the preprocessed data from the previous run are copied using a pre-hook of the
preprocessing operator into the current working directory of the DAG run. Second, the
averaged model is downloaded by a pre-hook from the central instance to the client
instance and then used for training for the duration of one epoch in nnU-Net training
operator. In a post-hook, the model is compressed again into a TAR archive object and
uploaded to the central instance to be combined again with the other models. After
training for 500 epochs, the averaged model is downloaded. In a postprocessing step,
the trained model is stored on the local instances and training reports are generated.

Experiment results

Table 5.15 shows results for both, "seen" and "unseen", setups. It reports the DICE (%)
and the ASD (mm) on the respective test datasets for the 2D and 3D–fullres nnU-Net
models, trained using Intra-site, Ensemble, DeepAll and Federated approaches. Addi-
tionally, the baselines from Liu et al. (2020a), Liu et al. (2021) and Gu et al. (2021a)
are included. However, it should be noted, that the DCA-Net baseline uses different
training, validation and test splits. The ensemble performance is only reported for the
3D models because the single-site 2D models could not generate a valid prediction on
all target domain cases, belonging to an "unseen" site. The reported DICE scores are
calculated by taking the arithmetic mean over the DICE scores of all test cases per site.
The DICE scores reported in the "average" column are calculated using the unweighted
average over the per-site mean scores. As in the previous section, a ranking analysis is
also applied. In detail, a case-based ranking of the models is created per dataset. By
taking first the mean ranking over the cases and then the mean over all different sites,
an average rank per method is calculated and reported in the column "rank". The
ranks are calculated respectively for the "seen" and "unseen" experiments but across
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the different architectures and algorithms. A significance test using the Mann-Whitney
U test, Benjamini-Hochberg corrected, shows that in all experiments the differences in
DICE scores between the centralized and federated trained nnU-Nets are not signifi-
cant (all p > .05). In addition to the scores in Table 5.15, the DICE scores and the ASD
of the cross-site performances along with STDs of the individually trained models are
reported in the appendix in Table B.4 and Table B.5.
In the box plots of Figure 5.31, the distribution of the case-wise DICE scores for
all datasets and methods are shown. The figure shows that in all datasets certain
outlier cases exist, which are hard to segment. In Figure 5.32 the training loss of
the centralized and the averaged training loss of the federated trained nnU-Nets are
illustrated. For the 3D models, the averaged federated loss is slightly lower than
the centralized loss. However, the effect is not reflected in the corresponding DICE
scores.
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Figure 5.32: Loss as a function of the training epochs for the "seen" experiment setup.
Curves for the centralized and federated trained 2D and 3D nnU-Nets are shown. The
loss curves and shaded areas of federated models are the mean and standard deviation
over the losses at each of the six sites per epoch. While the loss for the 2D models
is relatively similar between the centralized and federated training, the loss of the
3D federated model is by a small margin lower than the one of the 3D centralized
model. However, the lower loss has no significant effect on the DICE score as seen
in Table 5.15. This figure was adapted from Kades et al. (2022b) with permission of
Springer. DICE=Sørensen-Dice coefficient, nnU-Net=no new net U-Net.
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6.1 Semantic modeling for semantic textual similarity

6.1.1 Approach 1: Voting regression

In general, the results on the test set are slightly higher than on the train set for
all approaches. This is also the case for the ClinicalBERT baseline. The Enhanced
BERT shows no improvement compared to the baseline, indicating that the additional
knowledge given to the CLS token token for the input to the classification layer has no
visible effect.

The Voting Regression approach shows an improvement on the validation set. However,
on the test set the performance decreases in comparison to the baseline, suggesting
an overfitting on the training set. Another reason might be the imbalances between
the training and test dataset (Kades et al., 2021)

6.1.2 Approach 2: M-Heads

Introducing M = 4 heads improves the performance on the validation and test dataset
compared to the baseline performance. Especially, for the test set a higher PCC
is measured. An explanation of good performance might be again the imbalances
between the training and test dataset because each head might specialize in different
characteristics of the training dataset, which can then be exploited during testing.
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Set Sentence a Sentence b T A1 A3

Training Ondansetron, 4 mg, 1 tablet,
three times a day

Amoxicillin, 500 mg, 2 capsules,
three times a day

3.00 1.68 1.70

Training Prozac, 20 mg, 3 capsules, one
time daily

Aleve, 220 mg, 1 tablet, two
times a day

0.50 2.02 1.68

Training Hydrochlorothiazide, 25 mg,
one-half tablet, every morning

Ibuprofen, 600 mg, 1 tablet, four
times a day

1.50 1.59 1.70

Test Aleve, 220 mg, 1 tablet, two
times a day

Acetaminophen, 500 mg, 2
tablets, three times a day

1.50 2.74 1.68

Test Lisinopril, 10 mg, 2 tablets, one
time daily

Naproxen, 500 mg, 1 tablet, two
times a day

1.00 2.29 1.69

Table 6.1: Comparison of the similarity scores as predicted by the Voting Regression
(approach A1) and the medication graph (approach A3) along with the reference
similarity score (T) for the corresponding sentence pair. The sentences are randomly
selected examples and only the relevant entities of the original sentence are listed.
This table was adapted from Kades et al. (2021).

6.1.3 Approach 3: Medication graph

For the evaluation of the medication graph, scores prescribing medication were re-
placed in approaches 1 and 2 by updated medication graph scores. For both ap-
proaches, almost no improvement on the validation set is recognizable, however, on
the test set, performance gains are noticeable. The best score on the test set of a
PCC of 0.883 is created by combining all approaches. To further evaluate the effect
of the medication graph, the difference in the MSE for Approach 1 and Approach 2
only on the subset of the medication sentences is calculated, yielding a MSE of 0.70
for approach 1, and with the medication graph a MSE of 0.58. The improvements by
the medication graph approach as well as the cluster analysis of the baseline scores
from Section 4.1.1 showcase that BERT struggles with domain-specific knowledge, and
additional knowledge is necessary to cope well with these domain-specific sentences.

The only marginal improvements on the validation set in comparison to the performance
increase on the test set can have multiple explanations. One explanation is again an
imbalance between the training and test set. In detail, the distribution of labels in
Figure 5.1 shows that the test contains more sentences with a lower label rank than
the training set. Particularly, for the sentences prescribing medication lower scores
in the test set are observed. i.e., for sentences prescribing medication, the mean and
STD of the scores in the training set are 2.03 and 1.05, respectively, in comparison to
the mean and STD of 1.10 and 0.50 on the test dataset. A complementary observation
is the tendency of the medication graph to dampen the predictions, i.e. to lower the
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input scores. For the 94 medication sentences in the test set, the mean prediction
score of 2.58 was lowered to 1.78 after applying the medication graph approach.
Table 6.1 shows examples of sentences for which the medication graph altered the
scores. The tendency to lower the scores for the medication graph might have two
main reasons. Firstly, low scores on the edges (1.87 on average) in the medication
graph are observed. Secondly, the incorporated formula of calculating the resistance
of parallel circuits enforces a low final score in case there is at least one edge with
a low score involved. The facts that the labeled scores in the test set are on average
lower than in the training set in combination with the tendency of the medication
graph to dampen scores, seem to be the major reason for the performance gain of the
medication graph on the test set. Finally, the much lower percentage of sentences
prescribing medication in the training set (147 out of 1642, 9%) than in the test set
(94 out of 412, 23%) is another indicator of why only a neglectable effect is present in
the performance of the validation set.

6.1.4 Limitations

One main limitation is that the proposed methods are only evaluated on the presented
dataset, which has its own, unique characteristics. The success of the methods also
varies between the validation and test dataset. The variance is mainly due to the
imbalance between the test and training data set as illustrated in Figure 5.2, showing
that the types of sentence pairs in the test dataset are only a subset of the types in the
training set. Also, the differences in the label distribution and the number of words
per dataset from Figure 5.1 are responsible for the inconsistent performances on the
validation and test dataset. To benchmark the significance of the different approaches
a more profound evaluation is necessary. Especially the usability and efficacy of the
medication graph have to be further investigated either with more datasets containing
medications or on datasets from other domains where extrapolation of information
from known entities is necessary and where this information is not directly computable.
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6.2 Semi-structured data analysis for text summarization

6.2.1 Automatic evaluation

The automatic evaluation of all methods using the ROUGE-1 F1 scores given in Table 5.4
shows that the proposed approaches to improve the BERT2BERT baseline lead to a
significant improvement. Interestingly, the combination of both methods does only add
a marginal improvement. Both approaches, the pointer and the extractive approach
build on the idea of copying words or whole sentence structures from the general
information and findings section into the conclusion. Taking a look at the example
in Table 5.7, the effect becomes clear by the generation of the correct date. The
example also shows that the pointer and the extractive approaches create more
phrases constraint to the source input in contrast to the BERT2BERT model, which
predicts more new phrases.
The success of the pointer and the extractive approaches might suggest, that also
physicians might copy passages in their daily praxis between the two sections.
The analysis per TRC shows that models performed best on the reports with the CR
class. Reasons for this might be the huge number of training samples (almost one-third
of the reports) for this category, but also the uniformity of the template and that
for healthy patients not much important information needs to be extracted from the
findings. Furthermore, it has to be noted, that for the classes PR and PD, in some cases
a tendency is mentioned (cf. Section 3.2.2), making it more difficult for the models to
generate the report correctly.
The results of the key extraction method presented in Table 5.3 show that the Longest-k
method generates the highest overlap between the extracted sentences and the con-
clusion, suggesting that the longest sentences contain the most important information
for the conclusion. The importance of the extraction method of salient sentences is
highlighted by applying the random baseline for the extractive approach. For the
BERT2BERT extraction model an improvement in the ROUGE-1 F1 is noticeable. In
contrast, in the hybrid model, combining the extractive and pointer approach, random
extracted sentences only marginally influence the final performance.
The results of the automatic factual correctness check given in Table 5.5 suggest
moderate factual correctness, except for the PR class. The main reason behind this is
most probably the imbalances in the class distribution.

6.2.2 Expert evaluation

The human evaluation per TRC from Figure 5.5 show that for reports with the label
CR, all generations show relatively high scores between 4 and 5. Also, for reports
with label SD, the scores for the generated conclusion of the extractive approach are
relatively close to the reference. For reports with the class PR and PD, the generation
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seems to be more challenging. Probably, due to the more complex findings and the
small number of training data for those classes. The comprehensibility of almost all
generated conclusions is relatively high in comparison with the reference.
The rank distribution in Figure 5.6 shows that during the ranking of the generated
conclusions, almost all models are capable of ranking first but also last for a few cases.
Interestingly, for the comprehensibility criteria, the reference only ranks in the middle
position. However, considering the broad distribution of ranks, the analysis emphasizes
that based on the limited number of human-evaluated samples it is relatively hard to
pin down a clear winner. The ranking stability plot in Figure 5.7 over the different
evaluation criteria supports this observation. Although, the upper baseline with the
reference and the lower baseline with the BERT2BERT model is recognizable.

6.2.3 Limitations

A major limitation is that the presented methods are only applied to SORs. It is
an important next step to also evaluate the methods on FTORs or data from other
domains. Due to a less accurate structure, new challenges might arise when applying
the methods to FTORs. A further limitation is the design of the experiments. Therefore,
in the future, it might be necessary to incorporate cross-validation and hyperparameter
optimization in the development of the models with the target to obtain the best model
configurations and to report a confidence interval. Moreover, due to time-consuming
annotations, human evaluation is very limited in this study. Therefore, in total only
20 reference conclusions were compared with generated conclusions. While this is
sufficient for a rough assessment of the models, it is limited to significantly evaluating
the proposed models as the ranking distribution of the approaches in Figure 5.6
has shown. The human evaluation itself could also be improved, i.e. by forcing the
annotators to rate one generation better than another one, by increasing the number
of annotators and by examining the inter-annotator agreement. Also, it has to be noted,
that the human evaluation has been only executed on the, according to the ROUGE
score, best reports. A human evaluation of randomly selected reports might give better
insights into the performance differences between the different presented approaches.
Finally, the presented models do not take into account the imbalances in the TRC of
the datasets. The performances of the models might be improved when incorporating
this knowledge.
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6.3 Assessing distributional shifts for text classification

6.3.1 The challenges of the dataset

It is a nontrivial problem in NLP to predict oncologic outcomes from FTORs using
machine learning since the detection of disease progression relies on temporal and
contextual reasoning rather than extracting specific information from a radiology
report such as particular diseases or conditions (Fink et al., 2022a; Pons et al., 2016;
Weber et al., 2020). Especially, when dealing with a distributional or domain shift as
the Clinical TempEval 2017 challenge has shown. The challenge results showed a 0.20
F1 score drop in performance across domains, when training a NLP model on one
cancer domain, e.g. colon cancer, and predicting timelines in another cancer domain,
e.g. brain cancer with maximum F1 scores between 0.51 and 0.59. Cite
The lexical complexity as well as the characteristics of the patients of the three used
datasets presented in Tables 5.9 and 5.10 as well as in Figure 5.10, shows that the
experiments are executed on reports of an entire oncologic spectrum. The reports
differ in the distribution of oncologic diseases, symptoms, and described procedures.
While the reports in SORs and FTOR-DKFZ cover a relatively wide spectrum, the
reports in FTORT-TKH describe only a specific spectrum of diseases. The reporting
style varies strongly between SORs and FTORs, but also radiologists interpreting the
different cancer types make a variety of linguistic choices and use their clinical jargon
when discussing the oncologic findings (Fink et al., 2022a). In addition to the content-
related differences in the reports, the lexical complexity and the lengths of the reports
also vary strongly between the datasets. In comparison to public datasets from other
domains, the medical datasets feature similar lexical characteristics. However, the
used vocabulary of the reports is less known to the BERT model than the vocabulary of
the public datasets, forcing the BERT model to split words multiple times into smaller
known units.

6.3.2 The difficulty of a correct tumor response category assignment

The difficulty of assigning the correct TRC to a report is not only reflected in the only
moderate F1 scores of the different baselines but already in the data selection and
reference annotation process. The concept of the SORs suggests that dedicated TRCs
should only be used in the absence of equivocal findings. In the case of equivocal
findings, radiologists are encouraged to use narrative text to articulate ambiguities
instead of adhering to the defined terminologies (Fink et al., 2022a; Weber et al., 2020;
Eisenhauer et al., 2009). Therefore, using a regex to automatically extract the four
RECIST-related TRCs to automatically generate a reference annotation for the SORs,
already 3180 reports dropped out from the original 13685 SORs because no TRC could
be extracted. While this dropout significantly decreased the number of training data it
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also ensured high-quality training data, which is a prerequisite for the development
of good-performing NLP models (Willemink et al., 2020; Fink et al., 2022a). Similarly,
from the original 884 FTORs, 82 reports had to be removed because no TRC could be
assigned. While the final dataset contains a TRC label for all reports, the only moderate
inter-rater reliabilities support the evidence of previous surveys, that many clinicians,
even experts, struggle with the clarity of reported findings in radiology reports (Fink
et al., 2022a). Therefore, in the reference annotation, the radiologists reached a
Cohen’s kappa of 0.77 and 0.90 for the FTOR-DKFZ and FTORT-TKH, respectively,
indicating already the more difficult to read FTOR-DKFZ. Already in the reference
annotation for the FTOR-DKFZ, the most difficult TRC is the SD (cf. Figure 5.11).
The measured Cohen’s kappas between the annotators of the human baseline from
Figure 5.12 emphasize again the difficulty of a unique TRC, with relatively low Cohen’s
kappas between 0.21 and 0.58 on the FTOR-DKFZ and 0.31 and 0.79 for FTOR-DKFZ.

6.3.3 The human and machine baselines

The main idea behind the presented experiments is to use the labeled knowledge of the
SORs and to automatically label with this knowledge FTORs. The machine baselines
of the experiments in this work show a similar drop as in the Clinical TempEval 2017
challenge with the BERT model reaching F1 scores of 0.85 on the SORs but only 0.67
and 0.72 on the FTOR-DKFZ and FTORT-TKH, respectively. The distributional shift
is handled surprisingly well by the Linear-SVC, reaching almost similar performance
as the BERT model on the FTOR-DKFZ, whereas on the FTORT-TKH and SORs a drop
in performance is observed. The good performance on the FTOR-DKFZ might be
explained by the long reports, giving the TF-IDF and the Linear-SVC more information
than in the case of the shorter FTORT-TKH and SORs. For the BERT model, the long
reports of the ftordkfz¸ pose a challenge, because in its self-attention it has relatively
long sequences and it has to filter out the most relevant information without any direct
corpus knowledge like it is present in the TF-IDF model.

The human baseline performances of the three user groups show varying performances.
On respectively the FTOR-DKFZ and FTORT-TKH, the radiologists perform best with
F1 scores of 0.74 and 0.84, followed by the students with 0.67 and 0.80 and the RTs
with 0.56 and 0.74. Also for the human baseline, a drop in performance between
the FTOR-DKFZ and FTORT-TKH is recognizable. Probably, due to the longer and
therefore more complex in the FTOR-DKFZ dataset.

Evaluating the performances of the NLP models for the different TRCs using the AUC
score, the Linear-SVC shows comparable results to the BERT model on all datasets.
While it performs slightly below the BERT model on the FTORT-TKH it outperforms the
BERT model by a small margin on the FTOR-DKFZ. Suggesting that at least for tasks
with a huge distributional or domain shift between the training and testing data, a
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baseline of conventional, non-transformer-based NLP models is an important building
block, when tackling the task of text classification. The corresponding ROC plots
illustrate again the already mentioned performances between the three annotator
groups. Similar to the observation in the text summarization tasks in Section 6.2, the
analysis show, that both, humans and models, struggled most with the reports of class
SD. One major reason for the difficulty on the SD is the ambiguity of the oncologic
descriptions and the diverging meanings between the descriptions given in the find-
ings and the interpreting radiologists final impression of disease progression (Fink
et al., 2022a). In its definition, the RECIST category SD comprises a wide range of
subthreshold changes in tumor burden ranging from formal disease progression to
partial response (Fink et al., 2022a). e.g. in one of the misclassified FTOR, whereas
the findings section refers to increasing lesions, the impressions section states "stable
disease with a trend toward increasing tumor burden".

The ranking analysis in Figure 5.19, as well as the per annotator scores in the appendix
in Table B.2, highlights that also within the three annotator groups, huge differences
in performances are recognizable. Therefore, Student 1 reaches similar performances
as the radiologists, whereas RT 3 performances are worse than those of the other
RTs. The performance variations can be explained by the different career stages of the
annotators and differences in German proficiency. The BERT model and Linear-SVC
group themselves somewhere between the RT and the students.

The results of the hyperparameter optimization in Figure 5.9 show that the transformer-
based models require much less optimization than the statistical-based methods, where
parameters such as the threshold for a minimum document frequency have a strong
influence on the overall performance. For the transformer-based model, the most
relevant variable seems to be the learning rate, which should not be chosen too high.

The considerations of interpretability in Section 5.3.2 show that weights assigned by
the TF-IDF or the attention weights of the BERT model might help to qualitatively
mark tokens to indicate a certain decision of the algorithm. However, the quality of the
assigned weights should be examined quantitatively in the future. Moreover, the UMAP
representation of the CLS token embeddings shows that the learned representations
after fine-tuning incorporate not only knowledge about the class, but also reflect the
length of the report and the distributional shift between the different used datasets.
Whether this behavior limits the performance of the classification and methods to
create more universal representations might be the subject of future work.

6.3.4 The importance of confidences

The analysis of the confidences per TRC of the different annotators in Figure 5.13,
shows that depending on the level of expertise, also the level of confidence increases.
The confidences of the machines in Figure 5.15 show that some algorithms tend to
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give on average higher confidences. The BERT model assigns on average the highest
probability to a class. The plots which illustrate the calibration of the confidences
in Figure 5.14 indicate that for both FTORs, the annotators slightly underestimate
their performance, especially, when assigning small confidences. The confidences of
the machines-based models illustrated in Figure 5.11 create relatively well-calibrated
curves. Except for the FTOR-DKFZ at smaller confidences the model overestimates
their performances, however, this could also be explained by the low number of samples
for the lower bins. Table 5.11 underlines that the probabilities created by the machine
models are better calibrated than those of the human annotators.
How and why calibrated confidences are important is showcased in Figure 5.20. The
figure presents the tumor-burdon change on a patient level over time. This kind of
representation could be, e.g., helpful in tumor board assessments. The indicated
confidences are of importance for the radiologists whether to trust the given data point
or not.

6.3.5 Combining human- and machine-generated annotations

If ensembling techniques lead to performance improvements and if machine-based
annotations could improve human-based annotations is illustrated in Figure 5.17.
The figure shows that ensembling the annotations across different annotations leads
in all cases to higher scores than those reported when calculating the F1 score using
micro-averaging. Furthermore, comparing the annotations of a single annotator or
model (white background) to the combined ones, which include the RTs, students,
radiologists, and machines (grey background), the performance is not always increased.
This mostly depends on how much the performance varies between the different
combined annotations. For example, for the FTORT-TKH, combing the Linear-SVC and
BERT model predicted annotations leads to a loss in performance, mostly because of
the poor performance of the Linear-SVC model.
Ensembling the human annotations with the ones from the machines (BERT and
Linear-SVC), the performance of almost all annotators is improved (dark blue markers)
for the FTOR-DKFZ. However, for the FTORT-TKH, often performance losses are
observed. An explanation might be again the poor performance of the Linear-SVC
model on the FTORT-TKH. Nevertheless, the performance improvements of the RTs for
the FTOR-DKFZ using ensembling techniques show that the annotations of a human
annotator with limited medical experience could be enhanced using machine-based
annotations.

6.3.6 Correlations between dataset characteristics and performances

How different characteristics of the dataset influence the performances of the models
and humans are presented in Section 5.3.2. Plotting the confidences of the annotators
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and the two machine-based models in Figure 5.21 shows that the confidences of
humans are reflected in the performance of all models and human annotators. While
this correlation is less profound for the confidence of the BERT model it almost
vanishes for the Linear-SVC. The analysis shows that transformer-based models might
be better suited when trying to create human-like confidences. The correlation plots
between the lexical complexity and the performances showcase, how specific lexical
characteristics of the dataset influence the results of the human- and machine-based
approaches. This knowledge could be used to optimize the performance of radiologists
by deliberately showing them more difficult reports, such as long reports during
training. Similarly, when training the machine further losses or over-sampling of
certain reports during training could be introduced. From a medical point of view,
discrepancies between oncologic and non-oncologic findings lead to substantially
worse performances of the human annotators and the NLP models as illustrated in
Figure 5.25. Those discrepancies are created by divergent semantic tendencies such
as progressive disease and improvement, stable disease and worsening or partial
response and worsening. As discussed before, interestingly, while the confidences
of the machines are significantly influenced by the discrepancies in oncologic and
non-oncologic findings, the confidences of the human annotators do not significantly
change (Pvalue=.38).

6.3.7 Limitations

The presented experiments have multiple limitations. First, since the TRC is automat-
ically retrieved from SORs and not manually reviewed, the quality of the assigned
TRC and whether the labels follow the RECIST-related SOR concept is unknown. How-
ever, due to a four-eyes principle and final approval by an attending radiologist, the
extracted labels should be considered as an appropriate reference annotation (Fink
et al., 2022a). Second, due to a high expected workload, the reference annotation
for the FTORs is only done based on the report itself, not including any images from
the radiologic examinations. Furthermore, in contrast to the SORs, the FTORs do not
contain tables with reference measurements of the target lesions. Consequently, the
created predictions of the annotators and NLP model do not represent quantitative
RECIST measurements and classifications (Fink et al., 2022a). Third, it has to be
pointed out, that the human annotators all possess a certain medical understanding
due to their educational background in contrast to the pre-trained BERT model or the
TF-IDF-based models. This disadvantage of the machine-based models might auto-
matically lead to a slight performance decrease in comparison to human annotators.
Contrary, the machine-based models have the advantage of seeing all SORs during
training. One subject of future work could be to prime the BERT model more on the
target dataset using transfer learning approaches such as further pretraining tasks on
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medical datasets or unsupervised training tasks on the target dataset. Fourth, in the
design of the experiment, also during the predictions, only the general information and
findings sections are used as input for the classifier, including also the reference could
drastically improve the performance of the human annotators and the NLP models.
Fifth, all experiments are only executed on German SORs, limiting the generalizability
of the results. Sixth, to handle the imbalance of the TRCs in the data, a weighted
cross-entropy loss during training was introduced. The effect of this adaptation as well
as further approaches to handle imbalanced data such as introducing a focal loss or a
class-weighted sampling should be examined in future work in more detail. Seventh,
the memory consumption of transformer-based models scales with O(n2) with n the
sequence length, enforcing techniques to handle the often long medical reports. The
splitting and mean pooling of the report, applied in this work represent only a transition
solution. Further existing solutions should be implemented and investigated. Eighth,
the qualitative analysis of attention weights of the CLS token token is very limited
and should be done in more depth in the future. However, the visualization suggests,
that a potential improvement of the text-level interpretability could be achieved by
removing the noise of the pre-trained attention weights from the attention weights
learned during fine-tuning.



154 CHAPTER 6. DISCUSSION

6.4 Manual data annotation and tagging for medical im-
ages

6.4.1 The implementation

The approach connects two existing open-source projects by embedding an iframe of
the OHIF Medical Image Viewer into Doccano. The implementation allows besides
fast tagging and editing of DICOM tags, also the possibility to add free-text to DICOM
images. The feasibility of different user scenarios including the definition, curation
and annotation of cohorts for their application in subsequent medical image analysis
workflows is demonstrated by a detailed description of the necessary steps. While the
presented implementation mainly represents a proof-of-concept it could be extended
in multiple ways to a production-ready system (Kades et al., 2022a). Replacing or
complementing the current iframe solution with more native javascript-based tools
like dcmjs (dcmjs, 2023) could extend the variety of tasks concerning text-based
annotations even on a pixel-level (Kades et al., 2022a). For example, the sequence
labeling task of Doccano could be used to link a bounding box to a text sequence as it is
needed for different image-text correlation algorithms. The range of applications goes
beyond the presented use case scenarios. e.g., after the application of an algorithm
on DICOM images, it could be used to assess the quality of the results or additional
metadata could be added to DICOM images.

6.4.2 Limitations

A major drawback of the current implementation is, that the OHIF Medical Image
Viewer visualizes images based on the Study Instance UID Attribute, which prevents
the labeling or annotation on patient, series or even slice-level, which might be needed
in certain use case scenarios. A further limitation of the presented implementation is
the assessment of its usability and the speed at which annotations can be done. While
the Doccano tool itself is optimized for a fast tacking of texts, it would be interesting
to benchmark the time needed for the annotation of DICOM images.
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6.5 Real-world federated learning for the task of image
segmentation

6.5.1 The implementation

To enable federated learning using Kaapana multiple adjustments and extensions are
presented in this work. The broader goal behind the implementation is to provide
building blocks that not only allow federated learning scenarios, but also all kinds
of communication and file transfer between instances. Therefore, among the two
most important features is the ability to trigger a workflow on a remote instance and
transfer files created by Airflow operators to the object store of another instance. The
design choice allows the implementation of all types of network topologies, such as
decentralized or hierarchical, and federated computing plans, such as peer-to-peer or
sequential (Kades et al., 2022b). Furthermore, a single execution of a remote running
workflow and a subsequent collection of the created results is possible. Given an
existing implementation of a segmentation algorithm, a lot of libraries for federated
learning such as OpenMined (OpenMined, 2023) require many adjustments to the
code for a federated training. In the implementation presented here, only very few
adjustments to the training pipeline are necessary, since in between federated training
rounds, the training pipeline is interrupted and the weights are updated on a file level.
Therefore, the only requirements are the interruption of a training pipeline and a
file-based storage of the latest checkpoint. While the complete interruption of the
training can be time-consuming, any existing pipeline can be adapted with moderate
efforts for federated learning scenarios. Using the implementation, Figure 5.30 shows
how federated training of the nnU-Net with federated averaging can be set up without
changing anything in the locally running nnU-Net workflow.

6.5.2 Experimental results

The results from the various experiments demonstrate the potential of a federated
training of the nnU-Net using federated averaging. The federated trained model
achieves similar or even slightly better performances to a centralized trained model,
eliminating the need to pool data for training. The slightly, but not significantly, better
results could be explained by the fact that the federated approach might have a
regularizing effect on the training. In addition, the federated approach does not take
into account the slight imbalance in the number of cases between sites, whereas the
centralized approach might be biased towards sites with a higher number of training
data. Considering a centralized approach as an upper baseline, the good performance
of the federated averaging approach raises the question of whether more sophisticated
averaging or aggregation strategies could lead to notable potential improvements for a
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federated training of the nnU-Net. Comparing the performance of the model ensemble
to the centralized and federated trained models, performance gaps are visible for some
datasets. Although auxiliary results with the nnU-Net do not show signs of overfitting,
the performance gaps could be explained by the relatively small number of training
samples at some sites, resulting in models that highly fit the data of the sites and
generalize worse to other sites. This could make the ensemble less stable.

In comparison to the provided state-of-the-art results, none of the presented models
can compete, even not the centralized model. However, the nnU-Net is used without
any further measures or adjustments in contrast to the state-of-the-art models, which
are specifically designed to perform well on data from multiple sites. Furthermore,
the scores reported for the DCA-Net cannot be compared due to inconsistent training,
validation and test splits (Kades et al., 2022b). Figure 5.31 shows that for some
outliers in the test dataset, the models struggled to generate good segmentations. The
existence of outliers underpins the need for a consistent case-wise training and test
dataset for a fair comparison of models, which is why the list of cases used for testing
is given in the appendix in Table B.3.

The "seen" experiments show primarily that the intra-site trained models perform all
moderately on their in-house data. At the same time, it is observed that training on
more data indeed helps to surpass the performance of intra-site trained models in
most of the sites. In general, it has to be noted that the results should be interpreted
with caution because of the low number of test samples. Nevertheless, the good
performance of the intra-site trained models might question the benefits of federated
learning or the training on more heterogeneous data to obtain more robust models
in the first place. Especially because of the technical and organizational difficulties
coming with federated training. Of course, this question only arises if there is enough
training data available at the site and also depends on the difficulty of the task.

The "unseen" experiments underline the results from Gonzalez et al. (2021); Full et al.
(2021), that the nnU-Net model still needs improvements when applied to data from
unseen sites to reach state-of-the-art performance. Therefore, measures need to be
incorporated to make the model more generalizable and robust.

6.5.3 Limitations

Especially, in the medical domain, an implementation to enable federated learning
scenarios needs to be optimized to work with huge data and models that require
relatively long training times. In the case of the nnU-Net training times of up to two
days and model sizes of multiple hundreds of megabytes are required. This prerequisite
has the consequence of a bottleneck in the efficacy of one federated round. Although
the design choice to start a new DAG for each federated round, makes the approach
very agnostic towards the underlying model, the implementation is also very time-
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consuming, making it unattractive for applications that require many federated update
rounds within a short amount of time. In those cases, federated communication could
be incorporated directly within a processing container, however, still using the same
setup for the communication of the results. Another limitation compared to existing
frameworks is that many FL-specific algorithms are not implemented and that the
privacy and data protection aspects are only partially covered.
A limitation of the experimental results is that it is only applied to one dataset. For
a significant evaluation of the federated training of the nnU-Net, the performance
has to be examined on more, real-world datasets, including datasets with different
segmentation tasks and modalities. A further bottleneck of the nnU-Net itself for use
in federated learning setups is its model size resulting in huge communication costs in
each federated round. Therefore, interesting research topics include how to reduce the
size of the model or how to reduce the number of federated rounds, i.e., by increasing
the number of local epochs per federated round or investigating different federated
aggregation or optimization methods.
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7 | Conclusion

This work discussed five specific challenges for the application of AI algorithm in multi-
institutional clinical settings. While the problems only cover parts of the challenges
and future steps presented in Section 1.3, the proposed solutions show great potential
for future research directions and applications.

Semantic modeling for semantic textual similarity on medical textual data
is an important subtask for multiple clinical applications, such as medical question-
answering applications for clinical decision support, recognition of redundancies in
medical reports, or, e.g., for the creation of a patient cohort with a similar diagnosis.
Three approaches are presented in this work to tackle the problem of STS on medical
data. In the first approach, BERT, is enhanced with traditional feature-based similarity
measurements, the generated scores are combined with the similarities and processed
by weighted regression models. In a second approach, M-Heads are applied to
concentrate on different characteristics of the dataset. The third approach attempts
to incorporate corpus knowledge by automatically extrapolating medical knowledge
from the training data. All methods resulted in modest performance improvements
compared to the BERT baseline, but the gains varied between the training and test
datasets.

Possible future works include the evaluation of the approaches on new datasets from
further clinical centers, from other domains, or in different languages. Especially,
the potential and possible improvements of the medication graph need to be further
evaluated on problems such as similarities between ontologies. Also, the incorporation
of corpus knowledge into batch-wise training might add additional value to the training.
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Finally, the M-Heads approach could be further investigated by, e.g., training a binary
classification head, separately, for each class (Kades et al., 2021).

The semi-structured data analysis for text summarization proves that text
summarization for medical reports is a promising research direction. The BERT2BERT-
based abstractive text summarization model serves as a baseline for creating the
conclusion of a German SOR based on the radiology findings. To improve the factual
correctness and therefore the quality of the generated conclusions, two strategies
are proposed. In the BERT2BERT+Ext the additional training task to reconstruct key
sentences from the source input is introduced. Like this, the resulting summaries
are closer and more concise to the findings sections in the medical reports. In the
BERT2BERT+Ptr approach, the pointer mechanism is applied, which modifies the
decoder’s prediction to directly copy salient segments from the source sequence into
the generated sequence. Despite imbalances in the TRC distribution in the training
data, the two hybrid models greatly improved factual correctness by preventing the
generation of unfaithful facts in the generated summaries. As already discussed in
the limitations section 6.2.3, one major requirement to validate the efficacy of the
presented methods is their application to free-text reports or datasets from other
domains. Furthermore, the methods should be evaluated on texts in other languages
than German. A thorough hyperparameter optimization could help to assess the
methods from a more statistical point of view, as well. The factual correctness of
the generations could be further improved by incorporating knowledge of the TRC
classification algorithms presented in this work into the generation models, as it has
been shown that the TRC classification of the hybrid models is still below that of the
ones from the dedicated text classification algorithms. Moreover, the investigation of
further pretraining or downstream training similar to the generation of key sentences
might improve the summarization performance of the models. Since the reports are
written based on an image and sometimes tabular data, the inclusion of those data
might be another interesting research direction to create more concise summaries
or even findings sections of the radiology reports. Finally, a more thorough human
evaluation would help further assess the performance of the text summarization
models.

Assessing distributional shifts for text classification is crucial when working
with multi-institutional datasets. The presented work demonstrates the potential of
using SORs as a data resource to facilitate automatic annotation of clinical FTORs,
thereby reducing the time-consuming manual annotation effort of human experts. The
presented system could be used to extract clinically relevant oncologic endpoints from
large volumes of longitudinal FTORs which are crucial for automated clinical decision
support for patients referred for multidisciplinary tumor board assessments (Fink
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et al., 2022a). The state-of-the-art text-classification algorithms showcase that NLP
models, trained on mined SORs, reach human-level performance in determining TRCs
on FTORs and that non-expert and machine-based annotations can be improved by
ensembling human and machine-based predictions. Moreover, the analysis shows
that human and machine performance as well as certainties correlate to patient
characteristics, lexical complexity, and semantic diversity of the radiologic reports.

In the future, the presented methods should be evaluated for the automatic information
extraction of further clinically relevant properties such as diagnoses, lab results,
measurements, or medical billing codes. Further analysis must be conducted on
more datasets, including non-medical and non-German datasets, in order to assess
the significance of performance differences on corpus-determined characteristics
like lexical complexity. Also, the influence of further medical characteristics on the
performance of the downstream task such as therapeutic exposures, tumor profiles,
or the writer of the reports, represents interesting future work. Due to the high
diversity in medical reports, a similar analysis would also be interesting for other
downstream tasks such as STS or text summarization. Improving the methods to handle
distributional shifts between training and testing data should in general be emphasized
in future works. The information and knowledge gained from the subgroup analysis
might help to customize and thus improve the performance and generalizability of the
classification models. An example from this work is to focus on reports with oncologic
and non-oncologic discordance in the training pipeline. Similar to the approaches for
improving the performance of the text summarization models, the involvement of the
images associated with the considered report might be beneficial for the classification
task. Furthermore, incorporating corpus knowledge such as that learned by the TF-IDF
analysis in a transformer-based model or a hybrid model consisting of a transformer
and traditional NLP features could help to improve the classification performance.
Moreover, applying unsupervised training tasks on the target free-text data might help
to improve the domain adaptation ability of the presented NLP algorithms. Additionally,
the interpretability and explainability of such NLP tasks deserve more focus in future
works, because, especially in the clinical domain, the original reasons for specific
predictions are of high importance. For example, in case of inconclusiveness of the
algorithm text snippets for and against a certain label could be highlighted in a report.
However, token-level explainability and interpretability of transformer-based models is
still an object of research and should go beyond the qualitative analysis as presented
in this work. Likewise, the application of transformer-based models on long sequences
deserves more attention in the future.

Manual data annotation and tagging for medical images are crucial for multiple
tasks when working on real-world multi-institutional datasets. Examples include the
correction of false metadata, the creation of curated cohorts used for the application
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of AI algorithms such as the nnU-Net, or a retrospective assessment of generated
results such as the quality of segmentations. The presented technical solution allows
simple and fast manual data annotation and tagging of medical images by combining
the OHIF viewer with the annotation toolkit Doccano (Nakayama et al., 2018), hosted
using the Kaapana (Scherer et al., 2023) toolkit.

Motivated by the points presented in the limitation Sections 6.4.2, the efficacy in terms
of time and usability of the manual annotation has to be assessed on sample real-world
datasets in the future. e.g. the evaluation of computer-generated results could be
compared to the implementation of Stein et al. (2019). Further future steps include
support for pixel-wise annotations, bounding boxes, and measurements. For a high-
level annotation of images, a kind of gallery view could be implemented that allows for
even faster tagging and cohort creation. Also, the support of other image formats such
as Nrrd or NIfTI or their conversion to the DICOM standard might include further
improvements to the presented implementation. Finally, an incremental learning
pipeline could also be easily tested and implemented since Kaapana comes with the
possibility to train all kinds of AI algorithms.

Real-world federated learning for the task of image segmentation is a crucial
step toward more robust and generalizable models that also perform on unseen
data. The presented implementation allows the application of all kinds of federated
learning strategies in real-world clinical settings. Kaapana as the base system provides
the necessary infrastructure, data access, and preprocessing as well as the on-site
execution of DL pipelines, which are often neglected in common federated learning
frameworks. The federated training of the nnU-Net on the multi-site prostate MRI
dataset and the comparison to single-site or centralized training provide important
insights for the efficacy and necessity of federated learning. One insight is that
only locally trained models may be sufficient to create well-performing data-tailored
segmentation models in the presence of sufficient local training data. However, it
is also shown that the federated trained model achieves equal performance to the
centralized model and even boosts the overall performance of the models by a small
margin.

Important future steps include the application of the proposed system in a real-world
setting such as the RACOON project, which already uses Kaapana as infrastructure
and aims to train a generic and robust segmentation model to automate and stan-
dardize the assessment of COVID-19-related tissue alterations (Kades et al., 2022b).
The presented implementation can be improved in many aspects. e.g. the transfer
and connection between sites could be extended by certificate-based authentication.
Furthermore, common FL capabilities such as homomorphic encryption, encrypted
computation, or differential privacy could be implemented. In parallel, it could be
interesting to experiment with the integration and combination of existing federated



learning frameworks, which focus more on the methodical aspects of federated learn-
ing. Besides the federated training of the nnU-Net, the inclusion of further federated
training workflows and the application of algorithms to non-imaging data are promising
future directions. However, implementations of various federated setups, such as peer-
to-peer federated learning, are also of great interest. A significant future step for the
federated training nnU-Net is the reduction of communication costs while maintaining
centralized performance. Possible steps include reducing the size of the model and
the number of federated learning rounds, as well as investigating various aggregation
or federated learning strategies. Another major future research direction motivated
by the results of the experiments is the need to improve the generalizability of the
nnU-Net, especially, on unseen data that exhibit a distributional shift in comparison
to the training data. Interesting approaches to the nnU-Net could be adapted from
the works of Liu et al. (2021); Jiang et al. (2022); Full et al. (2021); Gu et al. (2021a).
The high variety and heterogeneity of medical imaging data might also motivate the
creation of multiple data-centralized models instead of only one generally trained
model.
In summary, the approaches discussed represent promising steps toward the applica-
tion of algorithms in multi-institutional settings. Key future steps include the rollout
of the implementations and approaches into clinics to validate their practicability in
the real world and to make use of the implementations for medical research questions.
However, expanding approaches to include additional clinical data such as lab data
or working with multi-modal data such as textual and imaging data in the method
development process are promising future directions as well. Using the Kaapana
project along with its associated projects such as RACOON, the presented approaches
can be quickly deployed and evaluated on real and more heterogeneous clinical data,
as well as used for medical research. The research environment allows for very short
iterations to constantly work on improving the presented approaches on a technical
and methodological level. When applying methods in a real-world clinical context,
the research focus in the fields of interpretability and explainability will gain greater
importance. Close cooperation between physicians, clinics, and developers will open
up the evolvement of more standards on data handling and algorithms for a secure and
generally valid evaluation and execution of algorithms in real-world multi-institutional
settings.
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A | Own contributions and

publications

This chapter gives a summary of my contributions and sets them apart from those
of the full team. This thesis was written in the division of Medical Image Computing
under the supervision of Prof. Dr. Klaus Maier-Hein, who is also the first supervisor of
this thesis. I worked as part of a multidisciplinary team of scientists and collaborated
with physicians and scientists from other departments and consortiums throughout
the time.
The thesis is built on top of five publications, which are listed below in Section A.2 and
to which various authors contributed. My individual contributions are distinguished
from those of the other authors in the following section.
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A.1 Own contributions

Contributions in first author publications

The publication, Adapting Bidirectional Encoder Representations from Trans-
formers (BERT) to Assess Clinical Semantic Textual Similarity: Algorithm
Development and Validation Study, resulted from our participation in track 1,
N2C2/OHNLP Track on Clinical Semantic Textual Similarity of the 2019 National NLP
Clinical Challenges (N2C2). For the challenge participation and the writing of the
publications, I was heavily supported by the co-authors of the paper. While I created
the baseline and was mainly working on the first approach, "Enhancing BERT with
features based on similarity measures", Jan Sellner was the driving force behind the
"Medication graph" approach and Gregor Köhler behind the "M-Heads" approach. The
data analysis and writing of the publication were shared between Jan Sellner and me.

The publication, Fine-tuning BERT Models for Summarizing German Radiology
Findings, was created in the course of the master thesis of Siting Liang. The research
question was proposed and driven by myself. Siting was responsible for most of
the implementations and for the presented hybrid approaches. The used SORs were
provided by Prof. Tim Weber. While I was the main supervisor and advised Siting on
design and implementation decisions, Prof. Michael Strube and Prof. Klaus Maier-
Hein helped additionally with conceptional questions. I was responsible for the whole
annotation process. Annotations have been contributed by the following people:
Matthias Fink, and Peter Full. In addition to Siting’s analysis, I created the rank-based
analysis of the human annotation for my thesis. The publication was written in the first
place by Siting Liang and reviewed by myself.

The idea for the publication, Deep Learningbased Assessment of Oncologic Out-
comes from Natural Language Processing of Structured Radiology Reports,
was originally conceived by Prof. Jens Kleesiek. The FTOR-DKFZ was provided by Prof.
Jens Kleesiek, the FTORT-TKH by Dr. Matthias Fink and the SORs by Prof. Tim Weber.
All medically related content and interpretation of results were created primarily by
Dr. Matthias Fink and Prof. Jens Kleesiek. The annotation process was coordinated
by Dr. Matthias Fink and myself. Annotations have been contributed by the following
people: Jens Kleesiek, Matthias Fink, Arved Bishoff, Martin Moll, Merle Schnell, Maike
Küchler, Melina Fritz, Julia Jaworek, and Genoveva Wolf. All technical concepts, all
implementations, and all statistical evaluations were developed and created by myself.
The paper was primarily written by Dr. Matthias Fink, while I was responsible for all
result figures, tables, and proofreading. The contents and results presented in this
work go beyond those of the original publication.

The idea for the publication, Efficient DICOM Image Tagging and Cohort Curation
Within Kaapana, was driven by the demand in RACOON to curate medical images.
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The concepts, implementation, and use cases were developed by myself. The paper
was primarily written by myself, with support from Jan Scholtyssek.
The concept behind the publication, Towards Real-World Federated Learning in
Medical Image Analysis Using Kaapana, was also driven by RACOON with the
target to train generic and robust models for a standardized and automated biomarker
extraction. While the nnU-Net pipeline was already integrated for local use by Jonas
Scherer, I was responsible for adjusting the nnU-Net for federated use cases and for
all the concepts and implementation necessary to execute workflows in federated
scenarios on Kaapana. The paper was primarily written by myself, with support from
Jonas Scherer and Max Zenk.

Contributions to the Kaapana framework

It is worth mentioning that throughout my time working on the thesis, I was also heavily
involved in the development, implementation, and design of the Kaapana framework
presented in section 3.1.1. Besides general maintenance and core development tasks,
I developed the user interface, designed and implemented the concept of extensions,
which is similar to an app store and integrated many external services into the toolkit.
I was involved in the development of processing pipelines and the integration of on-
demand services and interactive processing pipelines. Furthermore, I provided many
solutions to ease up the development within the platform. Through the development
of Kaapana, I was able to use the framework for my benefit and to deploy some of my
research directly into the clinics.
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A.2 Own publications

This section lists all publications that I was a part of and that contributed to my work.
It is subdivided into First Authorships, Co-Authorships and Software.

First Authorships - Peer Reviewed Journal Publications and Conferences

Klaus Kades, Jan Sellner, Gregor Koehler, Peter M Full, T Y Emmy Lai, Jens
Kleesiek, and Klaus H Maier-Hein. Adapting Bidirectional Encoder Represen-
tations from Transformers (BERT) to Assess Clinical Semantic Textual Sim-
ilarity: Algorithm Development and Validation Study. In JMIR Med Inform,
9(2):e22795, Feb 2021. ISSN 2291-9694. doi: 10.2196/22795. URL https://med-
inform.jmir.org/2021/2/e22795.

Siting Liang, Klaus Kades, Matthias Fink, Peter Full, Tim Weber, Jens Kleesiek,
Michael Strube, and Klaus Maier-Hein. Fine-tuning BERT Models for Summa-
rizing German Radiology Findings. In Proceedings of the 4th Clinical Natural
Language Processing Workshop, pages 3040, Seattle, WA, July 2022. Associa-
tion for Computational Linguistics. doi: 10.18653/v1/2022.clinicalnlp-1.4. URL
https://aclanthology.org/2022.clinicalnlp-1.4.

Matthias A. Fink, Klaus Kades, Arved Bischoff, Martin Moll, Merle Schnell,
Maike Küchler, Gregor Köhler, Jan Sellner, Claus Peter Heussel, Hans-Ulrich
Kauczor, Heinz-Peter Schlemmer, Klaus Maier-Hein, Tim F. Weber, and Jens
Kleesiek. Deep Learningbased Assessment of Oncologic Outcomes from Natural
Language Processing of Structured Radiology Reports. Radiology: Artificial
Intelligence, 4 (5):e220055, 2022a. doi: 10.1148/ryai.220055. URL https://-
doi.org/10.1148/ryai.220055.

Klaus Kades, Jonas Scherer, Jan Scholtyssek, Tobias Penzkofer, Marco Nolden,
and Klaus Maier-Hein. Efficient DICOM Image Tagging and Cohort Curation
Within Kaapana. In Bildverarbeitung für die Medizin 2022, pages 279284, Wies-
baden, 2022a. Springer Fachmedien Wiesbaden. ISBN 978-3-658-36932-3. doi:
10.1007/978-3-658-36932-3_59. URL https://doi.org/10.1007/978-3-658-36932-
3_59.

Klaus Kades, Jonas Scherer, Maximilian Zenk, Marius Kempf, and Klaus Maier-
Hein. Towards Real-World Federated Learning in Medical Image Analysis Using
Kaapana. In Distributed, Collaborative, and Federated Learning, and Affordable
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AI and Healthcare for Resource Diverse Global Health, pages 130140, Cham,
2022b. Springer Nature Switzerland. ISBN 978-3-031-18523-6. doi: 10.1007/978-
3-031-18523-6_13. URL https://doi.org/10.1007/978-3-031-18523-6_13.

Co-Authorships

Jonas Scherer, Marco Nolden, Jens Kleesiek, Jasmin Metzger, Klaus Kades,
Verena Schneider, Michael Bach, Oliver Sedlaczek, Andreas M. Bucher, Thomas
J. Vogl, ...Klaus Maier-Hein. Joint Imaging Platform for Federated Clinical Data
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B.1 Annotation guides and screenshots

Different annotations were executed throughout this work. For all annotations, either
an annotation guide was provided, or the annotation procedure was discussed before
the actual annotation.

B.1.1 Annotation guide for TRC assignment of the FTORs

In the reference and human baseline annotation of the TRC for the FTOR-DKFZ and
FTORT-TKH, in total, eight annotators were involved. Two radiologists (M.A.F. [in
training] and J.K [board certified]) executed the reference annotations based on a
common agreement. The seven annotators (A.B., M.M, M.S, M.K. M.F, J.J, and G.W) for
the human baseline were provided with a short introduction by one of the reference
annotators as well as with the following annotation instructions:

Annotation instructions for TRC assignmnet

Read through the report and give exactly one of the four classes to the finding:

• Regular (healthy patient): regular (r),

• Improvement of findings: improvement (b),

• Constant findings: constant (k),
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• Deterioration of findings: deterioration (s),

and how certain you are about your statement:

• very sure (1),

• sure (2),

• neutral (3),

• uncertain (4),

• very uncertain (5).

The letters/numbers in brackets are key assignments with which you can select the
class. You can change the report with the left/right arrows. Make sure that at the end
of each report, exactly one diagnostic class and one scale of certainty has been given.

B.1.2 Annotation guide for expert evaluation on generated conclusions

The three main criteria to judge the generated systems were determined in agreement
with domain experts. The two annotators were presented with the following annotation
instructions.

Annotation instructions for expert evaluation

We consider four summary models and the reference conclusion. Each model generates
a radiological summary (assessment) under the specification of a source text (general
examination information and radiological findings). You will be presented with the
source text, the four generations from the models, and the assessment written by the
physician. Please rate the generations of each model and the reference according
to the following criteria: Oncological correctness, non-oncological correctness, and
readability:

• oncological correctness: is the summary and the details about metastases (none,
new, proliferation, or regressive) correct? (0) not assessable; (1) not at all correct;
(2) correct to a small extent; (3) half correct; (4) correct to a large extent; (5)
everything correct,

• nononcological correctness: is the general date, organ, and other information
correct? (0) not assessable; (1) not at all correct; (2) correct to a small extent; (3)
half correct; (4) correct to a large extent; (5) everything correct,
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• readability: is the generation easy to understand, without broken expressions or
unknown words? (0) not assessable; (1) many unknown words, difficult to read
and comprehend; (2) several unknown words and aborted expressions, not fluent;
(3) several unknown words; (4) fluent and coherent, but some unknown words;
(5) correct words and expressions, fluent and coherent.

If the generation is not assessable, select 0 - not assessable. Otherwise, the scale
consists of grades from 1 to 5 and must be assigned for each criterion.

B.1.3 Screenhots of the annotation software

Figures B.1 and B.2 show screenshots of the Doccano user interface when annotating
the TRC as well as when evaluating the system-generated summaries.

Figure B.1: Screenhot of the annotations of the TRC and associated certainty of the
assignment. The report itself is replaced by placeholder texts due to data privacy
concerns, and the labels are provided in German. The assignment is done sample by
sample, while the use of keyboard shortcuts facilitates the annotation. TRC=tumor
response category.
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Figure B.2: Screenhots of the evaluation of the system-generated conclusions. To
allow the annotation of the conclusions with Doccano, a sequence labeling project is
created. During the annotation, the different criteria are marked with a defined grade,
similar to an entity annotation task. The report itself and the generated conclusions
are replaced by placeholder texts due to data privacy concerns, and the labels are
provided in German.
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B.2 Tables

Dataset WikiLingua 10k German News Articles Datasets Swiss Judgment Prediction
Parameters (#58341) (#10273) (#45183)

Word count 405.7±242.7 365.4±270.3 398.3±264.5
Unique words 206.0±97.6 221.3±127.5 185.1±84.3
Unique bigram 362.7±210.9 345.1±249.6 301.5±178.5
Yule’s I 122.9±34.8 165.3±47.9 119.4±26.8
Token type ratio 0.5±0.1 0.7±0.1 0.5±0.1
BERT split factor 1.8±0.3 1.8±0.1 1.8±0.1

Table B.1: Results of the lexical complexity analysis for the comparison datasets.
Means of the parameters are reported along with the 95% CI in parentheses. CI=Con-
fidence Interval.
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Dataset Annotators Confidence Recall (%) Precision (%) Accuracy (%) F1 Score

FTOR-DKFZ Radiologist 1 3.63±0.89 73.4 (69.9 ,77.0) 74.3 (70.6 ,78.1) 73.4 (69.9 ,77.0) 0.72 (0.69 ,0.76)
Radiologist 2 4.22±1.05 73.6 (69.6 ,77.2) 76.0 (72.5 ,79.3) 73.6 (69.6 ,77.2) 0.74 (0.71 ,0.78)
Student 1 4.02±1.07 72.1 (68.6 ,75.3) 73.2 (69.3 ,76.8) 72.1 (68.6 ,75.3) 0.71 (0.67 ,0.75)
Student 2 3.13±0.79 64.8 (61.2 ,68.6) 64.0 (59.4 ,68.5) 64.8 (61.2 ,68.6) 0.62 (0.58 ,0.66)
RT 1 3.20±0.98 66.9 (63.7 ,69.9) 70.1 (64.1 ,74.8) 66.9 (63.7 ,69.9) 0.62 (0.59 ,0.65)
RT 2 3.23±1.00 59.9 (56.1 ,63.7) 64.4 (59.9 ,68.9) 59.9 (56.1 ,63.7) 0.59 (0.55 ,0.63)
RT 3 2.16±0.96 48.0 (44.4 ,51.5) 63.8 (60.7 ,66.9) 48.0 (44.4 ,51.5) 0.45 (0.41 ,0.49)
Radiologists
(MiA)

3.92±1.02 73.5 (70.5 ,76.3) 74.2 (71.3 ,77.0) 73.5 (70.5 ,76.3) 0.74 (0.71 ,0.76)

Students
(MiA)

3.58±1.04 68.5 (65.7 ,71.3) 68.8 (65.6 ,71.9) 68.5 (65.7 ,71.3) 0.67 (0.64 ,0.70)

RTs (MiA) 2.86±1.10 58.3 (55.8 ,60.7) 62.8 (59.4 ,66.1) 58.3 (55.8 ,60.7) 0.56 (0.53 ,0.58)

FTORT-TKH Radiologist 1 3.66±0.75 86.6 (84.1 ,89.1) 86.1 (83.3 ,88.9) 86.6 (84.1 ,89.1) 0.86 (0.83 ,0.89)
Radiologist 2 4.36±0.96 81.9 (79.0 ,85.0) 86.0 (83.7 ,88.0) 81.9 (79.0 ,85.0) 0.83 (0.80 ,0.85)
Student 1 3.91±0.87 87.3 (84.8 ,89.6) 86.2 (83.6 ,88.5) 87.3 (84.8 ,89.6) 0.87 (0.84 ,0.89)
Student 2 3.32±0.70 71.4 (68.1 ,74.6) 81.0 (78.7 ,83.0) 71.4 (68.1 ,74.6) 0.72 (0.69 ,0.75)
RT 1 3.15±0.86 84.1 (81.3 ,86.8) 82.9 (80.2 ,85.6) 84.1 (81.3 ,86.8) 0.83 (0.81 ,0.86)
RT 2 3.23±0.92 78.3 (75.3 ,81.3) 79.7 (76.6 ,82.7) 78.3 (75.3 ,81.3) 0.79 (0.76 ,0.82)
RT 3 2.17±1.03 62.6 (59.4 ,65.8) 66.4 (62.9 ,70.0) 62.6 (59.4 ,65.8) 0.60 (0.56 ,0.64)
Radiologists
(MiA)

4.01±0.93 84.3 (82.2 ,86.3) 85.0 (83.1 ,86.8) 84.3 (82.2 ,86.3) 0.84 (0.82 ,0.86)

Students
(MiA)

3.61±0.84 79.3 (77.1 ,81.4) 81.6 (79.7 ,83.4) 79.3 (77.1 ,81.4) 0.79 (0.77 ,0.81)

RTs (MiA) 2.85±1.06 75.0 (73.0 ,77.1) 75.3 (73.1 ,77.3) 75.0 (73.0 ,77.1) 0.74 (0.72 ,0.76)

FTORs (MiA) Radiologist 1 3.64±0.82 80.5 (78.4 ,82.7) 80.3 (78.0 ,82.6) 80.5 (78.4 ,82.7) 0.80 (0.78 ,0.82)
Radiologist 2 4.29±1.01 78.1 (75.6 ,80.5) 80.2 (78.1 ,82.3) 78.1 (75.6 ,80.5) 0.79 (0.76 ,0.81)
Student 1 3.96±0.97 80.3 (78.2 ,82.3) 79.7 (77.4 ,81.9) 80.3 (78.2 ,82.3) 0.79 (0.77 ,0.81)
Student 2 3.24±0.75 68.4 (65.8 ,70.8) 70.4 (67.6 ,73.0) 68.4 (65.8 ,70.8) 0.67 (0.65 ,0.70)
RT 1 3.18±0.92 76.2 (74.2 ,78.2) 77.0 (73.7 ,79.7) 76.2 (74.2 ,78.2) 0.73 (0.71 ,0.76)
RT 2 3.23±0.96 69.8 (67.5 ,72.3) 69.1 (66.6 ,71.8) 69.8 (67.5 ,72.3) 0.68 (0.66 ,0.71)
RT 3 2.16±1.00 55.9 (53.5 ,58.4) 63.7 (61.1 ,66.3) 55.9 (53.5 ,58.4) 0.52 (0.49 ,0.55)
Radiologists
(MiA)

3.97±0.97 79.3 (77.5 ,81.0) 79.7 (78.0 ,81.4) 79.3 (77.5 ,81.0) 0.79 (0.78 ,0.81)

Students
(MiA)

3.60±0.94 74.3 (72.6 ,76.1) 74.5 (72.5 ,76.4) 74.3 (72.6 ,76.1) 0.73 (0.72 ,0.75)

RTs (MiA) 2.86±1.08 67.3 (65.7 ,68.8) 66.9 (64.9 ,68.8) 67.3 (65.7 ,68.8) 0.65 (0.63 ,0.67)

Table B.2: TRC classification results, micro-averaged, for the human annotators
and the and the three human annotator groups, respectively, on the FTOR-DKFZ and
FTORT-TKH and across all FTORs. Reported scores are mean values with 95% CIs
in parenthesis unless otherwise noted. The confidences assigned during annotations
are reported as means ± STDs. CI=Confidence Interval, FTOR=free-text-oncology
report, FTOR-DKFZ=free-text-oncology reports from the German Cancer Research
Center, FTORT-TKH=free-text-oncology reports from the Heidelberg Thoracic Clinic,
MiA=micro-averaged (Calculation of metrics over a concatenated list of labels and
predictions.), STD=standard deviation, TRC=tumor response category.
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Table B.3: List of cases used for testing in the experiments on the seen
data from the pre-processed multi-site prostate MRI segmentation dataset ( li-
uquande.github.io/SAML/). This table was adapted from Kades et al. (2022b) with
permission of Springer. MRI=magnetic resonance imaging.

RUNMC Case24 Case12 Case05 Case07 Case08 Case26 Case10 Case17 Case01
BMC Case24 Case12 Case05 Case07 Case08 Case26 Case10 Case17 Case01
I2CVB Case07 Case00 Case10 Case05 Case15 Case12
UCL Case26 Case30 Case33 Case36
BIDMC Case06 Case05 Case08 Case07
HK Case38 Case41 Case42 Case40

Table B.4: Mean DICE (%) scores with standard deviation for each dataset, algorithm,
architecture, and experiment. This table was adapted from Kades et al. (2022b) with
permission of Springer. DICE=Sørensen-Dice coefficient.

Dataset RUNMC BMC I2CVB UCL BIDMC HK Average
Setup Algorithm # 30 # 30 # 19 # 13 # 12 # 12

Seen
2D Intra-site 87.74 (3.28) 91.14 (2.40) 81.12 (5.45) 88.06 (1.87) 69.83 (16.88) 85.11 (6.84) 83.83 (7.64)

DeepAll 88.55 (2.68) 91.04 (2.82) 79.21 (9.39) 90.14 (1.77) 80.98 (11.16) 89.46 (3.57) 86.57 (5.11)
Federated 88.27 (2.65) 90.88 (3.01) 84.50 (3.08) 90.59 (1.72) 78.01 (16.36) 88.97 (2.86) 86.87 (4.91)

3D RUNMC 89.58 (3.34) 68.44 (22.21) 22.41 (31.12) 82.92 (4.35) 46.72 (28.38) 81.88 (10.26) 65.33 (25.96)
BMC 46.20 (24.16) 90.46 (1.84) 16.11 (16.70) 64.13 (19.16) 41.72 (32.62) 40.56 (24.37) 49.86 (25.13)
I2CVB 55.87 (14.02) 69.81 (10.02) 83.64 (6.02) 28.93 (23.12) 26.38 (25.02) 20.53 (22.44) 47.53 (26.05)
UCL 85.76 (2.37) 75.70 (9.37) 55.13 (14.80) 88.19 (3.83) 38.61 (22.13) 56.40 (20.36) 66.63 (19.67)
BIDMC 40.11 (14.92) 78.01 (17.44) 10.40 (9.08) 29.66 (11.19) 73.95 (29.08) 47.87 (35.49) 46.67 (25.98)
HK 80.32 (4.26) 47.39 (27.64) 19.58 (29.58) 70.03 (17.59) 54.22 (26.59) 84.96 (5.84) 59.42 (24.33)
Ensemble 87.48 (2.85) 86.27 (4.71) 48.28 (23.93) 88.02 (3.51) 58.32 (26.28) 82.51 (7.49) 75.15 (17.32)
DeepAll 90.00 (2.13) 91.57 (1.98) 82.27 (7.07) 90.02 (1.61) 87.64 (4.72) 90.49 (2.75) 88.66 (3.38)
Federated 89.96 (1.96) 91.50 (1.48) 84.50 (5.12) 90.16 (2.96) 87.70 (3.18) 90.99 (2.83) 89.14 (2.62)

Unseen
2D DeepAll 84.89 (4.37) 83.10 (4.75) 71.17 (16.77) 85.88 (4.44) 74.18 (12.20) 86.24 (4.95) 80.91 (6.54)

Federated 85.84 (3.93) 81.96 (5.73) 76.52 (9.94) 84.94 (4.24) 73.19 (15.35) 86.09 (4.30) 81.42 (5.40)
3D RUNMC 70.06 (18.61) 29.73 (25.33) 82.03 (4.59) 59.81 (22.39) 86.60 (3.31) 65.65 (22.64)

BMC 48.30 (25.55) 17.78 (12.18) 62.60 (18.68) 58.27 (24.21) 36.67 (20.12) 44.73 (18.07)
I2CVB 45.94 (18.21) 54.89 (26.19) 33.49 (12.75) 19.34 (25.01) 40.00 (18.58) 38.73 (13.40)
UCL 82.35 (10.23) 79.21 (12.34) 49.16 (18.35) 59.51 (17.40) 74.71 (15.95) 68.99 (14.13)
BIDMC 37.15 (17.95) 80.74 (12.26) 17.18 (12.88) 37.44 (17.92) 59.98 (25.41) 46.50 (24.41)
HK 79.66 (16.64) 42.76 (25.88) 34.14 (21.27) 61.51 (17.04) 56.26 (18.91) 54.86 (17.58)
Ensemble 76.53 (16.13) 84.99 (4.69) 49.14 (20.15) 84.34 (7.26) 72.15 (13.57) 85.81 (8.39) 75.49 (14.01)
DeepAll 83.97 (10.53) 80.37 (15.68) 58.45 (18.01) 85.59 (5.60) 78.98 (13.88) 89.24 (3.80) 79.43 (10.92)
Federated 85.01 (6.95) 85.36 (8.29) 67.63 (13.55) 86.97 (4.58) 81.95 (9.62) 88.51 (4.48) 82.57 (7.64)

https://liuquande.github.io/SAML/
https://liuquande.github.io/SAML/
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Table B.5: Mean ASD (mm) scores with standard deviation for each dataset, algorithm,
architecture, and experiment. This table was adapted from Kades et al. (2022b) with
permission of Springer. ASD=Average Surface Distance.

Dataset RUNMC BMC I2CVB UCL BIDMC HK Average
Setup Algorithm # 30 # 30 # 19 # 13 # 12 # 12

Seen
2D Intra-site 0.79 (0.27) 0.72 (0.20) 2.05 (0.42) 0.82 (0.21) 2.35 (1.45) 1.08 (0.56) 1.30 (0.71)

DeepAll 0.73 (0.15) 0.73 (0.24) 2.32 (0.95) 0.67 (0.18) 1.58 (0.61) 0.71 (0.17) 1.12 (0.68)
Federated 0.77 (0.14) 0.70 (0.26) 2.00 (0.50) 0.61 (0.15) 1.62 (0.72) 0.77 (0.21) 1.08 (0.58)

3D RUNMC 0.78 (0.48) 26.53 (24.91) 55.57 (34.37) 2.65 (1.41) 50.49 (40.48) 8.74 (15.02) 24.13 (24.22)
BMC 81.22 (39.26) 0.74 (0.23) 105.08 (16.20) 52.26 (40.98) 49.59 (32.75) 84.49 (32.72) 62.23 (36.69)
I2CVB 43.17 (28.69) 20.66 (11.11) 2.14 (0.82) 99.85 (34.76) 28.10 (27.37) 23.00 (23.65) 36.16 (33.89)
UCL 0.97 (0.23) 20.92 (19.70) 27.24 (15.82) 1.25 (1.19) 41.54 (19.57) 24.34 (19.53) 19.38 (15.80)
BIDMC 96.77 (15.00) 17.43 (27.61) 108.40 (12.31) 96.33 (22.95) 40.65 (78.91) 70.55 (37.36) 71.69 (36.03)
HK 3.71 (3.91) 51.85 (43.15) 59.50 (43.95) 8.51 (11.65) 27.14 (19.08) 1.01 (0.49) 25.29 (25.36)
Ensemble 0.92 (0.43) 3.46 (7.80) 20.93 (18.27) 0.88 (0.37) 15.54 (14.82) 8.00 (13.92) 8.29 (8.31)
DeepAll 0.67 (0.17) 0.64 (0.20) 2.14 (0.64) 0.70 (0.18) 1.26 (0.13) 0.66 (0.21) 1.01 (0.60)
Federated 0.69 (0.11) 0.61 (0.14) 1.95 (0.52) 0.63 (0.21) 1.28 (0.19) 0.62 (0.20) 0.96 (0.55)

Unseen
2D DeepAll 1.37 (0.88) 1.26 (0.36) 4.54 (2.18) 1.04 (0.48) 4.73 (4.73) 1.20 (0.73) 2.36 (1.77)

Federated 1.11 (0.41) 1.33 (0.41) 4.52 (2.94) 1.53 (1.80) 2.56 (1.66) 1.03 (0.37) 2.01 (1.35)
3D RUNMC 23.80 (26.59) 63.48 (44.65) 1.77 (0.71) 35.85 (19.79) 1.03 (0.32) 25.19 (26.05)

BMC 74.24 (42.88) 103.77 (10.64) 56.90 (40.17) 39.14 (25.16) 83.32 (30.79) 71.48 (24.74)
I2CVB 81.40 (48.01) 60.58 (38.10) 107.41 (18.45) 24.05 (24.31) 24.90 (22.27) 59.67 (36.16)
UCL 4.25 (16.68) 14.51 (21.16) 32.33 (23.76) 35.64 (19.79) 11.66 (19.13) 19.68 (13.64)
BIDMC 101.29 (24.97) 18.94 (37.71) 111.46 (18.13) 99.51 (26.58) 65.02 (42.30) 79.24 (37.99)
HK 12.33 (26.34) 58.34 (34.11) 49.64 (22.18) 33.41 (18.92) 35.39 (23.67) 37.82 (17.58)
Ensemble 38.57 (41.58) 2.25 (4.77) 37.49 (23.64) 16.68 (30.25) 18.96 (15.73) 5.72 (14.69) 19.95 (15.37)
DeepAll 4.91 (17.82) 16.77 (30.06) 24.77 (29.58) 8.34 (18.48) 25.48 (33.67) 1.47 (1.76) 13.62 (10.26)
Federated 3.65 (14.10) 8.05 (17.43) 16.34 (16.28) 1.78 (2.73) 21.16 (26.68) 1.86 (3.77) 8.81 (8.18)
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