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Aiming at the impact of redundant information transmission on network resource
utilization in current power systems, an improved event-triggered scheme based
on particle swarm optimization and artificial fish swarm algorithm for power
system load frequency control (LFC) with renewable energy is proposed. First
of all, to keep the stability and security of power systems with renewable energy,
the load frequency control scheme is investigated in this paper. Then, to relieve
the communication burden and increase network utilization, an improved event-
triggered scheme based on the particle swarm algorithm and artificial fish swarm
algorithm is explored for the power system load frequency control. Then, by
utilizing improved Lyapunov functional and the linear matrix inequality method,
sufficient condition for the H∞ stability of the load frequency control system is
established. Finally, a two-area load frequency control system and IEEE-39 node
simulation models are constructed to verify the effectiveness and applicability of
the proposed method.
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1 Introduction

In the context of global clean energy and low-carbon development, environmental
protection issues have gained increasing attention from numerous countries in recent years.
Conventional power generation technologies’ defects in the economy and environmental
protection have becomemore prominent (Liu et al., 2021). Meanwhile, several new problems
affecting the stable operation of power systems have arisen due to the rapid development of
clean energy generation technology. For instance, new energy power systems are often
subject to interruptions or fluctuations in power supply (Gholamrezaie et al., 2018; Oubelaid
et al., 2022a). Energy storage technology is then applied to solve the technical deficiencies of
the system power supply and ease the instability of the new energy power system (Oubelaid
et al., 2022b). Therefore, the power system combines with a growing number of renewable
energy sources and battery storage (Choi et al., 2016; Mi et al., 2017; Pulazza et al., 2021;
Oubelaid et al., 2022c). However, environmental variations can have a significant impact on
the output of renewable energy sources, leading to fluctuations in the power system’s output
power after the integration of renewable energy. Therefore, ensuring the maintenance of the
load frequency within a safe range becomes particularly crucial after the integration of
renewable energy sources into the power grid (Yan et al., 2022). Hence, the system needs a
control strategy for regulation. As the core application of automatic power generation
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control in power systems, load frequency control (LFC) is also an
essential tool for dealing with grid frequency matters resulting from
load changes (Zhao et al., 2022; Sun et al., 2023). LFC mainly adjusts
the grid frequency deviation and the exchange power value of the
contact line to make the system frequency reach the rated value,
while maintaining the tie-lines exchanged power at the normal value
(Yang et al., 2020).

It is worth mentioning that traditional LFC technology usually uses
a dedicated line communication method to transmit data (Wang et al.,
2022), with the drawbacks of high maintenance costs and poor
flexibility. The last few decades have witnessed a spurt of progress in
communication, computer, and control technology. Thus, this
traditional method of communication is gradually being replaced by
open networks (Aluko et al., 2021). However, the application of open
communication networks in power systems has brought new problems
such as communication delays and limited network bandwidth
constraints (Yuan et al., 2021). Therefore, how to improve the
utilization of network resources has been the focus of investigation
on the power system in the modern communication network
environment. It is worth noting that event-trigger scheme can
effectively relieve bandwidth pressure (Li M. et al., 2019; Zhang
et al., 2020).

In an event-trigger scheme, the event generator will only release the
data packet signal while the preset event-trigger conditions are satisfied.
Therefore, the event-triggered scheme is adopted in modern power
systems to achieve the expected goal of saving the occupancy of
communication channels (Wen et al., 2016). Based on the event-
triggered scheme, LFC has received considerable attention in the
power system. In (Bu et al., 2022), an event-triggered data-driven
LFC scheme via model-free adaptive control is proposed, which
achieves better data-driven linear frequency regulation based on an
event-triggered scheme and dynamic linearization technique. In
(Hossain et al., 2022), a distributed event-trigger scheme has been
applied, whose triggering conditions depend on output information for
specific regions. It is noteworthy that the performance of the event-
trigger scheme is related to the trigger threshold, however, In the design
of the event-trigger scheme in the above research results, the
performance of the trigger scheme has been limited since the trigger
threshold is required to be preset in advance (Wu et al., 2018). In
consideration of the above situation, various research scholars have
applied adaptive event-trigger schemes (Chen et al., 2022) to the study
of power systems. For example, an adaptive event-trigger scheme for
multi-area power systems with communication bandwidth constraints
is designed (Peng et al., 2018). Consequently, the system can adaptively
adjust the threshold parameters based on current and past data; the
dynamic event-trigger scheme and adaptive event-trigger scheme for
networked power systems are investigated (Wu et al., 2020). The trigger
parameters of the dynamic scheme are the upper limit of the trigger
parameters of the adaptive scheme, both of which work together to
balance the system control performance and the number of transmitted
signals (Shangguan et al., 2022). Even though there have been many
research results on the LFC event-triggered scheme, little research has
been conducted on the optimal design of the event-trigger scheme.

Artificial fish swarm algorithm (AFSA) is a class of swarm
intelligence optimization algorithms based on fish activity
behavior (Tang et al., 2021). The algorithm has the ability of
distributed processing as well as strong robustness of parameters
and initial values (Lin et al., 2020; Yang et al., 2022). Particle swam

optimization (PSO) is an algorithm inspired by the predatory
behavior of birds and used to solve optimization problems (Tang
et al., 2021; Belaid et al., 2022). The velocity of a particle is
dynamically adjusted by its own and its companion’s flight
experience, thus enabling the individual to search in the solvable
space. It is rather remarkable that AFSA has a strong global search
capability, but the algorithm converges slowly at a later stage (Zhu
and Gao, 2020). In contrast, PSO has the capability of local fast
convergence but tends to fall into the local optimum (Dashtdar et al.,
2022). This paper presents a hybrid AFSA-PSO algorithm, to make
the merits and demerits of the two algorithms complementary,
thereby addressing the optimization problem better. AFSA uses
an adaptive vision and step size which can dynamically regulate the
operating speed of the algorithm. Additionally, the introduction of
the compression factor and adaptive inertia weight to PSO ensures
the convergence of the algorithm and removes the boundary
restriction on the velocity, resulting in a more satisfactory solution.

Accordingly, to enhance the network bandwidth utilization, and
reduce the transmission of redundant information for power system,
this paper offers an improved event-triggered LFC based on a hybrid
AFSA-PSO algorithm.

In consideration of the above discussions, this paper investigates
a multi-area power system LFC based on the AFSA-PSO event-
triggered scheme. The main contributions of this work are displayed
below:

1) Since network communication is constrained by limited network
bandwidth, this paper introduces an event-trigger scheme. The
specific form of performance is to improve the utilization of
network resources and ease the pressure on communication
bandwidth by screening the measured output signal of the LFC
power system. In the meantime, a hybrid AFSA-PSO algorithm is
proposed to optimize the parameters that determine the threshold
conditions in this paper, leading to the improved performance of the
event-trigger scheme. AFSA is employed early in the method, and
PSO has applied afterward, which makes the algorithm have high
solution accuracy and convergence speed. In addition, this paper
also optimizes and improves the AFSA and PSO respectively, to
enable the algorithm to attain better performance.

2) The conservatism of the stability criterion design process is
reduced under improved Lyapunov function. On the one
hand, an improved Lyapunov function is constructed in the
stability-proof process. On the other hand, the utilization of the
double B-L inequality in the inequality scaling process decreases
the conservatism of the resulting criterion.

FIGURE 1
The structure of i-th area LFC.
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2 Problem statement

2.1 Describe of LFC model

For multi-area power systems, the LFC system structure of the
i-th area can be shown in Figure 1. The parameters of i-th control
area are listed in Table 1.

The multi-area power system dynamics LFC model studied in
this paper can be described as:

_x t( ) � Ax t( ) + Bu t( ) + Fω t( )
y t( ) � Cx t( ){ (1)

where:

xi t( ) � Δfi ΔPmi ΔPvi ΔPwindi[ ΔPBi ∫ACEi ΔPtie−i ]T
x t( ) � x1

T t( ) x2
T t( ) x3

T t( ) . . . xn
T t( )[ ]T

ωi t( ) � ΔPdi ΔΦwindi[ ]T, Aij � 7, 1( ) � −2πTij[ ]
u t( ) � u1

T t( ) u2
T t( ) u3

T t( ) . . . un
T t( )[ ]T

yi t( ) � ACEi ∫ACEi[ ]T, B � diag B1, .., Bn{ }
ω t( ) � ω1

T t( ) ω2
T t( ) ω3

T t( ) . . . ωn
T t( )[ ]T

y t( ) � y1
T t( ) y2

T t( ) y3
T t( ) . . . yn

T t( )[ ]T

Aii �

1, 1( ) � −D
Mi

, 1, 2( ) � 1
Mi

, 1, 4( ) � 1
Mi

,

1, 5( ) � 1
Mi

, 1, 7( ) � −1
Mi

, 2, 2( ) � −1
Tchi

,

2, 3( ) � 1
Tchi

, 3, 1( ) � −1
RTgi

, 3, 3( ) � −1
Tgi

,

4, 4( ) � −1
Twi

, 5, 1( ) � 1
TESi

,

5, 5( ) � − 1
TESi

, 6, 1( ) � βi,

6, 6( ) � 1, 7, 1( ) � 2π ∑n
j�1,j ≠ i

Tij

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

A �
A11 . . . A1n

..

.
1 ..

.

An1 . . . Ann

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣ ⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

Bi � 0 0 1
Tgi

( )T

0 0 0 0[ ]T

Ci � βi 0 0 0 0 0 1
0 0 0 0 0 1 0

[ ]
Fi �

−1
Mi

T 0 0 0 0 0 0

0 0 0 1
Twi

0 0 0
⎡⎢⎢⎢⎣ ⎤⎥⎥⎥⎦

T

C � diag C1, .., Cn{ }, F � diag F1, .., Fn{ }
The Area Control Error (ACE) for each control area can be

expressed by:

ACEi � βiΔfi + ΔPtie−i (2)

2.2 Design of improved event-triggered
scheme

To save network bandwidth resources, and improve information
transmission efficiency, an event-triggered scheme based on the
improved AFSA-PSO algorithm is proposed to increase the
utilization of network resources in this study. When the
transmitted signal meets the trigger scheme, it may be
transmitted; otherwise, the sampling signal will not be
transmitted, and the event-triggered conditions are designed as
follows (Yue et al., 2013):

x tlh + jh( ) − x tlh( )[ ]TΦ x tlh + jh( ) − x tlh( )[ ]> βx tlh( )TΦx tlh( )
(3)

where, Φ is the positive definite weighting matrix; β is the event-
triggered threshold in the range of [0, 1); tlh denotes the most recent
data transmission moment and tlh + jh is the current sampling
moment.

The event trigger determines the transmission of the system
state. Assuming that the data has been successfully transferred at
time tlh, the next trigger moment tl+1h is:

tl+1h � tlh +min jh
∣∣∣∣ x tlh + jh( ) − x tlh( )[ ]TΦ{

x tlh + jh( ) − x tlh( )[ ]>βx tlh( )TΦx tlh( )} (4)

Transmission delays are unavoidable due to the presence of
communication networks. It is reflected in the trigger scheme as
whether x(tlh) or x(tl+1h) is received first. Define τ(t) as the
transmission delay between the event trigger and the zero-order
device at moment tlh, and the maximum value of τ(t) is τ max.
Define the error between the most recently transmitted data and the
currently sampled data as el(t). The event-trigger scheme is treated
in two cases as follows:

(1) When tlh + h + τ max ≥ tl+1h + τl+1, define τ(t) � t − tlh,
τ(t) ∈ [τl, (tl+1 − tl)h + τl+1], and el(t) =0。

(2) When tlh + h + τ max < tl+1h + τl+1, the subintervals are
discussed as follows:

TABLE 1 LFC symbol description of the multi-area power system.

Symbol Description

ΔPdi Load deviation

ΔPmi Generator mechanical output deviation

ΔPvi Valve position deviation

Δfi Frequency deviation

Mi Moment of inertia

Di Generator damping coefficient

Tgi Time constant of the governor

Tchi Time constant of the turbine

Ri Speed drop

βi Frequency bias factor

Tij Tie-line synchronizing coefficient

Frontiers in Energy Research frontiersin.org03

Huang and Lv 10.3389/fenrg.2023.1235467

https://www.frontiersin.org/journals/energy-research
https://www.frontiersin.org
https://doi.org/10.3389/fenrg.2023.1235467


τ t( ) �
t − tlh, k ∈ Ω0

t − tlh − nh, k ∈ Ωn

t − tlh − jh, k ∈ Ωj

⎧⎪⎨⎪⎩ (5)

where,

Ω0 � [tlh + τ l, tlh + τ max)
Ωn � [tlh + nh + τ max, tlh + nh + h + τ max) n � 1, 2, .., j − 1( )
Ωj � [tlh + jh + τ max, tl+1h + τ l+1)
Thus, el(t) can be written as:

el t( ) �
0, k ∈ Ω0

x tlh( ) − x tlh + nh( ), k ∈ Ωn

x tlh( ) − x tlh + jh( ), k ∈ Ωj

⎧⎪⎨⎪⎩ (6)

where, x(tlh) is the most recent moment transmission data;
x(tlh + nh) and x(tlh + jh) are the current moment sampling
data, respectively.

Therefore, y(t) can be rewritten as follows

y tlh( ) � Cel t( ) + Cx t − τl t( )( ) (7)

Remark 1: In this paper, a PSO with adaptive inertia weights (Li
et al., 2019b) and compression factors (Zhou et al., 2019) are
designed. This improved algorithm balances the local search and
global search capability of PSO.Meanwhile, the boundary restriction
on the conventional particle velocity is removed to ensure the
convergence and accuracy of PSO. PSO can utilize the
mechanism of sharing information among individuals in a group
to make the whole solution process orderly. The core formula of the
algorithm is given below:

vdi � ωvd−1i + c1r1 pbestdi − xd
i( ) + c2r2 gbestd − xd

i( ) (8)
xd
i � xd−1

i + vd−1i t (9)
Eq. 8 is the speed of the individual’s step d, which consists of the

speed inertia of the previous step itself ωvd−1i , the self-cognition part
c1r1(pbestdi − xd

i ) , and the social cognition part c2r2(gbestd − xd
i ).

Eq. 9 is the position of the individual at step d, which is determined
by the position xd−1

i at step d − 1 and the velocity of step d − 1 × time
of motion, with the time of each step generally taken as 1. ω denotes
the velocity inertia weight, c1 denotes the individual acceleration
factor, c2 denotes the social acceleration factor, and r1, r2 are the
random numbers on [0, 1].

Where, pbestdi represents the best position that the particle i has
passed through by the end of the d iteration, and gbestd represents the
best position that all particles have passed through. ω, c1 and c2 are
important factors to be considered in optimizing the PSO.However, the
traditional PSO usually sets these parameters to fixed values,making the
algorithm unable to be dynamically adjusted according to the operation
results. On the other hand, due to the fast information exchange
between particles, the particles all move in the optimal direction and
tend to be homogeneous, which tends to cause local convergence. This
work proposes an improved PSO with the following formulations to
address these defects.

vdi � α ωd
i v

d−1
i + c1r1 pbestdi − xd

i( ) + c2r2 gbestd − xd
i( )[ ] (10)

The algorithm is designed with adaptive inertia weights ωd
i ,

whose value can change with the change of the fitness value. Take the

problem of minimizing the degree of adaptation as an example: the
smaller the current degree of adaptation, the closer to the optimal
solution, the more local search is needed, and accordingly, the inertia
weights become smaller; the larger the degree of adaptation, the
farther away from the optimal solution, the more global search is
needed, which requires a larger value of inertia weights. The details
are shown in the following formula:

ωd
i �

ω min + ω max − ω min( ) f xd
i( ) − f d

min

fd
average − f d

min

, f xd
i( )≤fd

average

ω max, f xd
i( )>fd

average

⎧⎪⎪⎪⎪⎨⎪⎪⎪⎪⎩
(11)

Individual learning factor c1 and social (group) learning factor c2
indicate information exchange among the particle swarm. A bigger
value of c1 causes the particles to seek too much within their local
range, whereas a larger value of c2 causes the particles to converge on
the local optimum too soon. The flight speed of the particles is also
hard to select. To effectively control the flight speed of particles and
achieve an effective balance between global search and local search,
this algorithm introduces a compression factor. The convergence of
the PSO algorithm can be guaranteed by selecting the appropriate
parameters. Taking c1 � c2 � 2.05, C � c1 + c2 � 4.1. The specific
expression of the compression factor is listed as follows:

α � 2

2 − C − �������
C2 − 4C

√( )∣∣∣∣ ∣∣∣∣ (12)

In conclusion, the simultaneous introduction of adaptive inertia
weights and compression factors can effectively improve the search
capability and convergence accuracy of PSO, thus enhancing PSO
performance.

Remark 2: In addition, an AFSA with an adaptive field of view and
step size (Yuan and Yang, 2019) is designed in this paper. The
algorithm can adaptively adjust the field of view and step length of
the fish, which can enhance the global search ability in the early stage
of the algorithm and accelerate the convergence speed in the late
stage of the algorithm. The AFSA is a swarm intelligence stochastic
optimization algorithm, in which the artificial fish self-renew by
behavior such as prey, swarm, and follow, thus achieving the optimal
search. However, the traditional AFSA involves the concept of the
field of view in which the selection of viewpoints is random and the
step length of movement is also random, which not only causes a lot
of wasted computation time but also affects the search speed and
accuracy. Given this, this paper presents the adaptive field of view
factor γ, and step size adjustment factor m1. Through γ, the
algorithm can purposefully adjust the field of view each time. In
the initial stage of the algorithm, a large field of view is given to the
prey behavior, and the field of view is gradually reduced as the
iteration of the algorithm proceeds. On the other hand, a too small
field of view in the later stages of the algorithmmay lead to a smaller
probability of searching for the global optimal solution. Therefore,
when the number of iterations of the algorithm exceeds half, the
reduction of the field of view is stopped so that it remains half of the
initial value (the lower limit of the parameter field of view value can
be set according to the specific problem). The expression is shown
below:
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γdi �
γ min + γ max − γ min( ) f xd

i( ) − f d
min

fd
average − f d

min

, f xd
i( )≤fd

average

γ max, f xd
i( )>fd

average

⎧⎪⎪⎪⎪⎨⎪⎪⎪⎪⎩
(13)

visiondi � γdi vision0, d≤
N

2

visiondi � λvision0, d>
N

2

⎧⎪⎪⎪⎪⎨⎪⎪⎪⎪⎩
(14)

where, d is the current number of iterations of the algorithm, γdi is
the adaptive field of view factor, λ is the lower limit of the field of
view factor, whose value is set according to the actual situation,N is
the maximum number of iterations of the algorithm, vision0 is the
initially selected field of view value, and visiondi is the field of view
value obtained in this iteration.

The step size is similar to the selection of the field of view, which
needs to be selected adaptively according to the fish population and
concentration distribution. Therefore, as shown in (15), this paper
introduces the step size adjustment factor, which enables the step
size to be adjusted depending on the change in the field of view.
Meanwhile, the step of redefining the step size is eliminated, and the
algorithm becomes more concise.

stepd
i � m1vision

d
i (15)

Remark 3: It is worth noting that AFSA has a strong global search
capability, but the algorithm converges slowly at a later stage; PSO
has a local fast convergence capability and can obtain a more
accurate solution by adjusting the parameters, but it is easy to
fall into a local optimum. Even though the two algorithms have been
optimized separately, the above mentioned defects are still difficult
to eliminate, which allows the introduction of hybrid optimization
algorithms (Veerasamy et al., 2020). The algorithm proposed in this
paper combines AFSA and PSO, which can combine the good
characteristics of the two basic algorithms (Tsai and Lin, 2011).
AFSA is applied in the early stage of the algorithm to expand the
search range of individual best position and group best position, and
PSO is utilized in the later stage of the algorithm to achieve a fine
step-by-step search. It is proved that the algorithm can improve the
convergence speed and solution accuracy to a certain extent.

Remark 4: Using disturbance attenuation level γ as the objective
function, we obtain the optimal event-trigger threshold λ. The steps
of the AFSA-PSO are shown below:

Step 1: Set parameters: such as fishnum(number of artificial
fish),MAXGEN(maximum number of iterations), try_
number(maximum number of tries), gen = 1(current number of
iterations), etc.,; Initialize the population and individual parameters:
set the range of each parameter, assign initial values to variables,

FIGURE 2
Flowchart of AFSA-PSO in optimizing event-triggered scheme.
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form the population from the random array generated in the given
range, set inertia weights, compression factors, control
coefficients, etc.,;

Step 2: Start iteration, when the number of iterations is less than the
preset value, the AFSA is used, otherwise the PSO is used;

Step 3: When the AFSA is used, the following operations are
performed for each individual: set the adaptive field of view and step
size, compare the fitness after performing following and swarming
behaviors respectively, and keep the better fitness, then compare it
with the individual optimum and population optimum, and update
the fitness value;

Step 4: When the PSO is used, the following operations are
performed for each individual: update the adaptive inertia
weights, calculate the speed and position of the individual
combined with the compression factor, recalculate the fitness
value of the individual, find the global optimal individual, and
update the optimal position of the individual and the group;

Step 5: Stop iteration when the maximum number of iterations is
reached, and the obtained is the optimal solution.

Figure 2 can show the implementation of the code.

3 Stability analysis of multi-area LFC

In this section, an improved Lyapunov function and the B-L
inequality are applied to study the stability criteria for the multi-
area LFC with the improved event-triggered scheme (Lv et al.,
2020).

Lemma 1: (Peng and Zhang, 2016): For a given positive matrix
R> 0, and differentiable function φ(u)|u ∈ [a, b]{ }, the following
inequality holds:

∫
b

a

∫
b

β

_φT α( )R _φ α( )dαdβ≥ 2ΩT
1RΩ1 + 4ΩT

2RΩ2 (16)

∫
b

a

∫
β

a

_φT α( )R _φ α( )dαdβ≥ 2ΩT
3RΩ3 + 4ΩT

4RΩ4 (17)

where:

Ω1 � φ b( ) − 1
b − a

∫b

a
φ α( )dα

Ω2 � φ b( ) + 2
b − a

∫b

a
φ α( )dα − 6

b − a( )2∫
b

a
∫b

β
φ α( )dαdβ

Ω3 � φ a( ) − 1
b − a

∫b

a
φ α( )dα

Ω4 � φ a( ) − 4
b − a

∫b

a
φ α( )dα + 6

b − a( )2∫
b

a
∫b

β
φ α( )dαdβ

The stability of the system (1) without disturbances will then be
presented. The system (1) can be described as follows:

_x t( ) � Ax t( ) − BKCe t( ) − BKCx t − τ t( )( ) (18)

Theorem 1: For given positive d, τM, σm, the system (18) is
asymptotically stable, if there exist positive definite matrices P, Q,
R, S, Φ and appropriate dimensions X1, X2, X3, X4, such the
following matrix inequalities hold:

Π2 � Π1 + Ĥ2 ~φ1Ĥ2
T + φ3 + φ4 + 2Pχ1 + χ1υ2χ

T
1 < 0 (19)

~φ1 � φ1 *
T1 φ1

[ ]> 0 (20)

where:

Π1 � e1υ1re
T
1 − e2ΦeT2 − e3Q2e

T
3 − e4υ3e

T
4

υ1r � Q2 + τMR2, υ2r � d2
MR1 + d2

M

2
S1 + d2

M

2
S2

υ3 � 1 − _τ t( )( )Q3 − λ tkh( )Φ

~φ2 �
φ1r + ~S1 *

T1 φ1r + ~S2
[ ]> 0, ~φ1 �

φ1 *

T1 φ1

[ ],
H1 � e1 − e4|e1 + e4 − 2e5e1 − e4 − 6e6[ ]
H2 � e4 − e3|e3 + e4 − 2e7e4 − e3 − 6e8[ ], Ĥ2 � H1H2[ ],
φ1 � diag R1, 3R1, 5R1{ }, ~S1 � diag S1, 3S1, 5S1{ }

~S2 � diag S2, 3S2, 5S2{ }, T1 �
T11 T12 T13

T21 T22 T23

T31 T32 T33

⎡⎢⎢⎢⎢⎢⎣ ⎤⎥⎥⎥⎥⎥⎦
H3 � e1 − e5 e1 − e5 − 3e6 e4 − e7 e4 − e7 − 3e8[ ]
φ3 � diag −2S1,−4S1,−2S1,−4S1{ }
H4 � e5 − e4 e4 − e5 + 3e6 e7 − e3 e3 − e7 + 3e8[ ]
φ4 � diag 2S2, 4S2, 2S2, 4S2{ }
χ1 � Ae1 + BKCe2 + BKCe4

Proof: Defining the Lyapunov function as:

V t( ) � V1 t( ) + V2 t( ) + V3 t( ) + V4 t( )
V1 t( ) � xT t( )Px t( )
V2 t( ) � ∫t

t−τM
xT s( )Q2x s( )ds + ∫t

t−d t( )
xT s( )Q3x s( )ds

V3 t( ) � dM∫0

−dM∫t

t+α _x
T s( )R1 _x s( )dsdα

+∫0

−dM∫t

t+αx
T s( )R2x s( )dsdα

V4 t( ) � ∫0

−dM∫0

β
∫t

t+α _x
T s( )S1 _x s( )dsdαdβ

+∫0

−dM∫β

−dM∫t

t+α _x
T s( )S2 _x s( )dsdαdβ

where: P> 0, Q> 0, R> 0, S> 0 are positive-definite matrices.

Calculating the derivate along the trajectory (18) yields the
following inequality:

TABLE 2 Simulation parameters of the numerical example.

Tp/s TT/s TG/s TES/s

Area 1 10 0.3 0.1 0.038 2

Area 2 8 0.4 0.17 0.038 2

Kp R/(Hz/Mw) K β

Area 1 1 0.05 1 24

Area 2 0.667 0.05 1 24
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ΔV t( ) � ΔV t( )1 + ΔV t( )2 + ΔV t( )3 + ΔV t( )4 (21)
where:

ΔV1 t( ) � 2 _xT t( )Px t( )
ΔV2 t( ) � xT t( )Q2x t( ) − xT t − dM( )Q2x t − dM( )

+xT t( )Q3x t( ) − 1 − _d t( )( )xT t − d t( )( )Q3x t − d t( )( )

ΔV3 t( ) � d2
M _xT t( )R1 _x t( ) − dM∫t

t−dM
_xT α( )R1 _x α( )dα

+dMx
T t( )R2x t( ) − ∫t

t−d t( )
xT α( )R2x α( )dα

ΔV4 t( ) � d2
M

2
_xT t( )S1 _x t( ) − ∫0

−d t( )
∫t

t+α
_xT s( )S1 _x s( )dsdα

−∫−d t( )
−dM ∫t−d t( )

t+α _xT s( )S1 _x s( )dsdα

− dM − d t( )( )∫t

t−d t( ) _x
T α( )S1 _x α( )dα + d2

M

2
_xT t( )S2 _x t( )

−∫0

−d t( )∫t+α
t−d t( ) _x

T s( )S2 _x s( )dsdα

−∫−d t( )
−dM ∫t+α

t−dM _xT s( )S2 _x s( )dsdα

−d t( )∫t−d t( )
t−dM _xT s( )S2 _x s( )ds

Defining the following augmenting state variable:

ξ t( ) � [x t( ) e t( ) x t − dM( ) x t − d t( )( )
1

d t( )∫
0

−d t( )
x t + α( )dα 1

d t( )∫
0

−d t( )
λ−τ t( ) α( )x t + α( )dα

1
dM − d t( )∫

−d t( )

−dM
x t + α( )dα

1
dM − d t( )∫

−d t( )

−dM
λ−τ t( ) α( )x t + α( )dα]

Thus, the next inequality can be obtained:

ΔV t( )≤ ξ t( )Π1ξ
T t( ) + 2 _x t( )PxT t( ) + _x t( )υ2 _xT t( )

+Δ ~V1 t( ) + Δ ~V2 t( ) + Δ ~V3 t( )
where:

Δ ~V1 t( ) � −dM∫t

t−dM _x s( )R1 _x
T s( )ds − dM − _d t( )( )

∫t

t−d t( ) _x s( )S1 _xT s( )ds − _d t( )∫t−d t( )

t−dM
_x s( )S2 _xT s( )ds

Δ ~V2 t( ) � −∫0

−d t( )∫t

t+α _x s( )S1 _xT s( )dsdα
−∫−d t( )

−dM ∫t−d t( )
t+α _x s( )S1 _xT s( )dsdα

Δ ~V3 t( ) � −∫0

−d t( )∫t+α
t−d t( ) _x s( )S2 _xT s( )dsdα

−∫−d t( )
−dM ∫t+α

t−dM _xT s( )S2 _x s( )dsdα

Applying the B-L inequality, Δ ~V1(t) can be rewritten as:

Δ ~V1 t( )≤ − 1
ι
ξ t( )H1 φ1 + ~S1( )HT

1 ξ
T t( ) − 1

κ
ξ t( )H2 φ1 + ~S2( )HT

2 ξ
T t( )

+ξ t( )H1
~S1HT

1 ξ
T t( ) + ξ t( )H2

~S2H
T
2 ξ

T t( )
≤ − ξ t( )Ĥ2 ~φ1Ĥ2

T
ξT t( )

Applying Lemma 1, we obtain:

FIGURE 3
Optimizing algorithm performance.

FIGURE 4
Release instant and release intervals.
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Δ ~V2 t( )≤H3φ3rH
T
3

Δ ~V3 t( )≤ −H4φ4H
T
4

Therefore, if ~φ2 � φ1 + ~S1 *
T1 φ1 + ~S2

[ ]> 0 can be satisfied, the

following result can be obtained:

ΔV t( )≤ ξ t( )Π1ξ
T t( ) + 2 _x t( )PxT t( ) + _x t( )υ2 _xT t( )

+Δ ~V1 t( ) + Δ ~V2 t( ) + Δ ~V3 t( )
≤ ξ t( )Π2ξ

T t( )
LMI (17) can be verified if Π2 < 0 is satisfied and Lemma 1 is

applied. Considering a sufficiently small scalar c ∈ (0, 1], it is possible to
verify that ΔV(t)< ξ(t)Π2ξ

T(t)< − c‖ξ(t)‖2 < 0. Therefore,
according to Theorem 1, the system (18) is stochastically stable.
Theorem 1 provides the criterion of asymptotic stability. Next, the
H∞ stability criterion for the system (18) will be designed.

Theorem 2: For given positive constant γ, d, τM and σm, if there exist
positive definite matrices P,Q, R, S,W,Φ and appropriate dimensions
X1,X2,X3,X4, such the following matrix inequalities hold, the system
(18) is asymptotically stable with H∞ prescribed attenuation level γ.

Π2
′ � Π1 + Ĥ2 ~φ1Ĥ2

T + φ3 + φ4 + 2Pχ1
′ + χ1

′υ2χ′T1−γ2eT10e10 + eT1C
TCe1 < 0

(22)

where:

χ1
′ � Ae1 + BKCe2 + BKCe4 + Fe9

ej � [ 0...0
j−1

, 1, 0...0
9−j ], j � 1, ..., 9( )

Proof: The proof of this theorem is based on Theorem 1. For the
prescribed attenuation level γ> 0, the cost function J can be defined as:

J � ∫∞

0
yT t( )y t( ) − γ2ωT t( )ω t( )dt (23)

For ω(t) ∈ l2[0,∞], and t> 0, the next inequality we have:

J≤∫∞

0
yT t( )y t( ) − γ2ωT t( )ω t( ) + ΔV t( )dt (24)

Considering the improved event-triggered scheme, if the
following inequality hold, J< 0 can be satisfied,

yT t( )y t( ) − γ2ωT t( )ω t( ) + ΔV t( )
−eT t( )Φe t( ) + λxT t − τ t( )( )Φx t − τ t( )( )< 0

(25)

Defining the augmenting state variable:

ξ′ t( ) � ξ t( ) ω t( )[ ]
For

Ω1 � yT t( )y t( ) − γ2ωT t( )ω t( ) + ΔV t( )
−eT t( )Φe t( ) + λxT t − τ t( )( )Φx t − τ t( )( )

it yields:

Ω1 � ξT t( )Π2
′ ξ′ t( ) (26)

Thus, Theorem 2 is proved. The stability with H∞ prescribed
attenuation level γ of the system (18) is obtained.

From the above discussion, it is clear that to maintain a better
stable performance and obtain a better event-triggered scheme, the
attenuation level γ is necessary to minimize. By optimizing with
AFSA-PSO, we can get the desired event-triggered threshold.

4 Case studies and discussion

In this section, two simulation examples are carried out to verify the
performance of the proposed event-triggered LFCbased on an improved
AFSA-PSO. In this section, the two-area LFC system model as well as
the IEEE-39 node systemmodel are built using Simulink. Among them,
the parameters of the two-area system model are shown in Table 2.

4.1 Two-area LFC system simulation
experiment

Since the thresholds of different event-triggered schemes in LFC
systems can have an impact on the system’s performance. Therefore,
this simulation experiment uses the hybrid AFSA-PSO to optimize
the event-triggered scheme threshold with the system performance
as the optimization objective. The process between the number of
algorithm iterations and the optimized performance is shown in

FIGURE 5
Frequency deviations of LFC power system.
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Figure 3. Meanwhile, this experiment takes the two-area LFC system
as the object and adds ΔPd � 2Hz perturbations to Area 1 and Area
2 respectively when the system runs to 10s, to verify the LFC
performance under the designed event-triggered scheme.

Based on the data presented in Figure 3, it is evident that the
system’s target value converges to a constant value of 3.18243 after

eight iterations of the algorithm. Consequently, selecting the trigger
threshold λ as 0.407 results in the minimization of the optimal
attenuation level γ to 3.18243. Figure 4A displays the data release
time and the interval of the two-area LFC system under the optimal
attenuation level γ � 3.18243 and the triggered threshold λ � 0.407.

To assess the performance of the proposed event-triggered
scheme, Figure 4B presents the release time and interval of data
for the LFC system in two areas with the trigger threshold λ � 0.3.
The figure indicates that the system functions normally and releases
a relatively small amount of data between 0 and 10 s. However, when
the system experiences disturbances, its performance is adversely
affected, leading to the release of a significant amount of data. From
the comparison of Figure 4A and Figure 4B, it can be seen that when
the threshold value of the event-triggered scheme is 0.407, the
amount of data released is less, which reduces the system
performance loss as well as increases the network resource
utilization.

To verify the performance of the LFC under the designed event-
triggered scheme, the frequency deviation response plots of the
system under the two event-triggered schemes are given separately,
as shown in Figure 5. Figures 5A, B show the system frequency
deviation Δf response curves when the system suffers a load
deviation perturbation at λ � 0.407 as well as λ � 0.3,
respectively. As can be seen from Figure 5, the Δf response can
converge to zero in a short period when the system suffers a load

FIGURE 6
IEEE-39 bus test system.

FIGURE 7
Frequency deviations of IEEE-39 bus test system.
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disturbance at 10s. In addition, when λ � 0.407, the Δf response has
a small overshoot and a short stabilization time. Therefore, the
hybrid AFSA-PSO based event-triggered scheme designed in this
paper has a better performance in reducing the amount of redundant
information transmission. At the same time, the LFC system has

better robustness to external disturbances under this event-triggered
scheme.

4.2 IEEE-39 node system

In this simulation experiment, an IEEE-39 node model is built
using MATLAB/Simulink. The model contains 10 diesel generators
along with 19 loads and 34 transmission lines (Shangguan et al.,
2022). Also, to verify the performance of the proposed LFC based on
the improved event-triggered scheme, the system is divided into
three control areas, with Gen3 as the selected generator in Area 1,
Gen7 as the selected generator in Area 2, and Gen9 as the selected
generator in Area 3. Figure 6 shows the schematic diagram of the
IEEE-39 bus test system and the division of the control area.

At t � 30s, a 0.038p.u. Perturbation is added to node 8; at
t � 60s, a 0.064p.u. Perturbation is added to node 16; at t � 90s,
a 0.038p.u. Perturbation is added to node 3. At this time, the Δf
response in the three areas and the trigger interval and trigger time
in the event-triggered scheme are shown in Figure 7 as well as
Figure 8.

From Figure 7 and Figure 8, it can be seen that the frequency
deviation Δf in the three areas converges to a steady state within a
short period when load perturbations are added to the three areas at
t � 30s, t � 60s and t � 90s, respectively. Figures 8A–C show the
release instant and release intervals of the three areas, respectively.
Meanwhile, at the moment of the perturbation, the system
performance needs a large amount of data for improvement, and
it can be seen from Figure 7 that the event-triggered scheme
transmits a large amount of data at this time. And, as can be
seen from Figure 8, the overshoot of the Δf response in the
three areas is different at the three different moments of
perturbation. At the moment of different disturbances, the
generators responsible in the three areas respond to the load
disturbance, and at the same time, the control errors between the
areas deviate due to the interconnection between the areas, and the
generating units in the remaining areas respond to the deviation of
the exchange power between the areas. Therefore, the LFC with an
improved event-triggered scheme designed in this paper has
superior performance in the IEEE-39 node system.

5 Conclusion

To save network communication resources and reduce the
information transmission frequency of multi-area power systems,
this paper proposes an improved event-triggered scheme based on
a hybrid AFSA-PSO and investigates LFC based on this scheme. In
this paper, an LFC model with wind power and battery storage is
established based on Markov theory. Based on this model, the
stability of this system is studied by an improved Lyapunov
function. Moreover, the conservatism of the resulting stability
criterion is reduced by utilizing the double B-L inequality in the
inequality scaling process. Compared with the traditional event-
triggered scheme, the hybrid AFSA-PSO can optimize the
threshold value rapidly and efficiently. The algorithm adopts
the improved AFSA in the first stage and applies the improved
PSO in the later stage, which can take into account the global and

FIGURE 8
Release instant and release intervals of IEEE-39 bus test system.
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local aspects of the search so that the algorithm has high solution
accuracy and convergence speed. High performance event-triggered
schemes obtained by optimizing event-triggered thresholds enable
better frequency control while transmitting less information. In
conclusion, this paper verifies the effectiveness of the improved
event-triggered scheme in the two-area LFC system model as well as
the IEEE-39 node system model.
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