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The AC conductivity of chalcogenide semiconductors doped with Ag2S was
extensively studied, not only for applications in devices but also for academic
interests. X-ray diffraction studies reveal the presence of GeS, Ag2S, Se5.1S1.9,
Se2.57S5.43, Ag2Se, S3Se5, Se4.7S3.3, and Ag8S nanocrystallites. The characteristic
vibration that appeared in the range 500–600 cm−1 is due to the Ag–S bond, and
the vibrations at 3,700 and 1600 cm−1 can be assigned as the bending and
stretching vibrations of the O–H bond, which may be formed due to the
adsorption of H2O molecules on the Ag2S surface. DC electrical conductivity
can be increased by optical phonon frequency, which may be involved in the
enhancement of structural vibrations. At low temperatures, the “density of states”
increases from 3.337 × 1019 to 2.396 × 1021 eV−1 cm−3, and at high temperatures, it
enhances from 3.417 × 1028 to 1.1356 × 1031 eV– 1 cm−3. The correlated barrier
hopping model explores the maximum barrier height for composition, x = 0.1 as
0.0292 eV. The modified non-overlapping small polaron tunnelling model reveals
the polaron transfer activation energy for x = 0.2 as 0.09110 eV. The independence
of the electrical relaxation process of the system on temperature and its
dependence on composition were exhibited by the scaling of the conductivity
spectra.
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1 Introduction

Chalcogenide glasses, which are non-oxide glasses, mainly consist of chalcogens, i.e., a
group 16 elements (sulphur, selenium, or/and tellurium) of the periodic table, with some
other opposite elements [1]. These glasses are amorphous materials and are semiconducting
in nature. In the field of material science and nanotechnology, they have become an
interesting area of research because of their attractive and exceptional properties, which
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can be attained only from the combined effects of the properties of
the different constituent elements of the glasses [1–3].

Chalcogenide glassy systems are promising applicants in various
technological applications, like switching memory, optoelectronics,
photovoltaics, infrared transmission and detection, biosensors,
chemical sensors, optical fibres, and many more [1–3]. Therefore,
recent works on these systems have been very challenging for the
research community. To explicate the structural, optical, and
electrical properties of these systems, many researchers have
conducted theoretical and experimental studies [4, 5]. For
developing new chalcogenides by changing their properties,
efforts have been made [4, 6] in order to enhance their different
properties, like electrical, thermo-physical, and dielectric. Due to
their amorphous semiconducting nature, these systems are
technologically very important, and they became an academic
need for further study [3, 7]. A multi-component system is
prepared here using a low-cost melt-quenching route with
various elements such as selenium (Se), germanium (Ge), and
salt-like silver sulphide (Ag2S). Recent work on the novel multi-
component chalcogenide glassy system [4] reveals its usage in
semiconductors at different audio frequencies and temperatures,
as well as laser components with different wavelengths. Mehta et al.
[4] established the fact that such multi-component chalcogenide
glassy system could be used to improve it for the application of
optoelectronic materials.

Recent research on Se reveals that it is of significant interest for
its usage in photocells, xerography, etc. [1, 2]. Chains of long
polymers with ring fragments are its fundamental features, which
may consist of a mixture of Se8 rings and Sen chains [8].
Incorporation of network modifiers or formers in it leads to the
formation of complex geometrical structures [8]. In comparison to
As-doped systems, the chalcogenide system based on Ge–Se is eco-
friendly [8]. Glassy systems based on Ge–Sb–Se have been used in
optochemical sensors [8]. The current–voltage characteristics of
such systems have been explained using different models such as
the Poole–Frenkel effect, hopping conducting effect, tunnelling
conducting effect, and space charge-limited conduction effect [9,
10]. Many researchers have made efforts [9–12] to explore the
temperature and frequency dependence of electrical conductivity
in some chalcogenide systems. However, more research is required
to explore conduction mechanisms in such systems. Researchers are
also involved in exploring the microscopic mechanisms accountable
for dielectric relaxation at different frequencies and temperatures,
which is established as one of the most suitable and delicate methods
of reviewing the glass structure [13]. Direct current (DC)
conductivity models [14–16] and the frequency and temperature
dependence of alternating current (AC) conductivity [17–20] are
considered essential tools for exploring transport phenomena in the
complicated chalcogenide semiconductor under study.

Se is an interesting chalcogen that possesses the reversible phase
transformation property [21], which opens up the possibility of its
usage in many device applications like rectifiers, switches,
photocells, and memory devices; however, it also has some
drawbacks including a short lifetime and low photosensitivity
[21–24]. These drawbacks can be removed by doping Se with
elements having more sensitivity, smaller ageing effects, and a
higher crystallisation temperature [22]. The glass transition
temperature of the system can be improved by adding Ge to Se,

which improves corrosion resistance [24]. However, these glassy
alloys are not thermally stable, leading to crystallisation. In this
research work, the incorporation of a third element Ag2S in the
Ge–Se system was attempted in order to improve the stability of the
present glassy alloys.

The main objective of this work is to investigate the
electrical properties of Ag2S-doped chalcogenide systems
based on selenium–germanium (Ge–Se). To interpret DC
conductivity at high and low temperatures, the Greaves
model and Mott’s variable range hopping (VRH) model were
used [14–16]. The correlated barrier hopping [17–19] model
and modified non-overlapping small polaron tunnelling [20]
model were used for interpreting the temperature and
frequency dependence of AC conductivity. Electric modulus
formalism was employed to investigate the dielectric relaxation
of the present glassy samples. Scaling behaviour was adopted to
explore its applicability to the time–temperature superposition
principle.

2 Experimental

To prepare a chalcogenide system with the composition
xAg2S–(1–x) (0.5Se–0.5Ge) with x = 0.1 and 0.2, high-purity
reagent-grade chemicals Ag2S, Se, and Ge (Adrich 99.9%) were
used. The melt-quenching method was used for this purpose. In this
method, all the chemicals were weighted as per the specific fractions
and mixed using a mortar. Then, the sealing of quartz ampoules was
carried out under a vacuum of 10−4 Torr. These ampoules were then
kept inside a furnace (a single-chamber muffle furnace with the
highest ambient temperature of 1,400°C made by Jay Cruicible
Company). The temperature of the furnace was set to increase at
a rate of 3°C per minute to 250°C. The furnace was set at that
temperature for 2 h, and then, its temperature was increased to
750°C. After another 2 h, the temperature was increased to 900°C.
After 5 h, the ampoules were taken out of the furnace and dropped
immediately in crushed ice for rapid cooling of the melted mixture
to obtain the glassy samples. In the melt-quenching method,
amorphous solids can be produced from the molten states of
materials by quick cooling of the molten materials in order to
evade the growth of crystals in the solids. In this method,
weighting and then the mixing of high-purity constituent
elements take place, followed by melting in sealed evacuated
quartz ampoules. Sealing the mixture in quartz ampoules under a
vacuum of 10−3–10−4 Torr lowers the likelihood of the reaction of
these glasses with oxygen at higher temperatures. The
polycrystalline nature of these samples was confirmed by the
X-ray diffraction (XRD) study.

Structural characterisation of this system was also carried out
using Fourier-transform infrared (FT-IR) spectroscopy analysis.
Here, an FT-IR spectrometer (Perkin–Elmer) was used to record
the FT-IR spectra in the transmittance mode of KBr matrices of the
prepared samples in a powdered form in the wavelength range of
4000 cm−1 to 400 cm−1 at 25°C and humidity at 50%–60%. The
transmitted radiations are detected by using the FT-IR spectrometer,
which converts the radiations into a spectrum. This spectrum
produces a molecular fingerprint of the sample by indicating the
transmission and absorption of radiations by the molecules of the
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sample. Two different molecular structures cannot generate an
identical infrared spectrum. For this reason, FT-IR has become a
powerful technique for the structural characterisation of materials. A
silver paste was coated on both sides of the samples in order to carry
out electrical measurements. A Keithley high-precision electrometer
(Model No. 6514) was used to conduct DC conductivity
measurements of the samples at various temperatures, and a
Hioki LCR Hi-Tester (Model No. 3532-50) was used for carrying
out the AC electrical measurements in the frequency range
42 Hz–5 MHz. The range of temperature for carrying out the
measurements is 333 K–463 K. The structural changes induced by
the addition of Ag2S in the Ge–Se network are expected to increase
the depolymerisation degree of double and single
germanium–selenium–germanium (Ge–S–Ge) bridges [10].

However, Se is expected to form a chain structure [10].
Consequently, layered clusters based on the high-temperature
crystal structure of α-germanium-sulphide (α-GeS2) were formed.
In this environment, the average Ag–S bond length is expected to be
2.57 Å [10]. This discussion directly indicates that the silver ions in
the present compositions are not mobile in nature. Apart from that,
the electronic conductivity is measured at ambient temperature
(303 K) using Wagner’s DC polarisation method [10] by
constructing the following type of cell for the highest conducting
composition of the as-prepared chalcogenide semiconductor
compound (−)Ag/chalcogenide semiconductor as electrolyte/C
(+), where C is graphite used as a blocking electrode and Ag is
silver used as a non-blocking electrode. It shows maximum
conductivity, which directly indicates that Ag ions do not take
part in the conduction process of the present system.

3 Results and discussion

3.1 XRD

XRD patterns of all the prepared samples are illustrated in
Figure 1A, in which different peaks are shown, indicating the
occurrence of GeS (JCPDS No. 71-0306), Ag2S (JCPDS No. 03-
0844), Se5.1S1.9 (JCPDS No. 78-0266), Se2.57S5.43 (JCPDS No. 73-
2267), Ag2Se (JCPDS No. 71-2410), S3Se5 (JCPDS No. 71-1,118),
Se4.7S3.3 (JCPDS No. 71-0248), and Ag8S (JCPDS No. 83-0674)
nanocrystallites [25–27]. The occurrence of these crystallites in
Figure 1A points towards the short-range order of constituent
atoms. The polycrystalline behaviour of the system is directly
indicated by the various peaks in Figure 1A. The
Williamson–Hall (W–H) plot [28, 29] can be used to determine
the crystallite size and lattice strain in the system.

In this approximation, the broadening of peaks (βT), which
arises due to the combined effects of micro-strain (βε) and crystallite
sizes (βD), can be determined from the XRD data with the help of the
following equation:

βT � βD + βε. (1)
For calculating the crystallite size, the Scherrer equation (10) can

be used, which is given by

D � 0.89λ/ βD cos θ( ). (2)
Here, D is the crystallite size (in nm), λ = 0.15 nm (wavelength of

the X-ray), βD (broadening of peak) is the measured full width at half
maxima (FWHM) in radians [30], and θ is the peak position in
radians.

In addition, the broadening of XRD peaks due to micro-strain
[31, 32] can be represented as follows:

βε � 4 ε tan θ, (3)
where ε is the developed micro-strain in the system.

Therefore, Eqs 1–3 reveal the following form:

βT cos θ � 0.89λ /D + 4 ε sin θ. (4)
Equation 4 can be used to compute the values of ε and D that are

presented in Table 1.

FIGURE 1
(A) X-Ray diffractograms and (B) FT-IR spectra of the
chalcogenide xAg2S–(1–x) (0.5Se–0.5Ge) chalcogenide
semiconductor with x = 0.1 and 0.2. Down arrow heads indicate
various vibrational modes.
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Crystallographic defects or irregularities are developed due to
the course of matrix formation in the form of dislocation. This is
supposed to be highly responsible.

Due to the course of formation of matrices, crystallographic
irregularities or defects are developed, which are supposed to be
mainly responsible for the electrical transport via hopping of
polarons. Dislocation density (δ) can be represented as follows:

δ � 1/D2. (5)
The obtained values of δ are presented in Table 1.
The decrease in the average crystallite size with compositions

can be observed in Table 1. With compositions, dislocation
density is found to increase and micro-strain decreases. The
increase in dislocations may be accountable for instigating the
degree of altercations in structure and the grain boundary effect
[33, 34].

So, the amalgamation of more Ag2S content in the system
proposes to increase the dislocations and decrease the size of
crystallites [33, 34]. High-order polaron conduction due to
hopping may be induced by higher-order defects in the system
[33, 34]. A more stable network structure is suggested by the steady
decrease in the lattice strain (ε) values, which can be justified by the
diffractograms of the system in Figure 1. The reduction in the size of
nanocrystallites Ag2S, Se5.1S1.9, Se 2.57S 5.43, and Se4.7S3.3 and the
disappearance of the phases S3Se5 and Se3.7S4.3 with the increase in x

in the system were observed from XRD plot analysis. Configurations
of crystallites, GeS and GeS2, are pronounced when the value of x is
0.2 in the system. It may be concluded from this discussion that on
increasing Ag2S and decreasing Se and Ge in this system, a decrease
in the crystallite size is found for all the phases in the system. This
nature may indicate an inclination of sulphur to form a bond with
Ge on increasing Ag2S content in the compositions. To instigate the
structural altercations, which were previously mentioned, this result
may be a possible reason.

The decrease in crystallite size with an increase in Ag2S content
in the system can be clearly seen in Table 1. These data also
indicate that the dislocation density, or the number of dislocation
lines per unit volume, increases with the decrease in crystallite size.
The change in dislocation density or defects in any system
influences the electrical and mechanical properties of the
system. The dislocations distort the structure of a system, which
causes elastic stress around the distortion lines, which results in an
increase in the strain in the system. So, with an increase in
dislocation density, an increase in strain should have been
found. However, here, it is found to be decreasing. The effects
of grain boundaries may be a possible reason for these changes. As
we can observe from Table 1 that the system x = 0.1 contains more
grains (or phases) compared to the system x = 0.2, the higher value
of strain in the system x = 0.1 may be due to the excessive volume of
grain boundaries in the structure.

TABLE 1 Crystallite sizes along with various nanophases, dislocation density (nm−2), and lattice strain of the xAg2S–(1–x) (0.5Se–0.5Ge) glassy system for x =
0.1 and 0.2. Estimated errors are also included here.

Composition (x) Crystallite size (in
nm) (±1.0)

hkl Dislocation density (nm-2) (±0.001) Lattice strain (±0.001)

0.1 Ag2S 40.97 [0 2 2] 9.43 × 10−4 28.97 × 10−3

[1 2 2]

[2 2 0]

Se5.1 S1.9 31.91 [4 0 0]

Se 2.57 S 5.43 35.84 [2 2 0]

S3Se5 38.38 [2 1 3]

Se4.7S3.3 42.10 [0 3 2]

[3 4 1]

Se3.7S4.3 27.63 [0 3 3]

Ag8S 25.83 [2 4 2]

0.2 Ag2S 20.95 [1 2 0] 16.81 × 10−4 25.84 × 10−3

[2 1 1]

Se5.1S1.9 31.11 [4 0 0]

Se2.57S5.43 29.19 [2 2 0]

Ag2Se 26.25 [2 0 0]

[0 2 3]

Se4.7S3.3 28.18 [1 1 3]

GeS2 24.78 [2 1 3]
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3.2 Study of FT-IR spectra

The FT-IR spectra of all samples are shown in Figure 1B. The
characteristic vibration of Ag–S appears [35, 36] at 500–600 cm−1 in
Figure 1B. 3,700 and 1,600 cm−1 in Figure 1B can be credited to the
bending and stretching vibrations of the O–H bond due to the
absorption of H2O molecules in the Ag2S surface [35, 36]. The
vibrations at the lower and higher wave number zones (near
2920 cm−1 and 850 cm−1) in Figure 1B are expected to be
responsible for asymmetric stretching modes of the bridges of the
bonds Ge–Se and Ge–Se–Ge, respectively [35–37]. It is noteworthy
that the vibration near 2920 cm−1 appears only for x = 0.2. The
reason for this additional vibration may be due to the lesser amount
of Ge and Se, which causes asymmetric stretching of the Ge–Se
bond. Higher amounts of Ge and Se may be responsible for more
andmore asymmetric stretching vibrations of Ge–Se–Ge bonds near
850 cm−1.

It is possible to predict the optical phonon frequency (ν0) from
the first absorption peak of IR vibration spectra [10, 35, 36]. This can
be achieved by applying the relation C = λν0, where C is the average
speed of light in vacuum and C = 3 × 1010 (cm/s), λ is the wavelength
(cm), and ν0 is the optical phonon frequency (Hz). It may be a
debatable issue as to the applicability of the first absorption peak of
IF vibration spectra to determine the Debye temperature of the
present amorphous semiconductor of a multi-component system. It
is quite obvious that the optical phonon energy (ν0) may be
responsible for Debye temperature, and the first absorption peak
of IR vibration spectra provides optical phonon energy (ν0) [10,
35, 36].

The Debye temperature (θD) of the present chalcogenide
semiconductor can be determined with the help of the following
relation [10, 35, 36]:

hν0 � KBθD, (6)
where KB is the Boltzmann constant and h is Plank’s constant. In
this analogy, it is quite appropriate to consider the optical
phonon energy (ν0) of the first absorption peak of IR
vibration spectra to estimate the Debye temperature, even if
the system is a multi-component system. The computed values
of optical phonon frequency and Debye temperature are
presented in Table 2. It is clear from Table 2 that the values
ν0 and θD are dependent on composition. ν0 is supposed to be the
characteristic vibration of Ag–S. It can be seen from Table 2 that
values of θD increase with the content of Ag2S. This indicates that
the constituent atoms of the system exhibit higher kinetic energy,
which may point towards higher electrical conductivity because
of polaron hopping.

To estimate the relaxation time in the system, the relation τ = 1/
(2πν0) can be used by approximating the transport of polarons as a

part of the Debye-type relation [10, 11, 14]. The calculated relaxation
time values are also presented in Table 2. A higher rate of polaron
hopping is suggested because of the decrease in relaxation time with
Ag2S [10, 14]. Higher electrical conductivity can be interpreted from
this, which will be discussed afterwards.

3.3 DC conductivity

Figure 2A shows the variation of DC conductivity of this system
with temperature, from which the thermally activated behaviour of
the system can be observed. From Figure 2A, it can be observed that
DC conductivity increases with an increase in temperature, and this
indicates a non-linear nature, which suggests the semiconducting
behaviour of the system. Figure 2B represents the dependency of DC
conductivity on the compositions of the system at a fixed
temperature. The increase in DC conductivity with an increase in
the content of Ag2S in the composition is also notable.

Hence, it may be concluded that more polaron hopping may be
instigated by the amalgamation of more Ag2S in the composition,
which would result in enhanced DC conductivity in the system.
From the slopes of the best-fitted straight lines in Figure 2A, low-
and high-temperature activation energies were calculated, and they
are presented in Table 3. Table 3 shows that the activation energy
corresponding to DC conductivity in the high- and low-temperature
regions is found to decrease with compositions. Schnakenberg [10,
14] described with good approximation the thermally activated DC
conductivity data. In the polaron hopping model [10, 14], the high-
temperature region is mainly associated with disordered energy (WD

≠0), and DC conductivity is primarily achieved by means of optical
multi-phonon hopping. However, the main cause of DC
conductivity at low temperatures is acoustical phonon-assisted
hopping. With the increase in structural vibrations, the increase
in DC conductivity of the system is confirmed by the FT-IR study
and Table 3. It is also declared from the discussion that the low- and
high-temperature DC activation energies (Eσ) are accountable for
characterising the optical multi-phonon process of small polaron
hopping among different localised states with the necessary
condition, WD < Eσ.

The DC conductivity corresponding to Debye temperature is
projected in Figure 2C, which shows a gradual enhancement of DC
conductivity. The increase in the transfer of phonon-assisted
polaron energy is expected across grain boundaries because of
the increase in the Debye temperature with more Ag2S doping in
the system. Furthermore, defects and grain boundaries can soften
phonons on the internal surfaces and contribute to the decrease in
the Debye temperature [14]. The increase in dislocation density of
the system is found (Table 1). In the present system, dislocation
density (defects) is found to increase (Table 1) with more Ag2S

TABLE 2 Wavenumber (ν), optical phonon frequency (ν0), Debye temperature (θD), and relaxation time (τ) of the xAg2S–(1–x) (0.5Se–0.5Ge) chalcogenide
semiconductor for x = 0.1 and 0.2. Estimated errors are also included here.

Composition ν (cm–1) from FT-
IR (±1.0)

ν0 (x 1013 S−1) from FT-IR
(±0.001)

θD (K) from FT-
IR (±1.00)

τ (x 10−16 S) from FT-IR
(±0.001)

x = 0.10 546 1.64 783 97.0

x = 0.20 554 1.66 797 95.7
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content. A higher Debye temperature may be the reason for reducing
the corresponding DC conductivity because, inside the structure,
there is more phonon-assisted scattering. However, in Figure 2C,
higher DC conductivity with Debye temperature can be observed.
This result directly suggests the expansion of the present
chalcogenide semiconductor due to the addition of Ag2S content
to the structure, because of which the scattering cross section may be
reduced as the dislocation density increases. As a result, DC
conductivity increases.

Defects in localised states of this chalcogenide
semiconductor can be made available [10, 11, 14–16] from
the measurement data of DC conductivity. A variety of
conduction mechanisms can be instigated in such systems
owing to the density of defect states, N [EF], in the mobility
gap, which may manage the conduction mechanisms in the
semiconductor system [10, 11, 14–16].

Structural defects and impurities should affect the lower-
temperature DC conductivity σdc, as suggested in Figure 2A.

FIGURE 2
(A) Temperature dependence of DC electrical conductivity of chalcogenide semiconductor, xAg2S–(1–x) (0.5Se–0.5Ge), where x = 0.1 and 0.2; (B)
fixed-temperature DC conductivity with compositions; and (C)DC conductivity (corresponding to the Debye temperature) versusDebye temperature of
the present system.

TABLE 3 Estimated activation energy (Eσ) at lower- and higher-temperature regions corresponding to DC conductivity of the xAg2S–(1–x) (0.5Se–0.5Ge)
chalcogenide semiconductor for x = 0.1 and 0.2. Estimated errors are also included here.

Compositions (x) Eσ at low temperature (eV) (±0.001) Eσ at high temperature (eV) (±0.001)

0.1 0.08 0.47

0.2 0.07 0.23
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Mott’s VRH model [14, 15] can be used to predict the low-
temperature conduction mechanism according to which carriers’
hopping takes place in localised states near the Fermi level.

As per this model [14, 15], the DC conductivity is expressed as
follows:

σdc � A exp − T0/T( )0.25[ ], (7)

where A and T0 are constants. T0 can also be represented as

T0 � 16α3/KBN EF( ), (8)
where α−1 is the localisation length (α−1 = 10 Å).

DC conductivity data are presented in Figure 3A as a function of
T−0.25. At a temperature below half the Debye temperature (θD/2)
with α−1 = 10 Å [10, 11, 14–16], N (EF) values were measured from
the slopes of the linear best-fit data in Figure 3A using Eq. 7. Table 4
shows the N (EF) values for different Ag2S content. It can be
perceived from Table 4 that with the increase in the Ag2S
content, because of grain boundary effects, N (EF) is found to
increase in the lower-temperature regions [14].

In Figure 3B, high-temperature DC electrical conductivity is
presented. The results indicate that the hopping of thermal-assisted
tunnelling of charge carriers in extended states is responsible for the
conduction [21]. DC conductivity data at higher temperatures
[above half of the Debye temperature (θD/2)] were analysed
using Greaves model [16]. As per this model, DC conductivity is
represented as follows:

σdcT1/2 � A/ exp − T/
0/T( )1/4[ ], (9)

where A/ and T/
0 are constants. T/

0 is given by

T/
0 � 19.4α3/kN EF( ). (10)

At higher temperatures, values of N (EF) were obtained from the
slopes of the linear best-fit data in Figure 5B using Eq. 9. Estimated N
(EF) values are also shown in Table 4. It can be seen from Table 4 that
N (EF) increases with the Ag2S content. The necessary course of
strong couplings of phonons with quasi-local vibrations in the soft
potential cores is suggested by high N (EF) [10–12].

This interaction may directly conceive a large number of
localised states. Table 4 displays that N (EF) increases with
compositions at higher temperatures, which may imply the
formation of more localised states (defects) for polaron
hopping. As we know from the XRD study that dislocation
density increases with the Ag2S content in the compositions,
further induction for the formation of more localised states in
terms of the generation of more N (EF) values at higher
temperatures is highly possible.

It is considerably noted from Table 4 that the N (EF) values
found from Greaves model are much higher than those acquired
from Mott’s model because they are functioning at different
temperature ranges. As stated earlier, the present chalcogenide
semiconductor is expanding, due to which the scattering cross
section may get reduced, so N (EF) must be much higher at high
temperatures.

It is established by many researchers [14–16, 19, 21] that the
polaron binding energy becomes smaller than KBT and that the
static disorder energy of the glassy system plays a vital role in the
conduction processes at low temperatures (below the Debye

FIGURE 3
(A) Variations in DC conductivity at low temperatures as a
function of T–0.25 (Mott’s model) and (B) Variation in σdc T1/2 as a
function of T–0.25 (Greaves’s model). Solid lines are best-fitted linear fit
data.

TABLE 4 The values of DOS near the Fermi level, hopping distance, and average hopping energy of the xAg2S–(1–x) (0.5Se–0.5Ge) chalcogenide semiconductor
using Mott’s model and the Greaves model, respectively, for x = 0.10 and 0.20. Estimated errors are also included here.

Compositions N (EF)
(eV–1 cm – 3)
using Mott’s

model
(±0.001)

N (EF) (eV–1 cm
– 3) using the

Greaves
model
(±0.001)

Rhop (hopping
distance) (±0.001)
in nm at 303 K
using Mott’s

model (±0.001)

Whop (average
hopping

energy) in eV
using Mott’s

model (±0.001)

Rhop (hopping
distance) (±0.001)
in nm at 303 K

using the Greaves
model (±0.001)

Whop (average
hopping energy)
in eV using the
Greaves model

(±0.001)

x = 0.10 3.337 × 1019 3.417 × 1028 4.502 7.838 × 10−2 0.0231 5.661 × 10−4

x = 0.20 2.396 × 1021 1.1356 × 1031 1.546 2.692 × 10−2 0.0054 1.320 × 10−4
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temperature). In such a situation, Mott’s VRH model [14–16, 19,
21] is the most appropriate theoretical approximation to analyse
DC conductivity data. Above 440 K, the linear portion of the DC
conductivity data can be explained by variable range hopping due
to Greave [14–16, 19, 21], which is similar to small polaron
hopping via localised states. Attempts have been made by a group
of researchers [14] to establish this conduction process.
According to this proposition [14], microclusters in a glassy
network play a pivotal role in DC conduction by multi-
phonon tunnelling of polarons between microclusters.

For exploring the dependency of temperature on the conduction
process, average hopping energy (Whop) and hopping distance
(Rhop) can be considered as follows [14]:

Rhop � 9
8 πN EF( ) αKBT

[ ]
1/4

(11)

and

Whop � 3
4 πR3

hop N EF( ). (12)

The estimated values of Rhop and Whop at 303 K and 423 K are
shown in Table 4 with the help of Mott’s and Greaves models,
respectively. The essential requirements of the hopping models at
any temperature are Rhop α ≥ 1 and Whop > KBT, which are satisfied
unquestionably. From Table 4, it is clear that the addition of Ag2S
causes a decrease in Rhop and Whop values. The smaller values of the
hopping distance (Rhop) and hopping energy (Whop) make the
conduction process in the system faster at higher temperatures
because of the smaller time and energy requirements of the
polaron for hopping among the nearest sites.

As a result, an increase in DC conductivity is found with
compositions and temperatures.

3.4 Study of AC conductivity spectra

3.4.1 Analysis of experimental data using the power
law, CBH model, and NSPT model

The thermally activated process of charge carriers may lead to
the electrical conductivity of disordered solids in terms of hopping
process under the influence of an electric field. Jonscher’s universal
power law [38] is most suitable to analyse the AC conductivity data
of amorphous semiconductors, which is

σ ω( ) � σo + AωS, (13)
where σo is the conductivity at the low-frequency region (DC
conductivity), which is found to be temperature dependent, S is
the frequency exponent, and A is the pre-factor. The data on the AC
conductivity of the system in the higher-frequency region were
analysed. In Figure 4, the variation of AC conductivity of the system
for x = 0.1 at various temperatures at high frequencies is illustrated,
from which the linear increase in AC conductivity with frequency is
found. Its increase with temperature can also be observed, which
indicates its thermally activated mode. The data on AC conductivity
in Figure 4 were fitted with least square straight lines using Eq. 13.
The values of S were obtained from the slopes of these fittings. For
exploring the nature of the conduction process in the present system,
the variation of S with respect to temperature is shown in Figures 5A,

FIGURE 4
High-frequency conductivity spectra for x = 0.1. Solid lines
indicate best-fitted straight lines, and slopes indicate “S”.

FIGURE 5
S–T plot of the chalcogenide xAg2S–(1–x) (0.5Se–0.5Ge) glassy
system for (A) x = 0.1 and (B) x = 0.2. Solid lines (A) indicate the fitting of
plots with the CBH model and (B) indicate the modified NSPT Model.
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B for x = 0.1 and 0.2, respectively. Remarkably, it is noted that S
decreases with temperature for x = 0.1 and increases with
temperature for x = 0.2, respectively. To gain essential insights
into the conduction process, the experimental data in Figure 5A
were subjected to analysis by fitting with appropriate theoretical
models.

The nature of the temperature-dependent frequency
exponent (S) can be used to find the origin of the conduction
mechanism. The variation of S with temperature for the present
system is found to decrease with the increase in temperature. To
find out the major conduction mechanism of the AC
conductivity of this system under study, we can propose a
suitable model for the conduction mechanism in light of the
different theoretical models correlating the conduction
mechanism of the AC conductivity with S (T) behaviour.
Here, the CBH model is found to be the most acceptable
model to explore the feature of the conductivity mechanism
in terms of describing the charge carrier hopping between two
sites over a barrier separating them as the value of the frequency
exponent (S) decreases with the increase in temperature [11, 14,
17–19]. The CBH model [11, 14, 17–19] has been widely applied
to chalcogenide glassy semiconducting systems. As per the
model, the conduction occurs via a bi-polaron hopping
process in which two polarons simultaneously hop over the
potential barrier between two charged defect states (D+ and
D-), and the barrier height is correlated with the intersite
separation via a Coulombic interaction. It is also noteworthy
[11, 14, 17–19] that at higher temperatures, thermal excitation
may be considered the possible reason for developing D+ and D-
states (pair approximation) for single polaron hopping. Here,
D+ and D- states are considered to be two localised states
between which carriers (polarons) move back and forth with
a particular relaxation time. In amorphous semiconductors (the
present system), the localised states were considered to be
randomly distributed in the space with such pairs of various
relaxation times, which causes the present system to produce AC
conductivity. On the other hand, the NSPT model [20] is used to
interpret the conductivity mechanism when S is found to
increase with temperature. Here, the nature of S with T
compels us to think of the tunnelling of polarons [20] over
the distance.

In search of such amodel on a trial basis, the CBHmodel [11, 14,
17–19] was found appropriate for exploring the mechanism of
conduction in this system. The CBH model [11, 14, 17–19] is
applicable for systems with negative temperature dependence of S
in which conduction takes place due to hopping of charge carriers in
pairs between localised sites near the Fermi level. In the CBH model
[10, 11], S is expressed as

S � 1 − 6KB T
Wm + KBT p l n ω τ0( ), (14)

where τ0 is the relaxation time and Wm is the maximum barrier
height. The solid lines of Figure 5 specify the best-fitted curve using
Eq. 14. The fitting parameters are given in Table 5.

In terms of AC conductivity, the CBHmodel [11, 14, 17–19] can
be projected as follows:

σac � nπ3 N EF( )[ ]2εε0ωR6
ω

24
, (15)

where RHω is the hopping distance at frequency ω, N (EF) is the
concentration of pair states, and n is the number of polarons involved
in the hopping process. In this case, the bipolar hopping process may
be expected to be the dominant conduction mechanism [10, 14]. The
barrier height may be correlated with the inter-site separation via
Coulombic interactions [10, 14]. Recent works by Karmakaretal [39,
40] clearly explained how the bipolar process may be expected to be
the dominant conduction mechanism. For a single polaron hopping
process [39, 40], the following relationship is considered:

NNP � N2
T Exp

Ueff

2KBT
( ), (16)

where N is the carrier density of localised states, NP is the carrier
hopping density of localised states, NT is the total density of states,
and Ueff is the parameter in the dimension of energy.

The diminishing nature of Ueff with respect to frequency may
ensure band-correlated polaronic conduction by the process of
hopping in the considerable range of frequency and temperature.
However, for the bipolar hopping process [39, 40], Ueff is considered
to be zero, and consequently,

NNP � N2
T. (17)

Here, Ueff is expected to play a significant role in making a
correlation between the bipolar hopping process and the inter-site
separation.

Attempts were made to investigate the data in Figure 5B, and
consequently, the NSPT model [20] was used to fit the experimental
data. Owing to the imperfect fitting of the NSPT model, it is slightly
modified. This approximation of the NSPTmodel makes a perfect fit
with the experimental data in Figure 5B. The modified NSPT model
can be expressed as follows:

S � 1 − 4

ln 1
ω τH( ) − WH

KB T−T0( )( ), (18)

where τH is the relaxation time, WH is the activation energy for
polaron transfer, and To is the temperature at which S becomes

TABLE 5 Different parameters obtained from the CBH and NSPT (modified) models of the xAg2S–(1–x) (0.5Se–0.5Ge) chalcogenide semiconductor for x = 0.1 and
0.2. Estimated errors are also included here.

x CBH NSPT (MODIFIED)

Wm (eV) (±0.01) τ0 (K) (±0.001) T0 (K) (±1.0) WH (eV) (±0.01) τH (K) (±0.001) T0 (K) (±1.0)

0.1 2.92 3.2836 × 10−6 424.127 ----------- ------------ ------------

0.2 ------ ------ --------- 0.9110 0.00007 522.780
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unity. The estimated values of WH, τH, and T (best-fitting
parameters) are shown in Table 5. Using the modified NSPT
model, the AC conductivity can be expressed as follows:

σac � π4 e2KB T N EF( )[ ]2 ω Rω
4

24 α , (19)

where e is the charge of an electron, ω is the angular frequency, N
(EF) is the density of defect states at the Fermi level, R/

Tω indicates
the tunnelling distance at frequency ω, and α−1 is the localisation
length of the wave function for small polarons. The modified NSPT
fitting should suggest an approximation of the conduction process
by means of tunnelling of polarons via the grain boundary
for x = 0.2.

3.4.2 AC conductivity spectra
For exploring conduction pathways and the hopping frequency

of charge carriers in the system, the AC conductivity spectra were
analysed at different temperatures. The frequency-dependent AC
conductivity σ(ω) in the low- and high-frequency window at
diverse temperatures is shown in Figures 6A, B, respectively, for
x = 0.2. The thermally activated nature of the conductivity spectra
is obvious from Figure 6A. It is also observed that at low
frequencies, a plateau region (which is frequency independent)
occurs. This plateau region at low frequencies corresponds to DC
conductivity, which increases with temperature. This nature

suggests the thermally activated hopping of polarons [10, 41,
42]. However, dispersion in AC conductivity was observed at
higher frequencies in Figure 6B, which may happen because of
the correlated motion of polarons [10, 41, 42]. The spectra for AC
conductivity of the system for other values of x showed similar
nature. The frequency at which the dispersion in AC conductivity
spectra starts is called the hopping or crossover frequency [10,
41–43]. The data on AC conductivity in the restricted zone in
Figure 6B were analysed to get an insight into the conducting
phenomena.

In Figure 6B, high-frequency conductivity shows a peak,
which apparently seems to be a boson peak (BP) [44]. In
general, a boson peak [44] may arise in both ordered
crystalline materials and disordered composite systems in the
very high frequency (THz range) as an outcome of the
competition between elastic mode propagation and diffusive
damping. However, in the present system, it does exist in the
MHz range. The peak maximum is found to change with
temperature (T), but the frequency does not follow such a
behaviour with T. Second, the BP peak in many chalcogenide
semiconductors [10] always appears at THz frequencies. So, it
may be concluded that the present peak in the MHz range may
not be BP. The formation of some disorder states (oxygen
bonding) in the compositions may be the possible reason for
this peak in the MHz frequency range due to mutual interaction

FIGURE 6
Conductivity spectra of the chalcogenidex Ag2S–(1–x) (0.5Se–0.5Ge) chalcogenide semiconductor for x = 0.2 at various temperatures in (A) low-
frequency and (B) high-frequency zones, respectively. Position of the boson peak is mentioned by a down arrow head. (C) Conductivity spectra x =
0.1 and 0.2 at a fixed temperature.
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between the vibrational density of states and acoustic phonon
damping [10]. Beyond the boson peak in Figure 6B, the
conductivity spectra are found to fall down because of a loss
in energy due to the abovementioned mutual interaction.

In Figure 6C, the conductivity spectra of the system at a
particular temperature are shown. The increase in AC
conductivity with temperature is observed in Figure 6A. This is
in agreement with the plots of DC conductivity in Figure 2. In
Figure 7A, the obtained values ofωH are plotted against temperature,
from which thermally activated nature is proven. Hopping
frequency at a fixed temperature (527 K) is shown in Figure 7B.
Hopping frequency (ωH) (which is dependent on temperature) can
be expressed with the help of the Arrhenius equation [10]as follows:

ωH � ωα exp
−EH

KBT
[ ], (20)

where ωα is the pre-exponential factor and EH is the activation
energy for hopping frequency. The data in Figure 7A were best fitted
using Eq. 20 to acquire the values EH. The obtained values of EH are
shown in Table 5. An increase in EH is found with composition,
though hopping frequency increases, which shows the similar nature
of DC conductivity and the corresponding DC conductivity due to
the grain boundary effects as discussed earlier.

3.4.3 AC conductivity scaling
The electrical relaxation process can be interpreted from the

time–temperature superposition principle [10, 43]. In this regard,
the dependency of the conduction mechanism of a chalcogenide
semiconductor on temperature and compositions can be explored
by scaling AC conductivity data on a single master curve [10, 43]. In
this consideration [10, 43], the axis of AC conductivity is scaled with
respect to DC conductivity σdc, and the axis of frequency is scaled
with respect to hopping frequency ωH. This process of scaling can be
expressed as [10, 43]follows:

σ ω( )
σdc

� F
ω
ωH

[ ]. (21)

A universal scaling approach to conductivity with respect to
composition was established by Ghosh and Pan [43]. According to
their approach [43], in chalcogenide semiconductors, in the scaling
process of conductivity spectra, the hopping frequency plays a very
important role. The change in hopping lengths with composition in
terms of the expression of the hopping frequency must instigate the
connection between successive hops [43].

In Figure 8A, the AC conductivity scaling of this system with x =
0.2 at various temperatures is shown. From this figure, a perfect
overlap of the conductivity spectra at different temperatures on a

FIGURE 7
(A) Variation in the hopping frequency (ωH) with a reciprocal
temperature; (B) variation in the hopping frequency (ωH) with x at a
fixed temperature (527 K).

FIGURE 8
(A) Temperature scaling of conductivity spectra for x = 0.2 at
various temperatures; (B) composition scaling of conductivity spectra
at a fixed temperature (373 K).
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single master curve can be seen. The temperature-independent
relaxation process can be indicated by this feature. For other
compositions, an analogous feature was also observed. On the
other hand, Figure 8B illustrates the scaling of AC conductivity
for all samples of the system at a particular temperature. The non-
overlapping of the conductivity spectra on a single master curve can
be seen from the figure, which is an indication of the composition-
dependent relaxation process. Hence, from the scaling of AC
conductivity, it is observed that the relaxation dynamics nature
of charge carriers (polarons) is composition dependent but
temperature independent.

The theoretical basis provides information [45] that local
relaxation processes dominate at high frequencies and non-local
processes at low frequencies. However, some deviations from prefect
scaling in low-frequency regions (Figure 8A) are observed in the
system under investigation. This observation suggests that some
different and additional conductivity mechanisms may appear in the
studied system. To explore local and non-local conduction
mechanisms, experimental impedance data can be analysed in
terms of equivalent circuit models of ideal resistors, capacitors,
perhaps inductances, and possibly various distributed circuit
elements [45]. Here, resistances in the high-frequency regime
represent the bulk conductivity of the material [10, 45]. However,
in the low-frequency regime, capacitances are generally associated
with space charge polarisation regions and specific processes on an
electrode [10, 45]. Non-local processes, such as the conduction of
polarons, can be represented by the correlated motion of polarons
[10, 45]. To gain further insights into the scaling process, it is
observed that at lower temperatures, transport becomes non-local as
tunnel effects start to play a role [45]. Polarisation effects and the
non-diffusive nature of polaron conduction in low-frequency
regimes may control local conduction in the scaling process [10, 45].

3.5 Dielectric properties

3.5.1 Electric modulus spectra and relaxation times
An obscurity in finding various dielectric parameters at low-

frequency regions may be caused by the effects of electrode
polarisation [10, 14, 20, 46, 47] on the dielectric spectra of the
disordered system. To reduce the electrode polarisation effect, many
researchers have put forth efforts in the past [10, 14]. To investigate
the complex electrical response by invalidating the electrode
polarisation effect, the electric modulus formalism [10, 14, 20, 46,
47] can be taken into account, which is equal to the reciprocal of
complex permittivity.

The complex electrical modulus can be expressed as follows [10,
14, 20, 46, 47]:

M* � 1
ε* � M/ + jM// � ε/

ε/( )2 + ε//( )2 + j
ε//

ε/( )2 + ε//( )2, (22)

where M* is the complex modulus, ε* is the complex dielectric
permittivity, and M/ and M// represent the real and imaginary parts,
respectively, of the electric modulus.

The assimilation of the electric modulus spectra over a wide
frequency and temperature range forced us to explore the complete
dielectric properties of the system. Figures 9A, B illustrate M/ and

M// spectra, respectively, at various temperatures for x = 0.1. A
similar nature was recorded for the other samples under study. It is
noted in Figure 9A that at lower frequencies, M/ comes near zero due
to the unavailability of the restoring forces of polarons [10, 11, 13,
14]. At higher frequencies, M/ shows dispersion and finally possesses
the utmost value because of the electrical relaxation of polarons
(charge carriers), which corresponds to (M∞) = (ε∞)−1 [11, 13, 14].
The peaks in the dielectric loss plots in Figure 9B play a very
important role in estimating relaxation times. It can be seen from
Figure 9A that M// approaches zero at lower frequencies, which
indicates the repression of the electrode polarisation effect. In the
high frequency region, the impact of the relaxation process makes
M// maximum [10, 14, 20, 46, 47]. The decrease in M// is observed
with the increase in frequency, which may indicate the short-range
mobility of polarons in the system. In addition, the shifting of M// is
observed in Figure 9A towards higher frequencies with an increase
in temperature. This indicates that the relaxation process of this
system is thermally activated. For other samples of the system, an
analogous nature of electrical relaxation was observed. In Figure 9A,
the M// peak positions correspond to the peak relaxation frequency
(ωmax). In this approximation [10, 14, 20, 46, 47], ωmax indicates the
limiting frequency up to which the charge carriers (polarons) may
hop over long distances. Beyond the ωmax region, charge carriers are
supposed to be confined to potential wells, where they are freely

FIGURE 9
Frequency-dependent (A) real part of electric modulus, M/; (B)
imaginary part of electric modus, M//, at various temperatures for
x = 0.1.
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accessible [10, 11, 13, 14]. Hence, the transition of mobility of charge
carriers from long-range to short-range orders takes place at ωmax.

For investigatingM// nature, the following expression [10, 14, 20,
46, 47] can be applied:

M// � M //
max

1 − β( ) + β
1+β β ω max/ω( ) + ω/ω max( ).β[ ], (23)

where 0 < β < 1, M//
max is the peak or maximum value of M//, ω max is

the angular frequency corresponding to M//
max, and β stands for the

Kohlrausch–Williams–Watts (KWW) stretched coefficient [48, 49].
The experimental data in Figure 9B were analysed by best-fitted
curves using Eq. 22. The values of M//

max, ω max, and β were
estimated from this fitting.

M// spectra of various as-prepared samples at a fixed
temperature are presented in Figure 10A. It is evident from
Figure 10A that M// is low for x = 0.2 as a large value of parallel
capacitance was developed due to the contribution of the electrode
polarisation effect [10, 11, 13, 14]. This result indicates the
accumulation of a huge quantity of charge carriers for x = 0.2,
which must be supported by higher conductivity data, as shown in
Figure 2.

For analysing the conduction mechanism of the system, it is
approximated that the system undergoes relaxation of Debye type
[24, 27], which involves the necessary condition: ωmax x τm = 1,
where τm is the relaxation time. The calculated values of τm with
reciprocal temperature are shown in Figure 10B. The thermally
activated nature of τm is exhibited in Figure 10B. The decrease in τm

is found with temperature change, which points to the
semiconducting nature of the system. The decrease in τm with
composition is validated by the nature of AC conductivity and
hopping frequency, as shown in Figures 6, 7, respectively.

Figure 9A shows the real part of electric modulus M/, which is
the reciprocal of the real part of permittivity ε/. From Figure 9, the
increase in M/ values (i.e., decrease in the real part of permittivity)
with the increase in frequency can be observed. At low frequencies,
the alignment of dipoles is along the direction of the electric field.
Therefore, due to electrode polarisation, which arises from space
charge accumulation at glass-electrode interface, low values of M/

(i.e., high values of ε/) can occur at low-frequency region.
From Figures 9A, B, the decrease in both M/ and M// (i.e., an

increase in ε/ and ε//) can be observed. This effect can be associated
with the decrease in bond energies with the increase in temperature.
The temperature rise weakens the intermolecular forces and
enhances the orientational vibrations.

From Figure 9B, the shifting of peaks towards higher frequencies
can be observed with the escalation of temperature. The occurrence
of such shift is mainly due to the accumulation of free charges at the
interface with the increase in temperature. Thus, relaxation time is
decreased by the increase in the mobility of charge carriers. The
shifting of peaks to higher frequencies with the increase in
temperature is an indication of a thermally activated process in
which charge carriers’ hopping mechanisms dominate intrinsically.

For studying thermally activated relaxation time in Figure 10B,
the theoretical expression of relaxation time [10, 11, 13, 14] can be
used in its form as follows:

τm � τ0 exp − Eτ

KBT
( ), (24)

where τ0 is the pre-exponential factor. Equation 24 was used to fit
linearly the experimental data in Figure 10B. The slopes of the best-
fitted straight lines helped in estimating the activation energy
corresponding to relaxation time Eτ. The values of Eτ are shown
in Table 6. The increase in Eτ is observed, indicating smaller values
of relaxation times. The lower values of relaxation times and higher
values of corresponding activation energy are signs of higher
conductivity due to polaron hopping at a higher rate in the
system. The short-term relaxation process may be considered to
be insignificantly linked to the motion of the polaron. A thorough
understanding of these relaxation processes may be connected to the
lowest vibration of dipoles and conducting species at lower
frequencies. To attain a relaxed state at higher frequencies, more
activation energy is required by the dipoles because of their rapid
vibrations. It is vital to state that relaxation times were calculated
earlier using FT-IR spectra; the values are provided in Table 2. Those
values were found to be much lower than those calculated from the

FIGURE 10
(A) M// spectra at a fixed temperature, T = 463 K; (B) relaxation
time (τm) with reciprocal temperature.

TABLE 6 Structural parameter (β) and activation energy corresponding to
relaxation time (Eτ) of the xAg2S–(1–x) (0.5Se–0.5Ge) chalcogenide
semiconductor for x = 0.1 and 0.2. Estimated errors are also included here.

x β (±0.01) Eτ (eV) (±0.001)

0.1 0.30 0.11

0.2 0.20 0.26
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dielectric relaxation process. The reason for such incongruity is that
relaxation times calculated from the analysis of FT-IR utterly depend
on vibrations due to optical phonon frequency (ν0) only. However,
in the dielectric relaxation process, the results are supposed to be
more precise because of the contributions of all types of lattice
vibrations.

Fitting of experimental M// data using Eq. 23 explores the
KWW parameter (β) (Table 6), which should indicate the nature
of relaxation [48, 49] in the present chalcogenide
semiconductor. Extensive studies by Patel and Martin [50]
revealed that ideal Debye-type single relaxation requires β→1.
Their studies [50] also approximated β→0 for the maximum

interaction among ionic systems. This discussion should suggest
that moderate interactions may occur between polarons and
lattices in the present chalcogenide semiconductor as β values
are quite small.

3.5.2 Scaling of electric modulus
Efforts were made to scale electric modulus spectra at

various temperatures [10, 11, 13, 14, 48, 49], similar to AC
conductivity scaling. To obtain modulus scaling, values of M//

(i.e., y-axis) were divided by M//
max and ω (i.e., x-axis) values

were divided by ωmax. One such scaling spectrum (for x = 0.2) is
presented in Figure 11A. The analogous nature of temperature
scaling was shown by all other samples of the system. The
merging of all the scaled data in Figure 11A indicates that the
relaxation process in the system is temperature independent
[10, 11, 13, 14, 48, 49]. In Figure 11B, M// scaling spectra of all
the samples of the system at 433 K are projected, in which non-
merging of data is found. This is a sign of a composition-
dependent relaxation process in the system. It is also notable
that the nature of electric modulus scaling is similar to the
behaviour of AC conductivity scaling. For exploring the
conduction process in the system, the two methods (AC
conductivity and electric modulus approaches) were used
here independently. The results of these two different
methods are similar interpretations of the experimental results.

The data of conductivity of this complex semiconducting
chalcogenide system can be described by considering a
schematic model (Figure 12), which takes into consideration i)
the free-carrier density in the system, ii) the internal potential
barrier related to heterogeneity between crystallites and the
surrounding amorphous phase, and iii) the amorphous phase.
Based on these facts, a schematic model is proposed that
consists of a) a cluster region, which represents a cluster of
crystalline grains with the effective band gap (E1eV) of different
nanocrystals, and b) a density of states (DOS) region, which
consists of a simple DOS picture of an amorphous
semiconductor with deep defects and tail states, having a
mobility gap of E2eV. Between these two regions, a potential
barrier is proposed to exist [51].

The enhancement of polaron density with a decrease in
temperature at the boundary of amorphous and microcrystalline

FIGURE 11
(A) Temperature scaling of M// at various temperatures for x=0.2.
(B) Composition scaling spectra of M// at 433 K

FIGURE 12
Proposed schematic model: (i) cluster region, representing a cluster of crystalline grains with the effective band gap of various nanocrystals (E1 eV);
(ii) DOS region, consisting of a simple DOS picture of amorphous semiconductor with tail states and deep defects, having a mobility gap of E2 eV.

Frontiers in Physics frontiersin.org14

Ojha et al. 10.3389/fphy.2023.1151841

https://www.frontiersin.org/journals/physics
https://www.frontiersin.org
https://doi.org/10.3389/fphy.2023.1151841


regimes has attracted a lot of attention due to its improved stability
and transport properties [21]. On this type of material, high
performance and stable films can be deposited [38, 41]. There
are still a lot of unanswered questions related to the properties of
the material at the transition region between the amorphous phases
and the microcrystalline phases. The properties of this template
material in a region of amorphous to microcrystalline transition are
accompanied by a reduction in polaron density with temperature
and a significant increase in the roughness of the surface [42].

4 Conclusion

AC conductivity and the dielectric relaxation process of
Ag2S-doped new chalcogenide semiconductors were extensively
studied over an extended range of frequencies and temperatures.
The structural characterisation of the present system was carried out
using XRD and FT-IR techniques. The size of the different nano-phases
dispersed in the present chalcogenide matrices was estimated from the
XRD study. Dislocation density and lattice strain were also computed
from this study. FT-IR spectra indicated the presence of O–H and other
functional groups in the system. Both the optical phonon frequency (ν0)
and Debye temperature (θD) are found to be dependent on
composition. For interpreting the AC conduction mechanism in the
system, CBH and NSPT are found to be the most appropriate models
for x = 0.1 and 0.2, respectively. The activation energy related to
hopping frequency (EH) is found to decrease with Ag2S content.
Activation energy associated with the relaxation process (Eτ) is
found to increase with composition. The study of electric modulus
formalism confirms the temperature dependence of the relaxation
process. The temperature and composition scaling of both AC
conductivity and M// spectra specifies that the relaxation process is
contingent on composition but independent of the temperature of this
system. A schematic model is proposed to shed some light on the
polaron hopping process of this system. The present study deals with
the study of frequency and temperature dependency in the electrical
transport of xAg2S–(1–x) (0.5Se–0.5Ge), with x = 0.1 and 0.2,
chalcogenide semiconductors. However, the identification of some
possible solid-state device applications of these semiconducting glass
nanocomposites for industry and academic purposes is yet to be
determined. In addition, further structural characterisation of these
materials using FE-SEM, DSC, etc., is to be carried out. To check the
suitability of this material in various optical device applications, the
study of optical properties is very significant.
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