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Abstract
We describe a fully GPU-based implementation of the first level trigger for the upgrade of the LHCb detector, due to start data 
taking in 2021. We demonstrate that our implementation, named Allen, can process the 40 Tbit/s data rate of the upgraded 
LHCb detector and perform a wide variety of pattern recognition tasks. These include finding the trajectories of charged 
particles, finding proton–proton collision points, identifying particles as hadrons or muons, and finding the displaced decay 
vertices of long-lived particles. We further demonstrate that Allen can be implemented in around 500 scientific or consumer 
GPU cards, that it is not I/O bound, and can be operated at the full LHC collision rate of 30 MHz. Allen is the first complete 
high-throughput GPU trigger proposed for a HEP experiment.
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Introduction

The LHCb detector [1] at CERN is currently being 
upgraded for Run 3 of the LHC. It is due to begin data 
taking in 2021 at an instantaneous luminosity of L 
= 2 × 1033 cm−2 s−1 , corresponding to an average of around 
6 proton–proton (pp) collisions per LHC bunch crossing. 
At this luminosity, the rates of beauty and charm hadrons, 
which are of interest for most LHCb analyses, reach the 
MHz level in the LHCb detector’s geometrical accept-
ance [2]. The majority of them decays into fully hadronic 
final states. Thus, efficiently reducing the output data rate 
requires finding charged particle trajectories (tracking) at 
the first level of the real-time reconstruction (trigger).

As most of LHCb’s data come from its tracking detec-
tors, which are responsible for the majority of readout chan-
nels, the upgraded detector operates a triggerless readout, in 
which all subdetectors are read out at the full bunch crossing 
rate of 30 MHz, or a maximum data rate of 40 Tbit/s. Event 
selection relies on two software stages. In the first stage, 
called HLT1, events are primarily selected using inclusive 
one- and two-track-based algorithms, in some cases requir-
ing the track to be identified as a muon. At this stage, the 
close to optimal alignment and calibration constants from 
the previous run are used. HLT1 allows for an efficient 
reduction of the event rate by a factor 30–60, depending 
on the desired working point. In the second stage, called 
HLT2, the detector is aligned and calibrated in near-real-
time and the remaining events undergo offline-quality track 
reconstruction, full particle identification and track fitting. 
Because of the high signal rate, HLT2 does not only clas-
sify bunch crossings (events) as interesting or uninteresting. 
Rather in most cases HLT2 identifies a decay of interest and 
associates it to one of the reconstructed pp collisions. Sub-
sequently for most physics analyses HLT2 outputs a reduced 
event format one order of magnitude smaller than the raw 
data, consisting of only objects related to the decay of inter-
est and the associated pp collision, following the approach 
pioneered in Run 2 [3–5]. This approach relies on the near-
real-time detector alignment and calibration to maintain the 
ultimate detector performance without the need for costly 
“offline” reprocessing of the data, and results in a total out-
put data volume of 80 Gbit/s.

Performing full track reconstruction at 30 MHz and 
40 Tbit/s poses a significant computing challenge. In the 
baseline proposal of the upgrade data acquisition system 
[6, 7], data from the different LHCb subdetectors are 
received and combined to full events by about 250 event 
building x86 servers. Complete events are then sent to a 
separate “event filter farm” (EFF) of x86 servers, where 
both the HLT1 and HLT2 stages are executed. Figure 1 
shows this sequence of data processing units.

As track reconstruction is an inherently parallel prob-
lem, tracking algorithms can be designed to map well to the 
many-core architecture of graphics processing units (GPUs). 
Furthermore, GPUs map well onto LHCb’s data acquisi-
tion architecture, because the event building servers which 
host the ∼ 500 FPGA cards required to receive data from 
the detector at 30 MHz can also host two GPU cards each. 
Therefore, if the track reconstruction required for HLT1 
could be processed with at most 500 GPUs, LHCb could 
execute HLT1 already inside the event building servers 
and reduce the data volume by a factor 30–60, significantly 
reducing the networking cost associated with sending data 
to the EFF.

In recent years, several particle physics experiments have 
studied the performance of track reconstruction on GPUs. 
So far only the ALICE experiment at CERN has employed 
GPUs in their trigger, where tracks from a single subdetector 
are reconstructed on the GPU, but data reduction occurs on 
x86 CPUs [8]. All other R&D efforts are intended for future 
experiments or upgrades. In most proposals, data from a 
single sub-detector is analyzed on the GPU at a significantly 
lower data rate than 40 Tbit/s [9–11]. For some, the GPU 
coprocessor performs track reconstruction, but event selec-
tion or data reduction occur on x86 CPUs [10]. In other 
cases, event selection for a single physics signature runs on 
the GPU [9, 11]. For Run 3, ALICE plans to perform track 

Fig. 1  In the baseline proposal for the upgraded LHCb data acquisi-
tion system, x86 event building units receive data from the subdetec-
tors and build events by sending and receiving event fragments over a 
100G Infiniband (IB) network. The full data stream of built events is 
sent to x86 event filter servers to process both stages of the high level 
trigger
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reconstruction of more than one subdetector and data com-
pression on the GPU, at a data rate of 5 Tbit/s [12].

In this paper, we show that for LHCb it is possible to 
execute a full trigger stage, including track reconstruction 
for several subdetectors and a variety of physics selections, 
at 40 Tbit/s on about 500 GPUs. We describe our imple-
mentation, named Allen after Frances E. Allen, following 
the LHCb convention of naming software projects after 
renowned scientists.

Mapping the First Trigger Stage to Graphics 
Processing Units

Characteristics of Graphics Processing Units

Developed for the graphics processing pipeline, GPUs excel 
at data parallel tasks under the SIMT paradigm [13]. An 
algorithm executed on the GPU is called a kernel. Every 
kernel is launched with many threads on the GPU execut-
ing the same instruction on different parts of the data in 
parallel, independently from each other. These threads are 
grouped into blocks within a grid, as illustrated in Fig. 2. 
Threads within one block share a common memory and can 
be synchronized, while threads from different blocks cannot 

communicate. The threads are mapped onto the thousands of 
cores available on modern GPUs for processing.

Typically, a GPU is connected to its CPU host server 
via a PCIe connection, which sets a limit on the bandwidth 
between the GPU and the CPU: 16 lanes of PCIe 3.0 and 
PCIe 4.0 provide 128 Gbit/s and 256 Gbit/s, respectively. 
From these parameters we conclude that 500 GPUs are able 
to consume the 40 Tbit/s data rate of the upgraded LHCb 
detector. The total memory on a GPU is on the order of 
hundreds of Gbits nowadays. Consequently, 500 GPUs 
should also be able to process the full HLT1 sequence if 
enough data processing tasks fit into GPU memory at the 
same time and if the tasks can be sufficiently parallelized to 
fully unlock the TFLOPs theoretically available on the GPU.

The Allen Concept

In our proposal, a farm of GPUs processes the full data 
stream, as shown in Fig. 3, which can be compared to the 
baseline x86-only architecture of Fig. 1. Every GPU receives 
complete events from an event building unit and handles 
several thousand events at once. Raw detector data is cop-
ied to the GPU, the full HLT1 sequence is processed on the 
GPU and only selection decisions and objects used for the 
selections, such as tracks and primary vertices, are copied 

Fig. 2  Threads are grouped into blocks, forming a grid that executes 
one kernel on the GPU

Fig. 3  In the GPU-enhanced proposal for the upgraded LHCb data 
acquisition system x86 event building units receive data from the sub-
detectors and build events by sending and receiving event fragments 
over a 100G Infiniband (IB) network. The same x86 servers also host 
GPUs which process HLT1. Only events selected by HLT1 are sent to 
the x86 servers processing HLT2. The data rate between the two x86 
server farms is, therefore, reduced by a factor 30–60
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back to the CPU. This approach is motivated by the follow-
ing considerations:

– LHCb raw events have an average size of 100 kB. When 
copying raw data to the GPU, the PCIe connection 
between the CPU and the GPU poses no limitation to the 
system, even when several thousand events are processed 
in parallel.

– Since single events are rather small, several thousand 
events are required to make full use of the compute 
power of modern GPUs.

– As the full algorithm sequence is processed on the GPU, 
no copies between the CPU and the GPU are required, 
apart from the raw input and selection output, and quanti-
ties needed to define the grid sizes of individual kernels.

– Intra-GPU communication is not required because events 
are independent from one another and small enough in 
memory footprint to be processed on a single GPU.

The project is implemented in CUDA, Nvidia’s API for pro-
gramming its GPUs [14]. Allen1 includes a custom scheduler 
and GPU memory manager, which will be described in a 
companion publication.

Main Algorithms of the First Trigger Stage

A schematic of the upgraded LHCb forward spectrometer is 
shown in Fig. 4. The information from the tracking detec-
tors and the muon system is required for HLT1 decisions, 
as described in Sect. 1. The tracking system consists of the 
vertex detector (Velo) [15] and the upstream tracker (UT) 
[16] before the magnet and tracking stations behind the mag-
net which are made of scintillating fibres (SciFi) [16]. The 
measurements from the muon detector are used to perform 
muon identification. The LHCb coordinate system is such 
that z is along the beamline, y vertical and x horizonal. The 
dipole magnet bends charged particle trajectories along x. 
Figure 4 indicates the magnitude of the y-component of the 
magnetic field, which extends into the UT and SciFi regions. 
As a consequence, tracks in the Velo detector form straight 
lines, while those in the UT and SciFi detectors are slightly 
bent.

The following recurrent tasks are performed at various 
stages of the HLT1 sequence:

– Decoding the raw input into coordinates in the LHCb 
global coordinate system.

– Clustering of measurements caused by the passage of the 
same particle into single coordinates (“hits”), depending 
on the detector type.

– Finding combinations of hits originating from the same 
particle trajectory (pattern recognition).

– Describing the track candidates from the pattern recogni-
tion step with a track model (track fitting).

Fig. 4  Upgraded LHCb detector. The y-component of the magnetic field By is overlaid to visualize in which parts of the detector trajectories are 
bent. The maximum By value is 1.05 T

1 https ://gitla b.cern.ch/lhcb/Allen  Version 0.8 was used for the results 
in this publication.

https://gitlab.cern.ch/lhcb/Allen
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– Reconstructing primary and secondary vertices from 
the fitted tracks (vertex finding).

Figure 5 shows the full HLT1 sequence. In most cases, 
a single event is assigned to one block, while intra-event 
parallelism is mapped to the threads within one block. This 
ensures that communication is possible among threads 
processing the same event. Typically, the raw input is 
segmented by readout unit (for example a module of the 
vertex detector), so naturally the decoding can be parallel-
ized among the readout units. During the pattern recogni-
tion step, many combinations of hits are tested and those 
are processed in parallel. The track fit is applied to every 
track and, therefore, parallelizable across tracks. Similarly, 
extrapolating tracks from one subdetector to the next is 
executed in parallel for all tracks. Finally, combinations 
of tracks are built when finding vertices and those can be 
treated in parallel.

Initially, events are preselected by a Global Event Cut 
(GEC) based on the size of the UT and SciFi raw data, 
removing the 10% busiest events. This selection is not 
essential for the viability of the proposed GPU architec-
ture. It is also performed in the baseline x86 processing 
[7], because very busy events have a less efficient detector 
reconstruction and their additional physics value to LHCb 
is not proportionate to the computing cost of reconstruct-
ing them. The subsequent elements of the HLT1 sequence 
are now described in turn.

Velo Detector

The Velo detector consists of 26 planes of silicon pixel 
sensors placed around the interaction region. Its main 
purpose lies in reconstructing the pp collisions (primary 
vertices or PVs) and in creating seed tracks to be further 
propagated through the other LHCb detectors. The Velo 
track reconstruction is fully described in an earlier publi-
cation [17] and is recapped here for convenience.

The reconstruction begins by grouping measurements 
caused by the passage of a particle within each silicon 
plane into clusters, an example of a more general process 
known as connected component labeling. Allen uses a 
clustering algorithm employing bit masks, which searches 
for clusters locally in small regions. Every region can be 
treated independently, allowing for parallel processing.

Straight-line tracks are reconstructed by first forming 
seeds of three hits from consecutive layers (“triplets”), 
and then extending these to the other layers in parallel. 
We exploit the fact that prompt particles produced in pp 
collisions traverse the detector in lines of constant � angle 
(within a cylindrical coordinate system where the cylinder 
axis coincides with the LHC beamline) and sort hits on 
every layer by � for fast look-up when combining hits to 
tracks.

Velo tracks are fitted with a simple Kalman filter [18] 
assuming that the x- and y-components are independent from 
one another and assigning a constant average transverse 

Fig. 5  Full HLT1 sequence 
implemented in CUDA to run 
on GPUs. Raw data is copied 
as input to the GPU, selected 
events are copied back to the 
host CPU as output. Rhombi 
represent algorithms reducing 
the event rate, while rectangles 
represent algorithms process-
ing data
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momentum of 400 MeV to all tracks for the noise contribu-
tion from multiple scattering.

Finally, we search for PVs in a histogram of the point of 
closest approach of tracks to the beamline, where a cluster 
indicates a PV candidate. We refrain from a one-to-one map-
ping between a track and a vertex, which would introduce 
dependencies between the fitting of individual vertex can-
didates and would require sequential processing. Instead, 
every track is assigned to every vertex based on a weight, so 
that all candidates can be fitted in parallel.

UT Detector

Four layers of silicon strip detectors make up the UT detec-
tor, the strips of the two outer layers are aligned vertically, 
the two inner layers are tilted by +5◦ and −5◦ around the 
z-axis, respectively. Since more than 75% of the hits consist 
of only one fired strip, no clustering is performed in this 
subdetector. The UT hits are decoded into regions based 
on their x-coordinate. Every region is then sorted by the 
y-coordinate. This allows for a fast look-up of hits around 
the position of an extrapolated Velo track. Velo tracks 
are extrapolated to the UT detector based on a minimum 
momentum cut-off of 3 GeV, resulting in a maximal bend-
ing allowed between the Velo and UT detectors.There is no 
requirement on the transverse momentum. Subsequently, UT 
hits are assigned to Velo tracks and the track momentum is 
determined from the bending between the Velo and UT fitted 
straight-line track segments with a resolution of about 20%. 
The UT decoding and tracking algorithms are described in 
more detail in Ref. [19].

SciFi Detector

The SciFi detector consists of three stations with four layers 
of scintillating fibres each, where the four layers of every 
station are in x–u–v–x configuration. The u- and v-layers 
are tilted by +5◦ and −5◦ , respectively, while the x-layers are 
vertical. The clustering of the SciFi hits and sorting along x 
is performed on the readout board; therefore, sorted clusters 
are obtained directly when decoding.

Tracks passing through both the Velo and UT detectors 
are extrapolated to the SciFi detector using a parameteriza-
tion based on the track direction and the momentum estimate 
obtained after the UT tracking. This avoids loading the large 
magnetic field map into GPU memory. A search window 
defined by the UT track properties and a maximum number 
of allowed hits is determined for every UT track and every 
SciFi layer.

The hit efficiency of the scintillating fibres is 98–99%; 
therefore, several seeds are allowed per UT track, so that 
the track reconstruction efficiency is not limited by requir-
ing hits from specific layers. Seeds are formed combining 

triplets of hits from within the search windows of one x-layer 
in each of the three SciFi stations. The curvature of tracks 
inside the SciFi region due to the residual magnetic field 
tails from the LHCb dipole is taken into account when 
selecting the best seeds. Only the seeds with the lowest �2 
relative to a parameterized description of the track within 
the SciFi volume are then extended by adding hits from the 
remaining x-layers, using the same track description. Since 
only the information of three hits is used for the �2 , its dis-
criminating power is limited. Therefore, multiple track seeds 
are processed per UT track.

The magnetic field inside the SciFi detector can be 
expressed as By(z) = B

0
+ B

1
⋅ z and it is found that at first 

order B1

B0

 is a constant. Using this parameterization, tracks are 
projected onto the remaining x and u/v-layers, and hits that 
deviate the least from the reference trajectory, within a track-
dependent acceptance, are added. Only the U/V-layers pro-
vide information on the track motion in the y–z plane. Thus, 
a parameterization accounting for the small curvature in the 
y–z plane is also taken into account in the track model, once 
all hits have been added.

Finally, a least means square fit is performed both in x and 
y. Every track is assigned a weight based on the normalized 
x-fit �2 , y-fit �2 , and the number of hits in the track. Only 
the best track is accepted per UT track, reducing fake tracks 
as much as possible.

Muon Detector

The muon system [20] consists of four multiwire propor-
tional chambers interleaved with iron walls. Every station is 
divided into four regions with chambers of different granu-
larity. Hits are read out with pads and strips, while strips 
from the same station can overlap to give a more accurate 
position measurement. During the decoding of muon meas-
urements, such crossing strips are combined into a single hit. 
For muon identification, the “isMuon” algorithm described 
in Ref. [21] is employed: tracks are extrapolated from the 
SciFi to the muon stations and muon hits are matched to 
a track within a region defined by the track properties. 
Depending on the track momentum, hits in different numbers 
of stations are required for a track to be tagged as a muon.

Kalman Filter

A Kalman filter is applied to all tracks to improve the impact 
parameter resolution, where the impact parameter (IP) is the 
distance between the point of closest approach of a track and 
a PV. The nominal LHCb Kalman filter uses a Runge-Kutta 
extrapolator to propagate track states between measurements 
and a detailed detector description to determine noise due to 
multiple scattering. In order to increase throughput and limit 
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memory overhead, these costly calculations are replaced 
with parameterizations. Two versions of the parameterized 
Kalman filter are implemented in Allen: one which takes 
into account the whole detector and one which fits only 
the Velo track segment but using the estimated momentum 
from the full track passing through the Velo, UT and SciFi 
detectors. Since the impact parameter is mainly influenced 
by the measurements nearest to the interaction region, the 
Velo-only Kalman filter is used in the HLT1 sequence. This 
results in a significant computing speedup compared to 
applying the full Kalman filter.

Selections

Given the momentum, impact parameter and position infor-
mation from the track fit as well as the muon identification, 
selections are applied on single tracks and two-track vertices 
similarly to the HLT1 selections used in Run 2 of LHCb 
[22–24]. Secondary vertices are fitted in parallel from com-
binations of two tracks each, providing a momentum and 
mass estimate for the hypothetical decaying particle, assign-
ing the pion mass hypothesis to all tracks except for those 
identified as muons, for which the muon mass is assigned. 
The following five selection algorithms, which cover the 
majority of the LHCb physics programme and which are 
similar to lines accounting for about 95% of the HLT1 trig-
ger rate in Run 2 [22], are implemented in Allen:

– 1-Track: A single displaced track with p
T
> 1 GeV.

– 2-Track: A two-track vertex with significant displacement 
and pt > 700 MeV for both tracks.

– High-pT muon: A single muon with p
T
> 10 GeV for 

electroweak physics.
– Displaced dimuon: A displaced dimuon vertex with 

p
T
> 500 MeV for both tracks.

– High-mass dimuon: A dimuon vertex with mass near or 
larger than the J∕�  mass with p

T
> 750 MeV for both 

tracks.

Results

The performance of Allen is studied both with respect to the 
computing throughput per GPU and the physics outcome in 
terms of track reconstruction efficiency and event selection 
efficiency for various representative LHCb analyses.

Physics Performance

For physics studies, simulated samples enhanced with decay 
channels of interest for the LHCb physics program are 
employed, namely a combination of 5000 events of each of the 
following decays: B0

→ K∗0�+�− , B0
→ K∗0e+e− , B0

s
→ �� , 

D+
s
→ K+K−�+ and Z → �+�− . Efficiencies of track and ver-

tex reconstruction, muon identification and trigger selections, 
as well as the momentum resolution are determined directly 
within the Allen framework.

In LHCb, tracks are defined as correctly reconstructed 
if at least 70% of the hits match those of the Monte Carlo 
(MC) particle associated to the track in simulation. Only MC 
particles resulting in the following minimum numbers of hits 
are considered as “reconstructible tracks”: at least one hit 
in at least three different Velo modules and at least one hit 
in an x- and a u/v-layer in the UT detector and every station 
in the SciFi detector. Figure 6 shows the track reconstruc-
tion efficiency of correctly reconstructed tracks in the Velo 
(top), Velo and UT (middle), Velo, UT and SciFi (bottom) 
detectors versus transverse momentum p

T
 and momentum 

p with respect to reconstructible tracks originating from B 
decays. A reconstructed PV is matched to a simulated PV 
if the distance is less than five times the uncertainty of the 
reconstructed PV along the z-axis. Figure 7 shows the recon-
struction efficiency of PVs versus the track multiplicity of 
the MC PV. As displayed in Fig. 8, a relative momentum 
resolution better than 1 % is achieved which is sufficient for 
the selections of HLT1 and can be compared to a resolution 
of 0.5–1% obtained from offline-quality track reconstruction 
during Run 2. The muon identification efficiency is shown 
in Fig. 9. It is determined with respect to “reconstructible 
muons”, defined as reconstructed tracks which were matched 
to a muon MC particle.

Finally, the trigger rates for the five selections are shown 
in Table 1. The total HLT1 output rate is about 1 MHz, 
therefore, reducing the event rate by a factor 30. For this out-
put rate, the selection efficiencies for various decay channels 
are given in Table 2. We quote the efficiency of the GEC, 
as well as for “TIS” events, with at least one passing trigger 
candidate not associated with a true signal decay product, 
and for “TOS” events, where the signal decay products must 
pass the trigger selection themselves.

Figure 10 illustrates the difference in efficiency and rate 
for the 1-Track and 2-Track trigger lines for the B0

s
→ �� 

sample between fitting tracks with the simple Kalman filter 
versus the parameterized Kalman filter, when varying the 
selection criteria of the IP �2 . The IP �2 is defined as the 
difference between the �2 of the PV reconstructed with and 
without the track under consideration and serves as estimate 
for the track displacement. Especially the efficiency of the 
2-Track line improves when using the parameterized Kalman 
filter, since the momentum threshold for individual tracks is 
lower compared to the 1-Track line.

Computing Performance

For throughput studies, simulated samples of minimum 
bias events are used, representing the physics conditions 
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expected for Run 3. The computing performance is com-
pared among different Nvidia GPU cards. In all cases, 
Allen is compiled with gcc 8.2 [25] and CUDA 10.1. 
The HLT1 sequence is run on a configurable number of 

concurrent threads. Each thread employs a GPU stream to 
asynchronously execute kernels and perform data trans-
mission between CPU and GPU, such that memory trans-
missions do not impact throughput. The timer is started 
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(f)

Fig. 6  Track reconstruction efficiency versus transverse momen-
tum p

T
 (left) and momentum p (right) of reconstructed tracks pass-

ing through the Velo (a, b), Velo and UT (c, d), Velo, UT and SciFi 
detectors (e, f) with respect to reconstructible non-electron tracks 

passing through the Velo, UT and SciFi detectors and produced from 
B decays within the pseudorapidity coverage of the LHCb detector, 
2 < 𝜂 < 5 , for all signal samples combined. The p

T
 and p distribu-

tions are overlaid as histograms
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prior to processing a sequence in the first stream, and it is 
stopped after all streams have returned.

For most measurements, 12 thread-stream pairs with 
1000 events each were processed 100 times, allocating 
700 MB of GPU memory for every stream. Only in the 
case of the GTX 670, GTX 680 and the GTX 1060 6GB 
two thread-stream pairs were used instead. The measure-
ment was performed 10 times with different sets of 1000 
events each. The mean and standard deviation of the 10 
measurements are shown for various Nvidia GPU cards as 
a function of their theoretical peak 32-bit FLOPS perfor-
mance in Fig.  11. The minimum rate per GPU necessary 
for processing the 30 MHz input rate with 500 GPUs is 
60 kHz. Three cards surpass this threshold with a margin, 
namely the RTX 2080 Ti, the V100 and the Quadro RTX 
6000, currently the best cards in the consumer, scientific 

and professional lines of Nvidia, respectively. Analyzing 
the performance as a function of theoretical peak 32-bit 
FLOPS performance reveals how the application scales to 
the hardware under study. The linear dependence visible 
in Fig. 11 shows that the Allen code makes efficient use 
of the computing architecture and is likely to scale well to 
future generations of GPU processors.
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Fig. 7  PV reconstruction efficiency versus track multiplicity of the 
MC PV for minimum bias events. The track multiplicity distribution 
is overlaid as a histogram
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Fig. 8  Relative momentum resolution of tracks passing through the 
Velo, UT and SciFi detectors versus momentum for all signal samples 
combined. Points represent the mean, error bars the width of a Gauss-
ian distribution fitted to the resolution in every momentum slice. The 
momentum distribution is overlaid as a histogram
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Fig. 9  Muon identification efficiency versus momentum for tracks 
passing through the Velo, UT and SciFi detectors with respect to all 
reconstructible muons (explained in the text), for all signal samples 
combined. The momentum distribution is overlaid as a histogram

Table 1  Rates of the five trigger 
selections implemented in Allen 
and the total HLT1 output rate, 
determined with minimum bias 
events

Trigger Rate [kHz]

1-Track 215 ± 18
2-Track 659 ± 31
High-pT muon 5 ± 3
Displaced dimuon 74 ± 10
High-mass dimuon 134 ± 14
Total 999 ± 38

Table 2  Efficiencies of the total HLT1 selection. The TIS -OR- TOS 
and TOS efficiencies are calculated using events passing the GEC 
(definitions for TIS, TOS and GEC are in the text). All efficien-
cies and their uncertainties are quoted in percentages and are deter-
mined from the different signal samples, with selections resulting 
in the rates given in Table 1. Signal events are selected with the fol-
lowing criteria: b and c hadrons have a p

T
> 2 GeV and a lifetime 

𝜏 > 0.2  ps. Children of b and c hadrons have p
T
> 200 MeV. Chil-

dren of Z bosons have p
T
> 20 GeV

Signal GEC TIS -OR- TOS TOS GEC × TOS

B0
→ K∗0�+�− 89 ± 2 91 ± 2 89 ± 2 79 ± 3

B0
→ K∗0e+e− 84 ± 3 69 ± 4 62 ± 4 52 ± 4

B0

s
→ �� 83 ± 3 76 ± 3 69 ± 3 57 ± 3

D+
s
→ K+K−�+ 82 ± 4 59 ± 5 43 ± 5 35 ± 4

Z → �+�− 78 ± 1 99 ± 0 99 ± 0 77 ± 1
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The throughput as a function of the occupancy in the 
SciFi detector is depicted in Fig. 12. The slower through-
put decrease in the high occupancy region gives confi-
dence that Allen can be adapted to real data taking condi-
tions, where the detector occupancy might be higher than 
in simulation (as observed consistently during Runs 1 and 
2). If the GEC removing the 10% busiest events is deacti-
vated and all events are processed, the Allen throughput 
drops by about 20%.

Conclusions

We present Allen, an implementation of the first trigger 
stage of LHCb for Run 3 entirely on GPUs. This is the first 
complete high-throughput GPU trigger proposed for a HEP 
experiment. Allen covers the majority of the LHCb physics 
programme, using an analogous reconstruction and selection 
sequence as in Run 2. The demonstrated event throughput 
shows that the full HLT1 sequence can run on about 500 of 
either one of the RTX 2080 Ti, V100 or Quadro RTX 6000 
Nvidia GPU cards. Consequently, the GPUs can be hosted 
by the event building servers, significantly reducing the net-
work cost associated with sending HLT1 output to the EFF. 
We show that the performance in terms of track and vertex 
reconstruction efficiencies, muon identification and momen-
tum resolution are sufficient for efficient trigger selections 
for analyses representative of the LHCb physics programme.
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