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Abstract

Nowadays, it is nearly impossible to think of a service that does not rely on wireless communi-

cations. By the end of 2022, mobile internet represented a 60% of the total global online traffic.

There is an increasing trend both in the number of subscribers and in the traffic handled by each

subscriber. Larger data rates, smaller extreme-to-extreme (E2E) delays and greater number of

devices are current interests for the development of mobile communications. Furthermore, it

is foreseen that these demands should also be fulfilled in scenarios with stringent conditions,

such as very fast varying wireless communications channels (either in time or frequency) or

scenarios with power constraints, mainly found when the equipment is battery powered.

Since most of the wireless communications techniques and standards rely on the fact that the

wireless channel is somehow characterized or estimated to be pre or post-compensated in trans-

mission (TX) or reception (RX), there is a clear problem when the channels vary rapidly or the

available power is constrained. To estimate the wireless channel and obtain the so-called chan-

nel state information (CSI), some of the available resources (either in time, frequency or any

other dimension), are utilized by including known signals in the TX and RX typically known as

pilots, thus avoiding their use for data transmission. If the channels vary rapidly, they must be

estimated many times, which results in a very low data efficiency of the communications link.

Also, in case the power is limited or the wireless link distance is large, the resulting signal-to-

interference-plus-noise ratio (SINR) will be low, which is a parameter that is directly related to

the quality of the channel estimation and the performance of the data reception. This problem

is aggravated in massive multiple-input multiple-output (massive MIMO), which is a promising

technique for future wireless communications since it can increase the data rates, increase the

reliability and cope with a larger number of simultaneous devices. In massive MIMO, the base

station (BS) is typically equipped with a large number of antennas that are coordinated. In these

scenarios, the channels must be estimated for each antenna (or at least for each user), and thus,

the aforementioned problem of channel estimation aggravates. In this context, algorithms and

techniques for massive MIMO without CSI are of interest.

This thesis main topic is non-coherent massive multiple-input multiple-output (NC-mMIMO)

which relies on the use of differential M -ary phase shift keying (DMPSK) and the spatial

diversity of the antenna arrays to be able to detect the useful transmitted data without CSI
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knowledge. On the one hand, hybrid schemes that combine the coherent and non-coherent

schemes allowing to get the best of both worlds are proposed. These schemes are based on

distributing the resources between non-coherent (NC) and coherent data, utilizing the NC data

to estimate the channel without using pilots and use the estimated channel for the coherent

data. On the other hand, new constellations and user allocation strategies for the multi-user

scenario of NC-mMIMO are proposed. The new constellations are better than the ones in the

literature and obtained using artificial intelligence techniques, more concretely evolutionary

computation.
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Chapter 1
Introduction

Mobile communications have their earliest roots in 1947, when the Bell System business of-

fered an early prototype of the current broadband mobile networks. Using very low-power

transmitters [4], it was intended to deliver radio services across a wide area. Unfortunately, the

Federal Communications Commission (FCC) refused to permit the use of the desired spectrum

band. More than 30 years would pass before the first mobile communications system would be

commercially available. The Bell Laboratories created the analog frequency-division multiple

access (FDMA)-based Advanced Mobile Phone System (AMPS) during the 1980s, which was

one of those pioneering technologies. The Global System for Mobile communications (GSM)

standard, the most popular 2nd generation (2G) technology, was introduced later, in 1991 [5].

The analog voice service based on FDMA was replaced by the new digital service when dig-

ital time-division multiple access (TDMA) emerged. With the launch of the General Packet

Radio Service (GPRS) and Enhanced Data rates for GSM Evolution (EDGE) protocols [6],

more functionality like short message service (SMS) and other improvements were added over

time. Nonetheless, the introduction of Universal Mobile Telecommunications System (UMTS)

technology [7], or the 3G of mobile communications, marked the beginning of the multimedia

revolution. There was a clear need to deliver more reliable and flexible communications while

meeting significant data traffic needs, despite the fact that continuous advancements were made

with the new mobile communications technology. In this context, Long-Term Evolution (LTE)

technology (almost-4G) began to be adopted quickly after it became standardized in the late

2000s [8]. Orthogonal frequency-division multiplexing (OFDM) and multiple-input multiple-

output (MIMO) are key technologies in LTE and its successive improvements carried in the

second decade of the 21st century, which was gradually introducing new improvements until

LTE Advanced (LTE-A) was obtained (true-4th generation (4G)). Since then, the technology

continued evolving up until these days, in which the 5th generation (5G) New Radio (NR)

standard [9] was defined and started its deployment. A summary of the evolution of mobile

communication technologies is found in Fig. 1.1.

Wireless communications have gained more and more importance in our lives during the last

40 years. Nowadays, it is nearly impossible to think of a service that does not rely on them.
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Figure 1.1: Evolution of mobile communication technologies from 1G to 5G.

Nowadays, the mobile networks are used by the majority of the society, and this is supported

by the fact that by the end of 2021, about 4.3 billion people (more than half of the total popu-

lation) actively use mobile internet. In fact, the mobile internet traffic represents about a 57%

of the total global online traffic. Last but not least, there is an increasing trend both in the

number of subscribers and in the traffic handled by each subscriber, caused by the fact that

new services and applications emerge day after day and more and more people use them. It is

clear that the technology will keep evolving to allow for better and more demanding services

and applications, which will motivate the development of even more capable technologies. The

next foreseen mobile technology is beyond 5G (b5G) currently under development with respect

to the date of publication of this PhD thesis, followed by the 6th generation (6G), which is

expected to start its development around 2025. Mobile networks, along with numerous other

telecommunications innovations, have connected every region of the planet. The world is one,

as Arthur C. Clarke would remark [10].

1.1 Motivation

A clear demand for larger data rates, smaller E2E delays and greater number of devices is a

current issue for the development of mobile communications. Furthermore, it is foreseen that

these demands should also be fulfilled in scenarios with stringent conditions, such as very fast

varying wireless communications channels (either in time or frequency) [11] or scenarios with

power constraints [12], mainly found when the wireless equipment is battery powered.
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Since most of the wireless communications techniques and standards rely on the fact that

the wireless channel is somehow characterized or estimated to be pre/post-compensated in

TX/RX [13], there is a clear problem when the channels vary rapidly or the available power

is constrained. To estimate the wireless channel and obtain the so-called CSI, some of the

available resources (either in time, frequency or any other dimension), are utilized by includ-

ing known reference signals in the TX and RX, typically called pilots, thus avoiding the use

of these resources for data transmission [14]. Another issue that limits the performance of the

channel estimation is the pilot contamination problem, which consists on the fact that neigh-

bouring cells utilize the same resources to estimate the channel, interfering between them in the

process.

If the channels vary rapidly, they must be estimated many times, which results in a very low

data efficiency of the communications link. Also, in case the power is limited, the wireless

link distance is large or we have the problem of pilot contamination, the resulting SINR will

be low, which is a parameter that is directly related to the quality of the channel estimation and

the performance of the data reception [15–17]. An illustrative image of the previous concepts

is shown in Fig. 1.2.

This problem is aggravated in massive multiple-input-multiple-output (MIMO), which is a

promising technique for future wireless communications since it can increase the data rates,

increase the reliability and cope with a larger number of simultaneous devices. In massive

MIMO, the base-station (BS) is typically equipped with a large number of antennas that are co-

ordinated. In these scenarios, the channels must be estimated for each antenna (which in TDD

is simplified to at least each user due to channel reciprocity), and thus, the aforementioned

problem of channel estimation aggravates [17]. In this context, algorithms and techniques that

can make the massive MIMO work without the use of CSI are of interest.

The proposed algorithms and techniques are based on the NC-mMIMO, which allows to receive

the data sent by a TX without the need to acquire the CSI. In this thesis, the NC will be based

on the use of DMPSK, by means of a differential detection of the received signals

1.2 Research contributions

This thesis is focused on analyzing several properties of NC-mMIMO and designing and imple-

menting new algorithms to improve the performance of single-user (SU) and multi-user (MU)
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Figure 1.2: Conceptual images of a) varying channels (fast-left and slow-right), b) different

SINR levels and c) pilot contamination problem.

NC-mMIMO. All contributions can be summarized as follows:

• A cell-free (CF) approach is proposed for the SU NC-mMIMO. The main idea is to make

use of the access to several uncorrelated APs in order to increase the performance of the

NC-mMIMO. First, a detailed analysis of the effect of Rician spatially correlated chan-

nels on the performance of NC-mMIMO is provided. Second, a set of techniques for AP

selection in the proposed CF NC-mMIMO are provided. Third, a comparison between

coherent and NC CF massive MIMO is done to demonstrate that the NC approach is

better in scenarios with stringent conditions.

• A blind channel estimation technique based on reconstructing the NC data in RX to

extract the channel information from the received signal is proposed. With this idea,

first, an UL hybrid scheme combining the NC with the coherent scheme is proposed. In a

classical pilot-symbol assisted modulation (PSAM), the pilots are substituted by NC data

which will serve for both data trasmission and channel estimation, thus increasing the

efficiency of the UL. Second, a pilot-less time-division duplex (TDD) massive MIMO
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is proposed, in which the UL is only composed of NC data with which the channel is

estimated for precoding the downlink (DL).

• Two constellation design techniques are proposed for MU NC-mMIMO based on solving

numerical optimization problems due to the intractability when trying to apply classical

constellation design techniques. The first technique approximates the joint constellation

(JC) to a regular QAM shape and later conducts a bit mapping optimization over the

individual constellations (ICs), while the second technique performs a Monte Carlo sim-

ulation of the performance allowing a joint constellation and mapping (JCM) design that

does not make assumptions and is potentially optimal. A set of constellations is proposed

with different number of users (up to 5), different constellation sizes (even between the

users and up to 16-PSK) and different average received power.

1.3 Thesis outline

The remainder of this thesis is organized as follows:

• Chapter 2 addresses the background this thesis is built on. The coherent massive MIMO

and OFDM are presented and their unsuitability for propagation channels with stringent

conditions (fast time and frequency variations and low pilot SINR) is explained. The

NC-mMIMO is presented as an alternative suitable for the aforementioned scenarios and

a thorough explanation of its state-of-the-art is given.

• Chapter 3 explains the system model that this entire thesis relies on. Firstly, the chan-

nel model is presented, which consists of a Rician spatially correlated and time varying

channel. Secondly, the coherent massive MIMO-OFDM is explained, which will be used

for comparison purposes with the NC-mMIMO, which is lastly explained in this chapter.

• The contributions for the SU NC-mMIMO are included in Chapter 4 and Chapter 5. Two

main contributions are included, the first one being the CF approach to be used in the

NC-mMIMO scheme and the second one being the blind channel estimation technique

conducted with detected NC-mMIMO data. This blind channel estimation is used on the

one hand to increase the efficiency of the UL of a OFDM-MIMO system and on the other

hand, to propose a pilot-less TDD massive MIMO system.
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• Chapter 6 addresses the problem of constellation design in MU NC-mMIMO and pro-

poses the two design methods previously indicated in Sec. 1.2 and indicates the constel-

lations proposed for MU NC-mMIMO.

• Finally, Chapter 7 concludes by summarizing the work presented and the main contribu-

tions. Additionally, future research indications are outlined.

1.4 Mathematical Preliminaries

In this section we summarize some mathematical properties that will be useful along the math-

ematical derivations found in this thesis:

• The product of two zero mean uncorrelated normal random variables X and Y with

standard deviation σX and σY respectively, follows a variance-gamma distribution with

parameters V G(1, 0, σXσY , 0).

• The sum of R variables distributed according to V G(k, 0, σi, 0) is distributed according

to V G

(︃
kR, 0,

√︂∑︁R
i=1 σ

2
i

R , 0

)︃
.

• Scaling a V G(1, 0, σ, 0) random variable by any parameter k results in a variable dis-

tributed as V G(1, 0, kσ, 0).

• A distribution V G(R, 0, σ, 0) with R→∞ can be regarded as a N (0, Rσ2).

• If a variable that follows a Gamma distribution Γ(δ, β) is scaled by a parameter k, the

new variable is distributed as Γ(δ, kβ).

The distribution of the sum of n independent Gamma variables Γ(δi, βi) is approximated as a

Γ(δm, βm) with

δm =
(
∑︁n

i=0 δiβi)
2∑︁n

i=0 δiβ
2
i

, and βm =

∑︁n
i=0 δiβ

2
i∑︁n

i=0 δiβi
, (1.1)

and when δm >> βm (true when there are several APs with small correlation), according

to [18],

Γ(δm, βm) ≈ N
(︁
δmβm, δmβ2

m

)︁
= N

(︄
n∑︂

i=0

δiβi,

n∑︂
i=0

δiβ
2
i

)︄
. (1.2)
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Besides this, R and I are the real and imaginary parts of a random variable, and thus we can

decompose the product of two complex variables as

(R1 + jI1)(R2 + jI2) = (R1R2 − I1I2) + j(R1I2 + I1R2), (1.3)

composed of the sums and products of real normal variables, distributed according to

R1R2 − I1I2 ∼ V G

⎛⎝2, 0,

√︄
σ2
R1

σ2
R2

+ σ2
I1
σ2
I2

2
, 0

⎞⎠ , (1.4)

R1I2 + I1R2 ∼ V G

⎛⎝2, 0,

√︄
σ2
R1

σ2
I2

+ σ2
I1
σ2
R2

2
, 0

⎞⎠ . (1.5)

7



8



Chapter 2

Towards pilot-less massive MIMO for
stringent scenarios

Making wireless communications feasible in scenarios with stringent conditions, i.e., fast time

and/or frequency channel variations and/or low SINR, has been of interest since the beginning

of mobile communications. We have observed how new scenarios have been anticipated with

each successive 3rd Generation Partnership Project (3GPP) standard, either being those with a

faster speed mobility, scenarios with more multipath presence or scenarios in which the avail-

able transmit power is smaller. Therefore, it is of interest for the research community to develop

new technologies that can work in the aforementioned scenarios with stringent conditions. In

this chapter, we talk about massive multiple-input multiple-output with orthogonal frequency-

division multiplexing (massive MIMO-OFDM), a technology that is of interest for future 3GPP

standards and we show the importance of its NC variant for the foreseen scenarios.

2.1 Coherent massive MIMO-OFDM

2.1.1 Massive MIMO

The proposal of a multi-antenna system to enhance the data rates dates back to the early 90s,

in which a larger spectral efficiency was intended by means of combining signals that were

spatially multiplexed. Multi-antenna communications were afterwards referred to as MIMO,

in which both the transmitter and the receiver have several antennas to achieve either more

robustness or a higher data rate in the wireless link [19]. In later 2000s, the concept evolved

to an access point, e.g. a cellular BS, with several antennas and several users with very few

antennas, comparatively, which was named multi-user MIMO (MU-MIMO) [20]. The com-

putational complexity and the training resources required to get the CSI of MU-MIMO grows

with the number of active users. Thus, massive MIMO, firstly introduced by Marzetta in [21],

consists of a BS equipped with a very large number of antennas and a smaller set of users (as
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a rule of thumb, it is considered that the number of BS antennas is ten times that of the num-

ber of active users). The work in [22] lists the three primary benefits of massive MIMO as

great spectrum efficiency, high energy efficiency, and low complexity linear signal processing.

The channel hardening and favorable propagation [23, 24] make massive MIMO a competitive

technology, whose meaning are shown below mathematically. Assuming hu is the channel im-

pulse response represented as a vector between user u and the BS with R antennas that tend to

infinity, and backed by the law of large numbers [25], we have that

hH
u hu′√︁

E{||hu||2}E{||hu′ ||2}
=

⎧⎨⎩1, u = u′ and R→∞

0, u ̸= u′ and R→∞
. (2.1)

A figure showing the concept behind massive MIMO and a real world testbed from Lund’s

university can be found in above Fig. 2.1.

(a) Massive MIMO concept. (b) Massive MIMO testbed from Lund.

Figure 2.1: Massive MIMO concept and testbed.

From the two previous channel propagation properties induced by massive MIMO, the follow-

ing consequences can be exploited:

• The excess number of antennas in the BSs allows for a reduction in transmission power

that improves energy efficiency and allows for the utilization of additional degrees of

freedom.

• The inter-user interference (IUI) vanishes as R grows, thus also resulting in the improve-

ment of the energy and spectral efficiency.
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• Linear processing becomes optimal when R is much larger than the number of users,

and different linear pre/post-coders exist, them being maximum ratio combining (MRC)

(which can be applied in each antenna independently), zero-forcing (ZF) (which can

eliminate the IUI but must be processed in a centralized manner in the baseband and can

create noise enhancement) and minimum mean-squared error (MMSE) (which is optimal

in the SINR sense).

2.1.2 Orthogonal Frequency Division Multiplexing (OFDM)

OFDM is a multicarrier technique which was first proposed in 1985 in [26]. In the OFDM, the

subcarriers are orthogonal between them, and has a series of advantages and disadvantages [27].

Robustness against multipath fading, ease of implementation and versatility to improve the

transmission efficiency are some of its advantages. Some of its drawbacks include high peak-

to-average power ratio (PAPR) and high side lobes in frequency domain, among others.

The baseband sampled version of the OFDM signal is the inverse discrete Fourier transform

(IDFT) of the transmitted symbols and can be efficiently implemented with a fast Fourier trans-

form (FFT). A guard interval or a cyclic prefix (CP) is very important to avoid inter-symbol

interference (ISI) caused by the delay spread of the wireless channels. The receiver can be ef-

ficiently implemented with a discrete Fourier transform (DFT) or an FFT. A conceptual image

of the time-frequency representation of the OFDM signal is shown in Fig. 2.2.

Figure 2.2: Conceptual image of the time-frequency representation of the OFDM signal.
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2.1.3 Channel estimation for scenarios with stringent propagation conditions

In wireless communications, the physical properties of the propagation channels are critical to

the performance of the communication link. Recalling the Shannon’s capacity formula for a

point-to-point (P2P) additive white Gaussian noise (AWGN) channel

C = W · log2
(︃
1 +

PT |h|2

N

)︃
, (2.2)

where PT is the transmitted power, N is the noise power in the receiver, W is the channel

bandwidth and h is the instantaneous complex baseband channel response of the propagation

channel. In this case, h is an scalar due to the fact that we are considering a P2P link for a

certain frequency in a certain time instant. Beyond this, h can have several dimensions, caused

by the fact that we may have:

• Several antennas in TX, RX or both.

• Several frequencies, mainly because of the use of multicarrier modulations.

• Several time instants.

• Several users.

• Any additional dimension.

Therefore, there are as many channels as the product of the sizes of each dimension.

In order to take advantage of the previously mentioned technologies (massive MIMO and

OFDM), following a classical approach, it is necessary to estimate the channels between the

TXs and the RXs. The family of techniques in which the channel estimation is required will be

called coherent schemes. To estimate the channel, the TX must send reference known signals,

typically known as pilots, to the RX [28]. In this manner, the RX can estimate the channel and

can, in some cases, feed the so called CSI to the TX via a feedback link. In case the scenarios

are static and there are not many multipath components, we only have to estimate the channels

every once in a while for all the antennas combinations. On the contrary, when the channels

vary very rapidly in time due to mobility and/or the existence of many multipath components

between any pair of TX-RX antenna, the channels must be estimated much more frequently to

keep track of channel variations [29]. Not only this, it is worth noting that in case the channel
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estimated in the RX must be fed back to the TX, there is a certain delay in this process that

results in a mismatch between the channel fed back by the RX and the actual channel that the

TX sees. Apart from this, the channel estimation quality directly depends on the SINR of the

received pilot signal, since the channel estimation is an estimation problem in the presence of

interference and noise. This SINR is affected by the transmission power of the pilot signal,

which is low in case the transmitter is battery powered, and by the interference to the pilot

signal, which is mainly affected by the existence of other cells utilizing the same pilot signal,

thus resulting in the so-called pilot contamination effect [16]. So, in case the channel must be

estimated very often, many available resources (which are limited by definition) are used for

channel estimation and not for data transmission, greatly affecting the data efficiency.

To summarize, these are the factors that affect the channel estimation quality and thus the

performance of the communications link:

• Mobility: the mobility at a certain velocity between the TX and the RX creates a Doppler

frequency spread that results in variations in the channel response in the time dimension.

• Reciprocity: it is directly related with the mobility and is caused by the fact that the

channel reciprocity is true for a static channel. When the channel must be fed back from

RX to TX, the channel is not the same.

• Multipath: the existence of several propagation paths between one antenna of the TX and

one antenna of the RX. This causes a channel response that varies in frequency.

• SINR: the SINR affects the channel estimation quality since it is an estimation problem

in the presence of interference and noise.

It is worth noting that some techniques have been proposed or foreseen to deal with the afore-

mentioned problems, such as:

• Channel prediction: utilizing statistical time and frequency properties of the channel, the

channel response can be predicted and less pilots would be needed. A classical example

is the Kalman filter for channel prediction [30].

• TDD massive MIMO: the channel is estimated only in the BS and there is no neeed to

feed it back to the users [17]. In this case, the number of required pilots is independent

of the number of antennas in the BS.
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• Pilot design to maximize the SINR: there are several techniques to increase the SINR of

the pilot signals [31].

In any case, the capabilities of these techniques are limited and if the factors affecting the

quality of the channel estimation are too severe, they will not succeed and the performance

of the communication will be largely degraded, up to the point of making the communication

unfeasible, as shown in [11].

2.2 Towards non-coherent massive MIMO communications

From the previous section, it can be concluded that, for propagation scenarios with stringent

conditions of mobility, multipath and pilots’ SINR, there is a need for techniques that can

perform data transmission without the need of CSI. In this context, the concept of NC-mMIMO

arises, which allows to receive the data transmitted by one or several TXs without the need

to estimate any channel parameter, including the channel response h. Besides this, it is worth

noting that the coherent schemes have a large complexity caused by the need to estimate the

channel, compensate it and then perform data detection. Thus, there are two additional steps

in the coherent scheme (estimation and compensation) that are not needed in the non-coherent

schemes.

2.2.1 History of non-coherent MIMO

Since the 1960s, NC communications have been widely studied, with on-off-keying (OOK)

and frequency shift keying (FSK) being the three predominant schemes, used only with binary

signals. The technical features of all these schemes are described and compared to coherent

schemes in [32]. The comparison is made in terms of spectral properties, complexity, per-

formance and the effects provided by fading, delay distortion and interference. Even though

initially it was FSK the preferred candidate, DMPSK was considered a better alternative than

FSK around the 1990s [33, 34]. Generally, the structure of an NC receiver was based on a

matched filter, an envelope detector, and a comparator, in that order. Successive developments

of NC techniques resulted in contributions for radar systems [35], which later resulted in the de-

velopment of Direct Sequence Spread Spectrum (DSSS) modulation schemes for the detection

of NC [36].
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2.2.2 State-of-the-art of non-coherent massive MIMO

All the previous work were focused on the single-input single-output (SISO) case, while the re-

cent wireless technologies make use of MIMO, so it is interesting to explore NC techniques

based on MIMO. In this context, Differential Unitary Space-Time Modulation (DUSTM)

[37, 38] is the background of NC-mMIMO and is an extension of the standard DMPSK in a

higher dimension to obtain NC communications using MIMO channels. In DUSTM, the chan-

nel is employed in RT transmission blocks, where the number of transmit antennas is RT , and

the signals that are transmitted are part of a codebook composed of a set of RT ×RT predefined

unitary matrices. The main advantage of DUSTM is that it can be decoded using Multiple-

Symbol Differential Detection (MSDD) in the receiver [39]. It is worth noting that DUSTM

does not need to use CSI, but it needs the time coherence to occupy several intervals and high

SNR. Other works for NC-mMIMO are based on codebooks of isotropically distributed unitary

matrices on the compact Grassmannian manifold [40]. Since the codebooks take advantage of

the MIMO channel features and take into account orthogonal subspaces that identify the trans-

mitted symbols at the non-coherent receiver, these schemes are specifically made for block-

fading. The main limitation of Grassmannian codes is that the proposed schemes are limited

for high SINR and low number of antennas.

In the last years, the development of NC-mMIMO has gained a lot of interest. A DMPSK with

M = 4 is proposed where the users can be geographically segregated using a special channel

that mimics a Impulse Radio-Ultra Wide Band (IR-UWB) system, depending on their non-

overlapping power-space characteristics. Nonetheless, it is not possible to exploit this channel

model in general. Other NC-mMIMO studies are based on energy detection amplitude shift

keying (ASK), which is simple in terms of complexity for the receiver, while the performance

is not very good when compared with the DMPSK alternative. Several works from the research

group of A. Goldsmith have been done in the topic of ASK for NC-mMIMO. The achievable

rates scaling law were shown to be equivalent in [41] for coherent and NC schemes, assuming

perfect CSI for the former. In [42], it was shown that NC schemes can outperform coherent

schemes. Regarding the constellations design issue, [43] performed the constellation design for

the ASK applied in the NC-mMIMO.

In contrast to energy-based designs, [44] proposes a number of constellations based on DMPSK

that enable us to use differential detection and distinguish the received signals from various

users simply by knowing their average power of the received signals while taking advantage
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of the benefits of using a greater number of receive antennas. The users are multiplexed in the

constellation domain, since, at the BS, a joint-symbol is received. This is a result of superposing

all individual symbols transmitted by each UE with their different channel effects, in the same

time-frequency resource. Another work [45] was based on the design of hexagonal uniquely

factorable constellations for SU NC-mMIMO, which is of interest to be extended for the MU

case. Suboptimal constellations for the multi-user scenario based on energy detection schemes

were proposed in [46]. A small set of suboptimal constellations for the multi-user case were

proposed in [2] and [3], for the NC based on DMPSK namely Type A, Type B, and equal error

protection (EEP), with the first one based on designing the constellation to separate the users

over sub-quadrants, the second one based on separating the elements via power control of the

users and the third one based on placing the constellation elements of each user with a certain

phase shift with respect to the others.

More recently, [47–49] have worked towards improving the development of NC-mMIMO

schemes. Reference [47] proposes a differential space-time block coded spatial modulation

(STBC-SM) that combines differential coding and STBC-SM to enhance the diversity benefits

in the absence of CSI. Reference [48] develops a non-coherent index modulation (IM) system

in which activation patterns are characterized by multi-level block codes. Last, [49] propose

a simple constellation construction consisting in partitioning a single-user constellation, useful

for joint constellation design for NC-mMIMO multiple-access. Furthermore, and due to the

recent interest in machine learning techniques for wireless communications, some authors have

utilized deep learning to improve the performance of non-coherent schemes [50].

We may say that the combination of differential schemes and massive MIMO gave birth to

the NC-mMIMO concept that is dominant nowadays. There is much more literature on NC-

mMIMO, but these are the main foundations upon which this work is built. Several other

references are cited in this document to support claims, prove analytical statements, and/or

justify assumptions.
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Chapter 3
System Model for coherent and

non-coherent massive MIMO systems

The baseline system model for NC-mMIMO, which forms the basis for the rest of the docu-

ment, will be discussed throughout this chapter. First, the general channel model of a Rician

channel with spatial, time and frequency correlation is presented. Second, the system model

for coherent massive MIMO-OFDM is presented, including the UL training phase, the channel

estimation and the UL filtering and DL precoding. Last, the multiuser NC-mMIMO system

model is presented, with a detailed explanation of the DMPSK scheme followed by the appli-

cation of spatial diversity in reception, which is the basis why NC-mMIMO works. It is worth

noting that we present the multiuser system model since it can straightforwardly be simplified

for the single user.

3.1 Propagation channel model

Unless otherwise stated in a specific section of this document, the works in this manuscript will

follow a generic Rician channel model with spatial, time and frequency correlation, which we

explain in this section. For this, we first describe the Rician channel and then, we describe the

spatial, time and frequency correlation. We will make the description for a generic BS a with

Ra antennas and a generic user u, for a generic discrete time instant n and a generic carrier

frequency k. The channel of this thesis work follows a Rician distribution, which is a stochastic

model for radio propagation caused when the signal arrives at the RX by several different paths

where one of the paths (tipically the line-of-sight (LOS) component) is much stronger than the

rest, which compose the non-line-of-sight (NLOS) component. The channel vector that links

the user u with the BS a is

hn,k
a,u =

√︂
αn,k
a,u

(︂
h̄
n,k
a,u + h̃

n,k
a,u

)︂
, (3.1)

where αn,k
a,u is the channel gain accounting for pathloss and shadow fading (large-scale

fading), h̄
n,k
a,u is the LOS component and h̃

n,k
a,u the NLOS component, so hn,k

a,u ∼
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CN (

√︂
αn,k
a,uh̄

n,k
a,u, α

n,k
a,uR

n,k
a,u), where the undefined terms are defined below.

The pathloss will follow a simplistic version of the urban microcell 3GPP, which is described

in [51], and was partially validated via measurements in the field [52]. It is expressed as Ln,k
a,u =

L0 + 10p log10(d
n,k
a,u) + χn,k

a,u , where L0 is the pathloss at a reference distance of 1 meter, p is

pathloss exponent that depends on the environment, dn,ka,u is the distance between the center of

the array of the BS a and the user u and χn,k
a,u is the shadow fading component which is modeled

as χn,k
a,u ∼ N (0, σ2

χn,k
a,u

). Thus, the channel gain is defined as αn,k
a,u = 10−Ln,k

a,u/10.

Since each BS a is located in a different physical location, it happens that the channel responses

of different BSs are totally uncorrelated, so E
{︃(︂

hn,k
a,u

)︂H
hn,k
a′,u

}︃
= 0. Also, since the users

are located in different physical locations, the channel responses of different users are totally

uncorrelated, E
{︃(︂

hn,k
a,u

)︂H
hn,k
a,u′

}︃
= 0.

The LOS component h̄n,k
a,u is usually expressed as h̄

n,k
a,u = |h̄n,k

a,u|ejΦ
n,k
a,u , where |h̄n,k

a,u| denotes

the vector of channel amplitudes and Φn,k
a,u denotes the vector of channel phases. Besides, any

element ra (with 1 ≤ ra ≤ Ra) of the vector of channel amplitudes is defined as
[︂
|h̄n,k

a,u|
]︂
ra

=

Kn,k
a,u

Kn,k
a,u+1

, where Kn,k
a,u with 10 log10

(︂
Kn,k

a,u

)︂
∼ N

(︃
µKn,k

a,u
, σ2

Kn,k
a,u

)︃
is the Ricean factor between

BS a and user u.

The NLOS component h̃
n,k
a,u follows a CN (0Ra ,R

n,k
a,u) distribution, where Rn,k

a,u represents the

semi-definite spatial correlation matrix of the antenna array of BS a as seen from the user

u. The spatial correlation is caused by three factors mainly: the antenna radiofrequency (RF)

coupling in the antenna array, the antenna array geometry and the clustered channel propagation

[53, 54]. Unless otherwise stated, the spatial correlation matrix will be defined as
[︂
Rn,k

a,u

]︂
r,r′

=

(δn,ka,u)|r−r′|, where r and r′ are two antennas in the array and δn,ka,u is the spatial correlation

factor for user u and AP a between two consecutive antennas.

The time correlation between two time instants n and n′ is modeled with the time variability as

E
{︂⃓⃓⃓
([hn,k

a,u]ra)
∗[hn′,k

a,u ]ra

⃓⃓⃓}︂
=

⃓⃓⃓⃓
J0

(︃
2πfD

|n′ − n|
∆f

(︃
1 +

LCP

K

)︃)︃⃓⃓⃓⃓
= ηn⃗, (3.2)

where J0(·) is the zero-th order Bessel function of the first kind, LCP is the cyclic prefix (CP)

length in samples (which is set sufficiently large in this thesis to avoid ISI), K is the number of

subcarriers of the OFDM, ∆f is the subcarrier spacing (SCS) and fD is the maximum Doppler
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frequency, with the last two measured in Hz. Furthermore, fD = fc
v
c , where fc is the carrier

frequency, v is the moving velocity of the TX, c is the light speed and θ is the angle between

the direction of propagation of the electromagnetic wave and the direction of the motion. The

coherence time Tc of the channel is related in [121] to fD as Tc =
1

16πfD
. The symbol period

of an OFDM symbol is Ts = 1/∆f . Along the text, we usually normalize the Tc to the Ts and

refer to the coherence time in numbers of symbol periods as Nc =
Tc
Ts

= 3·108·∆f
16πfcv

.

We can define the frequency correlation [55] between subcarriers k and k′ as

E
{︂⃓⃓⃓
([hn,k

a,u]ra)
∗[hn,k′

a,u ]ra

⃓⃓⃓}︂
=

L−1∑︂
l=0

d2l exp

(︃
j2π

l|k − k′|
K

)︃
= η

k⃗
, (3.3)

where L is the number of paths of the multipath channel and d2l is the variance of each path l.

It is worth noting that d20 =
Kn,k

a,u

Kn,k
a,u+1

and
∑︁L−1

l=1 d2l = 1

Kn,k
a,u+1

, since the first (shortest path) is

the LOS and the rest of the paths compose the so called NLOS.

There are some particularizations along this document to the channel model presented here, as:

• Should there only be one BS, the pathloss is normalized as αn,k
a,u = 1 and A = 1.

• If a Rayleigh (only NLOS) channel is considered, the Rician factor is Kn,k
a,u = 0.

• In case there is no spatial correlation, then the spatial correlation matrix is the identity

matrix of size (Ra ×Ra) Rn,k
a,u = IRa .

• For no time variability, it is considered that the correlation is η = 1 and thus time block

fading is considered.

• When no frequency correlation, or no OFDM is considered, and just a single carrier flat

fading, then ηk = 1.

3.2 Coherent TDD massive MIMO-OFDM

In coherent massive MIMO-OFDM, the channel between the TX and the RX must be estimated

and known at least at the RX side. For this, it is typical that some resources in the UL are

occupied by reference signals, known in both sides of the communication link, and that are

orthogonal for all the channels that want to be estimated. To minimize the number of reference
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signals in massive MIMO, the best is to rely on the TDD alternative. In TDD, the steps of the

communication process usually are:

• UL training phase: this step is in charge of estimating the channel, so both the pilot

assignment and the channel estimation processes are considered and explained.

• DL precoding (data payload in the DL): in this step, with the estimated channel, the DL

data is precoded to adapt it to the channel characteristics when transmitting from the BS

to the user.

• UL filtering (data payload in the UL): similarly to the previous step, the UL data is filtered

in the BS to remove the channel effects from the user to the BS.

3.2.1 UL training phase

The communication in a TDD massive MIMO system must start with the users sending training

pilots (ideally orthogonal) to allow the RX side (the BSs) to estimate the channel. During the

UL training phase, all U users simultaneously transmit pilot signals to the BSs. This approach

is called PSAM. The received signal at the BS a from user u is given by

ya,u = ha,upu +

U∑︂
u′=1
u′ ̸=u

ha,u′pu′ + νa, (3.4)

where pu is the pilot of user u, νa is the noise added by the BS a in reception and is distributed

as CN (0Ra , σ
2
νa1Ra) unless otherwise stated. It is worth noting that the signal from user u is

affected by IUI, which is the sum term. To reduce the interference from other users, the pilot

signals between users are designed so that they are as orthogonal as possible. In an OFDM

grid, it is common to place the pilots of different users in different resource elements, and thus

the pilots will be orthogonal [56].

To estimate the channel, there are different approaches to process the received signal Eq. 3.4

that contains the pilot, including the least-squares (LS) or MMSE criteria. In this thesis, unless

otherwise stated, when channel estimation is performed, it is done with the PSAM combined
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with LS detection. The LS detection is performed such that

ĥa,u = ya,up
†
u = ha,upup

†
u +

U∑︂
u′=1
u′ ̸=u

ha,u′pu′p†
u + νap

†
u = ha,u + ν̂a, (3.5)

where pu′ is the Moore-Penrose pseudoinverse of pu. The pilots are typically designed to

minimize the IUI and avoid the noise enhancement, and thus pup
†
u = 1 and pu′p†

u = 0. The

term ν̂a is a varied noise term that has the same power, since |p†
u|2 = 1.

3.2.2 DL precoding and UL filtering

Once the channel is estimated, for the DL, a precoding vector is constructed for each BS a and

for each user u, so that the data intended from the BSs to the user affects the least possible the

other users. The DL data signal from BS a is given by

xn,k
a,dl =

U−1∑︂
u=0

bn,k
a,us

n,k
u,dl, (3.6)

where bnk
a,u is the precoding vector of the data sn,ku,dl (which satisfies E{|sn,ku,dl|

2} = 1) in the DL

and thus intended to user u from the BS a. At each user, the received signal will be

yn,k
u,dl =

A−1∑︂
a=0

(hn,k
au )Hxn,k

a,dl + νn,k
u , (3.7)

where νn,k
u is the noise introduced by the receiver of user u and is distributed as CN (0, σ2

νu). A

certain cooperation among BSs is possible and that is why there is a summation in the equation

above. Some further processing may be needed such as compensation of power constraints,

TRX chains imperfections or inequalities, and so on. This leads to the fact that additional

processing may be needed over yn,k
u to detect the desired data ŝn,ku,dl that most likely resembles

sn,ku,dl, but these details are out of the scope of this part of the thesis and details will be given in

each chapter in case it is necessary.

Firstly, we define the received signal in BS a as

yn,k
a,ul =

U−1∑︂
u=0

hn,k
a,us

n,k
u,ul + νn,k

a , (3.8)
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where νn,k
a is the noise introduced by the receiver of the BS a and is distributed as CN (0, σ2

νa).

Similarly to the DL, a filtering vector gn,k
a,u is defined in each BS a for the uplink operation,

which is used as

zn,ku,ul =

A−1∑︂
a=0

gn,k
a,uy

n,k
a,ul =

A−1∑︂
a=0

gn,k
a,u

(︄
U−1∑︂
u=0

hn,k
a,us

n,k
u,ul + νn,k

a

)︄
, (3.9)

where a summation over the BSs is possible and can increase the performance over detecting

only over a single BS. Once again, further processing is needed over zn,ku,ul to detect the desired

data ŝn,ku,ul that most likely resembles sn,ku,ul.

Usually, both the precoding vector bn,k
a,u and the filtering one gn,k

a,u are functions of the esti-

mated channel ĥa,u, and thus any channel estimation error or problem will result in detection

problems, getting to the case of making it unfeasible to estimate the channel.

3.2.3 Channel estimation imperfection

In this section, and for the sake of clarity, we are showing how the channel estimation errors

stack onto each other given the channel time or frequency variations and the error in the channel

estimation given the noise presence in the estimation process.

Following [57], we define an autoregressive model that approximates the correlation in time as

hn′,k
a,u = ηn⃗h

n,k
a,u +

√︂
1− η2n⃗h⃗

n′,k

a,u , (3.10)

where h⃗
n′,k

a,u denotes what is called the independent innovation component. Therefore, the chan-

nel in time instant n′ is related to the channel in time instant n by the time correlation ηn⃗ and the

innovation component. The innovation component is composed of a Rician correlated channel

that is uncorrelated with the channel hn,k
a,u and is defined as h⃗

n,k

a,u ∼ CN (

√︂
αn,k
a,uh⃗

n,k

a,u, α
n,k
a,uR⃗

n,k

a,u).

The channel is estimated in time instant n as ĥ
n,k

a,u = hn,k
a,u + ν̂n,k

a and compensated in time

instant n′. This compensation is usually done with either the MRC, the ZF or the MMSE

precoding and filtering.

As an illustrative case, the MRC filter for the UL is defined as gn,k
a,u = (ˆ︁hn,k

a,u)H , so in case it is
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applied to the received signal in Eq. 3.8. The filtered signal in all BS would be

zn
′,k

u,ul =
A−1∑︂
a=0

(ĥ
n,k

a,u)
Hyn′,k

a,ul =
A−1∑︂
a=0

(︂
hn,k
a,u + ν̂n,k

a

)︂H (︄U−1∑︂
u=0

hn′,k
a,u sn

′,k
u,ul + νn′,k

a

)︄

=
A−1∑︂
a=0

[︄
(hn,k

a,u)
Hhn′,k

a,u sn
′,k

u,ul + (ν̂n,k
a )H ν̂n′,k

a + (ν̂n,k
a )Hhn′,k

a,u sn
′,k

u,ul+

+
U−1∑︂
u′=0
u′ ̸=u

(︂
hn,k
a,u + ν̂n,k

a

)︂H
hn′,k
a,u sn

′,k
u,ul

]︄
,

(3.11)

which can be finally written as

zn
′,k

u,ul =
A−1∑︂
a=0

ηn⃗(h
n,k
a,u)

Hhn,k
a,us

n′,k
u,ul⏞ ⏟⏟ ⏞

Useful

+
A−1∑︂
a=0

[︃
ν̌n,k
a,u +

√︂
1− η2n⃗h⃗

n′,k

a,u sn
′,k

u,ul

]︃
⏞ ⏟⏟ ⏞

Interference

(3.12)

where

ν̌n,k
a,u = (ν̂n,k

a )H ν̂n′,k
a + (ν̂n,k

a )Hhn′,k
a,u sn

′,k
u,ul +

U−1∑︂
u′=0
u′ ̸=u

(︂
hn,k
a,u + ν̂n,k

a

)︂H
hn′,k
a,u sn

′,k
u,ul. (3.13)

By looking at Eq. 3.11 and Eq. 3.12, one can see that the received signal after filtering in the

UL has a lot of interefering terms that do not only come from the IUI, but from the imper-

fect channel estimation and from the fact that the estimated channel ”ages” with respect to the

channel that must be compensated. That is the reason why the channel estimation is problem-

atic when ηn⃗ (time correlation due to channel time variability) and/or |pu|2/σ2
νa (SNR of the

channel estimation) are very small.

An equivalent derivation can be done for variations in the frequency domain by changing ηn⃗

for η
k⃗
. Similarly, the same process can be done in case ZF is employed, in which the filtering

matrix would follow the equation

bn,k
a,u = (ˆ︁hn,k

a,u)
† =

(︂
(ˆ︁hn,k

a,u)
Hˆ︁hn,k

a,u

)︂−1
(ˆ︁hn,k

a,u)
H (3.14)
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3.3 Non-coherent massive MIMO-OFDM

Contrary to classical massive MIMO-OFDM, NC-mMIMO can detect the symbols transmitted

by some users in the UL without the need to acquire any kind of CSI. In this section, we par-

ticularize our system model to one BS with many antennas and some users. The non-coherent

massive MIMO-OFDM based on DMPSK is based on performing a differential encoding in

each trasmitter, and a differential detection in the receiver side, plus an averaging over the

antennas.

1

𝑥𝑢
𝑛,𝑘 = 𝑥𝑢

𝑛−1,𝑘𝑠𝑢
𝑛,𝑘

𝑧1
𝑛,𝑘 = 𝑦1

𝑛−1,𝑘 𝑦1
𝑛,𝑘 ∗

𝑧𝑅
𝑛,𝑘 = 𝑦𝑅

𝑛−1,𝑘 𝑦𝑅
𝑛,𝑘 ∗

CHANNEL 𝑧2
𝑛,𝑘 = 𝑦2

𝑛−1,𝑘 𝑦2
𝑛,𝑘 ∗

Antenna 1

Antenna 2

Antenna R

User u

𝑧𝑛,𝑘

Detector

Ƹ𝜍𝑛,𝑘 = arg min
ො𝜍𝑛,𝑘

𝜍𝑛,𝑘 − 𝑧𝑛,𝑘 , 𝜍𝑛,𝑘 ∈ ℳ

Ƹ𝜍𝑛,𝑘

𝒚𝑛,𝑘 = 𝐇𝑛,𝑘𝒙𝑛,𝑘 + 𝝂𝑛,𝑘
𝑥𝑢′
𝑛,𝑘 = 𝑥𝑢′

𝑛−1,𝑘𝑠𝑢′
𝑛,𝑘

User u’

𝛽𝑢

𝛽𝑢′

Multi-user 
detection from 

joint-symbol

Ƹ𝑠𝑢
𝑛,𝑘

Ƹ𝑠𝑢′
𝑛,𝑘

Figure 3.1: Non-coherent multiuser massive MIMO scheme.

We consider a MU single-input multiple-output (SIMO) uplink scenario, where a certain BS is

equipped with R antennas to receive the signals transmitted from U users. The signal trans-

mitted by any user u at time instant n is snu, which belongs to a DMPSK constellation and is

differentially encoded as

xnu = xn−1
u snu, n > 0, (3.15)

where x0u is a single known reference symbol of the u-th user. Assuming a flat-fading1 channel,

the received signal is

yn = Hnβxn + νn, (3.16)

xn = [xn1 , · · · , xnU ]
T and Hn = [hn

1 , · · · ,hn
U ]

T and β = diag
(︂[︂√︁

β1, · · · ,
√︁

βU

]︂)︂
,

(3.17)

where νn is the additive white Gaussian noise (AWGN) vector with each element distributed

as CN (0, σ2
ν), βu denotes the ratio of the received average power of the u-th UE, with respect

to some user (βmin
u = 1, βu ≥ 1, without loss of generality), which is proportional to the

composition of the large-scale channel effects and the power control of each user. Moreover,

1For non-flat fading channels, we can use OFDM, therefore creating multiple parallel channels that are regarded
as flat-fading.

24



System Model for coherent and non-coherent massive MIMO systems

H ∈ CR×U represents the small-scale fading. The reference SNR is defined as

ρ =
1

σ2
ν

U∑︂
u=1

βu =
U∑︂

u=1

βu
σ2
ν

=
U∑︂

u=1

ρu, (3.18)

where ρu is the SNR of user u.

The phase difference of two consecutive symbols received at each antenna is non-coherently

detected (differentially decoded) as

zn =
(yn−1)Hyn

R
=

1

R
(Hn−1βxn−1 + νn−1)H(Hnβxn + νn) =

=
1

R
(xn−1)Hβ(Hn−1)HHβxn +

1

R
(xn−1)Hβ(Hn−1)Hνn+

+
1

R
(νn−1)HHnβxn +

1

R
(νn−1)Hνn.

(3.19)

For a very large number of antennas, using the asymptotic property of massive SIMO, by

making use of the Law of Large Numbers, assuming that Hn−1 ≈ Hn and that the chan-

nel follows a Rayleigh distribution (Hn ∼ CN (0, IR)) and as shown in [58], we know that
1
R(H

n−1)HHn R→∞−−−−→ U , and thus

zn
R→∞−−−−→ ςn =

U∑︂
u=1

βus
n
u ∈MNC , (3.20)

where M is the joint-constellation set whose elements are obtained from the superimposed

combinations of the constellation points of each user together with their mean received power.

The detection of the transmitted data is performed via a maximum likelihood detection as

ς̂n = argmin
ςn
{|ςn − zn| , ςn ∈MNC} , (3.21)

taking into account that Eq. 3.19 can be rewritten as

zn = ςn + ν̃n, (3.22)

where ν̃ contains all the cross terms of the noise and inter-user interference.

Similarly, the differential encoding can be performed in the frequency domain (or a combina-

tion) by changing the role of n and k, applying a phase error compensation over the streams in
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frequency, as shown in [59].
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Chapter 4

Single user non-coherent cell-free
massive SIMO

In this chapter we propose a cell-free non-coherent (NC) massive single-input-multiple-output

system in a wireless uplink where a single-antenna user transmits to several multi-antenna

access-points (APs). NC detection assisted differential phase shift keying is the modulation

to be used in this system. It has the advantage that no channel state information is required in

the APs for the signal reception. Moreover, the NC data can be used to estimate the channel. We

show that a higher number of APs does not always translate into better quality in this system,

and we give insights on when to add extra APs. We also show how to select them when different

APs are accessible to the user. Last, we provide some numerical results that demonstrate our

analysis is correct and finalize with some conclusions.

4.1 Specific system model for the cell-free NC massive MIMO

We consider a generic massive MIMO system with A APs, with Ra antennas in AP a, and we

focus on a particular user with one antenna. In case of cooperation, it is assumed that the APs

are connected to a central processing unit (CPU) by means of fronthaul links, whose constraints

are not taken into account. It is assumed that the channel coherence time is defined as τc.

4.1.1 Channel Model

The propagation channel between the user and the AP a at time instant n is represented by hn
a

(Ra × 1). In detail,

hn
a =

√︁
αn
a

(︁
h̄
n
a + gn

a

)︁
, (4.1)

where αn
a denotes the channel gain accounting for pathloss and shadow fading (large-scale

fading), h̄n
a (Ra× 1) represents a LOS component, where all elements are equal to |h̄na |ejθ

n
a , so
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that hn
a ∼

(︂
h̄
n
a , (σ

n
h,a)

2Rn
a

)︂
and θna ∼ U(0, 2π), with

|h̄na |2 =
Kn

a

Kn
a + 1

and (σn
h,a)

2 =
1

Kn
a + 1

, (4.2)

where Kn
a is the Rician factor, which characterizes the fading model and gn

a (Ra × 1), with

E
{︁
(gn

a )
H(gn

a )
}︁
= (σn

h,a)
2Rn

a (Rn
a is a normalized Hermitian matrix of size (Ra×Ra)), which

represents small-scale fading, i.e. the NLOS component. We assume that the channel in two

consecutive symbol time instants can be regarded as approximately equal [hn−1
a ]ra ≈ [hn

a ]ra ,

for any antenna. The channel coefficients between APs are uncorrelated as E
{︁
(hn

a)
H(hn

a′)
}︁
=

0 ∀a ̸= a′.

4.1.2 Proposed non-coherent cell-free massive SIMO

We propose a NC-CF massive SIMO (NC-CF-mSIMO) in which the channel estimation is

avoided since it is not needed to detect the transmitted data. Therefore, this proposal is not

affected by the limitations inherent to the channel estimation. Besides this, the NC system

will benefit from a multi-AP processing due to the fact that the spatial correlation is reduced

between APs and a higher number of effective antennas are utilized.

We focus on the particular case of the UL, where the user transmits a differentially encoded

signal at time instant n

xn = xn−1sn 1 ≤ n ≤ N, (4.3)

where sn is the symbol belonging to a DMPSK constellation and x0 is a reference symbol

known at the receiver side and necessary to perform the differential reception. Because the

information is only encoded in the phase, we know that (xn−1)∗xn = sn.

The received signal at AP a and n-th time instant is

yn
a = hn

ax
n + νn

a , (4.4)

where xn denotes the transmitted symbol at time n by the user of interest and νn
a (Ra × 1)

represents the additive white Gaussian noise according to νn
a ∼ CN (0, (σn

ν,a)
2IRa). Finally,

the signal-to-noise ratio (SNR) in AP a is defined as ρa = αn
a(σ

n
ν,a)

−2, where we set the power

of the transmitted symbols to one.
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In reception at each AP a, two contiguous differential symbols in the time domain are non-

coherently combined as

zna = (yn−1
a )Hyn

a =

Ra∑︂
ra=1

[︁
yn−1
a

]︁∗
ra
[yn

a ]ra =

Ra∑︂
ra=1

[zna ]ra . (4.5)

In a scenario with A > 1 APs (multi-AP), some selected variables za are sent to the CPU and

combined as

zn =

∑︁
a∈As

zna∑︁
a∈As

Ra
, (4.6)

where As indicates the subset of APs selected to send their zna to the CPU for decision and zn

is the variable over which the transmitted symbols are estimated according to [2] as

ŝn = argmin
sn
{|sn − zn| , sn ∈M} , (4.7)

where M indicates the DMPSK constellation set with M elements. The proposed detection

process in Eq. 4.6 is made by first performing a distributed processing in each AP following

Eq. 4.5 and then the resulting variable zna in each AP is sent to the CPU for a centralized

combining. This is proposed, rather than sending the raw data to the CPU and performing

detection as in [2], since the result is mathematically the same while the fronthaul would be

unnecessarily overloaded. A mean SNR for the APs is defined as

ρ̄ =
1

A

A∑︂
a=1

ρa =
1

A

A∑︂
a=1

αn
a

(σn
ν,a)

2
. (4.8)

It is worth noting that our proposal does not need to estimate the channel as it is the case for the

coherent scheme, which is explained in Section 4.4. Therefore, this proposal is more efficient

in terms of throughput and complexity.

4.2 Distortion, Interference and Noise Terms in Non-coherent

Cell-free M-DPSK Massive SIMO

The distortion, interference and noise (DIN) terms in each AP a is characterized in this section,

since it will be useful to characterize the performance of each post-processing scheme proposed

in Section 4.3. To account for the case of APs with Ra = 1, we have to analyze first the
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distribution per antenna, later per AP and last for several APs. Mathematical preliminaries that

are useful to understand this section can be found in Appendix 1.4.

4.2.1 Distribution of the received symbol in a single antenna

We characterize the distribution of [zna ]ra by taking into account that the product of a circu-

larly symmetric variable by xn or (xn)∗ does not change the variable distribution. With some

straightforward derivations, Eq. 4.5 can be expanded as

[zna ]ra =
[︁
hn−1
a

]︁∗
ra
[hn

a ]ra⏞ ⏟⏟ ⏞
[zna ]

(1)
ra

(xn−1)∗xn⏞ ⏟⏟ ⏞
sn

+ [νn−1
a ]∗ra [ν

n
a ]ra⏞ ⏟⏟ ⏞

[zna ]
(2)
ra

+

+ [νn−1
a ]∗ra [h

n
a ]ra⏞ ⏟⏟ ⏞

[zna ]
(3)
ra

xn +
[︁
hn−1
a

]︁∗
ra
[νn

a ]ra⏞ ⏟⏟ ⏞
[zna ]

(4)
ra

(xn−1)∗
(4.9)

where (and since [gn
a ]ra ≈ [gn−1

a ]ra and [h̄
n
a ]ra ≈ [h̄

n−1
a ]ra) each element expands as

[zna ]
(1)
ra

= αn
a

(︁
[h̄

n
a ]

∗
ra + [gn

a ]
∗
ra

)︁ (︁
[h̄

n
a ]ra + [gn

a ]ra
)︁
=

= αn
a |h̄

n
a |2 + 2αn

aR{[h̄
n
a ]

∗
ra [g

n
a ]ra}⏞ ⏟⏟ ⏞

[zna ]
(1,1)
ra

+αn
a |[gn

a ]ra |
2⏞ ⏟⏟ ⏞

[zna ]
(1,2)
ra

, (4.10)

[zna ]
(3)
ra

=
√︁

αn
a [ν

n
a ]

∗
ra [h̄

n
a ]ra⏞ ⏟⏟ ⏞

[zna ]
(3,1)
ra

+
√︁
αn
a [ν

n
a ]

∗
ra [g

n
a ]ra⏞ ⏟⏟ ⏞

[zna ]
(3,2)
ra

, (4.11)

[zna ]
(4)
ra

=
√︁

αn
a [h̄

n
a ]

∗
ra [ν

n
a ]ra⏞ ⏟⏟ ⏞

[zna ]
(4,1)
ra

+
√︁
αn
a [g

n
a ]

∗
ra [ν

n
a ]ra⏞ ⏟⏟ ⏞

[zna ]
(4,2)
ra

. (4.12)

From now on, we drop the time notation ”n” for ease of reading. Using the properties of

variance Gamma (VG) and Gamma distributions, which can be found in [60–62], we have the

distribution of each term:

R, I
{︂
[za]

(2)
ra

}︂
∼ V G

(︄
2, 0,

σ2
ν,a

2
, 0

)︄
, (4.13)

R, I
{︂
[za]

(3,2)
ra

, [za]
(4,2)
ra

}︂
∼ V G

(︃
2, 0,

√
αaσh,aσν,a

2
, 0

)︃
, (4.14)

R, I
{︂
[za]

(3,1)
ra

, [za]
(4,1)
ra

}︂
∼ CN (0, αa|h̄a|2σ2

ν,a), (4.15)
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R
{︂
[za]

(1,1)
ra

}︂
∼ N (0, 2α2

a|h̄a|2σ2
h,a), I

{︂
[za]

(1,1)
ra

}︂
= 0, (4.16)

R
{︂
[za]

(1,2)
ra

}︂
∼ Γ(1, αaσ

2
h,a), I

{︂
[za]

(1,2)
ra

}︂
= 0. (4.17)

4.2.2 Distribution of the received symbol at each AP

We calculate the distribution of the real part and the imaginary part of za separately since they

will be different due to the differential data processing in reception by following [63].

Following the VG properties [60–62], the summation of Ra elements (for a large Ra) for Eq.

4.13 and Eq. 4.14 can be regarded (please note Eq. 4.14) sums 2Ra terms), respectively, as

V G

(︄
4Ra, 0,

√︄
2Raαaσ2

ν,a

8Raσ
−2
h,a

, 0

)︄
Ra→∞−−−−→ N

(︁
0, Raαaσ

2
h,aσ

2
ν,a

)︁
, (4.18)

V G

⎛⎝2Ra, 0,

√︄
Raσ4

ν,a

4Ra
, 0

⎞⎠ Ra→∞−−−−→ N

(︄
0, Ra

σ4
ν,a

2

)︄
, (4.19)

contributing equally to the real and imaginary parts.

To obtain Eq. 4.15, we sum 2Ra terms but take half the variance for the real part and half the

variance for the imaginary part. Thus, the distribution for both the real and the imaginary part

is

CN (0, αa|h̄a|2σ2
ν,a)

Ra→∞−−−−→ N (0, Raαa|h̄a|2σ2
ν,a). (4.20)

In a certain AP whose antennas are spatially correlated, the summation of the Ra elements

in the AP for eqs. Eq. 4.16 and Eq. 4.17 can be calculated following the properties found

in [18, 63, 64] (please note these terms only contribute to the real part) as

N (0, 2α2
a|h̄a|2σ2

h,a)
Ra→∞−−−−→ N (0, 2α2

a|h̄a|2σ2
h,a1

TRa1) (4.21)

Γ(1, αaσ
2
h,a)

Ra→∞−−−−→ N
(︁
Raαaσ

2
h,a, α

2
aσ

4
h,a∥Ra∥22

)︁
. (4.22)

Grouping all the previous elements accordingly, via straightforward manipulations, the dis-

tribution of the received symbol Eq. 4.5 for APs with Ra antennas and spatial correla-

tion defined by matrix Ra can be computed assuming s = 1 without loss of generality, as
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R{za} ∼ N
(︂
µR{za}, σ

2
R{za}

)︂
with

µR{za} = Raαa

(︁
σ2
h,a + |h̄a|2

)︁
= Raαa, (4.23)

σ2
R{za} = α2

aσ
2
h,a

(︁
σ2
h,a∥Ra∥22 + 2|h̄a|21TRa1

)︁
+

+ 2−1Ra

(︁
2αaσ

2
ν,a + σ4

ν,a

)︁
,

(4.24)

and I{za} ∼ N
(︂
µI{za}, σ

2
I{za}

)︂
with

µI{za} = 0, and σ2
I{za} =

Ra(2αaσ
2
ν,a + σ4

ν,a)

2
. (4.25)

The first term of Eq. 4.24 only depends on the propagation channel characteristics and the

second term equals to σ2
I{za}, which depends on the pathloss and the noise.

4.2.3 Distribution of the received symbol in the CPU

Recalling Eq. 4.6, the distribution of z can be computed as the summation of several normally

distributed random variables za [63] as R{z} ∼ N
(︁
µR, σ

2
R

)︁
with

µR =

∑︁
a∈As

Raαa∑︁
a∈As

Ra
, and σ2

R =

∑︁
a∈As

σ2
R{za}(︁∑︁

a∈As
Ra

)︁2 , (4.26)

and I{z} ∼ N
(︁
µI, σ

2
I

)︁
with

µI = 0, and σ2
I =

∑︁
a∈As

Ra(σ
4
a + 2αn,aσ

2
ν,a)

2
(︁∑︁

a∈As
Ra

)︁2 . (4.27)

4.2.4 Special case of base stations with a single antenna

This is an interesting case of Ra = 1, ∀a ∈ As, to show that the law of large numbers

still applies when sufficient APs are considered. Applying the properties of VG and Gamma

distributions [60–62], for Eqs. 4.13-4.17 and summing for Ra = 1, ∀a for large number of A

APs, we have

V G

⎛⎝4A, 0,

⌜⃓⃓⎷ A∑︂
a=1

αaσ2
h,a

4Aσ−2
ν,a

, 0

⎞⎠ A→∞−−−−→ N

(︄
0,

A∑︂
a=1

αaσ
2
h,a

σ−2
ν,a

)︄
, (4.28)
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V G

⎛⎝2A, 0,

√︄∑︁A
a=1 σ

4
ν,a

4A
, 0

⎞⎠ A→∞−−−−→ N

(︄
0,

A∑︂
a=1

σ4
ν,a

2

)︄
, (4.29)

CN (0, αa|h̄a|2σ2
ν,a)

A→∞−−−−→ N

(︄
0,

A∑︂
a=1

αa|h̄a|2σ2
ν,a

)︄
, (4.30)

N (0, 2α2
a|h̄a|2σ2

h,a)
A→∞−−−−→ N

(︄
0,

A∑︂
a=1

2α2
a|h̄a|2σ2

h,a

)︄
, (4.31)

Γ(1, αaσ
2
h,a)

A→∞−−−−→ N

(︄
A∑︂

a=1

αaσ
2
h,a,

A∑︂
a=1

α2
aσ

4
h,a

)︄
. (4.32)

We obtain Eq. 4.32 using the condition (
∑︁

a αaσ
2
h,a)

3 >> (
∑︁

a α
2
aσ

4
h,a)

2, which is true since

αaσ
2
h,a > α2

aσ
4
h,a is always true, since αa, σh,a ∈ [0, 1], due to the fact that the pathloss can

never be larger than 1 and σh,a ≤ 1 by definition, and we also assume A to be very large.

To summarize and to simplify, in case that AP a has only one antenna, the distribution of za

is the same as the one defined with Eqs. 4.23, 4.24 and 4.25, particularizing with ∥Ra∥22 =

1TRa1 = 1. Thus, the distribution of z for Ra = 1 is valid using Eqs. 4.26 and 4.27.

4.2.5 Special case when compensating pathloss in each AP

In case the pathloss αa is compensated in each AP locally before sending the data to the CPU,

the signal in each AP would be defined as ẑa = za/αa, and the corresponding mean and

variance would be µR{ẑa} = Ra, σ2
R{ẑa} = σ2

R{za}/α
2
a, µI{ẑa} = I and σ2

I{ẑa} = σ2
I{za}/α

2
a.

Thus, the centralized signal would be defined as ẑ =
∑︁

a∈As
ẑa/

∑︁
a∈As

Ra, with mean and

variances

µR{ẑa} = 1, σ2
R =

∑︁
a∈As

α−2
a σ2

R{za}(︁∑︁
a∈As

Ra

)︁2 ,

µI{ẑa} = 0, σ2
I =

∑︁
a∈As

α−2
a Ra(σ

4
a + 2αn,aσ

2
ν,a)

2
(︁∑︁

a∈As
Ra

)︁2 .

(4.33)

4.2.6 Derivation of the SER, BER and SINR

Due to the symmetry of DMPSK constellations, the symbol error rate (SER) (Ps) and SINR (ρ)

of the constellation can be calculated using any symbol of the constellation. In this case, we
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particularize for the symbol s = 1, as done in Section 4.2.2, without loss of generality. The

SER can be approximated by following the approach in Appendix A of [11] as

Ps(As) ≈ 1−

∫︁ π/M
−π/M

∫︁∞
0 e

−
(︃

r cos(γ)−µR√
2σR

)︃2

e
−
(︃

r sin(γ)−µI√
2σI

)︃2

rdrdγ

2πσ2
Rσ

2
I

. (4.34)

The double integral of Eq. 4.34 can be simplified by doing the following change of variables

a =

(︁
σ2
R − σ2

I

)︁
sin2 γ + σ2

I

2σ2
Rσ

2
I

, b =
2σ2

IµR cos γ

2σ2
Rσ

2
I

, c =
σ2
Iµ

2
R

2σ2
Rσ

2
I

, (4.35)

and defining and solving the following integral

∫︂ ∞

0
re

−
(︃

r cos(γ)−µR√
2σR

)︃2

e
−
(︃

r sin(γ)−µI√
2σI

)︃2

dr =

∫︂ ∞

0
re−ar2+bx−cdr =

e−c

√
πbe

b2

4a

(︂
erfc

(︂
b

2
√
a

)︂
+ 1
)︂
+ 2
√
a

4a3/2
,

(4.36)

so the double dimensional integral of Eq. 4.34 turns into the one dimensional integral as

Ps(As) ≈ 1−
∫︂ π/M

−π/M
e−c

√
πbe

b2

4a

(︂
erfc

(︂
b

2
√
a

)︂
+ 1
)︂
+ 2
√
a

8πσ2
Rσ

2
Ia

3/2
dγ. (4.37)

The integral can be solved numerically while a closed-form expression of Eq. 4.37 is math-

ematically intractable. The ρ can be calculated as the inverse of the sum of the variances of

the real and imaginary parts as shown in Eq. 4.38. The numerator in Eq. 4.38 grows with the

square of the sum of the total amount of antennas while the denominator grows with the sum of

the square of the antennas in each AP. Then, the numerator grows faster than the denominator

when several APs are used, showing that multi-AP processing benefits the NC scheme.

ρ =

(︂∑︁A
a=1Ra

)︂2
∑︁A

a=1

(︂
Ra(σ4

ν,a + 2σ2
ν,a) + σ2

h,a(σ
2
h,a∥Ra∥22 + 2|h̄a|21TRa1)

)︂ (4.38)

ρ
δa=0

=

(︂∑︁A
a=1Ra

)︂2
∑︁A

a=1Ra

(︂
σ4
ν,a + 2σ2

ν,a + σ2
h,a(1 + |h̄a|2)

)︂ (4.39)
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ρ
δa=1

=

(︂∑︁A
a=1Ra

)︂2
∑︁A

a=1Ra

(︂
σ4
ν,a + 2σ2

ν,a +Raσ2
h,a(1 + |h̄a|2)

)︂ (4.40)

We can further approximate Eq. 4.37 to a closed-form expression that does not require a numer-

ical evaluation by assuming a circularly symmetric complex Gaussian distribution and using the

expression for PSK error probability of [65] as

Ps(As) ≈ 2Q
(︂√︁

2ρ sin
(︂ π

M

)︂)︂
. (4.41)

Last but not least, the BER can be straightforwardly calculated assuming Gray mapping as

Pb(As) = Ps(As)/ log2(M).

4.2.7 Remarks about the effects of spatial correlation

It is worth noting that the previous expressions can be particularized for different scenarios.

Assuming αa = 1 for all APs, the results agree with those obtained in [66]. Furthermore,

for A = 1 and uncorrelated Rayleigh fading
(︂
h̄a, σ

2
h,aRa

)︂
= (0a, Ia), we obtain the results

of [11, Appendix A].

Following the model
[︁
Ra

]︁
ra,r′a

= δ
|ra−r′a|
a with 0 ≤ δa ≤ 1, where |ra − r′a| is the distance

between the antennas ra and r′a in AP a, the terms ∥Ra∥22 and 1TRa1 are simplified to

Ra(δa = 0) ≤ ∥Ra∥22 = Ra
1− δ2Ra

a

1− δ2a
≤ R2

a(δa = 1), (4.42)

Ra(δa = 0) ≤ 1TRa1 = Ra
1− δRa

a

1− δa
≤ R2

a(δa = 1). (4.43)

Moreover, any spatial correlation model can be adjusted to the previously presented one by

properly adjusting δa, so the latter can be used for analysis purposes. If correlation increases,

both Eq. 4.42 and Eq. 4.43 increase, thus increasing σ2
R{za}, which is the variance of Eq.

4.5. Therefore, the SER increases and the ρ (defined in Eq. 4.38) decreases, degrading the

performance of the system. Eq. 4.39 shows the ρ for the extreme cases of δa = 0 and δa = 1.

It can be observed an Ra term in the second summand in the case δa = 1 that multiplies

the variance of the real part, while for δa = 0 that term is not present. Besides, it can be

observed in both cases that the second summand of the denominator tends to 0 with increasing
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Ka (decreasing both |h̄a|2 and σ2
h,a, so a strong Rician component benefits the performance).

Interestingly, these conclusions are similar to those obtained for coherent CF schemes in [67].

Last but not least, it can be observed that the performance improves with the square of the sum

of the number of antennas in each AP while it worsens with the sum of the square of the number

of antennas in each AP (for the worst case of δa = 1), so the performance tends to improve

when several APs are used, instead of just one.

4.3 Cell-free AP selection in Non-coherent Massive SIMO based

on DMPSK

In this section, we propose four alternatives to select a subset As among a set of accessible

APs A to maximize the performance of the coordinated multipoint reception in non-coherent

massive SIMO (NC-mSIMO). The first one is a brute force search (BFS) which tests all the

possible AP combinations, so it is the best in terms of performance but the most complex one.

The second one performs a successive AP selection (SAPS) in a greedy way (each iteration

tests all the remaining combinations), so it has a lower performance and a lower complexity

than the BFS. The last one performs a simplified successive AP selection (each iteration tests

including the next best AP), so it is the one with the lowest performance but also the one with

the lowest complexity. A fourth proposed alternative, even though not explained, is to select all

the ”visible” APs by the user. We will show the performance and complexity via simulations

in Section 6.6.

The za of As are sent to the CPU and processed following Eq. 4.6. The performance measure

in our case will be Ps, defined in Eq. 4.37. The goal is to select a subset As among a set of

accessible APsA so that Eq. 4.37 is minimized. We define the following optimization problem,

which is discrete and deterministic

min
As,ΥAs

fobj = Ps(As),

s.t. As ∈ A, |As| = As,

ΥAs = {KAs , αAs , σν,As , RAs ,RAs},

(4.44)

where As is the cardinality of subsetAs and ΥAs is a set of parameters of the subsetAs, needed

by the CPU to select the best subset. These parameters are, for each AP inAs, the Rician factors
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Technique Compl. A=1 A=5 A=10 A=20 A=300

BFS max 2A − 1 0 31 1023 1M 2300 ≈ ∞

SAPS max A2+A
2 0 15 55 210 45K

SAPS min 2A− 1 0 9 19 39 599

sSAPS max 2A− 1 0 9 19 39 599

sSAPS min A+ 1 0 6 11 21 301

Table 4.1: Complexity of different APs selection techniques

KAs , the square of the large-scale fading αAs , the noise power σν,As , the number of antennas

RAs and the channel spatial correlation matrix RAs . The channel parameters required to solve

the optimization problem defined in Eq. 4.44 vary in a very large temporal scale. The subsets

As can have 1 to A APs, with a total combinations of 2A − 1 possible different subsets.

The computation of Ps depends on M , which is the constellation size of DMPSK. For fixed

σ2
R and σ2

I, a larger M results in a smaller integration area so a larger Ps, while a smaller

M corresponds to a larger integration area and thus a smaller Ps. Therefore, we just have to

compute the Ps for one constellation size and the effects of σ2
R and σ2

I will be the same for

other constellation sizes.

4.3.1 Brute-force search (BFS) AP Selection

The optimization problem defined in Eq. 4.44 may be solved via a brute force search to obtain

the set Amin
s , which is the APs set that minimizes the symbol error probability. This approach

gives the best performance in terms of BER, so it serves as a benchmark, while its main limita-

tion is its complexity. This would not be a limitation in case very strong computing capabilities

are available for a reasonable number of APs. It needs to calculate the Ps Eq. 4.37 a total

of
∑︁A

a=1
A!

a!(A−a)! = 2A − 1 times. This is caused by the fact that we must look for combi-

nations without repetitions of A APs. Nevertheless, this solution is useful since it represents

an upper-bound in terms of performance, useful to compare it against suboptimal solutions. A

pseudocode for the brute force search is provided in Algorithm 1.
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Algorithm 1 Brute Force Search APs Selection
1: procedure selectAPBFS(As, ΥAs )

2: [Aŝ]← createAllCombs(As) ▷ Create All Combinations

3: [Ps,Aŝ
]← computePs(Aŝ, ΥAs

) ▷ Compute Ps of Aŝ

4: [Â
min
s ]← selectMinPs(Ps,Aŝ

,Aŝ) ▷ Select AP set with minimum Ps

5: return [Â
min
s ] ▷ Return base station set with minimum Ps

6: end procedure

4.3.2 Successive AP selection (SAPS)

One possibility to obtain a good performance while keeping the complexity low is to perform

a greedy algorithm that successively selects the APs in the following way (see Algorithm 2).

Please note greedy algorithms have been interesting in other selection strategies problems [68],

even though the approach in this work is clearly different. First, the AP with the lowest individ-

ual Ps (called Ps,1) is selected, and is named A1. A total of A calculations of Ps are needed in

this first iteration. Among the A−1 APs left, we select the one that, combined with A1, further

reduces the Ps (called Ps,2), needing a total of A − 1 calculations. This process is repeated

until Ps,i > Ps,i−1 or until all APs are included in the set. The maximum complexity of this

approach would be
A−1∑︂
i=0

(A− i) =
A2 +A

2
, (4.45)

while the minimum complexity would be 2A−1, which is the case in which not a single second

AP improves the performance.

4.3.3 Smart Successive AP selection (sSAPS)

The last proposal to obtain a good performance while keeping the complexity low is to perform

a successive selection of APs in a smart way (see Algorithm 3). This approach can be seen as

a simplified greedy approach in which the APs are successively selected first selecting the ones

with a better performance. The Ps of all APs is computed and they are sorted in ascending order,

taking a total of A computations of Ps. The AP with the lowest individual Ps (called Ps,1) is

selected, and is named A1. The AP with the second lowest Ps is combined with A1 and the Ps

of the combination is calculated and named Ps,2. This process is repeated until Ps,i > Ps,i−1

or until all APs are included in the set. The maximum complexity of this approach would be

2A−1, which results from computing the Ps until all APs are included in the set. The minimum
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Algorithm 2 Successive AP selection (SAPS)
1: procedure selectAPSAPS(As, ΥAs )

2: [Ps]← computePs(As, ΥAs
) ▷ Compute Ps of As

3: [P̃s,Ãs,Υ̃As
]← orderPsAs(Ps,As,ΥAs

) ▷ Order APs

4: [Pmin
s,0 , Pmin

s,1 ]← [1, P̃s(1)] ▷ Init Ps min to 1 and 1st Ps

5: i← 1, set← 1 ▷ Initialize Iter

6: while Pmin
s,i ¡ Pmin

s,i−1 do ▷ Loop over all APs

7: i← i + 1

8: for k from (i to A) - set do ▷ Loop in each iteration

9: [setTemp2,setTemp]← [set,[set,k]]

10: [P temp
s ]← computePs(Ãs(setTemp),Υ̃As

(setTemp))

11: if P temp
s ¡ Pmin

s,i then

12: Pmin
s,i ← P temp

s

13: setTemp2← setTemp

14: end if

15: end for

16: set← setTemp2 ▷ Update set of APs with min Ps

17: Ã
min
s ← Ãs(set) ▷ Assign set of min Ps

18: end while

19: return [Ã
min
s ] ▷ Return base station set with minimum Ps

20: end procedure

complexity would be A+1, when the second AP does not reduce the overall Ps. It is interesting

to check from which amount of APs the algorithms compare in terms of complexity between

them for sSAPSmin < sSAPSmax < SAPSmin < SAPSmax < BFS, as

A+ 1 ≤ 2A− 1 ≤ (A+ 1)A

2
≤ 2A − 1→ A ≥ 2. (4.46)

4.3.4 Figure of Merit (FoM) to compare selection techniques

One measure to compare the techniques is to account for both the complexity (C), either time

or computational, and the performance of each technique, so we propose the following

FoM = (− log10(Ps))
−1 × 100C, (4.47)
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Algorithm 3 Smart Successive AP selection (sSAPS)
1: procedure selectAPsBFS(As, ΥAs )

2: [Ps]← computePs(As, ΥAs
) ▷ Compute Ps of As

3: [P̃s,Ãs,Υ̃As
]← orderPsAs(Ps,As,ΥAs

) ▷ Order APs

4: [Pmin
s,0 , Pmin

s,1 ]← [1, P̃s(1)] ▷ Init Ps min to 1 and 1st Ps

5: i← 1 ▷ Initialize Iter

6: while Pmin
s,i ¡ Pmin

s,i−1 do ▷ Loop

7: [Pmin
s ,Ã

min
s ]← [Pmin

s,i ,Ãs(1:i)] ▷ Assign min Ps

8: i← i + 1

9: [Pmin
s,i ]← computePs(Ãs(1:i),Υ̃As

(1:i)) ▷ 1st to ith Ps

10: end while

11: return [Ã
min
s ] ▷ Return base station set with minimum Ps

12: end procedure

which serves as a figure-of-merit (FoM) decision variable between techniques. A multiplication

by 100 is done to avoid rounding errors in the results. Lower Ps come at the expense of greater

complexity, but it may be possible that the Ps does not decrease much while complexity greatly

reduces. This FoM is useful in fast varying channels in which we aim at minimizing the AP

selection execution time in the CPU.

4.4 Comparison parameters for NC-CF vs CF

The aim of this section is to show that, in deployment scenarios of stringent conditions, such as

fast varying channels and/or low SNR, the non-coherent cell-free (NC-CF) proposal can outper-

form its coherent counterpart. First, we explain the baseline coherent CF massive MIMO with

a MMSE-based fully centralized processing scheme. Then, we consider the channel estimation

overhead problem of any coherent CF scheme. Later, we do a qualitative analysis of the delay

and complexity. Last, we describe the performances of the coherent and NC schemes in terms

of BER.

4.4.1 Baseline coherent cell-free massive MIMO

We consider the optimal approach in terms of ρ for the coherent CF scheme, which is the

MMSE-based fully centralized processing scheme (see [69] and references therein). It requires
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tight synchronization between APs, large computational resources, and fronthaul links capable

of managing considerable amount of data traffic. Notice there are plenty of other processing

strategies when it comes to coherent CF, such as the commonly used distributed maximum ratio

(MR) processing [70], but, in order to maintain fairness in comparison, we are only showing

the MMSE-based as it represents the spectral efficiency upper-bound.

In contrast to NC-CF-mSIMO, its coherent counterpart requires performing channel estimation

(which can be either performed locally at each AP or at the CPU) for the later construction of

the combining vector. During the UL training phase, the user terminal will send its pilot signal

to every AP resulting in

yn
p,a = hn

aφ
n + νn

p,a, (4.48)

as the received training signal at AP a during time instant n. The unique pilot sequence is

φn ∈ τp×1, while τp are the pilot resources allocated for the channel estimation and νn
p,a is the

AWGN term at time instant n whose entries are distributed as CN (0, (σn
p,a)

2). In the centralized

MMSE scheme, each AP will typically act as a relay that forwards yn
p,a to the CPU for channel

estimation. The channel estimates will be acquired by MMSE estimation [71] and will be

distributed as hn
a ∼ CN (h̄

n
a , τp(σ

n
p,a)

−2Rn
a(Ψ

n
a)

−1Rn
a). The channel estimation error is ena =

hn
a − ĥ

n

a which follows ena ∼ CN (0Ra ,E
n
a) with En

a = Rn
a − τp(σ

n
p,a)

−2Rn
a(Ψ

n
a)

−1Rn
a .

Thanks to the MMSE channel estimate we ensure that ena and ĥ
n

a are independent, the same as

hn
a and ĥ

n

a (a necessary condition for the ρc definition that will be shown in Eq. 4.52). The

channel estimate is then

ĥ
n

a = h̄
n
a +

E
{︂
y̆n
p,a(h̆

n

a)
H
}︂

E
{︁
y̆n
p,a(y̆

n
p,a)

H
}︁ y̆n

p,a

= h̄
n
a +

√︂
τp(σn

p,a)
−2Rn

a(Ψ
n
a)

−1y̆n
p,a,

(4.49)

with h̆
n

a = hn
a − E {hn

a} , and Ψn
a ≜ (σn

p,a)
−2Rn

a + IRa .

During the UL data payload phase, the user will send its data symbol to every AP and each AP

to the CPU, i.e.

yn
a = hn

ax
n + νn

a , (4.50)

where νn
a accounts for the AWGN term during time instant n and is distributed as

CN
(︁
0, (σn

a )
2
)︁
. We can express the decoded data symbol during the UL data payload phase
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as

x̂n =

A∑︂
a=1

(bn
a)

H yn
a =
√
ρu

A∑︂
a=1

(bn
a)

H hn
ax

n + (bn
a)

H rna , (4.51)

where the combining vector bn
a must be searched to maximize the ρ of x̂n. Given the instant

CSI knowledge at the CPU and defining En = diag(En
1 , . . . ,E

n
A) and using [72], we have

ρc =
(σn

u,a)
−2
⃓⃓⃓
(bn

a)
H ĥ

n

a

⃓⃓⃓2
(bn

a)
H
(︁
(σn

p,a)
−2En + IARa

)︁
bn
a

. (4.52)

Defining hn = [hn
1 , . . . ,h

n
A], and as shown in [53], the combining vector that maximizes Eq.

4.52 is

bn = [bn
1 , . . . ,b

n
A]

= (σn
p,a)

−2
(︂
(σn

p,a)
−2
(︂
ĥ
n
(ĥ

n
)H +En

)︂
+ IARa

)︂−1
ĥ
n
.

(4.53)

4.4.2 Channel estimation overhead

Assuming a total of τc wireless resources in a coherence block and τp pilot resources needed

for the channel estimation, the efficiency of the link, caused by the pilots usage is

τ = 1− τp
τc
. (4.54)

If τc is close to τp, the efficiency of a coherent approach will be very low, even zero in the

extreme case (τp = τc), as shown in [11]. Contrarily, τp = 0 is always true for the NC scheme,

since it will not have any pilot overhead.

4.4.3 Delay and complexity of the detection

Not only does the channel estimation reduce the efficiency of the link, but it also increases

the delay in the data reception with the channel estimation delay tchEst. Once the channel is

estimated, it must be compensated with any of the filtering/precoding techniques in the litera-

ture, taking a compensation time tcomp. Then, there is a total delay of tchEst + tcomp before the

data can be detected. On the contrary, the NC scheme only needs to perform the differential

decoding and averaging, which is lower than tcomp, as shown in [73].

Yet another aspect of controversy of coherent CF schemes are their computational demands
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together with the fronthaul links usage. Each AP is required to send τpRa complex scalars

to the CPU for channel estimation, while the CPU itself will be required to perform (Ra +

R2
a)A complex multiplications for computing channel estimates. On the other side, APs will

send (τc − τp)Ra complex scalars to the CPU for the UL data reception. Last but surely not

least, the computation complexity of the MMSE combining vector will grow cubically with

Ra and A. Please, refer to [74], among other references, for a better understanding of the

computational needs in coherent CF massive MIMO networks. Comparatively, the complexity

of the NC-CF scheme is much lower. Each AP will perform Ra complex multiplications and

a complex summation of Ra terms. It will send one complex scalar (za) to the CPU, which

will only perform the summation of a maximum of A complex values. It is clear than the

computational complexity and the fronthaul overload is much lower for the NC than for the

coherent counterpart.

4.4.4 Performance comparison

A higher complexity of the coherent processing is justified when the performance is clearly

improved. However, we will show that there are situations when it is not the case. Thus, to

compare the coherent and NC-CF schemes in terms of performance, we will use the SER. Our

intention is to use a realistic measure to compare among schemes. In order to make fair com-

parisons, the same data efficiency must be ensured for both the coherent and the NC schemes.

This same data efficiency can be obtained by adjusting the effective ρ according to the channel

estimation overhead. The SER of the NC is defined using Eq. 4.37, and the SER of the coherent

scheme will be defined following [65] as

Ps,c = 2Q

(︃√︁
2τρc sin

(︃
π

Mc

)︃)︃
, (4.55)

where ρc denotes the SINR of the coherent scheme after joint processing and can be calculated

as Eq. 4.52. The τ factor is included to adjust its value accounting for some resources that

are used for channel estimation. Let us clarify this with an example: assume the number of

symbols available for the UL of a TDD system, due to the coherence time length, is 2 symbols.

In this case, for the coherent scheme at least one symbol is needed for channel estimation while

the other one is needed for data transmission, while for the NC scheme, both symbols could be

used for data. Thus, to obtain the same data efficiency, the overhead parameter would be set to

τ = 0.5 to adjust the effective ρc to compute the Ps,c.
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Even though it is out of the scope of this work, another problem with the coherent scheme is

the channel estimation error, which comes from the fact that the estimated channel is imperfect,

caused by several reasons, including but not limited to noisy estimation and channel variability

[75].

4.5 Numerical Results of the cell-free NC massive MIMO

In this section we show some numerical results. First, we verify our analysis of the symbol

error probability Ps and the SINR ρ. Second, we show a comparison in terms of performance

and complexity for the different APs selection techniques developed in Section 4.3, and show

that the computation time relates directly to the complexity. Last, we show the performance

in a scenario with realistic 3D MIMO channels and a realistic AP deployment, to show that

our proposal can outperform the coherent CF massive MIMO scheme in fast varying channels

and/or low SNRs.

The results in this section are obtained for a constellation size M = 4, a maximum of 8 available

APs and a random number of antennas in each AP between 1 and 256 (in powers of 2), selected

randomly. The UE is placed at the center of a 100m x 100m square, and the APs are uniformly

placed in this square at each iteration of the Monte Carlo simulation. The pathloss follows

a simplified version of the 3GPP urban microcell described in [51]. It is expressed as Ln
a =

L0 + 10p log10(d
n
a) + χn

a , where L0 is the pathloss at a reference distance of 1 meter, p is the

pathloss exponent that depends on the environment, dna is the distance between the center of

the array of the AP a and the user and χn
a is the shadow fading component which is modeled

as χn
a ∼ N (0, σ2

χn
a
). Thus, the channel gain is defined as αn

a = 10−Ln
a/10. The Rician factor

Kn
a is distributed as 10 log10 (Kn

a ) ∼ N
(︂
µKn

a
, σ2

Kn
a

)︂
. The spatial correlation of the NLOS

component is defined by δna and follows a random uniform distribution between 0 and 1 for

each AP. All these parameters are used as described in the following sections unless otherwise

stated.

4.5.1 Corroboration of Statistical Analysis for BER and SINR

In this section, we check that the theoretical analysis of the BER and SINR is correct and we

get some insights on the effect of spatial correlation on the performance of NC-mSIMO when a

multi-AP processing is performed. We show both the theoretical and the Monte-Carlo (obtained
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via simulations) results of the BER and SINR for the correlation model defined in Section 4.2.7.

Some channel parameters are fixed and modified with respect to the previous description, for

representation purposes.

First and foremost, we have performed a Kolmogorov-Smirnov (KS) test to check if both the

theoretical and the Monte-Carlo distributions obtained for z can be regarded as the same. When

δa < 0.93, values that can be regarded as representative of realistic channels, the theoretical

and Monte-Carlo distributions were regarded as the same for a standard significance value of

5%, confirming our analysis. On the contrary, for δa > 0.93, the test for the real part of

the distribution fails, which indicates that the distributions cannot be regarded as the same.

Nevertheless, the goal is to check whether the analysis is valid for the BER and the SINR and

to check if there is a discrepancy between the theoretical and Monte-Carlo results. Figs. 4.1 and

4.2 show that even though the discrepancy between the BER and SINR obtained by simulations

and with the analysis in Section 4.2 is greater for high values of δ, the approximations still

provide accurate results. The small discrepancy comes from the fact that the approximation of

Gamma to Gaussian distributions is less valid with larger spatial correlation.

Fig. 4.1 shows the BER for Ka = 2, against δ from 0.7 to 1, for ρ̄ = −5 dB and ρ̄ = 10 dB, with

and without pathloss compensation. Both simulations and theoretical values are shown. We can

observe how the BER increases with δa, since channel hardening is reduced. In Fig. 4.2, we

can observe the ρ̄ from the theoretical analysis and the Monte Carlo simulation versus different

ρa (the same for all APs), for Ka = 2 for all APs, with and without pathloss compensation.

The same conclusions can be extracted as those for Fig. 4.1. A very good agreement can be

found in both figures for the theoretical analysis and the Monte Carlo simulation. It is worth

noting that more simulations have been done for BER and ρ̄ versus varying Ka and varying Ra,

not presented here for conciseness since they bring the same conclusions.

4.5.2 AP selection in NC-CF for 8 APs

This section shows how the different proposed AP selection techniques behave. The noise

power (σn
a )

2 is defined such that the mean SNR in the APs goes from -10 dB to 35 dB.

We show how the BFS approach outperforms the SAPS and the SAPS outperforms the sSAPS

in terms of BER performance, while the opposite happens when we analyze the complexity

in the AP selection approach. By looking at Table 4.2, one can see how the technique that
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Figure 4.1: BER vs δa for Ka = 2 ∀a ∈ (1, · · · , A) and two different ρ̄ values, with (w) and

without (w/o) pathloss compensation. Monte Carlo (dashed line) versus theoretical

analysis (continuous line).
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Figure 4.2: ρ̄ (linear) vs ρa for Ka = 2 ∀a ∈ (1, · · · , A) and two different δa values, with

(w) and without (w/o) pathloss compensation. Monte Carlo (dashed line) versus

theoretical analysis (continuous line).

takes the longest is the BFS, followed by the SAPS and ending with the sSAPS which is the

one that takes the least time. Comparatively, the All AP approach is better than the single

AP but worse than the others, which remarks the fact that some APs will potentially decrease

the overall performance, mainly due to the fact that some APs are at a very large distance or

do not have enough antennas to compensate the large pathloss. That is why an AP selection

46



Single user non-coherent cell-free massive SIMO

−10 −5 0 5 10 15 20
10−7

10−6

10−5

10−4

10−3

10−2

10−1

ρ̄ (dB)

B
E

R

One AP
All AP w/o
BFS w/o
SAPS w/o
sSAPS w/o
All AP w
BFS w
SAPS w
sSAPS w

Figure 4.3: BER vs mean SNR in dB for 8 APs comparing with (continuous line) and without

(dashed line) pathloss compensation in each AP.

Technique BER (ρ̄ = 10dB) Time (secs) Nops FoM

One AP 7.53e-03 0.24 8 12

All AP 2.03e-04 0.07 1 2

BFS 1.14e-06 13.5 255 227

SAPS 8.1e-06 2.53 15-36 50

sSAPS 2.12e-05 0.42 9-15 9

Table 4.2: BER, Time, Nops and FoM for different AP selection techniques for A=8 and ρ̄ = 10

dB with pathloss compensation.

technique is of interest. Consequently, the performance is the best for the BFS, followed by the

SAPS and ending with the sSAPS, which has the lowest performance. This fact is supported

by looking at Fig. 4.3, which shows the performance when pathloss compensation is and is

not performed locally at each AP before combination processing at the CPU. It is interesting

to note how the pathloss compensation in each AP before the central combination processing

affects the performance. In the low SNR it is slightly better not to compensate the pathloss,

while in the medium to large SNR it is very convenient to do so. To summarize, it can be seen

that the best BER is given by the BFS, followed by the SAPS and ending with the sSAPS. The

opposite happens for the complexity.

Nevertheless, to make a fair comparison among techniques, we utilize the FoM defined in
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Technique Centr. MMSE Proposed NC-CF

Exec. Time (ms) 918 34

Table 4.3: Execution time coherent versus NC.

NCT ∆f= 15 ∆f= 30 ∆f= 60 ∆f= 120 ∆f= 240

fc = 0.7 7 15 29 - -

fc = 3.6 1.4 2.8 5.6 - -

fc = 27 - - - 1.5 3

Table 4.4: Tc to Ts ratio (NCT ), for v = 500 km/h for different fc in GHz and ∆f in KHz.

Section 4.3.4, for which the lower the value, the better the technique. By looking again at Table

4.2, in which C from Eq. 4.47 has been substituted by the execution time, it can be seen how

the best approach according to the FoM is the All AP followed by the sSAPS. Comparatively,

the sSAPS increases the performance about two orders of magnitude while less than doubling

the execution time, with respect to the ”One AP” approach. On the contrary, the decrement in

performance with respect to the BFS is about two orders of magnitude but the execution time

is about 28 times larger. While we do not include the results for a low ρ̄ for succinctness, the

best approach will be the sSAPS.

4.5.3 AP selection in NC-CF for 1 to 7 APs

In this section, an increasing number of APs from 1 to 7 has been simulated to find out which

AP selection approach is best in this range. We do not include graphical results for succinctness.

By looking at Table 4.5, we can see how the BER performance is the best for the BFS, followed

by the SAPS, then the sSAPS and finally de All AP. Contrarily, the execution time follows

the opposite behaviour. Nevertheless, the FoM shows that the best approach that balances the

execution time and the BER performance is the ”All AP” selection technique. Similar to the

previous section, for a low ρ̄ the best approach will be the sSAPS.

For fast varying channels, the best is to select the sSAPS for low ρ̄ values and the ”All AP”

for high ρ̄, the former without channel compensation and the latter with channel compensation.

For slowly varying channels with low ρ̄ the best is to avoid channel compensation and use the

BFS or the SAPS for 2 to 4 APs since they have the best performance with a similar execution
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Figure 4.4: BER vs mean SNR in dB for 200 single-antenna APs comparing with (continuous

line) and without (dashed line) pathloss compensation in each AP (no BFS shown

due to complexity limitations).

time. For 5 and 6 the best is to use the SAPS, for 7 and up to 20, the sSAPS is the best option.

Last, for more than 20 APs the best is to utilize the ”All AP” selection technique.

4.5.4 AP selection in NC-CF for 200 APs with a single antenna

In this section, we simulate 200 APs with a single antenna, and perform all the proposed AP

selection techniques except for the BFS, since the complexity is extremely large even for offline

simulations.

By looking at Fig. 4.4, we can see that the best performance in the low ρ̄ is obtained for the

All AP, SAPS and sSAPS without pathloss compensation or for the sSAPS and SAPS with

pathloss compensation. Please note the results for SAPS are included for illustration purposes,

since the complexity would still be very large. In the high ρ̄ all the techniques with pathloss

compensation outperform the ones without it, and out of them, the All AP seems to be the best

selection due to the fact that it has no complexity in terms of AP selection but performs very

well. In the intermediate ρ̄ range we propose to use the sSAPS with pathloss compensation,

since it presents the best balance between complexity and performance.
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4.5.5 Comparison between coherent and non-coherent schemes

In this subsection we compare the NC and coherent approaches of the CF scheme, by means of a

Monte Carlo simulation. We consider a multipath time-varying channel and an implementation

with OFDM modulation according to the 5G new radio numerology. The coherence time is

calculated as Tc = 0.15f−1
D [57], where fD is the maximum Doppler frequency. The time

correlation effects are implemented following the autocorrelation model of (2) in [76] and we

assume the frequency offset (FO) of the LOS component is corrected with a FO correction.

The OFDM symbol duration is Ts = 1/∆f , where ∆f is the subcarrier spacing of the OFDM.

We define a ratio of coherence time to the OFDM symbol duration as NCT = Tc/Ts, which is

given in Table 4.4 for 5G scenarios at the maximum foreseen speed of 500 km/h. Only values

compatible with the allowed combinations of carrier frequency (fc) and subcarrier spacing (∆f )

in the 5G standard are shown; otherwise they are marked with “-” in the table.

We consider a multipath channel with a delay spread of στ < 1 microsecond, so that the

minimum coherence bandwidth is Bc ≈ 1/(5στ ) = 200 kHz. The 5G standard [77] is followed

with the pilot placing for the coherent scheme, where 4 out of 14 OFDM symbols correspond

to pilots in each slot. In this configuration, τ = 10/14 which affects the mean SNR for the

coherent scheme by penalizing the BER as shown in Eq. 4.55. The AP configuration is the

same as that of Section 4.5.2, and we only perform the All AP selection approach together with

a pathloss compensation in each AP to ensure a fair comparison between coherent and NC,

since the AP selection is proposed for the NC scheme while an AP selection scheme for the

coherent one is out of the scope of this work.

The reception process of the coherent scheme is composed of 3 steps, them being channel

estimation, channel compensation and detection, while the NC scheme is composed of the

differential decoding and detection. We compare the coherent centralized MMSE and the NC-

CF proposal of this manuscript. Regarding the complexity, and for reproducible purposes,

the times shown here have been obtained for a single-thread AMD Ryzen 7 2700X 3.7 GHz

general purpose processor. The time shown in Table 4.3 is for one iteration of the reception

process of each technique. It is clear from a complexity point of view that the proposed NC-CF

is much more efficient than the coherent approach, mainly because pseudo-inverse calculations

are avoided.

Fig. 4.5 shows the results for different NCT values for 1 user for the coherent versus the NC
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Figure 4.5: Comparison between coherent centralized MMSE and NC for different NCT values

for 8 APs for the All AP selection approach with pathloss compensation.

scheme for a QPSK constellation. It can be seen that, for high SINR, the NC outperforms the

coherent scheme except for NCT ≥ 10, since in this sense the channel is quasi-static and thus

the coherent outperforms the NC. For NCT ≤ 5, the NC outperforms the coherent scheme for

all SINR values, due to the fact that the NC is more robust against channel variability. Also,

the NC outperforms the coherent counterpart in the low SINR regime even for large NCT , due

to the fact that NC avoids the channel estimation, which is largely erroneous for low SINR.

4.6 Concluding Remarks for cell-free NC massive MIMO

In this chapter, we propose the combination of Cell-free massive SIMO (CF-mSIMO) and NC

processing, which solves some weaknesses of the single-cell NC and the coherent CF-mSIMO.

We have first performed a theoretical analysis of the effect of Rician channels with spatial cor-

relation on the SINR and SER of single user UL NC massive MIMO systems. We have then

proposed several AP selection techniques for the proposed CF massive MIMO based on NC

processing, to maximize the performance. These AP selection techniques are the BFS, the

SAPS, the sSAPS and the ”All AP”. The BFS has the best performance and largest complex-

ity, while the ”All AP” has the smallest complexity. Later, we presented some characteristics

and parameters to justify in which cases it makes sense to use NC over the coherent CF, de-

pending on the channel estimation overhead, the delay and complexity of the detection and the
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performance comparison in fast varying and/or low SNR scenarios. Last, numerical results are

provided to corroborate the theoretical analysis, to compare the time and performance of the

AP selection techniques for different scenarios for the proposed CF NC massive MIMO and to

compare the performance of the coherent and the NC CF for time varying channels. It is worth

noting that the best AP selection approach for a low number of APs (the specific amount will

be deployment dependent) and low SINR is the sSAPS without pathloss compensation, while

for a very large number of APs or a high SINR the best is to select all the ”visible” APs by the

user with pathloss compensation. For the special case of single antenna APs, the All AP with-

out pathloss compensation is the best option in the low SINR range, the sSAPS with pathloss

compensation in the intermediate range, and the All AP the best in the high range.

This work contributes to the improvement of the performance of NC schemes combined with a

CF processing approach. It has shown the viability of the proposed NC-CF and its advantages

over a single cell processing and over its coherent counterpart. This is a significant improve-

ment with respect to previous NC approaches in the literature and paves the way to achieving

even better capabilities, particularly in scenarios where NC schemes are known to outperform

coherent communications.
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A Technique BER (ρ̄ = 10dB) Time (secs) Nops FoM

2

One AP 9,529e-02 0,057 2 5,6

All AP 4,907e-03 0,046 1 2,0

BFS 4,500e-03 0,182 3 7,7

SAPS 4,903e-03 0,104 3 4,5

sSAPS 4,903e-03 0,103 3 4,5

3

One AP 5,171e-02 0,086 3 6,7

All AP 1,093e-03 0,051 1 1,7

BFS 6,805e-04 0,392 7 12,4

SAPS 8,637e-04 0,240 5-6 7,8

sSAPS 1,009e-03 0,188 4-5 6,3

4

One AP 3,094e-02 0,113 4 7,5

All AP 3,827e-04 0,055 1 1,6

BFS 9,904e-05 0,797 15 19,9

SAPS 1,608e-04 0,460 7-10 12,1

sSAPS 2,653e-04 0,252 5-7 7,1

5

One AP 1,923e-02 0,143 5 8,3

All AP 1,597e-04 0,057 1 1,5

BFS 1,350e-05 1,623 31 33,3

SAPS 3,456e-05 0,794 9-15 17,8

sSAPS 9,327e-05 0,302 6-9 7,5

6

One AP 1,272e-02 0,164 6 8,6

All AP 1,888e-04 0,058 1 1,5

BFS 2,337e-06 3,208 63 57,0

SAPS 1,340e-05 1,198 11-21 24,6

sSAPS 7,527e-05 0,332 7-11 8,1

7

One AP 8,188e-03 0,198 7 9,5

All AP 1,978e-05 0,061 1 1,3

BFS 7,230e-07 6,780 127 110,4

SAPS 8,436e-06 1,822 13-28 35,9

sSAPS 1,533e-05 0,374 8-13 7,8

Table 4.5: Comparison of different AP selection techniques and ρ̄ = 10 dB.
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Chapter 5

Pilot-less channel estimation with
detected Non-coherent data

In this chapter, we propose a novel pilot-less channel estimation technique based on the use of

reconstructed NC data that has been detected applying the procedure proposed in Section 3.3.

This pilot-less channel estimation technique mainly allows to substitute the pilot signals in the

PSAM approach by NC data, thus increasing the efficiency of the communication.

5.1 Proposed pilot-less channel estimation

Assuming a data TX as proposed in Section 3.3, and recalling the mathematical notation, we

have that the received signal in a certain BS for a certain user would be

yn
u = hn

ux
n
u + νn, (5.1)

which can be differentially detected as

znu =
(yn−1

u )Hyn
u

R
= snu + ˆ︁νn, (5.2)

where the data sent by user u at time instant n is distorted by the presence of noise and the

differential processing. The data symbols (snu) can be obtained at the BS receiver applying, for

instance, the maximum-likelihood (ML) criterion [78] as

ˆ︁snu = argmax
snu

{︁
fz|s(z

n
u | snu)

}︁
, (5.3)

where fz|s(z
n
u | snu) is the conditional probability that znu is received having transmitted snu.

Once the decision is taken on the NC data symbols, they can be used for the channel estimation

as follows. Firstly, the differential symbols are reconstructed (ˆ︁snu → ˆ︁xnu) by applying Eq. 3.15.
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Then, the LS criterion is used to estimate the channel as

ˆ︁hn
u =

1ˆ︁xnuyn
u =

xnuˆ︁xnuhn
u +

1ˆ︁xnu νn
u . (5.4)

Inspecting Eq. 5.4, we can see that there is no noise enhancement since |ˆ︁xnu| = 1. However,

unlike in traditional PSAM, there is an additional error term in the channel estimation produced

by the possible mismatch between the transmitted and the reconstructed differential symbols.

This error in the channel estimation is studied in the next subsection, where we characterize the

mean squared error (MSE) of the channel estimation.

5.1.1 Mean squared error (MSE) of the channel estimation

The two terms given in Eq. 5.4 are independent to each other, which can be verified as

E
{︃
xnuˆ︁xn′
u

[hn
u]r

(︃
1ˆ︁xnu [νn

u ]r

)︃∗}︃
= E

{︃
xnu
|ˆ︁xnu|2 [hn

u]r ([ν
n
u ]r)

∗
}︃

=

= E {xnu}E {[hn
u]r}E {([νn

u ]r)
∗} = 0,

(5.5)

due to the fact that the transmitted symbol, channel and noise are uncorrelated random variables.

It is worth noting that usually, the channel estimation is performed in a certain time instant or

frequency resource and it is used to compensate the channel in another time instant or frequency

resource. Regarding the time dimension, this is what is called in the literature ”channel aging”

[79]. Hence, the channel estimation error incurred when using Eq. 5.4 is given by

σ2
e = E

{︃⃓⃓⃓ˆ︁hn
u − hn′

u

⃓⃓⃓2}︃
= σ2

xn⃗ + σ2
ν , (5.6)

where σ2
xn⃗ is the channel estimation error that comes from compensation and estimation in dif-

ferent time instants with a possible mismatch between transmitted and reconstructed differential

symbol. We compute

σ2
xn⃗ = E

{︄⃓⃓⃓⃓
hn
u

xnu
x̂nu
− hn′

u

⃓⃓⃓⃓2}︄
= E

{︄⃓⃓⃓⃓
hn
u

xnu
x̂nu
− ηn⃗h

n
u −

√︂
1− η2n⃗h⃗

n′

u

⃓⃓⃓⃓2}︄
=

= E

{︄
|hn

u|
2

⃓⃓⃓⃓
xnu
x̂nu
− ηn⃗

⃓⃓⃓⃓2
+

⃓⃓⃓⃓√︂
1− η2n⃗h⃗

n′

u

⃓⃓⃓⃓2}︄
= E

{︄⃓⃓⃓⃓
xkn
x̂kn
− ηn⃗

⃓⃓⃓⃓2}︄
+ σ2

w,

(5.7)
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where E
{︂
|hn

u|
2
}︂

= 1 since the channel is normalized, |hn
u|

2 is uncorrelated and independent

of
⃓⃓⃓⃓
xn
u

x̂n
u
− ηn⃗ −

√︂
1− η2n⃗h⃗

n′

u

⃓⃓⃓⃓2
and xn

u
x̂n
u
− ηn⃗ and

√︂
1− η2n⃗h⃗

n′

u are uncorrelated and independent.

In this case, σ2
w = (1 − η2n⃗), since the channel is normalized. Developing the first term of the

last part of Eq. 5.7, we have

E

{︄⃓⃓⃓⃓
xnu
x̂nu
− ηn⃗

⃓⃓⃓⃓2}︄
= E

{︄⃓⃓⃓⃓
xnu
x̂nu

⃓⃓⃓⃓2
− 2ηn⃗R

{︃
xnu
x̂nu

}︃
+ η2n⃗

}︄
= 1 + η2n⃗ − 2ηn⃗E {cos (∠(xnu)− ∠(x̂nu))} .

(5.8)

We define λn
u = E{cos∠(xnu)− ∠(x̂nu)} and by following the same approach as that of Ap-

pendix B of [11] (omitted here for the sake of conciseness), we can define

λn
u ≈

⎧⎨⎩ 1, Pn
u = 0

1−Pn
u −(1−Pn

u )Kp

(Kp−1)Pn
u

, 0 < Pn
u ≤ 1

, (5.9)

that will serve as an upper bound (UB) for σ2
e , as stated in Appendix B of [11], and where Kp is

the length of the NC data stream without accounting for any reference symbols. We can write

σ2
xn⃗ and σ2

e as

σ2
xn⃗ = 1 + η2n⃗ − 2ηn⃗λ

n
u + 1− η2n⃗ = 2(1− ηn⃗λ

n
u), (5.10)

σ2
e = E

{︃⃓⃓⃓
ĥ
n

u − hn′
u

⃓⃓⃓2}︃
= 2(1− ηn⃗λ

n
u) + σ2

ν . (5.11)

The same analysis can be done for the frequency domain by substituting ηn⃗ with η
k⃗
. Analyzing

Eq. 5.11, it can be seen that in case either ηn⃗ or λn
u is zero, the channel error estimation is the

highest, while both need to be 1 to avoid any increment in the channel estimation error, with

respect to the classical PSAM. Therefore, the channel estimation error for our proposed scheme

σ2
e is bounded by

σ2
ν ≤ σ2

e ≤ σ2
ν + 2. (5.12)

It is worth noting that the error depends mainly on 4 factors:

• The symbol error probability of the NC detection, defined as Pn
u , which directly depends

on the number of antennas R in the BS and the constellation size of the NC data.

• The length of the NC data stream, defined as Kp.
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• The channel variability that depends on the channel correlation as ηn⃗ or η
k⃗
.

• The noise of the channel estimation.

5.2 Increment in the uplink OFDM grid efficiency

5.2.1 Multiplexing the coherent and the NC data streams

To increment the uplink efficiency of an OFDM grid, we propose to change the pilot resource

elements with NC data, in order to include more useful information in the grid. The user

transmits N consecutive OFDM symbols to the BS, the OFDM signal has K subcarriers and the

length of the cyclic prefix (LCP ) is long enough to absorb the effects of the multi-path channel

(LCP ≥ LCH − 1). The number of channel taps is denoted by LCH . At the BS, after removing

the cyclic prefix and performing a fast-Fourier transform (FFT), we can process each subcarrier

as one of a set of K independent sub-channels. Moreover, the whole time-frequency resource

grid (K × N resource elements) is split into unit blocks of KB consecutive subcarriers and

NB contiguous OFDM symbols. Each unit block can be independently processed for channel

estimation and detection. This model has practical interest since it is used, for example, in

the 4G and 5G, where these generic unit blocks are denoted as physical resource blocks [77].

Hence, for the sake of conciseness and without loss of generality, we focus on a particular unit

block.

Let A denote the set of pairs of frequency and time indexes that describe the resources of the

unit block, defined as

A = {(n, k) | n ∈ {1, · · · , NB} , k ∈ {1, · · · ,KB}} , (5.13)

with cardinality |A| = KB ×NB . Let Ad denote the subset of the pairs of frequency and time

indexes intended for the data transmission, and Ap denote the subset that contains the pairs of

frequency and time indexes reserved for the pilot symbols. These subsets must satisfy

A = Ad ∪ Ap, ∅ = Ad ∩ Ap, (5.14)

and their cardinality is given by

|A| = Kp ×Np, |A| = KBNB −KpNp. (5.15)
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In this equation Kp and Np refer to the number of pilots in the frequency and time domain,

respectively, in a unit block. According to [80], these pilot symbols must be equally spaced over

the available resources. The distance between two contiguous pilot symbols in the frequency

and time dimensions is denoted by LK and LN , measured in number of resources, and they

must satisfy

KB = LK ×Kp, NB = LN ×Np. (5.16)

A HDS is proposed, in which the classical coherent and the NC schemes are combined, with

the NC occupying the resources previously occupied by the reference signals (see Fig. 5.1).

The distribution of resources is

xnku =

⎧⎪⎪⎨⎪⎪⎩
cnku , (n, k) ∈ Ad

pnku , (n, k) ∈ Ap, k = knmin

x
n(k−LK)
u snku , (n, k) ∈ Ap, k ̸= knmin

, (5.17)

where cnku represents the coherent data in the OFDM grid in time instant n and frequency k,Ap

is the set of resource elements that were used for pilot signals and now are used for NC data

in the proposed HDS, knmin is the minimum value of the index k for the n-th OFDM symbol

belonging to the subset Ap (that is, the first sub-carrier of each OFDM symbol that carries the

NC data stream), Ad is the set of resource elements in the resource block that are used for

coherent data, pnku is the known reference symbol of the NC data stream and LK is the distance

between 2 contiguous NC resources.

For example, knmin = 1 in Fig. 5.1, Ap has k = 1, 3, 5, 7, 9 and n = 3, 6, 9, 12, so LK = 2.

In this example, the NC data stream is placed along the frequency dimension and not the time

dimension. Interestingly, our proposed differential data-aided system can be adapted to any

existing pilot distribution based on PSAM, by simply replacing the pilots by a NC data stream.

5.2.2 Analysis of the Throughput and the Complexity

In this section we analyze and compare in terms of throughput and complexity the traditional

coherent scheme and our proposed HDS. We show that HDS can increase the throughput with

a negligible increment of the complexity. For a typical packet-based transmission, let us define
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n=1 n=2 n=3 n=4 n=5 n=6 n=7 n=8 n=9 n=10 n=11 n=12 n=13 n=14

k=1 P P P P

k=2

k=3

k=4

k=5

k=6

k=7

k=8

k=9

k=10

k=11

k=12

Figure 5.1: Example of a unit block for the proposed HDS, where Kp = 6 and Np = 4. The

green boxes are data modulated by classical coherent, the yellow boxes are data

modulated by the NC and ”p” denotes the NC reference symbol.

the total throughput of the HDS as

T = TC + TN [packet/s] , (5.18)

where TC and TN refer to the throughput of the coherent and NC streams, respectively, for each

unit block. The throughput of each scheme can be found as

TC =
ηC∆fKB

LP
(1− PbC)

LP log2(MC), (5.19)

TN =
ηN∆fKB

LP
(1− PbN )LP log2(MN ). (5.20)

In these equations, LP denotes the number of bits in one packet, PbN is given by Eq. 5.24 and

PbC by Eq. 5.22, MC is the constellation size of the coherent and MN is the constellation size

of the NC. The efficiencies of the coherent and the NC in terms of the occupied resources in

the unit block are

ηC = 1− KpNp

KBNB
, ηN =

Np

KBNB
(Kp − 1) . (5.21)

Inspecting Eqs. 5.18-5.20, we can see that the total throughput of our proposed HDS is the sum
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of the throughput of each scheme, coherent and NC given in Eq. 5.19 and Eq. 5.20, respectively.

If some parameters are given by the system design, such as the number of antennas, SNR,

bandwidth and length of the packet, the throughput of the NC only depends on the selected

modulation scheme (MN ) and its corresponding BER (Pb,C given in Eq. 5.24. In turn, the BER

of coherent (Pb,C given in Eq. 5.22) not only depends on the constellation size (MC), but it

also relies on the performance of the channel estimation provided by the NC stream. Hence,

the proposed HDS outperforms the traditional coherent scheme due to the additional throughput

provided by the NC if the channel estimation error (σ2
e ) is properly constrained in order to avoid

the increment of Pb,C .

In order to obtain the best pair of constellation sizes (MC and MN ) for a given scenario with

some specific parameters, the throughput given in Eqs. 5.18-5.20 should be maximized. Due to

the difficulty to find closed-form expressions from Eq. 5.22 and Eq. 5.24 and motivated by the

fact that the search space is very small (log2(max(MN ))× log2(max(MC)) combinations),

we propose to resort to an exhaustive search over these few options. The throughput expressions

are evaluated for a particular scenario and the values that provide the maximum throughput

given in Eq. 5.18 are chosen. As we show in the next section, the search is limited to a small

number of options since the possible values of MC and MN are usually constrained to a few,

e.g. 8× 6.

5.2.2.1 Bit error rate of the coherent and the NC schemes

According to [81], the BER for a MC-QAM constellation using a ZF post-equalization may be

approximated as

PbC ≈
2√

MCgC

gC∑︂
i1=1

(1−2−i1 )
√
MC−1∑︂

i2=0

(−1)

⌊︃
i22

i1−1
√

MC

⌋︃(︃
2i1−1 −

⌊︃
i22

i1−1

√
MC

+
1

2

⌋︃)︃

×
[︃
1− µi2

2

]︃R R−1∑︂
i3=0

(︃
R− 1 + i3

i3

)︃[︃
1 + µi2

2

]︃i3
,

(5.22)

µi2 =

√︄
3(2i2 + 1)2γs

2(MC − 1) + 3(2i2 + 1)2γs
, γs =

ρ

1 + ρσ2
d

, (5.23)

where MC is the constellation size of the coherent data stream, gC = log2(
√
MC), ρ = 1/σ2

ν ,

σ2
d is the channel estimation error after interpolation [82] (whose detailed analysis is out of
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scope of this work) and we assume the use of a rectangular pulse.

The expression of the BER is the same as that of the Eq. 4.37 which was calculated for a multi-

cell approach. Here we simplify for a single AP for a Rayleigh uncorrelated channel (found

in [11, Appendix A]) and is given by

Pb,N =
2σxσyπ − 1

σxσyπ log2(MN )
×
∫︂
D

∫︂ ∞

0
e
−
(︂

r cos(γ)−µx
σx

√
2

)︂2
+

(︃
r sin(γ)−µy

σy
√
2

)︃2

rdrdγ, (5.24)

where D ∈ [−π/MN , π/MN ] denotes the decision region for the correspondent symbol of

interest and (µx, µy)=(1, 0) (set for the DPSK symbol placed in the positive part of the real

axis of the complex plane without loss of generality), with the parameters σx =

√︂
2+2σ2

v+σ4
v

2R

and σy =

√︂
2σ2

v+σ4
v

2R .

In general, NC processing is much less complex than coherent processing. Anyway, as the

NC stream is an addition to the proposed scheme with respect to the coherent scheme, its de-

modulation will incur some extra complexity. In order to show that the proposed HDS does

not significantly increase the complexity of the system, the number of complex multiplications

(NCM) required for each scheme is accounted as follows. For the particular case of the coher-

ent, the expression of the NCM is given by

DC = KBNB(3R+ 1)− 3RKpNp, (5.25)

where the LS channel estimation given in Eq. 5.4 is considered, as well as the post-coding

matrix computation given in Eq. 3.14) and the equalization process given in Eq. 3.9. The com-

plexity introduced by the interpolation process is not taken into account, so this is an optimistic

evaluation of the complexity of coherent detection. If we consider it, the additional relative

complexity of NC is even lower. For the case of HDS, the NCM can be expressed as

DH = DC +DN = DC +RNp(Kp − 1) =

= KBNB(3R+ 1)−RNp(2Kp + 1),
(5.26)

where DN accounts for the differential decoding given in Eq. 3.19, required for the NC. Note

that the differential encoding required for computing the differential symbols snku at the trans-

mitter, and for the reconstruction of the differential symbols ˆ︁snku at the receiver are considered

negligible. The reason for this is the fact that the phase difference can be computed in polar
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coordinates, which corresponds to adding/subtracting phases, and the conversion from polar to

binomial coordinates can be implemented by using look-up tables, since the differential sym-

bols (snku ) belong to a DMPSK constellation, which is a finite set. On the contrary, these sim-

plifications cannot be implemented for the differential decoding, since the received symbols,

which are modified by the channel and noise effects, no longer belong to a finite set.

Comparing Eq. 5.25 and Eq. 5.26, we can see that the dominant term in Eq. 5.26 is the first

one, which corresponds to the coherent processing, and therefore, both techniques have the

same complexity order O(3RKBMB), rendering the additional complexity of the NC stream

negligible, as predicted.

5.3 Pilot-less TDD massive MIMO

In this section, a novel TDD massive MIMO approach based on utilizing the pilot-less channel

estimation proposed in Section 5.1 in the UL using differentially encoded data and a precoding

in the DL, also with differentially encoded data, is proposed. In this system, the use of any type

of explicit pilot symbol is completely avoided while maintaining spatial multiplexing capabil-

ities in the DL. We perform an analysis of the full system in terms or SINR for the UL and

the DL. The performance of the channel estimation using differentially encoded data is also

analyzed, since it affects the performance of the DL data transmission. A multi-user allocation

strategy in an OFDM grid is proposed. The analysis is corroborated via numerical results and

the proposed scheme is shown to outperform its coherent counterpart. We assume a single BS

with R antennas and U served users.

5.3.1 Proposed pilot-less TDD massive MIMO

We apply maximum ratio transmission (MRT) in the DL, so the precoding vector will be bnk
u =

hnk
u . For the coherent demodulation, we assume that the coherence time of the channel is at

least four OFDM symbols (which is the most pessimistic case). This comes from the fact

that in a typical TDD time stream, reference signals are needed in the UL to estimate the CSI

and additional pilot symbols are required in the DL (sometimes called demodulation pilots),

plus at least one data symbol in the UL and one data symbol in the DL, as shown in Fig.

5.2. The additional pilot in the DL are introduced since channel precoding may not perfectly

separate the users or compensate the channel effects, and additional estimation and processing
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is required [83]. By observing Fig. 5.2, it can be easily observed that in the worst case (UL pilot

- UL data - DL pilot - DL data), the data efficiency of a coherent scheme would be 50% of the

available resources. Even worse would be the scenario in which the coherence time is smaller

than 4 OFDM symbols, since thus, the coherence time is smaller than the TDD structure.

PILOT DATA PILOT DATA

TDD slot

PILOT DATA PILOT DATA

TDD slot

…

Coherence time

PILOT DATA PILOT DATA

TDD slot

pU pD dU dD

TDD slot TDD slot

…

a)

b)

Coherent scheme

Uplink Downlink Uplink Downlink Uplink Downlink

Coherence time Non-coherent scheme

dU dD

TDD slot

dU dD

TDD slot

dU dD

TDD slot

dU dD

TDD slot

Coherence time

Coherence time

Figure 5.2: TDD frame comparison for coherent (a) and non-coherent (b).

In the proposed pilot-less TDD massive MIMO scheme each UL and DL data symbol of each

user snku is differentially encoded as Eq. 3.15, resulting in xnku , which only needs one reference

symbol or pilot known at the BS (for the UL) and at each user (for the DL), and snku belongs

to a DMPSK constellation. We focus on a single BS, and for the coherent processing, we can

extend Eq. 3.7 as

yn,k
u,dl = (hn,k

u )H
U∑︂

u=1

bn,k
u xn,ku,dl + νn,k

u = (hn,k
u )Hbn,k

u xn,ku,dl + (hn,k
u )H

U∑︂
u′=1
u′ ̸=u

bn,k
u′ xn,ku′,dl + νn,k

u ,

(5.27)

where Eq. 3.7 is separated in three terms, the first one being the desired signal for user u, the

second term is the interference generated in user u from the rest of the users and the third term

is the noise.

The reception is performed via differential detection of two consecutive received signals in

time, as shown in [73],

zn,ku =
(︂
yn−1,k
u

)︂H
yn,k
u =

(︂
hn−1,k
u

)︂H
hn,k
u sn,ku + ηn,ku , (5.28)
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with the noise terms (ηn,ku ) as

ηn,ku =
(︂
hn−1,k
u

)︂H (︂
xn−1,k
u

)︂H
νn,k
u +

(︂
νn−1,k
u

)︂H
hn,k
u xn,k

u +
(︂
νn−1,k
u

)︂H
νn,k
u , (5.29)

and the transmitted symbol for each user is estimated in the BS (for the UL) and in each user

terminal (for the DL) according to [2] as

ŝn,ku = argmin
sn,k
u

{︂⃓⃓⃓
sn,ku − zn,ku

⃓⃓⃓
, sn,ku ∈M

}︂
, (5.30)

where M indicates the DMPSK constellation set, of size M , either for the UL or DL. For the

DL, spatial multiplexing is utilized, via the use of MRT. Once the decision is taken on the UL

NC data symbols, the channel is estimated following the approach in 5.1. A maximum length

for the UL stream Kp is defined to reduce the error probability in the data reconstruction. With

this estimated channel, the DL is precoded following Eq. 3.7.

5.3.2 SER of the received symbol in the DL

To analyze the effect of imperfect channel estimation for the proposed pilot-less TDD massive

MIMO schemes in the DL transmission, we assume the following definition [75]

ĥ
nk
u =

√︂
1− e2dh

nk
u + hnk

ue , (5.31)

where hnk
ue ∼ CN

(︁
0, e2dI

)︁
is an error component which is uncorrelated with hnk

u . We extend

the components of Eq. 5.27 following the definition in Eq. 5.31 as

hn,k
u bn,k

u′ = hn,k
u

(︃√︂
1− e2dh

n,k
u′ + hn,k

u′,e

)︃H

=
√︂
1− e2dh

n,k
u (hn,k

u′ )H +hn,k
u (hn,k

u′,e)
H , (5.32)

and [xk
n]u is just a phase rotation. Thus, following the properties of the product of normal

variables [84] and the properties of VG distributions [60, 61], we have that

√︂
1− e2dh

n,k
u (hn,k

u )H ∼ N
(︃
R
√︂
1− e2d, R(1− e2d)

)︃
, (5.33)

√︂
1− e2dh

n,k
u (hn,k

u′ )H ∼ CN
(︁
0, R(1− e2d)

)︁
, (5.34)
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hn,k
u′ (hn,k

u′,e)
H ∼ CN

(︁
0, Re2d

)︁
. (5.35)

We define a useful component (UF) of the received signal

UFn
u =

(︃√︂
1− e2dh

n,k
u (hn,k

u )H
)︃
xn,k
u (5.36)

and the rest of the terms that arise from combining Eq. 5.27 and Eq. 5.31 are defined as non-

useful (NUF) terms. Using the properties of the product of normal variables and the properties

of VG distributions, the distribution of UFu
n is defined as Eq. 5.33. The distribution of NUFu

n

is composed of the sum of several complex circularly symmetric Gaussian variables, including

Eq. 5.35 from the desired user and U − 1 of Eq. 5.34 and Eq. 5.35 from the interfering users

over the desired user. Since xn,k
u′ only rotates the distributions, NUFu

n is

NUFu
n ∼ CN

(︁
0, R(U + e2d − 1) + σ2

νu

)︁
. (5.37)

Assuming xn,k
u = 1 without loss of generality1, we have R{[yk

n]u} ∼ µR + N
(︁
0, σ2

R

)︁
and

I{[yk
n]u} ∼ N

(︁
µI, σ

2
I

)︁
, so

R{yn,k
u } ∼ R

√︂
1− e2d +N

(︃
0,

R(U − e2d + 1) + σ2
νu

2

)︃
(5.38)

I{yn,k
u } ∼ N

(︃
0,

R(U + e2d − 1) + σ2
νu

2

)︃
. (5.39)

The differential decoding performed in reception for the received signal at each user Eq. 5.28

results in the product of complex normally distributed variables, where in order to find the

distribution of the received symbol, we have to consider the product of two complex variables

x = a+ jb and y = c+ jd, so the product (x)∗y = (ac+ bd) + j(ad− bc). Using again the

properties of the product of normal variables and VG distributions, we have that

R{zn,ku } = R{yn−1,k
u }R{yn,k

u }+ I{yn−1,k
u }I{yn,k

u }, (5.40)

I{zn,ku } = R{yn−1,k
u }I{yn,k

u } − I{yn−1,k
u }R{yn,k

u }. (5.41)

1The error is computed for xn,k
u = 1 for simplicity but it is the same for the rest of the symbols.
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Thus, the first term of Eq. 5.40 is composed of three terms as

R1{zn,ku } = R2(1−e2d), R2{zn,ku } ∼ R
√︂
1− e2dN

(︁
0, 2σ2

R

)︁
, R3{zn,ku } ∼ V G

(︁
1, 0, σ2

R, 0
)︁
,

(5.42)

while the second term of Eq. 5.40 is distributed as I{yn−1,k
u }I{yn,k

u } ∼ V G
(︁
1, 0, σ2

I, 0
)︁
.

Each term of Eq. 5.41 is composed of two terms, them being

I1{zn,ku } = R
√︂

1− e2dN
(︁
0, σ2

I

)︁
, I2{zn,ku } ∼ V G (1, 0, σRσI, 0) . (5.43)

The VG distributions may be approximated for convenience to normal distributions as

V G
(︁
1, 0, σ2

R, 0
)︁
≈ N

(︁
0, σ4

R

)︁
,

V G
(︁
1, 0, σ2

I, 0
)︁
≈ N

(︁
0, σ4

I

)︁
,

V G (1, 0, σRσI, 0) ≈ N
(︁
0, σ2

Rσ
2
I

)︁
.

Summarizing, the distribution for sn,ku = 1 follows R{zn,ku } ∼ N
(︂
µ
R{zn,k

u }, σ
2
R{zn,k

u }

)︂
,

I{zn,ku } ∼ N
(︂
µ
I{zn,k

u }, σ
2
I{zn,k

u }

)︂
and defined as

R{[zkn]u} ∼ N
(︁
R2(1− e2d), 2R

2(1− e2d)σ
2
R + σ4

R + σ4
I

)︁
, (5.44)

I{[zkn]u} ∼ N
(︁
0, 2σ2

I

(︁
R2(1− e2d) + σ2

R

)︁)︁
, (5.45)

so the SER for the DL of user u can be computed following the approach in Appendix A of [11]

as

P k
n ≈ 1−

∫︁ π/M
−π/M

∫︁∞
0 e

−
(︄

r cos(γ)−µ
R{zn,k

u }√
2σ

R{zn,k
u }

)︄2

e
−
(︄

r sin(γ)−µ
I{zn,k

u }√
2σ

I{zn,k
u }

)︄2

rdrdγ

2πσ
R{zn,k

u }σI{zn,k
u }

. (5.46)

5.4 Numerical Results for pilot-less channel estimation with de-

tected NC data

In this section we include the numerical results for both the proposed HDS for the UL of a

massive MIMO-OFDM scheme and for the pilot-less TDD massive MIMO.
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Kp 1, 2, 3, 4, 6, 12 KB , NB 12, 14 K 1024

Np 1, 2, 4, 7, 14 MC 4, 16, 64 LP 20

R 16, 64, 256 MN 4, 8, 16, 64 ∆f 30 KHz

Table 5.1: Simulation parameters

5.4.1 Uplink efficiency with NC data pilot-less channel estimation

In this section, we provide some numerical results to verify our analysis and show the validity

of the proposed HDS, which is capable of outperforming the traditional coherent scheme for

several scenarios of interest, as well as other alternative schemes such as ST. In Table 5.1, we

provide a summary of some numerical values for the different system parameters, where they

have been chosen taking into account the numerology given in 5G [77]. Besides, the size of the

unit block has been set KB = 12, NB = 14 and the interpolation method to ’spline’ [85].

The number of pilots placed in the unit block (given by Kp and Np) must be incremented as

the variations of the channel in both dimensions increase. Note that the time variability of the

channel is modelled by using Eq. 3.2. According to [80], the number of pilots placed in the fre-

quency dimension should be at least twice the number of taps of the multi-path channel, and in

the time dimension there must be at least two pilots within the coherence time [57]. However,

realistic communication links increase the number of pilots beyond the minimum, especially in

the frequency dimension, to improve the quality of the estimators. Then, by changing the values

of Kp and Np we illustrate different scenarios of time and frequency variability of the chan-

nel. The ST scheme of [86] is also taken into account for the comparison of throughput. This

scheme has a parameter denoted as ι that indicates the power allocated for the superimposed

pilot symbols, while 1 − ι corresponds to the power of the data symbols. According to [86],

we set ι = 0.2 which is the most frequently used value in the literature. ST requires an averag-

ing process, which is implemented in both time and frequency dimensions and the number of

resources to average is dynamically adapted for different values of Doppler and delay spreads

to avoid the degradation of the channel estimates due to these effects. Hence, considering the

definitions of Eq. 5.16 for the ST, the number of averaged samples has been set equal to the

amount of resources between two contiguous pilot symbols for each dimension (LK × LN ).
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Figure 5.3: Throughput comparison of coherent (CDS), HDS, ST and NC (NCDS) for different

constellation sizes, R = 64, Kp = 6 and Np = 7, for different SNR values (ρ).

5.4.1.1 Throughput evaluation for different channel scenarios

In Fig. 5.3, we show the throughput comparison for the coherent, NC, HDS and ST for a unit

block where R = 64, Kp = 6 and Np = 7, which is an interesting case in terms of medium

to high delay and Doppler spreads. There is a substantial improvement of performance for the

HDS with respect to the coherent, since the latter is highly penalized by the great amount of

necessary pilots. The throughput of the HDS is the highest, not only due to a low average

BER, but also to the additional throughput provided by the NC stream (recall Eq. 5.19 and Eq.

5.20). Moreover, we also show the performance of the pure NC, where the DPSK symbols are

occupying the entire unit block. We can see that NC is not able to outperform neither coherent

nor HDS in this scenario. This is due to the fact that a QAM constellation has always a better

performance than DPSK in terms of BER when MC = MN , provided that the channel can

be adequately estimated. Also, it is known that the differential detection process increases the

noise [2]. On the other hand, ST has a very poor performance since in this scenario there

are not enough resources to perform the required averaging process in order to avoid the self-

interference produced by the data, degrading its performance in terms of throughput.

According to the throughput analysis, for each particular scenario of interest imposed by the

system design (number of antennas, length of the packet, delay and Doppler spreads, etc.), an

optimum value of MN and MC can be chosen for each case of SNR (ρ) in order to obtain the
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ρ MN 4 8 16 32 64 128

5 dB 61.5 65 64.6 55.6 47.3 44.9

10 dB 61.5 65 69 69.9 57.9 51

15 dB 61.5 65 69 72.7 71.8 58.4

20 dB 61.5 65 69 72.7 76.4 72.9

Table 5.2: Throughput for HDS (103× packets/second) for increasing ρ and increasing MN

for R = 64, Kp = 6, Np = 7 and MC = 16.

maximum throughput. Tables 5.2 and 5.3 show the throughput evaluation of the HDS calculated

for MC = 16 and MC = 64, respectively, where R = 64, Kp = 6 and Np = 7. The maximum

throughput values are highlighted in bold letters, and their corresponding optimal values of MN

and MC depend on the SNR (ρ). Both constellation sizes can be increased when the SNR is

high enough, maximizing the data-rate of the system. Note that the optimum value of MN is

not only chosen to increase the throughput of the NC stream, but it also has to constrain the

channel estimation error, guaranteeing the performance of the coherent stream (MC). Hence,

given the expressions of the throughput, we can easily choose the best configuration for a given

case. For example MC = 16 and MN = 8 should be chosen for ρ = 5 dB, while MC = 64

and MN = 32 are best for ρ = 15 dB.

ρ MN 4 8 16 32 64 128

5 dB 75.5 79.2 76.7 33.8 18.4 15.7

10 dB 88.4 92.1 95.9 95.7 44.8 24.6

15 dB 88.5 92.2 96 99.7 98.4 45.3

20 dB 88.5 92.2 96 99.7 103.4 98.4

Table 5.3: Throughput for HDS (103× packets/second) for increasing ρ and increasing MN

for R = 64, Kp = 6, Np = 7 and MC = 64.

Tables 5.4 and 5.5 show a throughput comparison among the coherent, HDS and ST for different

values of Kp and Np where R = 64, MC = 16, MN = 8 and ρ = 5 dB. NC is not shown in

this Table since its throughput remains constant for any of the considered values of delay and

Doppler spread (Kp and Np respectively). Its throughput is 49.5 × 103 packets/s for MN = 8

and ρ = 5. This value is the same given in Table IV for HDS when Kp = 12 and Np = 14, since
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Np
Kp

1 2 3

Coh HDS ST Coh HDS ST Coh HDS ST

1 72 71.6 62 71 71.5 42 70.7 71 31

2 71 71 45 70 71 20 69.4 71 10

4 70.3 70.3 20 67 67 5.6 67 69.4 2

7 69 69 7 66 68 1.5 63 67.5 0.5

14 66 66 2 60 64.5 0.2 54 63 0

Table 5.4: Throughput comparison among coherent, HDS and ST (103× packets/second) for

ρ = 5, R = 64, MN = 8 and MC = 16. Increasing Kp and Np means increasing

the maximum supported values of delay and Doppler spread (PART 1).

Np
Kp

4 6 12

Coh HDS ST Coh HDS ST Coh HDS ST

1 70 71 19 69.4 71 9.6 67 70.4 2.7

2 69 70.5 7 67 70 2.3 62 69 0.3

4 65 69 1 62 68 0.4 51.4 65.6 0.1

7 60 67 0.2 54 65 0.1 36 61 0

14 48 61.5 0 36 58.5 0 0 49.5 0

Table 5.5: Throughput comparison among coherent, HDS and ST (103× packets/second) for

ρ = 5, R = 64, MN = 8 and MC = 16. Increasing Kp and Np means increasing

the maximum supported values of delay and Doppler spread (part 2).

Np
Kp 1 2 3 4 6 12

1 0% 0.5% 0.9% 1.4% 2.3% 5.3%

2 0% 0.9% 1.9% 2.8% 4.8% 11.5%

4 0% 1.9% 3.8% 5.9% 10.4% 27.5%

7 0% 3.4% 7.1% 11.2% 20.8% 68.7%

14 0% 7.5% 16.7% 28.1% 62.5% ∞

Table 5.6: Percentage improvement of the throughput for the HDS with respect to the coherent;

same parameters as in Tables 5.4 and 5.5.
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in this extreme case all the symbols in the HDS are differentially encoded and HDS boils down

to NC. Again, the different values of Kp and Np correspond to different maximum supported

values of delay and Doppler spreads. Once more, the use of ST does not bring in general an

adequate performance. When there are enough resources for averaging (Kp and Mp low), the

results are acceptable, but they degrade fast when Kp and Mp increase. In Table 5.6, for the

same scenario, we provide the percentage of throughput increment of the proposed HDS with

respect to the coherent, which is defined as

∆TH(%) =
T − TC

TC
× 100. (5.47)

We can see in Tables 5.4, 5.5 and 5.6 that for low mobility scenarios with a low or medium

delay spread (low Kp and Np), the NC does not provide a significant increase of the throughput

(approximately 0− 5%) over the HDS. However, when either the Doppler or delay spreads are

significantly increased, the throughput of the coherent is decreased while the throughput of NC

is increased, improving ∆TH (approximately 6 − 70%). For the extreme case of extremely

high Doppler and delay spread (Kp = 12 and Np = 14), only NC can provide an acceptable

performance (HDS collapses to pure NC), while coherent cannot be used. In summary, for

increasing Kp and Np values the performance of coherent worsens faster than that of HDS. ST

can only provide an acceptable performance for the particular case of Kp = Np = 1, where

the channel has very mild variations in both dimensions and the averaging processing can be

performed satisfactorily.

According to this numerical evaluation of the throughput, we provide a graphical summary of

the advisable technique for different scenarios in Fig. 5.4. Coherent processing is not recom-

mendable in scenarios with high delay and/or Doppler spreads, where an excessive number of

pilots must be transmitted to provide a continuous tracking of the channel at both time and

frequency dimensions (Kp ↑ and Np ↑), so that an acceptable quality of the channel estimates

(σ2
e,p → 0 given in Eq. 5.6) is provided. In these cases, TC = 0 since ηC → 0. On the other

hand, NC is suitable for these extreme cases where resources are not wasted to transmit refer-

ence signals. Indeed, [2, 59, 87] showed that NC has a great robustness against high Doppler

scenarios, no matter the delay spread when OFDM is used. On the contrary, for low mobility

or fixed communication scenarios with low or moderate values of delay spread, the number of

reference signals can be greatly reduced (Kp ↓ and Np ↓) since the channel remains quasi-static

in both dimensions. Therefore, the throughput increment provided by the addition of the NC
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Figure 5.4: Summary of the chosen scheme for different scenarios.

stream is not significant as compared to the throughput of the coherent (TC >> TN ). Finally,

in those scenarios where the channel variations are not excessively high, at least in one dimen-

sion, the combination of coherent and NC, that is the proposed HDS, outperforms the existing

solutions in terms of throughput. In these scenarios, the proportion of resources allocated to

the reference signals in coherent is significant and the effective data-rate of the link is reduced

if only the coherent stream is sent. In the example provided in Fig. 5.1, which is a typical

configuration in 5G-NR [77], the pilot symbols correspond to 28.6% of the grid, which is an

important overhead, and our proposal can take advantage of this overhead by transmitting an

additional data stream using NC.

5.4.1.2 Complexity evaluation for different channel scenarios

In order to compare the complexity of coherent and HDS, we define the complexity increment

of HDS with respect to coherent as

∆DH(%) =
DH −DC

DC
× 100. (5.48)

This complexity increment is presented in Table 5.7 where we can see that it is proportional to
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the number of symbols transmitted in the NC stream (given by Kp and Np). This complexity

increment is below 10% for a low to medium amount of resources dedicated to NC, which

corresponds to a throughput increment of up to 21% as shown in Table 5.6. For the extreme case

of very fast time-varying and/or strongly frequency-selective channels, many more resources

can be dedicated to the NC stream and the additional complexity can be increased up to 30%,

while the throughput increase is almost 70%. In summary, the additional complexity produced

by the proposed scheme is always much lower than the additional amount of throughput that it

can provide, showing that HDS is more efficient than the traditional PSAM-based coherent.

Np
Kp 1 2 3 4 6 12

1 0.0% 0.2% 0.4% 0.6% 1.0% 2.3%

2 0.0% 0.4% 0.8% 1.2% 2.1% 5.1%

4 0.0% 0.8% 1.7% 2.6% 4.6% 12.1%

7 0.0% 1.5% 3.2% 5.0% 9.2% 30.2%

14 0.0% 3.3% 7.4% 12.4% 27.5% –

Table 5.7: Complexity increment of HDS with respect to coherent for different Kp and Np

values.

5.4.1.3 Throughput evaluation with a geometric channel model

In this subsection we provide some simulation results with a more realistic channel model

to compare coherent and HDS. Particularly, we adopt a geometric wide-band channel model

which enables the characterization of the effects of the propagation channel and the antenna

arrays [88]. It is characterized by the geometric superposition of several separate clusters, where

each of them has a different value of delay and gain. Moreover, each cluster is made of a certain

number of rays with different angle of arrival and departure. The chosen array configuration

corresponds to a uniform linear array (ULA), where the distance of two contiguous elements is

half the wavelength. The delay spread is set to 363 ns and the angular spread is set to 5 degrees,

which are example values defined in [1]. Additionally, with interest in high mobility scenarios,

we set a Doppler frequency of 1.6 KHz, which corresponds to a carrier frequency of 3.5 GHz

and an approximated speed of 500 km/h. Moreover, we set Kp = 6 and Np = 4, which is the

configuration given in Fig. 5.1.
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Figure 5.5: Throughput comparison of coherent (CDS) and HDS for different constellation

sizes, Kp = 6 and Np = 7, for the geometric channel defined in [1].

In Fig. 5.5, we provide the throughput comparison for the different values of constellation size.

We can see that the HDS provides a significant additional throughput as compared to coherent.

Under this particular realistic channel model, the achieved throughput of both coherent and

HDS is lower than in the previous case, due to the effect of the spatial correlation produced

by the chosen array configuration. However, HDS still outperforms the traditional coherent

scheme by approximately a 11% of throughput increment, which is similar to what was obtained

in the equivalent case with spatially uncorrelated channels. Hence, these results also show the

advantages of our proposed scheme in a more realistic environment.

5.4.2 Results for pilot-less TDD massive MIMO

In order to compare the classical coherent scheme and the proposed pilot-less scheme, we will

use the SER. Since the overhead is different in them, for a fair comparison we will ensure the

same spectral efficiency in both systems. For such purpose, different constellation sizes are

used. For instance, in a TDD slot of 4 OFDM symbols, where 2 are used for the uplink and the

other 2 for the downlink, half of the OFDM symbols should be used for pilots (one for uplink

and another one for downlink). In this case, for a fair comparison, the size of the constellation

used in the coherent scheme should be the square of that used in the non-coherent scheme.

Furthermore, the proposed pilot-less scheme can work with a coherence time of 3 symbol slots
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(1.5 TDD slots), as shown in Fig. 5.2, while the classical scheme is more restrictive and needs

at least 4 symbols.

In this section, we first validate the theoretical analysis previously shown in Sec. 5.3.2 and af-

terwards we compare the classical scheme with the proposed scheme in a deployment scenario

with ideal conditions. Unless otherwise stated, R = 100, Mu = Md = 4. The SNR in the

simulations is defined as the inverse of the noise power.

5.4.2.1 Corroboration of the theoretical analysis

It can be seen in Fig. 5.6, that the theoretical analysis for the channel estimation fits well

with the Monte Carlo simulations, with the theoretical results being an upper bound of the

simulations. The lower bound is given by the performance of the PSAM with a pilot in every

coherence time, that is, without any degradation due to time variability (at the expense of a large

pilot overhead). It can be observed that a correlation αd caused by time difference between the

estimated channel and the real one results in a MSE floor, caused by the time variability of the

channel. When there is no time variability, the MSE is affected only by the error probability in

the detection of Eq. 5.28 via Eq. 2.1. Last but not least, the case of PSAM with time variability

is shown, were it can be seen that it is below the proposed channel estimation with channel time

variability, but is equal to it for high SNR.

In Fig. 5.7, we can see the histogram and the theoretical PDFs for the real and imaginary parts

of the received symbol when [zkdn ]u = 1. A very good agreement can be seen for both cases, but

for the real part, since more approximations were made, the agreement is slightly worse. This

fact directly affects the accuracy of the SER performance for the DL of the proposed scheme,

which is shown in Fig. 5.8. The theoretical SER (labeled ’TH’ in the legend) is very similar

to that of the Monte Carlo simulations even though there are little discrepancies, due to the left

tail of the distribution of the real part.

5.4.2.2 Comparison with a classical pilot assisted system

The classical and the proposed schemes are compared with Monte Carlo simulations. The

coherence time nc is defined in number of OFDM symbols of the TDD scheme, according to

the frame shown in Fig. 5.2, and the values of 2, 3 and 10 are considered in Fig. 5.9. The

number of symbols in a TDD slot period for the UL τu and the DL τd are set to 1 and 2 to see
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Figure 5.6: MSE of channel estimation for MUL = 16 and R = 100. Continuous line corre-

sponds to the Monte Carlo simulation while dashed line corresponds to the theoret-

ical upper bound. Blue line represents the PSAM without channel time variability,

which is the best case.

Figure 5.7: Monte Carlo histogram (blue) versus theoretical PDF (red) of the real (left) and

imaginary (right) part of [skdn ]u = 1 for R = 100, MUL = 4 and ed = 0.5.

the dependence with this parameter, and the constellation size in the DL Md is set to 4 and 16.

A sufficiently large SNR to avoid any errors is used in the UL and U = 2 are considered. The

classical (coherent) and the proposed (non-coherent) schemes are referred in Fig. 5.9 as C and

N, respectively.

It can be observed how, for large nc (10 in Fig. 5.9), the scheme C is approximately the same

as the scheme N, which reinforces the validity of the proposed scheme even for large nc. For
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Figure 5.8: DL performance with different U and ed for the proposed scheme for MDL = 8

and R = 200. Continuous line corresponds to the Monte Carlo simulation while

dashed line corresponds to the theoretical upper bound.
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Figure 5.9: Comparison between classical (C, dashed) and proposed (N, continuous) schemes,

labelled from left to right with nc, Md, τu = τd, for R = 100.

very fast varying channels (nc = 2), the latter outperforms the former for the same spectral

efficiency. More concretely, for τu = τd = 2, the scheme C utilizes one symbol pilot while the

scheme N does not. Thus, the scheme C transmits a 16-QAM while the scheme N transmits a

QPSK. For both schemes transmitting a QPSK (scheme C with a lower spectral efficiency than

scheme N) and for nc = 3, scheme N outperforms scheme C, which reinforces our proposal.

In fact, scheme N can go down to τu = τd = 1, while C cannot since then, only pilots would
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be sent both in UL and DL. This is an advantage for the proposed scheme N which can work

in extremely fast varying channels. As a clarification example, in a 5G system with carrier

frequency fc = 3.6GHz, carrier spacing ∆f = 30KHz at a speed of 500km/h, the coherence

time is nc = 2.8 OFDM symbols.

5.5 Concluding Remarks for pilot-less channel estimation with de-

tected NC data

In this chapter, for an UL massive SIMO-OFDM system, we have first proposed a differential

data-aided channel estimation scheme, where the traditional reference signals are replaced by

a differential data stream. This data stream is demodulated using non-coherent detection at the

BS and is used to perform the channel estimation. Therefore, by proposing a hybrid scheme

denoted as HDS, the channel can be accurately estimated to perform coherent demodulation

of the coherent stream, while the resources typically occupied by pilots are now leveraged

for transmission of the NC data stream. The benefits of our proposal have been evaluated in

terms of the channel estimation MSE, BER, throughput and complexity. We have provided

the analytical expressions of the channel estimation MSE and we have shown that it has very

close performance to PSAM-based estimation. We have provided analytical expressions of

the BER and evaluated the throughput of HDS for different configurations of the resources in

the time-frequency grid, which correspond to different values of Doppler and delay spreads,

showing that it outperforms the coherent with up to a 75% of throughput increment, which is

obtained for high mobility scenarios. The different theoretical derivations are shown to match

the numerical results, showing the accuracy of the analysis, and facilitating an optimization of

the system parameters. Illustrative values of the number of antennas and the length of the NC

data stream were chosen to shown the feasibility of this solution in the frame of the current

mobile communications standards and deployments. With the analytical tools provided in this

thesis, the same optimization can be performed for any other values of these parameters.

In summary, with the HDS scheme we are able to replace the reference signals with a differ-

ential data stream, which in most of the analyzed scenarios provides a higher throughput than

what can be achieved with a coherent system based on PSAM. Other alternatives such as ST

perform worse when there is a mild frequency selectivity or channel variability. Then, this work

contributes to the improvement of the spectral efficiency of massive MIMO-OFDM systems,
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which is crucial for the evolution of wireless communications. It is worth noting that the NC

stream can be used, for example, to establish a low latency service in parallel with the regular

high data rate application provided by the coherent, since the detected NC data stream can be

quickly forwarded to upper protocol layers while the channel is estimated for its use to equalize

the coherent data stream. Therefore, it is possible to use this system for a single service with

enhanced throughput or to multiplex two parallel services at the physical level.

Secondly, we have proposed a pilot-less massive MIMO TDD scheme where the UL data is de-

tected via non-coherent processing, the channel is estimated using the data received in the UL

and the data of several users in the DL is precoded to spatially separate them. To avoid the use

of pilots in both the UL and DL, differential PSK is utilized. The MSE of the channel estima-

tion for time-varying channels and the performance of the DL using precoding and differential

encoding are characterized and validated with numerical simulations. The proposed pilot-less

TDD scheme is compared with its coherent PSAM counterpart and it is shown that it largely

outperforms it when the coherence time is very small, which is exemplified to be realistic in the

context of 5G.
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Chapter 6
Constellation Design for the Multi-user
Non-coherent Massive SIMO Scenario

In this chapter we treat the problem of constellation design for the multiuser scenario of non-

coherent Massive SIMO based on DMPSK. We first show that a classical analytical constel-

lation design for the MU is intractable. Then, we propose to solve this problem by using

optimization techniques relying on evolutionary computation. Two approaches are designed,

namely GAO and MCO, which provide both individual constellations for each user and a bit

mapping policy to minimize the BER. Later, a complexity analysis and strategies for its re-

duction are proposed. A set of constellations for different number of users and constellation

sizes is proposed, and we evaluate the link-level performance of some illustrative examples to

verify that our solutions outperforms the existing ones. Finally, we show via simulations that

NC outperform the coherent schemes in high mobility and/or low SNR scenarios.

6.1 Specific System Model for constellation design

At the n-th time instant, the bits transmitted by the u-th user are grouped in the vector bn
u of

size Nu
b ×1, where Nu

b indicates the number of bits for user u, and it is mapped into a complex

symbol snu as

snu = gB(ϖu,b
n
u) ∈Mu, Mu =

{︁
cu1 , . . . , c

u
Mu

}︁
, (6.1)

cui ∈ C, |cui | = 1, cui ̸= cui′ ∀i ̸= i′,

where Mu = |Mu| = 2N
u
b , gB(·) is the bit mapping function, Mu denotes the individual

constellation set for the u-th user (constrained to constant modulus to facilitate the use of the

differential modulation), and ϖu of size Mu × 1 denotes the bit mapping policy for the u-

th user which satisfies that ϖi
u ∈ {1, . . . ,Mu} , 1 ≤ i ≤ Mu,ϖ

i ̸= ϖi′ ,∀i ̸= i′. We define

Π =
[︂
ϖT

1 · · · ϖT
U

]︂T
a vector of size (

∑︁U
u=1Mu×1) that contains the bit mapping policies

of all users. The complex symbols of each user are encoded following Eq. 3.15. We assume

a flat-fading channel, the received signal is defined by 3.16 and 3.17, where νn is the additive
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white Gaussian noise (AWGN) vector with each element distributed as [νn]r ∼ CN (0, σ2
ν), βu

denotes the ratio of the received average power of the u-th user, with respect to user 1 (βmin
u = 1,

βu ≥ 1, without loss of generality), which is proportional to the composition of the large-scale

channel effects and the power control of each user. A different βu value for each user affects

their performance, which is taken into account in the design of constellations. A certain βmax

is considered to avoid users’ performance to be excessively unequal. Moreover, Hn ∈ CR×U

represents the small-scale fading as a spatially uncorrelated channel matrix, where each element

is distributed as [Hn]r,u ∼ CN (0, 1), since the channel is a spatially uncorrelated Rayleigh one.

The reference SNR is 3.18. The phase difference of two consecutive symbols received at each

antenna is non-coherently detected following 3.19. The property defined in 3.20 is utilized

to perform detection in the RX side, where M = {c1, . . . , cM}, ci ∈ C, ci ̸= ci′ ∀i ̸= i′,

ςn is the joint-symbol which results from the superposition of the symbols sent by the users,

and M denotes the joint-constellation set. Fig. 6.1 shows the joint-constellation built from

two particular individual constellations. We define bi,u as a vector of size (Nu
b × 1) that

contains the bits for the u-th user and the i-th joint-symbol according to the mapping Π, and

bi = [bT
i,1 · · · bT

i,U ]
T as a vector of size (

∑︁U
u=1N

u
b × 1) that contains the bi,u of all users for

the i-th joint-symbol.
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Figure 6.1: Block diagram of NC scheme in UL for the particular case of U = 2, β1 = β2 = 1

and two particular cases of individual constellations (M1 and M2). These two in-

dividual constellations are properly designed by the proposed methods to produce

a QAM joint-constellation (M).
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6.2 Interference analysis for Rayleigh (NLoS) channels

In this section, we first analyze the probability density function (PDF) of the received differ-

entially processed signal based on DMPSK and show that it is mathematically intractable for a

classical constellation design approach. Later, to further clarify the mathematical intractability,

we particularize the analysis for a set of constellations to demonstrate an inherent problem of

NC differential detection that makes the individual constellations of the users and the joint-

constellation non-linearly dependent.

6.2.1 Analysis of the Distribution of the Interference

The terms of Eq. 3.19 are shown to be independent in the Appendix of [87], and thus,

zn = zng + zns + znx =
3∑︂

l=1

zng,l + zns + znx (6.2)

where

zng,1 =
1

R

R∑︂
r=1

[νn−1]∗r [ν
n]r (6.3)

zng,2 =

U∑︂
u=1

1

R

R∑︂
r=1

[νn−1]∗r [H]r,u⏞ ⏟⏟ ⏞
z̃ug,2

√︁
βu[x

n]u, (6.4)

zng,3 =
U∑︂

u=1

1

R

R∑︂
r=1

[νn]r[H]∗r,u⏞ ⏟⏟ ⏞
z̃ug,3

√︁
βu[x

n−1]∗u, (6.5)

zns =

U∑︂
u=1

1

R

R∑︂
r=1

|[H]r,u|2⏞ ⏟⏟ ⏞
z̃us

βus
n
u =

U∑︂
u=1

z̃usβu exp (jϕ
u,n
s ),

(6.6)

znx =
U∑︂

u=1

U∑︂
u′=1
u̸=u′

1

R

R∑︂
r=1

√︁
βu[H]∗r,u

√︁
βu′ [H]r,u′⏞ ⏟⏟ ⏞

z̃u,u
′

x =z̃ux z̃
u′
x

[xn−1]∗u[x
n]u′ , (6.7)

where ϕu,n
s = ∠(snu). The terms Eq. 6.3, 6.4 and 6.5 are noise components, Eq. 6.6 is the

distorted (since R <∞) received joint-symbol and 6.7 is the inter-user interference.
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The distribution of the received joint symbol can be obtained using the independence of the

terms in Eq. 6.2 and the analysis in [11]. It utilizes the properties of the product of inde-

pendent complex circularly symmetric Gaussian variables [89], the properties of the modified

Bessel function of the second kind and zero-th order [90], and the central limit theorem (CLT)

to approximate the distribution of each term. The distribution of zng,1, z̃ug,2 and z̃ug,3 can be

asymptotically approximated for an increasing number of antennas at the BS as

zng,1 ∼ CN
(︃
0,

σ4
ν

R

)︃
, z̃ug,2, z̃

u
g,3 ∼ CN

(︃
0,

σ2
ν

R

)︃
, (6.8)

and by using some straightforward manipulations

zng,2, z
n
g,3 ∼ CN

(︄
0,

σ2
ν

R

U∑︂
u=1

βu

)︄
, (6.9)

since a phase rotation does not change the distribution of a bivariate Gaussian. Focusing on

Eq. 6.6 and using [91], it can be easily shown that z̃us is a one-dimensional random variable

distributed as z̃us ∼ Γ
(︁
R,R−1

)︁
. This term only affects the amplitude of the signal, and thus,

zus is distributed as

f (R{zns } | ςn) =
U∑︂

u=1

Γ

(︃
R,

βu
R

cos (ϕu,n
s )

)︃
, (6.10)

f (I {zns } | ςn) =
U∑︂

u=1

Γ

(︃
R,

βu
R

sin (ϕu,n
s )

)︃
, (6.11)

where both Eq. 6.10 and 6.11 represent the summation of U independent random variables,

each following a Gamma distribution with a different scale parameter (βu and ϕu,n
s ). We can

see that the distribution of this interference term, given in Eq. 6.6, depends on the received

joint-symbol, which is the result of superimposing the symbols transmitted by all the users

(snu). Hence, the design of a robust joint-constellation against interference and noise terms is

not straightforward since each joint-symbol has a different distribution.

The term Eq. 6.7 is a sum of U(U − 1) independent terms, so its conditional distribution given
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the differential symbols can be expressed as

f
(︂
znx | ϕu,n−1

x , ϕu′,n
x , 1 ≤ u, u′ ≤ U, u ̸= u′

)︂
=

= f
(︁
z̃1,2x

)︁
exp

(︁
j
(︁
ϕ1,n−1
x − ϕ2,n

x

)︁)︁
∗

∗ f
(︁
z̃1,3x

)︁
exp

(︁
j
(︁
ϕ1,n−1
x − ϕ3,n

x

)︁)︁
∗ · · · ∗

∗ · · · ∗ f
(︁
z̃u,u−1
x

)︁
exp

(︁
j
(︁
ϕu,n−1
x − ϕu−1,n

x

)︁)︁
,

(6.12)

where ϕu,n
x = ∠(xnu), z̃

u,u′
x , 1 ≤ u, u′ ≤ U, u ̸= u′ is the product of z̃ux and z̃u

′
x distributed

as CN (0, βu) and CN (0, βu′), respectively. The analytical expression of f
(︂
z̃u,u

′
x

)︂
can be ob-

tained by using [92], and it is shifted by the phase difference between the differential symbols

of each pair of users. Thus, we can see that the distribution of Eq. 6.7 is generated by the

existence of multiple users, due to the fact that the off-diagonal elements of HHH are non-

zero values. Consequently, Eq. 6.7 depends on the cross-product of the transmitted differential

symbol by each pair of users (phase difference between two differential symbols), which com-

plicates the design of the joint-constellation due to the high number of possible combinations

(ϕu,n−1
x − ϕu′,n

x ).

Since the terms of Eq. 6.2 are independent, the conditional PDF of zn given the transmitted

symbols of each user can be analytically obtained as a convolution of the PDF of the terms

computed in Eqs. 6.8-6.12. Assuming equiprobable joint-constellation elements, the decision

of ςn while receiving zn can be done using Eq. 3.20 and maximum likelihood detection as

ˆ︁ςnML = argmax
ςn
{f(zn | ςn, ϕu,n−1

x , ϕu′,n
x )} ∈M,

1 ≤ u, u′ ≤ U, u ̸= u′.

(6.13)

From the previous analysis, it can easily be observed that the variances of the real and imaginary

parts of zn increase with increasing U . To reduce the SER and based on the previous analysis,

the different elements of the joint-constellation should be placed such that the interference

among them is minimized. However, the complexity of the constellation design significantly

increases since the PDF differs for each joint-symbol. Moreover, even if an optimum joint-

constellation is found, the individual constant modulus constellations must produce that joint-

constellation and fulfill the individual requirements, described in Section 6.1, which may not be

possible. This is aggravated by the interdependent relation between the individual constellations

of the users and the PDF of the received joint-constellation in the BS.
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6.2.2 Effect of the Individual Constellations of the Users

The relation between the individual users’ constellations, the minimum distance in the joint-

constellation and the PDF of the joint-symbols are shown with some examples of individual

and joint-constellations. We choose 2 users with 4 symbols per user, as shown in Fig. 6.2.

Figure 6.2: Constellations for 2 users with 4 symbols per user. Top to bottom: Type A [2], Type

B [2], EEP [3] and proposed MCO, left: individual constellations, right: JC.

The minimum distance between the elements in the joint-constellation must be normalized as it

is done in Eq. (17) of [2], dnorm
min = dmin/

√︂∑︁U
u=1 β

2
u. The value of this distance for the constel-
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lations shown in Fig. 6.2 is: 0.39 for Type A, 0.6325 for Type B, 0.4142 for EEP and 0.6325 for

the MCO. Type A reduces the distance exponentially with increasing number of users and/or

constellation sizes, EEP suffers from a distance reduction in the inner circle, inherent to the con-

stellation definition structure (making the distance even 0 in some configurations) and Type B

is limited to differential quadrature phase-shift keying (QPSK) and the need of specific average

receive powers. The normalized minimum distance (NMD) is directly related to the perfor-

mance as it was shown in [2], and hence, the larger the NMD the better the performance. The

NMD of the joint-constellation reduces with a greater number of users U , and/or constellation

sizes Mu, thus a decrease in performance. A regular M-QAM joint-constellation maximizes

the NMD, as ((M − 1)/6)−1/2, so the minimum distance of any joint-constellation will fulfill

0 < dnorm
min ≤ ((M − 1)/6)−1/2, with M calculated by using Eq. 3.20.

Furthermore, it can be observed in Fig. 6.2 that the distribution of the received symbols around

the theoretical (obtained with R → ∞) ones in the joint-constellation varies depending on

the individual users’ symbols. Thus, the analysis made in Eq. (17) of [2] is just valid as an

approximation since it assumes that the interference of all the joint-constellation elements are

bivariate Guassians, which is not the case as shown in Fig. 6.2. The more similarity between

the phases of the individual constellation elements that compose the joint-constellation element,

the larger interference power projects on its direction, while the opposite also holds. It can be

observed that the interference shapes of the joint constellation elements depend on the individ-

ual constellations, and that by changing the joint-constellation shape to minimize the effect of

the interference will result in the need to use different individual constellations, thus creating a

different interference and resulting in a recursive problem in the design process.

6.3 Proposed Constellation Design

Traditionally, the constellation design for coherent schemes is performed for a single user, as-

suming that MIMO processing based on CSI can separate the streams of the user equipments

(UEs). The noise and interference terms are usually modelled as bivariate Gaussians, and as

such, QAM constellations are preferred. Lastly, the bit mapping policy is often done using Gray

coding. However, the constellation design is more challenging for NC schemes, especially for

the multi-user case, as it was demonstrated in Section 6.2.1. At the same time, it is instrumen-

tal to achieve an efficient use of the time-frequency resources, allowing to multiplex several

users. In Fig. 6.1, we outline the key points to improve the performance of the NC scheme
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based on differential modulation. First, the joint-constellation M must be robust against the

interference and noise terms (see Eqs. 6.2-6.7). When differential modulation is used, QAM

constellations are not necessarily optimum since the noise and interference terms do not fol-

low a Gaussian distribution. Once the joint-constellation is chosen, the individual constellation

for each UE (Mu) must be found so that when combined for all users, they create the ade-

quate joint-constellation. However, these individual constellations may not exist, forcing us to

choose an alternative joint-constellation. Finally, a bit mapping policy is required to minimize

the BER. In this section, taking into account the mathematical intractability shown in section

6.2.1, we propose two approaches (GAO and MCO) to obtain the desired constellation for each

UE by numerically solving the identified non-convex, non-linear and stochastic optimization

problems. Due to its potential to solve these types of problems, we choose evolutionary com-

putation (EC) as the algorithm to solve the optimization problems defined in GAO and MCO.

To make certain that a good solution is attained, we ensure that the performance obtained by

our proposed algorithm is (at the very least) better than that of the SoA.

6.3.1 Gaussian-Approximated Optimization (GAO)

As a first approximation to simplify the design process (valid for low SNR and R values since

the noise term (zng ) dominates), the conditional distribution of zn given the transmitted symbols

of each UE provided in Eq. 6.13 is approximated as a bivariate Gaussian distribution for all

the joint-symbols in the joint-constellation (M). Thus, the classical regular QAM constella-

tion [93] can be straightforwardly set as the joint-constellation. The problem relies on finding

the individual constellations that resemble, as reliably as possible, a regular QAM joint constel-

lation. To ease the notation, let us define the constellation vectors for the objective normalized

QAM joint-constellation, that is, the joint constellation that we would like to approach as close

as possible, and the actual individual constellation of the u-th UE, respectively, as

c =
[︁
c1 · · · cM

]︁T
, c̃u = [[c̃u]1 · · · [c̃u]Mu ]

T , (6.14)

where [c̃]i is the obtained joint-constellation and is defined as

[c̃]i =

U∑︂
u=1

βu[c̃u]iu , 1 ≤ i ≤M, |[c̃u]iu |2 = 1,

0 ≤ ∠[c̃u]iu < 2π, u = 1, · · · , U, iu = 1, · · · ,Mu.

(6.15)
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The individual constellations must be found for each UE c̃u such that, when combined with

their corresponding βu, they resemble the objective QAM joint-constellation as accurately as

possible. This is achieved by solving the following problem

min
c̃u,β

α1

⃦⃦⃦⃦
c

∥c∥2
− c̃

∥c̃∥2

⃦⃦⃦⃦
2

+ α2

U∑︂
u=1

βu, s.t. 1 ≤ βu ≤ βmax, α1 + α2 = 1. (6.16)

The vectors c̃ and c are normalized in Eq. 6.16 to properly compare them, βmax is the maximum

allowed ratio of the effective received power between users, and the terms α1 and α2 are added

to allow different ways to constrain the values of βu, ∀u. When α1 << α2, the optimization

problem forces the same unitary power to all UEs (βu = 1, ∀u). Otherwise, when α1 >> α2,

it does not constrain βu values. The optimization problem is non-convex and NP-hard, so we

have to exploit numerical methods based on EC to solve this problem. More details are provided

in Section 6.3.3.

After the individual constellations for each UE (c̃u, ∀u) and the received power coefficients

(βu, ∀u) are found as a solution to Eq. 6.16, an adequate bit mapping policy for each UE is

required to guarantee a sufficiently low BER. To find this bit mapping policy, since the decision

is made over the joint-symbols (c) and since we assumed a bivariate Gaussian distribution for

all joint symbols, we define an approximated BER (Pb) based on the use of the SER upper

bound [65] for a certain bit mapping policy and joint-constellation

Pb (Π, c) =
M∑︂
i=1

M∑︂
i′=1
i̸=i′

Q (∥[c]i − [c]i′∥2)⏞ ⏟⏟ ⏞
pj([c]i,[c]i′ )

∥bi − bi′∥1
M log2M⏞ ⏟⏟ ⏞

P̂ b(Π,[c]i,[c]i′ )

(6.17)

where pj ([c]i, [c]i′) is the joint-symbol error rate produced by the decision of [c]i′ when [c]i

is transmitted and P̂ b (Π, [c]i, [c]i′) is the BER produced by the miss-decision of the joint-

symbol (as the errors shown in Fig. 6.1). In this problem, bi = g−1
B (Π, [c]i) is obtained with

the inverse of the bit mapping function g−1
B (•) which inputs the joint symbol [c]i and the bit

mapping policy applied at the UEs ϖu.

Hence, the optimization problem for obtaining the optimum bit mapping policy for each UE

can be described as

min
Π

Pb (Π, c) ,

s.t. ϖu ∈ Bu, Bu = |Bu| = Mu!, [ϖu]iu ̸= [ϖu]i′u , iu ̸= i′u, 1 ≤ iu, i
′
u ≤Mu,

(6.18)
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where Bu is a set of bit mapping policies for the u-th UE that contains all the possible per-

mutations of policies. The restriction [ϖu]iu ̸= [ϖu]i′u indicates that different symbols of the

individual constellation of UE u cannot be mapped to the same bits. This is a finite integer

optimization problem which can be solved by exploiting an exhaustive search. Nevertheless,

we propose to use numerical methods based on EC when the complexity is too high, as shown

in Section 6.4.

Algorithm 4 provides a summary of the GAO. First, M -QAM is chosen for the joint-

constellation. Then, the individual constellations fulfilling Eq. 6.16 are obtained. Finally,

the bit mapping policy for all UEs is obtained with Eq. 6.18.

Algorithm 4 Constellation design based on GAO
1: procedure GAO(M , U , α1, α2)

2: c←M -QAM ▷ Constrain the joint-constellation

3: c̃u← SearchInd(c, U , α1, α2) ▷ Individual constellation

4: Π← SearchPolicy(c̃u, c) ▷ Bit mapping

5: end procedure

6.3.2 Monte-Carlo based Optimization (MCO)

The complex circularly-symmetric Gaussian approximation employed by GAO is not accurate

enough for several realistic scenarios, and thus, it provides a suboptimal solution. We propose to

use the MCO, where no assumptions on the distribution are considered. MCO defines a single

optimization problem capable of providing the individual constellations and the bit mapping

policy of all UEs at once. It is based on the Monte-Carlo method to numerically evaluate

the performance in terms of BER of the candidates at each iteration. The MCO optimization

problem is expressed as

min
c̃u,β

α1

U∑︂
u=1

[ϵ]u + α2

U∑︂
u=1

βu, with ϵ = gM
(︁
σ2
ν , R,Π,β, ĉ, Ns, Nr

)︁
s.t. |[c̃u]iu |2 = 1, 0 ≤ ∠[c̃u]iu < 2π, u = 1, · · · , U ; iu = 1, · · · ,Mu;

1 ≤ βu ≤ βmax [ĉ] = [c̃1, · · · , c̃U ]T , α1 + α2 = 1, ϖu ∈ Bu,

(6.19)

where ϵ is a vector of size U × 1 that contains the BER of each UE and gM (·) denotes a

function to obtain this BER for a particular set of system parameters. Similar to Eq. 6.16,
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this optimization problem is non-convex and NP-hard. Hence, we propose to solve it by using

numerical methods based on EC detailed in Section 6.3.3.

Fig. 6.3 provides a block diagram of the implementation of MCO, and Algorithm 5 shows its

pseudocode. The Monte-Carlo block performs a link-level simulation as described in Section

6.1. The scenario conditions of the optimization problem are R and σ2
ν , and the Monte Carlo

simulation performs Nr realizations of the channel and noise, without any constraint on their

characteristics. Given the scenario conditions, the chosen individual constellations (c̃u), the

ratio of average received power per user (βu) and the bit mapping policies (Π) of all UEs at each

iteration, the Monte-Carlo block obtains the BER performance of all the UEs (ϵ of size U × 1).

To attain an accurate enough BER, we can configure the number of symbols transmitted by

each UE (Ns) at each iteration and the number of iterations (Nr). The optimization control and

its stop criterion are defined by the design engineer and new solutions are provided according

to the evaluation from previous iterations. Both blocks continuously exchange NP sets of cu,

βu and evaluations up to NG times.

Mu

𝐜u
iter, βu

iter

α1, α2

𝐜u
end, βu

end, 1 ≤ u ≤ U

Optimization 
Control

YESNO

INPUT

OUTPUT

Ns, Nr

Init

Stop?

1 ≤ u ≤ U

Evaluation

Monte-Carlo 
Simulation

𝛜

𝜎ℎ
2, fD,
R, σν

2𝚷NG, NP

𝐜u
ini, βu

ini

𝛼1∑ 𝜖 𝑢 + 𝛼2∑𝛽𝑢

Figure 6.3: Block diagram of MCO.

6.3.3 Evolutionary Computation (EC)

EC is a subfield of artificial intelligence [94], which is composed of global optimization tech-

niques based on mimicking biological evolution. It has been applied to produce optimized

solutions for a wide range of complex non-convex optimization problems when classical op-

timization techniques are not applicable, since the objective function is discontinuous, non-

differentiable, stochastic, or highly non-linear. The EC complexity is characterized by the
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Algorithm 5 Constellation design based on MCO

1: procedure MCO (Mu,NP ,NG,σ2
ν ,R,Π,Ns,Nr,α1,α2)

2: [cini
u , βini

u ]← Init(Mu, U ) ▷ Init.

3: [citer
u , βiter

u ]← OptCtrl(cini
u , βini

u ,NP ,NG) ▷ Control Init.

4: while stop==false do

5: ϵ←MonteCarlo(cit
u, βit

u, σ2
ν , R, Π, Ns, Nr)

6: fobj ← Evaluation(ϵ, βit
u, α1, α2) ▷ Evaluate

7: [cit
u, βit

u, stop]← OptCtrl(cit
u, βit

u, NP , NG, fobj) ▷ Control

8: end while

9: output: βend
u ←βit

u , f end
obj ← f it

obj, c
end
u ← cit

u

10: end procedure

population and generation sizes (NP and NG, respectively); hence, NP denotes all possible

solutions to the problem evaluated to generate new descendants, and NG is the number of times

the population evolves. If NP and NG are properly set, good and even optimal solutions can

be found for problems where the optimization parameters are continuous, as explained in [95]

and related works. Even though EC techniques consist of an optimization search with a random

component, they ensure finding optimal solutions almost always to a wide range of problems in

case they are properly configured. This is in contrast with machine learning techniques which

easily end in local minima.

From the discussion in Section 6.2, we can observe that the constellation design for a multi-user

NC scheme based on differential modulation turns into a mathematically intractable problem,

so a numerical optimization is proposed. The optimization problems presented in Eq. 6.16,

6.18 and 6.19 not only are non-convex, non-linear and stochastic, but they also show a sig-

nificant complexity. Given the EC benefits, we adopt the genetic algorithm (GA) [96] as a

solver. It is worth noting that the approach followed in this manuscript can be extended to

other non-coherent techniques such as those based on energy detection [97] or even to coherent

techniques.

6.4 Complexity Analysis and Strategies for its Reduction

In this section, we analyze the complexity of the proposed design techniques and then, we

propose strategies to reduce their complexity without losing performance.
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6.4.1 Complexity Analysis

The EC complexity depends on the population size (NP ) and number of generations (NG) [98].

They must be selected to facilitate a sufficient search of the possible results to the optimization

problem. The values for NP and NG should be proportional to the dimensionality of the prob-

lem (ND), which corresponds to the number of variables to optimize (ND ∝ NPNG), to ensure

an adequate solution is found. Nevertheless, they are typically obtained with some trial, error

and observation of the convergence [99, 100].

Technique ND N× per iteration N+ per iteration

GAO Constellation U +
∑︁U

u=1Mu
∏︁U

u=1Mu
∏︁U

u=1Mu

GAO Bit Mapping
∑︁U

u=1Mu

(︂∏︁U
u=1Mu

)︂2 (︂∏︁U
u=1Mu

)︂2
MCO U +

∑︁U
u=1Mu NsNr

(︂
R(U + 1) + 2

∏︁U
u=1Mu

)︂
NsNr

(︂
R(U + 2) + 3

∏︁U
u=1Mu

)︂
Table 6.1: Complexity comparison for GAO and MCO.

To provide insight into the complexity, we look at the dimensionality of the problem. Further-

more, for each population element, we account for the number of required complex products

(N×) and sums (N+) [101]. Table 6.1 summarizes the complexity for GAO and MCO.

The first optimization of GAO Eq. 6.16 comprises the matching between the normalized target

QAM constellation c and the obtained joint-constellation c̃. The dimensionality of the problem

depends on Mu and U . At each iteration, the mean squared error (MSE) between the points

of the target QAM and the obtained one is calculated. The number of products and sums is

conditioned by the MSE computation.

The second optimization problem of GAO Eq. 6.18 is an integer optimization problem that

can be solved by an exhaustive search, since the possible amount of combinations is finite.

According to Eq. 6.18, the number of possible bit mapping policies depends on the constellation

sizes of the users. Each user can map a different set of bits for each symbol, without repetition.

Therefore, considering that user u has a constellation size Mu, the first symbol can be mapped

to Mu different bit mapping sets {1, 2, · · · ,Mu}. Once the first symbol is mapped to one bit

mapping policy, the second symbol can be mapped to Mu − 1 different bit mapping policies.

We repeat until symbol Mu, so user u has a total of Mu × (Mu − 1) × · · · × 1 = Mu! bit

mapping policies. Considering that the users’ bit mapping policies are independent, the amount

of possible bit mapping policies is NM =
∏︁U

u=1Mu! > NPNG. Even though the exhaustive

search is feasible, we propose the use of EC for solving this optimization problem to increase
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the efficiency when NM is very large. In Section 6.5, we provide a numerical comparison

to verify this point. The number of operations required (complex products and sums) at each

iteration is determined by the computation of Eq. 6.17.

Finally, the dimensionality of MCO is the same as that of the first step of GAO. However,

the complexity at each iteration is much higher for MCO due to the Monte-Carlo simulations.

The number of operations is due to the simulation of the differential encoding/decoding, chan-

nel propagation, spatial averaging, joint-symbol decision and BER computation. Additionally,

these operations are repeated Ns ×Nr times to obtain an accurate enough BER estimation.

6.4.2 Strategies for Complexity Reduction

First, we note that the complexity of both steps of GAO is low enough to make the computation

time negligible for today’s computational capabilities. On the other hand, the MCO complexity

is much higher, since a Monte-Carlo simulation is executed for each member of the population

in each generation. Typically, NG and NP should be large enough to produce a high number

of diverse potential solution candidates to be evaluated [98], to obtain a reliable-enough global

minimum. However, this method (denoted as S1) excessively increases the execution time for

the proposed MCO. Accordingly, we propose S2 and S3 to reduce the complexity.

S2 is based on a hierarchical search to reduce NP and NG without sacrificing the performance,

being built on two phases: exploration and refinement. In the exploration phase, the genetic

algorithm is run with a very small number of NG, NP , and a small number of Nr and Ns

to reduce the execution time as much as possible. Hence, a better than random but still low-

accuracy solution is found. This solution initializes a new run of the GA in which Ns and

Nr are increased, and then a more accurate solution is obtained. Both phases can be repeated

several times, increasing NP and NG in each cycle, until a convergence criterion is met. We

must ensure that the summation of the product NPNGNsNr of each iteration is lower than that

of S1. As we will show in Section 6.5, the complexity is reduced to about one third of the S1,

without losing on the performance of the obtained solutions.

Additionally, the solution obtained for GAO can be used as an input for MCO with reduced NG

and NP . We first find a suboptimal but better than the SoA solution with GAO, and then refine

it with MCO. This strategy is referred to as S3. The complexity is reduced to about one fourth

compared to the S1, without losing performance, as shown in Section 6.5.
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A last strategy makes use of the solution obtained from MCO for a particular scenario (fixed

number of antennas, particular propagation channel and SNR). To explore other similar scenar-

ios, we propose that the solution is employed as the initial point for the optimization problem

in the new scenario, and we denote this strategy as S4. As we will show in Section 6.5, the

complexity is reduced about some tens with respect to the S1, without losing performance.

6.5 Proposed Constellations and Implementation Aspects

In this section, we first propose a set of constellations, obtained with the proposed design tech-

niques, for the multiuser scenario of the UL of NC massive SIMO. Second, we give insights on

how to implement them in real scenarios.

6.5.1 Proposed Constellations

We provide a set of constellations in Table 6.5, which have been obtained with the strategy S3

of Section 6.4. While each constellation has been determined for a certain R and ρ, it can be

used for any values in a realistic range. These constellations outperform the SoA, as shown in

Section VI, and can be used to propose constellations for new scenarios with different users

and constellation sizes (even among users).

To read the table, please note we provide for each scenario U vectors of the form Φ =

[Φu
1Φ

u
2 · · ·Φu

Mu
], where Φu

mu
is the phase in radians for the constellation element mu of user

u (1 ≤ mu ≤ Mu, 1 ≤ u ≤ U , where Mu is the constellation size of user u). A specific

constellation element mu of user u can be found as sumu
= exp jΦu

mu
. The mapping of element

mu is obtained with a decimal to binary conversion of mu − 1. An example of a constellation

for 2 users with QPSK (M = [4 4], β = [1 1]) is shown in Fig. 6.4 and another one for 3 users

with QPSK (M = [4 4 4], β = [1 1 1]) is depicted in Fig. 6.6.

6.5.2 Applicability in Real Scenarios

We obtained constellations by means of an offline optimization using different scenario param-

eters (R, ρu, v, etc.). The complexity of the online stage is not affected in any case by the

complexity of the offline design technique, and only the constellations look-up table is differ-

ent from the previous solutions in the SoA. These constellations minimize the average BER
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of the users for the scenario parameters for which they have been designed. Nevertheless, the

proposed constellations work well for any operative values of ρ and R. If a better performance

is desired at the expense of increasing the complexity, we may obtain constellations optimized

for different R and ρ values (results are more sensitive to R than to ρ, as shown in Section 6.6),

for the different combinations of users and constellation sizes. In this case, the proposed set of

solutions would be much larger. It is worth noting that each scenario will have a fixed R, so in

practice the constellations should be designed for that R and for a few ρ values.

Given the improved constellations and βu values for a certain scenario, the scheduler at the BS

may perform a user grouping, power control strategy (considering the ρu of the users) and mod-

ulation and coding scheme (MCS) assignment, similarly to what is done, for example, in non-

orthogonal multiple access systems [102]. Based on this strategy, it would be decided which

users should be multiplexed with which MCS and powers to share the same time-frequency

resources, with the goal of optimizing some non-coherent multiuser massive SIMO network

parameter. The user grouping and power allocation can take advantage of the different path-

loss suffered by each user to help minimize the power consumption of the users. It is worth

noting that a user re-grouping would be performed by the BS only when the large-scale effects

vary significantly (which happens slowly). This can be triggered by two factors: some users

appear or disappear from the network or the power usage required by at least one user exceeds

a predefined threshold. A detailed investigation of the user grouping, power control and MCS

assignment is part of a future work.

6.6 Numerical Results for Performance and Complexity

In this section, we first present the performance of the most representative constellations. Sec-

ond, we show numerical results for the time complexity of the EC algorithm and validate the

theoretical complexity analysis. Last, we provide results that justify the use of NC over coher-

ent massive MIMO for channels with very high mobility and/or low SNR.

6.6.1 Performance Evaluation

First, the case of 2 users with QPSK is shown since it has been used in the SoA as a baseline

case. It is important to demonstrate the capabilities of our design technique and the proposed

solution with respect to the previous work. Second, the case of 3 users with QPSK, 2 users
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with 8PSK and 4 and 5 users with BPSK are shown since the SoA solutions for these scenarios

proved to be very limited in terms of performance. Thus, we show that our proposed solution

can greatly overcome the SoA limitations. Last, the case of 3 users with different constellation

sizes is shown to illustrate that we overcome another limitation of the SoA, namely that the

previous works could not propose any set of constellations with different sizes for an arbitrary

number of users (e.g. U = 3 was not possible for several constellation sizes), while our solu-

tion can. We show the individual and joint constellations and the average BER of the uncoded

constellations. We compare our solutions with the constellation designs in [87]. To ease the

understanding of the results, the individual elements in the constellations are tagged by a num-

ber i, which corresponds to the sub-index of the complex symbols (ci and cui ), described in Eq.

6.14. Each i indicates a bit mapping that results from the decimal to binary conversion of i− 1.

6.6.1.1 Scenario with U = 2 and Mu = 4 ∀u

In this scenario, there are two UEs, where each UE has a constellation of size Mu = 4. More-

over, in this subsection, the MCO results are obtained by setting R = 100 and SNR = 0 dB.

The solutions obtained here are superior to the ones of Type A in [2], which is worse than Type

B, so we restrict the comparison to the latter for conciseness. When α1 >> α2, both GAO and

MCO obtain the same solution as the constellation Type B given in [2] (β1 = 1 and β2 = 2),

where each individual constellation corresponds to a 4-QAM and the joint-constellation corre-

sponds to a 16-QAM. When α1 << α2, the solution for both GAO and MCO is β1 = β2 = 1.

In Fig. 6.4, we show the individual constellations (top) for the case of β1 = β2 = 1, and the

resulting joint-constellations (bottom), for the EEP [3], GAO and MCO schemes (from left to

right). For GAO and MCO, the constellation is the same and it is a 16-QAM (rotated for the

MCO). For EEP, the joint-symbols placed at the inner circle have a very small distance to each

other, which degrades the performance.

In Fig. 6.5, we plot the average BER of both UEs for the EEP, GAO and MCO, where GAO and

MCO significantly outperform EEP. The bit mapping policy is key to the performance of the

system, as shown by intentionally replacing the bit mapping policy by a bad one denoted ”bad

map” in Fig. 6.5, where we can see the performance degradation. Moreover, by inspecting Fig.

6.4, we can understand that GAO and MCO reduce the BER with respect to EEP by increasing

the distance among joint symbols and reducing the pairwise bit errors.
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Figure 6.4: Constellations for 2 users with 4 symbols per user with βu = 1. From left to

right: EEP, GAO and MCO. Top: individual users constellations, bottom: joint-

constellation.

6.6.1.2 Scenario with U = 3 and Mu = 4 ∀u

In this scenario, we increase the number of UEs to three, and each UE has an individual con-

stellation of size Mu = 4. The results provided by the MCO are obtained for R = 400 and

SNR = 3 dB.

In Fig. 6.6, we show the individual constellations (top) for both UEs and the joint-constellation

(bottom) for EEP, GAO and MCO (from left to right), when βu = 1, ∀u. EEP cannot be used

for three UEs as different combinations of individual symbols generate the same joint-symbols,

since 11 joint-symbols out of 64 are equal in the complex-plane, thus creating an error floor of

11/64 ≈ 0.172, something avoided by GAO and MCO. In Fig. 6.7, we provide the average

BER vs. ρ; our proposed schemes significantly outperform EEP, and MCO performs the best.

In fact, these results confirm the mentioned error floor of EEP. Additionally, we show with

black crosses the performance when MCO is trained for ρ values different from the one used

for the optimization, leaving R unchanged.

It can be seen that the effect of ρ is almost negligible in the case of the MCO, except for very low

ρ values. Additionally, we show an example of the combination of the proposed constellations

with channel coding, which is common practice in wireless communications standards, so the

BER performance can be significantly improved. The chosen coding scheme is a 1/2-rate low
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Figure 6.5: BER vs. ρ for 2 users and 4 symbols per user with βu = 1.

density parity check code (LDPC) with a block of 8424 bits, which is used in 5G [77], and

the performance is improved by about two orders of magnitude. In Fig. 6.8, we provide the

average BER vs. the number of antennas (R); again, EEP has an error floor irrespective of the

number of antennas, GAO outperforms EEP and MCO outperforms both GAO and EEP. In this

case, the black crosses show the BER obtained when MCO is trained for the same ρ and R is

set to values different from the one used for the optimization. Additionally, the effect of R is

considerable when its value is relatively large, contrary to the SNR. These results demonstrate

that it is feasible to use the constellation design of a particular ρ and/or R and for a wide range

of operational values.

6.6.2 Scenario: U = 3, Mu = 4 and βu ̸= 1, ∀u ∈ [1, · · · , U ]

If we do not restrict βu values (α2 = 0) in the objective function of GAO and MCO, the

obtained solution is the same as given by Type B in [2]. Furthermore, if we set α1 ≈ α2, GAO

and MCO provide different solutions than the previous ones.

In this case, the constellations of user 1 and user 2 will be equal to the ones in the top-center

constellation in Fig. 6.4, while the constellation of the third user will be a classical QPSK. For

this configuration, two different solutions were found, depending on how α1 and α2 were set,

one with power terms β1 = β2 = 1 and β3 = 2.53 and the other one with β1 = β2 =
√
10 and

β3 = 1. In both cases, the joint constellation resembles a 64-QAM constellation, as shown in
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Figure 6.6: Constellations for 3 users with 4 symbols per user with βu = 1. From left to right:

EEP, GAO and MCO. Top: individual users constellations, bottom: JC.

Fig. 6.9. The BER performance is shown in Fig. 6.10. The results for the multiuser scenario

show an error floor caused by the interference between users. Thus, we recommend to restrict

the operational values to
∏︁U

u=1Mu ≤ 64 (Table 6.5).

6.6.2.1 Scenario with U = 2, Mu = 8 and βu = 1, ∀u

We set two UEs and a constellation size of Mu = 8. The results provided by MCO are ob-

tained for R = 300 and SNR = 0 dB. In Fig. 6.11, we show the individual (top) and joint

constellations (bottom) obtained with EEP, GAO and MCO (left to right). In this case, the con-

stellations obtained with GAO and MCO are virtually the same, with the MCO being a rotated

version of that of the GAO. For the case of EEP, the distance of the joint-symbols placed at the

inner circle is very low, increasing the average BER. On the contrary, both GAO and MCO try

to keep the same distance among the neighbour joint-symbols. The bit mapping policies are

different, as observed from Fig. 6.11b and Fig. 6.11c, but the performance is the same, since

several bit mapping policies are equivalent, due to the symmetry of the constellations. More-

over, Mu > 8 can be performed with GAO and MCO, and the results follow the same strategy

as for Mu = 4 and Mu = 8. However, their BER performance is degraded since the distance

among joint-symbols is reduced.

In Fig. 6.12, we plot the average BER comparison of both UEs, for R = 128 and R = 512. It
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Figure 6.7: BER vs. ρ for 3 users and 4 symbols per user with βu = 1, for R = 256 and R =

1024. Black crosses show the best performance with MCO optimized for those

values. The performance with LPDC-1/2 coding is shown.

can be seen that the improvement of the BER with the number of antennas for the EEP is lower

than that for GAO and MCO. This is caused by the reduced distance in the inner circle of the

joint constellation. Both GAO and MCO have the same performance and outperform EEP.

6.6.2.2 Scenario with U = 4 and U = 5 for Mu = 2 ∀u

We simulate 4 and 5 users, all with BPSK and the same average receive power, for the EEP

and the proposed constellations in Table 6.2 (obtained with S3). The results shown in Fig. 6.13

are obtained for R = 1000 for both an IID Rayleigh channel and a geometric wideband (GEO)

channel defined in TR 38.901 3GPP. The EEP is clearly outperformed by our proposal.

6.6.2.3 Scenario with U = 3 with different constellation sizes

In this case, we set 3 UEs with different constellation sizes (BPSK for the first user, and QPSK

for the other two), to show that both GAO and MCO can cope with this type of constraints.

EEP is limited to having the same constellation sizes for all UEs. In Fig. 6.15, the individual

constellations are shown on top, and the joint constellations are shown at the bottom. From left

to right, we have the solution of the GAO for βu = 1, ∀u, the MCO for βu = 1, u and both

the GAO and MCO for β = [1, 2, 2.4]. The BER performance is better for the MCO than for
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Figure 6.8: BER vs. R for 3 users and 4 symbols per user with βu = 1, for SNR=-3 dB and
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performance with MCO optimized for those values.
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Figure 6.9: MCO Constellation for 3 users and 4 symbols per user, with β1 = β3 = 1 and

β2 = 2.53 or with β1 = β3 =
√
10 and β2 = 1.

the GAO with βu = 1, u, and the solution with β = [1, 2, 2.4] outperforms the other. In Fig.

6.14, we show the BER for the case of 3 users where one uses a BPSK and the other two use a

QPSK, for R = 128 and R = 512.

6.6.3 Complexity of the Offline Optimization

The constellations proposed in Section 6.5.1 have been obtained with the parameterization in

Table 6.2. For strategy S2, we indicate the cycle and step as (cycle-step). The total complexity

is decreased by around 3 times for S2 with respect to the strategy S1, but the total number of

generations is greater and the total population size is similar. The solutions obtained for the S1,
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Figure 6.10: BER vs ρ for 3 users and 4 symbols per user, with βu ̸= 1, ∀u. Average and

individual users performance are shown. R = 500, GAO and MCO same results.

S2, S3 and S4 strategies are virtually identical and their differences manifest mainly in rotations

and very small variations in the position of the symbols. The variables of both GAO and MCO

S1 have been randomly initialized.

NG NP Nr Ns

GAO 1st 4(U +
∑︁

Mu) 20(U +
∑︁

Mu) X X

GAO 2nd 30 300 X X

MCO S1 6(U +
∑︁

Mu) 20(U +
∑︁

Mu) 1000 1000

MCO S2 (1-1) 2(U +
∑︁

Mu) 5(U +
∑︁

Mu) 100 100

MCO S2 (1-2) 2(U +
∑︁

Mu) 5(U +
∑︁

Mu) 100 100

MCO S2 (2) 3(U +
∑︁

Mu) 10(U +
∑︁

Mu) 1000 1000

MCO S4 U +
∑︁

Mu U +
∑︁

Mu 1000 1000

Table 6.2: Configuration of NG, NP , Nr and Ns for different strategies.

As the previous results evidence, MCO has the best performance, outperforming the existing

solutions and GAO, at the expense of increasing the complexity. In Section 6.4, four different

strategies were introduced to reduce the complexity, while obtaining the same results. In Table

6.3, we provide the total number of operations and execution time per design technique and

strategy. GAO (1) and GAO (2) refer to the first and second step of GAO, respectively. All

times are obtained for a processor AMD Ryzen 7 2700X 3.7 GHz. GAO uses a single processor

and MCO uses parallel processors (12 times faster). Nevertheless, GAO performs on average
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Figure 6.11: Constellations for 2 users with 8 symbols per user with βu = 1, ∀u.

N× | T GAO (1) GAO (2) MCO S1 MCO S2 MCO S3 MCO S4

U=2, M=[4 4] 128·103 13s 15.4·103 2.3s 7.6·1010 12h 3.32·1010 5h 5·108 347s - 352s

U=3, M=[4 4 4] 1152·103 116s 5.8·103 573s 2.51·1011 39h 1.1·1011 17h 2·109 1231s - 1302s

U=2, M=[8 8] 1659·103 167s 8.2·109 1.1h 2.83·1011 44h 1.24·1011 19h 2.2·109 5003s - 1315s

U=3, M=[2 2 4] 155·103 16s 2.56·103 0.7s 9.2·1010 14h 4·1010 6.2h 8·108 367s - 371s

Table 6.3: Number of products (N×) and execution time (T ) for different scenarios.

around 10k operations per second and MCO around 150k operations per second per processor

(as per Matlab matrix multiplication).

6.6.4 Non-coherent versus Coherent Scheme Performance

In this subsection, we are going to check how well the proposed NC constellations behave

with respect to the coherent scheme. For this, we consider a multipath time-varying channel

and an implementation with OFDM modulation according to the 5G new radio numerology.

To obtain the results, the coherence time is calculated as Tc = 0.15f−1
D [57], where fD is the

maximum Doppler frequency. To implement time correlation effects we use the autocorrelation

model of (2) in [76]. We also consider that the duration of an OFDM symbol is the inverse of

the separation between subcarriers Ts = 1/∆f . We can obtain the ratio of coherence time to
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Figure 6.12: BER vs ρ for 2 users and 8 symbols per User, for R = 256 and R = 1024. MCO

obtained for R =300 and ρ=0dB.

the OFDM symbol duration as NCT = Tc/Ts, which is given in Table 6.4 for 5G scenarios

with very high mobility, such as high speed trains, at 500 km/h (maximum speed for 5G).

Only the values that are compatible with the allowed combinations of carrier frequency (fc)

and subcarrier spacing (∆f ) in the 5G standard are shown; otherwise they are marked with “-”

in the table. The coherent scheme uses channel estimation based on zero-forcing with pilot

symbol assisted modulation (PSAM), as done in [11].

NCT ∆f= 15 ∆f= 30 ∆f= 60 ∆f= 120 ∆f= 240

fc = 0.7 7 15 29 - -

fc = 3.6 1.4 2.8 5.6 - -

fc = 27 - - - 1.5 3

fc = 54 - - - - 1.5

Table 6.4: Ratio of Tc and OFDM Ts (NCT ), for v = 500 km/h for different carrier frequencies

fc in GHz and carrier spacing ∆f in KHz.

The results are shown in Fig. 6.16 for different NCT values and multipath channels with a

delay spread (στ < 1µs), so the minimum coherence bandwidth is Bc ≈ 1/(5στ ) = 200 kHz.

Performing the differential encoding of the NC scheme over the frequency domain [59] and

following the 5G standard [77], 4 out of 14 OFDM symbols correspond to reference signals

for each slot. The SNR (ρ) for the coherent scheme has been penalized as 10ρ/14 due to the

channel estimation overhead. For high ρ, the NC outperforms the coherent scheme except for

105



Constellation Design for the Multi-user Non-coherent Massive SIMO Scenario

−5 0 5 10 15 20 25 30
10−4

10−3

10−2

10−1

100

ρ (dB)

A
ve

ra
ge

B
E

R

U=4 IID
U=5 IID
U=4 GEO
U=5 GEO

EEP

S3 MCO

Figure 6.13: BER vs. ρ for 4 and 5 users and 2 symbols per user with βu = 1, for R = 400, for

an IID and a GEO 3GPP channel. Continuous line (S3 MCO) and dashed (EEP).

NCT ≥ 10. For NCT ≤ 5, the NC outperforms the coherent scheme for all ρ values. Also, the

NC outperforms the coherent counterpart in the low ρ regime even for large NCT .

6.7 Concluding Remarks of the constellation design for multi-user

NC massive SIMO

In this chapter, we have proposed new constellations using a novel technique based on evolu-

tionary computation (EC) for the NC massive SIMO in multi-user UL scenarios. The proposed

constellations outperform the state-of-the-art solutions.

We have shown that a classical analytical approach is intractable and proposed two different

approaches for solving this problem, referred to as GAO and MCO. The former obtains the

individual constellation and the bit mapping policy for each UE by solving two different opti-

mization problems with a constrained complexity and considering assumptions about the PDF

of the received joint-symbols. The latter determines the constellations and the bit mapping

policies in a single optimization problem by evaluating the system BER using a Monte-Carlo

simulation. The numerical results have verified our analysis of the distribution of the received

joint-symbols, and shown that both GAO and MCO significantly outperform the existing con-

stellations, while MCO outperforms GAO in most scenarios. We have also presented the time

complexity and number of operations for each scenario, confirming the validity of our com-
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plexity analysis.

Since these design techniques are envisaged to be executed offline, a BS could, in real time,

perform user selection and power allocation strategies to select the best configuration for a

particular scenario. The designs are valid for a wide range of parameters, and the selected

constellations can be maintained for as long as the user distribution does not change.

This work contributes to the improvement of the performance of NC schemes combined with

large number of antennas, with an offline design of the constellations. It has shown the viability

of the proposed constellations to multiplex a moderate number of users with moderately large

constellation sizes in the same time-frequency resources. This is a significant improvement

with respect to previous NC constellations in the literature and paves the way to achieving

even better multiplexing capabilities, particularly in scenarios where NC schemes are known to

outperform coherent communications.
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Figure 6.15: Constellations for 3 users with M = [2, 2, 4]. The results in the right are obtained

with β = [1, 2, 2.4]

−5 0 5 10 15 20 25 30

10−4

10−3

10−2

10−1

ρ (dB)

A
ve

ra
ge

B
E

R

C-NCT = 2
C-NCT = 3
C-NCT = 5
C-NCT ≥ 10
NC-NCT = 2
NC-NCT ≥ 3

Non-coherent

Coherent
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U M βu Φ

2

2 2 1 1 0 3.14 1.57 4.71

2 4 1 1 5.87 2.71 1.89 0.87 4.31 5.53

2 4 1.3 1 3.69 0.41 1.53 4.63 2.88 5.98

2 4 1 1.95 2.3 5.84 2.49 0.97 4.49 5.61

2 8 1 1 5.87 4.37 3.53 0.82 4.76 2.14 1.49 0.2 5.67 5.20

2 8 1 1.5 3.11 0.58 0.44 3.8 3.06 4.6 1.07 1.87 6.14 5.16

2 8 1 1.8 3 0.11 2.8 0.92 4.41 1.58 5 3.35 5.9 0.16

2 16 1 1 1.08 4.42 2.55 0.1 0.9 3.6 1.91 4.94 1.22 5.56 2.79 0.47 3.01 3.32 2.17 5.21 1.53 5.95

4 4 1 1 0.98 4.11 1.88 5.03 0.33 5.68 2.65 3.51

4 4 1 2 0 3.14 1.57 4.71 0 3.14 1.57 4.71

4 8 1 1 2 1.08 4.64 3.82 3.4 2.91 1.69 2.01 5.41 2.58 0.2 5.99

4 8 2 1 1.94 0.23 3.47 5.03 4 3.26 4.73 5.27 1.75 2.64 0.29 6.07

4 16 1 1 3.85 3.23 0.22 0.87 1.53 1.33 1.88 1.15 2.85 5.61 5.21 5.42 2.28 0.15 2.14 4.28 2.51 6 4.95

4 16 1 1.4 2.52 4.56 5.5 1.48 0.5 6.2 3.46 3.77 1.5 0.7 3.3 0.85 5.6 4.43 3.06 0.27 1.3 5.92 4.14 2.5

4 16 2 1 3.05 1.5 4.64 6.05 1.04 1.37 0.7 1.08 6.07 5.8 0.18 6.06 2.52 1.9 3.05 3.6 5.04 5.44 4.36 4

8 8 1 1 1 0.6 3.65 3.24 6 0.2 4.17 2.92 4.93 5.3 4.46 5.74 2.21 1.72 2.57 1.29

8 8 1.12 1 5.5 5.75 5.2 6 3.2 2.36 1.8 2.7 1 4.55 0.68 1.5 0 5.06 4.08 3.57

3

2 2 2 1 1 1 3.39 0.24 4.9 0.35 1.77 4.99

2 2 4 1 1 1 6.05 2.67 1.35 4.54 2.46 1.89 3.16 1.32

2 2 4 1.8 1.8 1 0.12 2.87 1.58 4.44 3.91 5.64 2.31 0.8

2 2 4 1 1.2 2.6 3.54 0.74 4.3 2.37 4.21 2.44 0.96 5.73

2 2 8 1 1 1 3.99 2.73 0.84 4.17 1.61 5.53 2.06 3.14 4.96 6 0.21 2.55

2 2 8 1 1.2 3.3 0.31 2.7 1.23 4.35 0.9 2.57 3.68 5.36 0.53 2.22 4.14 5.75

2 2 8 1.4 1.4 1 3.42 0.4 1.68 4.73 3.81 6.07 4.68 5.34 0.76 3.01 1.38 2.1

2 4 4 1 1 1 1.5 4.38 1.7 6.24 4.85 3.38 3.06 6.08 2.57 5.48

2 4 4 1.6 1.5 1 3.06 6.08 1.38 0.75 3.9 4.5 4.41 2.62 5.75 1.55

2 4 4 1 1 2.7 4.44 1.39 6.28 1.82 5 3.14 4.82 0.44 3.37 1.63

2 4 8 1 1 1 2.61 6.24 4.65 6.1 1.76 1.22 0.45 4.06 0.82 3.74 0.09 3.17 1.15 3.49

2 4 8 1.6 1.5 1 4.29 1.63 0.4 5.45 2.4 3.2 0.37 0.8 0.05 5.96 1.56 1.17 3.46 2.88

4 4 4 1 1 1 3.01 1.14 6.05 4.45 3.64 3.2 1.68 5.55 5.03 0.99 1.88 4.12

4 4 4 1 2.53 1 3.61 5.82 2.68 0.46 2.36 0.79 3.93 5.5 5.18 1.11 4.25 2.03

4 4 4 1 2 4 0 1.57 3.14 4.71 0 1.57 3.14 4.71 0 1.57 3.14 4.71

4

2 2 2 2 1 1 1 1 5.06 3.93 5.9 0.69 1.72 4.78 0.13 3.24

2 2 2 2 2.1 1 2.1 1 3.87 0.55 5.38 2.2 5.29 2.32 3.85 0.6

2 2 2 4 1 1 1 1 5.84 2.54 0.87 4.51 4.61 2.5 3.4 1.88 4.19 0.44

2 2 2 4 2.4 1.4 2.4 1 2.85 5.97 3.63 0.58 4.75 1.32 6.01 4.77 1.62 3

2 2 2 8 1 1 1 1 5.89 1.01 2.96 5.58 4.17 1.14 4.95 5.3 0.3 0.64 1.7 3.5 2 3.95

2 2 4 4 1 1 1 1 0.91 1.33 3.96 4.4 3.15 0.06 2.63 5.89 5.57 2.4 0.42 3.87

2 2 4 4 3.3 3.1 1 2.3 4.23 1.21 2.49 5.78 5.15 3.42 0.28 1.9 1.78 0.38 5.01 3.46

5
2 2 2 2 2 1 1 1 1 1 5.1 2.19 2.43 4.2 0.49 3.76 3.32 0.05 1.37 4.58

2 2 2 2 2 1 1.1 1.6 3.4 2 0.58 4.53 4.65 2.55 3.65 0.33 3.3 6.26 1.9 5.2

Table 6.5: Proposed constellations (phases in radians) for different U , Mu and βu. Column

Φ, has U vectors with Mu elements each.
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Chapter 7
Conclusion and Future Research

The 1940s saw the initial conception of the cellular idea for wireless communications, and

it has survived to the present day. In general, this technology has advanced in response to

the need for new and improved capabilities, such as higher data rates, lower latency, and a

bigger number of devices, in increasingly challenging situations. In the 5G era, the goal is to

support the communication at speeds of 500km/h utilizing the least possible energy and for 6G

speeds of up to 1000km/h are under discussion. In this context, future wireless generations will

potentially require the need to work in further demanding scenarios, for which the avoidance in

the need to utilize the CSI is very interesting.

The NC-mMIMO seems a natural choice to be able to fulfill the desired requirements of future

wireless communications in scenarios with stringent conditions. The end goal is to propose a

scheme which can avoid the CSI estimation that is problematic in such scenarios. This the-

sis addressed improvements for the single user operation of NC-mMIMO by proposing a CF

approach to naturally improve its performance and by proposing a blind channel estimation

with NC data to combine its use with the coherent approach. This thesis also addressed im-

provements for the multiuser scenario of NC-mMIMO by proposing optimal constellations for

Rayleigh channels. This chapter serves as the work’s epilogue, providing a summary of all

contributions, conclusions, and some directions for further study.

7.1 Summary and conclusions

In Chapter 2, the path towards a pilot-less massive MIMO system that is convenient for strin-

gent scenarios is presented. For that, the classical coherent massive MIMO-OFDM scheme is

presented first, followed by the limitations imposed by the channel estimation process in scenar-

ios with stringent propagation conditions and finalizing with a presentation of the non-coherent

massive MIMO technique, explaining its history and its state-of-the-art.

Throughout Chapter 3, the system model for the entire document is presented. The propagation
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channel model is explained first, where a Rician spatially, time and frequency correlated chan-

nel is described for a generic BS a, then the coherent TDD massive MIMO-OFDM is explained

in which the problem of a channel estimation imperfection caused by ”channel aging” and noisy

estimation is detailed. Last, the system model for the non-coherent massive MIMO-OFDM is

pointed out.

Chapter 4 presents a cell-free approach for the NC-mMIMO scheme, in which the reception

of the NC data is performed over several APs. For this, we first analyze the distribution of

the received NC symbol for Rician spatially correlated channels over several uncorrelated APs,

followed by three AP selection approaches and ending with a comparison between the coherent

and the non-coherent cell-free approaches. It is shown how the NC can outperform the coherent

scheme for the cell-free approach and it is also shown that the NC can greatly benefit from the

use of several uncorrelated APs.

A novel blind channel estimation is presented in Chapter 5, where the NC data which is detected

without the need of CSI is reconstructed and utilized to estimate the channel. With this blind

channel estimation two schemes are proposed. The first one is based on an UL OFDM scheme

in which the classical pilot signals are substituted by NC data, with the consequent increment

in the efficiency of the UL. The second one is based on performing TDD with an UL based only

on NC-mMIMO and with the DL based on precoding with the channel estimated utilizing the

reconstructed NC data. The DL data is differentially encoded to avoid the use of demodulation

pilots. The error in the channel estimation without ”channel aging” is analyzed in the first one

while ”channel aging” is considered in the second one. In the first one, the increment in the

throughput efficiency with the proposed scheme is shown with respect to the coherent and NC

schemes. In the second one, the BER performance of Monte Carlo simulation is shown for

different TDD slots duration and coherence times, and it is shown that the proposed pilot-less

scheme outperforms the classical pilot-based.

Lastly, Chapter 6 proposes a new design technique for the constellations in MU NC-mMIMO

based on solving a numerical optimization problem by means of evolutionary computation,

due to the mathematical intractability when classical design approaches are intended. With

this design technique, a set of optimal constellations is provided for different number of users,

constellation sizes per user and mean received power per user.

Along this thesis, the different proposals to improve both the single-user and the multi-user NC
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scheme have been shown to be valid and convenient for such purpose, and demonstrated better

than their coherent counterpart in fast varying and/or low SNR channels.

7.2 Future research work

In light of this thesis, the following study areas are suggested for further development:

• Improvement of NC-CF-mSIMO for a multiuser scenario. For the multiuser sce-

nario, an extension of the proposed NC-CF-mSIMO scheme proposed in Section 4.3 is

of interest. Utilizing a different set of suitable joint-constellations in each AP given the

propagation conditions between each user and each AP, we can perform hard detection of

the individual symbols of each user at each AP and combine them in the CPU to improve

the detection with respect to a single-AP.

• User Allocation Strategy for a multiuser scenario. For the multiuser scenario, a user

allocation strategy that selects the best users given different conditions of channel prop-

agation properties and user needs is of interest for the real deployment of the multiuser

NC-mMIMO. Due to the fact that it is expected that several users will enter and leave

the network in real time, and their propagation conditions and communication needs will

also change, mechanisms to coordinate all these users are interesting.

• NC Constellations for Rician Channels for the multiuser scenario. For the Rician

channel, the constellation design is more complicated due to the fact that the joint-

constellation in the RX side is not the sum of the individual constellations of the users

affected by their mean received power. The joint-constellation is also affected by the

Rician factor, and thus, other approach that may use deep learning techniques will be

needed.

• New Receivers for the NC-mMIMO. The reception of the NC-mMIMO is based on

performing a differential decoding in each antenna followed by an averaging over the

antennas in the BS and there should potentially be better RXs that can increase the per-

formance for the RX side. Some ideas are based on utilizing machine learning techniques

to create deep neural networks based receivers that can outperform the state-of-the-art.
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