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ABSTRACT 

As the Internet and World Wide Web have grown, many good things have come. If you have 
access to a computer, you can find a lot of information quickly and easily. Electronic devices can 
store and retrieve vast amounts of data in seconds. You no longer have to leave your house to get 
products and services you could only get in person. Documents can be changed from English to 
Urdu or from text to speech almost instantly, making it easy for people from different cultures and 
with different abilities to talk to each other. As technology improves, web developers and website 
visitors want more animation, colour, and technology. As computers get faster at processing 
images and other graphics, web developers use them more and more. Users who can see colour, 
pictures, animation, and images can help understand and read the Web and improve the Web 
experience. People who have trouble reading or whose first language is not used on the website 
can also benefit from using pictures.  

But not all images help people understand and read the text they go with. For example, images just 
for decoration or picked by the people who made the website should not be used. Also, different 
factors could affect how easy it is to read graphical content, such as a low image resolution, a bad 
aspect ratio, a bad colour combination in the image itself, a small font size, etc., and the WCAG 
gave different rules for each of these problems. The rules suggest using alternative text, the right 
combination of colours, low contrast, and a higher resolution. But one of the biggest problems is 
that images that don't go with the text on a web page can make it hard to read the text. On the other 
hand, relevant pictures could make the page easier to read. 

A method has been suggested to figure out how relevant the images on websites are from the point 
of view of web readability. This method combines different ways to get information from images 
by using Cloud Vision API and Optical Character Recognition (OCR), and reading text from 
websites to find relevancy between them. Techniques for preprocessing data have been used on 
the information that has been extracted. Natural Language Processing (NLP) technique has been 
used to determine what images and text on a web page have to do with each other. This tool looks 
at fifty educational websites' pictures and assesses their relevance. Results show that images that 
have nothing to do with the page's content and images that aren't very good cause lower relevancy 
scores. A user study was done to evaluate the hypothesis that the relevant images could enhance 
web readability based on two evaluations: the evaluation of the 1024 end users of the page and the 
heuristic evaluation, which was done by 32 experts in accessibility. The user study was done with 
questions about what the user knows, how they feel, and what they can do. The results back up the 
idea that images that are relevant to the page make it easier to read. This method will help web 
designers make pages easier to read by looking at only the essential parts of a page and not relying 
on their judgment.  

Keywords 

Image readability, Website readability, Relevancy, Extraction, User evaluation 
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Chapter 1: Introduction 

Tim Berners-Lee created the World Wide Web (WWW) to make it easier for researchers and 
scientists to share information. Its only purpose was to provide information to them (Berners-Lee 
et al., 2001). As the Web grew, the World Wide Web Foundation and Tim realized that it would 
be better if everyone could use the internet without asking for permission or paying a fee. They 
also wanted to ensure everyone had access to technology and change government and business 
policies for the better. The Web played a significant role in making education better by giving 
students, teachers, researchers, and other people access to a lot of information on many different 
subjects as shown in Figure 1.1. Over time, the Web has changed into something new and valuable, 
becoming one of the best learning tools. With the invention of the World Wide Web, it is much 
easier to learn, and research can be done more accurately because the information is already there. 
A device that can connect to the internet is all that's needed. Since there is a lot of information on 
the internet, it is easier to research there than to look for or buy books or encyclopedias with the 
same information about a certain topic. This information is published in books, references, and 
articles that are very helpful for students and teachers. The World Wide Web could change many 
things about education because it gives people instant access to these vast data collections. 
Information that is up-to-date on environmental issues, political issues, and other topics that 
change quickly on both a local and a global scale can help students and teachers learn from them 
and explore their own interests.  

The World Wide Web has many benefits, but it also has many drawbacks, such as the loss of web 
pages, pages that take too long to load, text that is too small or too big, incorrect spelling or 
grammar, difficulty locating relevant information, pointing users in the right direction to find 
relevant information, and then providing users with more information than they can comprehend 
(Gradisar et al., 2006). One of the most significant challenges involves understanding the 
information presented in the written language and items on the website. One of the most critical 
problems is understanding what is written on the website. Today, most websites are written in 
English. People whose first language is not English have difficulty reading websites because they 
need to learn a great deal of the vocabulary, grammar, composition, and structure of sentences, 
graphs that explain themselves, and use of abbreviations or scary content display (Yu et al., 2010). 
This causes many problems with the readability of websites. Web readability can be defined as “a 
combination of reading comprehension, reading speed and user satisfaction in terms of reading 
comprehension, dictionary, thesaurus and existing online tools and browser add-ons”. Readability 
may also be defined as “how easily a person can read and understand written materials”. Website 
readability is an indicator of the overall difficulty level of a website (Lau et al., 2006). 

Pakistan is a country with many different languages. English and Urdu are the two official 
languages. Urdu is also the primary language of the country. Pakistan also has two major regional 
languages: Saraiki and Kashmiri. There are also four major provincial languages: Punjabi, Pashto, 
Sindhi, and Balochi. Since the 1990s, people in Pakistan have been able to use the Internet. 
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Pakistan has been following an aggressive IT policy to help it modernize its economy and build a 
software industry that can be exported. Even though English is an official language and is taught 
as a foreign language, it is not the most commonly spoken language, and only some people in 
Pakistan can speak it well. Only 10.9% of people in the country speak English. So, when people 
try to read English information on the web, they need help with web readability.  

  

 

Figure 1.1 World Wide Web 

Images are an important part of the website's content as a whole. Since we are all consumers in 
some way, it's easy to see how pictures can help us decide what we like and don't like. But you 
can't just go with your gut. There is a lot of data that shows why images are important on websites 
(Cyr et al., 2009): 

● Almost 65% of people learn best by seeing 
● About 28% of the words on a page are never read 
● People remember only 20% of what they read but 80% of what they see 
● Those who use visual communication to persuade are 43% more successful than those who 

only use words 
● The brain can recognize images seen for as little as 13 milliseconds, which shows that 

vision helps us quickly identify ideas and decide where to put our attention when there are 
many choices 
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Images on websites are essential for more than just how our brains process them. Using images in 
web design also has several other pros: 

● People on social media share content with pictures more often than they share content 
without images. 63% of the content on social media is visual, and almost half of all people 
who use the internet have shared a photo or video they saw online. Adding content images 
to your website makes it more likely that you will connect with and attract new users 

● Using images on websites improves the user experience because they are easier to 
understand and remember 

● Using search-friendly metadata and giving your web graphics good names and captions 
will make it easier for search engines to index your site, which will help your on-page SEO. 
Also, up to 27% of U.S. web searches are for images on Google. Therefore, using good 
images increases the chance that a searcher will end up on your website 

● Images can bring up memories and ideas, affecting how we feel and connect with others. 
Seeing the right picture at the right time can make us do things we wouldn't have done 
otherwise 

● Sites with pictures get almost twice as many views as sites without images 

Not all images help people understand and read the text they go with. For example, images that 
are just for decoration or that were picked by the people who made the web page should not be 
used. Also, poor image resolution, bad aspect ratio, the wrong colour combination of the image 
itself, font size, etc., can make it hard to read images on the web. Different ways to fix these 
problems are suggested by the Web Content Accessibility Guidelines (WCAG) (Li et al., 2012). 
The rules say to use low contrast, additional text, the right combination of colours, and a higher 
resolution. But one of the most severe problems is that images that don't have anything to do with 
the text on a website can make the pages hard to read. When judging the readability of websites, 
the researchers only looked at the text and suggested different ways to measure it (Hall et al., 2004) 
(Patel et al., 2021). But relationships between the images and readability of the web pages have 
been never measured yet. 

1.1 Motivation 

Images are often easier to understand than just words (Miniukovich et al., 2019). It is well 
known that the brain can process images faster than it can process written or spoken 
information. Figuratively and literally, a picture says more than a bunch of words. We tend to 
pay more attention to pictures than we do to just a bunch of words. When put together well, an 
image can give you excitement and information in an instant that will stay with you much 
longer than words on a page. But images on a website can only have their full effect if they are 
used the right way (Xu et al., 2020).  

But irrelevant images on the web also make it hard to read because they take the reader's 
attention away from what they're reading (Elahi et al., 2022A) (Elahi et al., 2022B). Most of 
the time, researchers only thought about the text on websites when judging how easy they were 
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to read. They suggested different tools for judging readability, such as FOG, SMOG, 
Automatic Readability Index, etc. (Ojha et al., 2021). But some past work has focused on how 
relevant images are on the web, and it has never been measured how the image affects how 
easy it is to read the web page. The thesis's main goal is to determine how relevant or low-
quality images affect how easy it is to read a webpage. This study will assist web designers in 
improving readability by focusing only on the important parts of a page and not relying on 
expert opinion. To check if images are relevant, they came up with a new way to automatically 
figure out if they are relevant. This method combines different ways to get information from 
images and read text from web pages in order to find connections between them. This method 
is used to look at fifty different educational websites and figure out whether or not their pictures 
are relevant. With different kinds of questions, a user study has been done in Pakistan to test 
the proposed methodology. The results back up the fact that images that are relevant to the 
page make it easier to read.  

1.2 Objectives  

The main aim of this thesis is to propose and evaluate the relevancy of images on the World 
Wide Web (WWW) for educational websites. Therefore, the secondary objectives of the thesis 
related to the main aim are described as follow:      

● To analyze the current solutions for measuring the relevancy of images for the websites. 
● To analyze the relationship between the relevancy of the images and the website 

readability.  
● To propose a measure of images relevancy and guidelines to increase the readability of 

websites. 

1.3 Hypothesis 

The main hypothesis of the thesis is that images could increase the readability of the web pages 
when images are relevant to the text of the web page. Images being used on the web page should 
contribute to conveying the context of the page in a more effective way. Only quality relevant 
images can play this role. Poor quality images and irrelevant images could negatively affect the 
readability of web pages. This hypothesis could be split into two sub-hypothesis: 

● The use of images relevant to the text in the webpage could increase the readability of the 
web pages. 

● The excessive use of images irrelevant to the text on the webpage contributes to poor 
readability. 
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1.4 Research Questions 

To validate our hypothesis, we will answer the following research questions: 

QR1: Is any program able to measure the image relevancy of the websites? 

QR2: Do relevant images enhance web readability? 

QR3: Do irrelevant images influence web readability? 

1.5 Main Ph.D. Contributions 

The expected contributions of my research work are: 
● Study of image relevancy measures in websites. 
● Analysis of the factors which could influence the readability of the images. 
● Propose an image relevance measure and design a methodology to evaluate the 

relevancy of images on the web. 
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Chapter 2: Literature Review 

In this chapter, we have conducted research into the various aspects that contribute to the 
readability of web pages. When evaluating the readability of websites, the vast majority of 
currently available readability metrics concentrate solely on textual aspects of the World Wide 
Web. But to our best knowledge no work on the image’s relevancy on websites from a readability 
perspective.       

2.1 Readability 

Readability is a way to measure how well information is shared with a large group of people when 
they are trying to access it (Oydanich et al., 2022). Readability analysis is a growing area of 
research, with contributions from numerous dissimilar angles. Many people should be able to use 
the information on web pages. The pages need to be easy to read and understand for everyone to 
be able to use them. These things need to be taken into account, along with technical accessibility. 
The main goal of "Easy-to-Read" on the World Wide Web is to gather short, up-to-date suggestions 
and to bring attention to issues that people, particularly those with cognitive disabilities, are having 
(Ferrari et al., 2022). 

Readability has been talked about a lot when figuring out how hard a text is to understand. Even 
though there isn't yet a final and fully representative way to measure readability that can provide 
computational criteria for figuring out how hard a text is to understand. Researchers came up with 
a way to rank readability using machine learning methods. This method was based on the idea that 
readability is based on how easy it is for a reader to understand text structures. In order to make 
an educated guess as to how challenging reading will be for individuals with minor intellectual 
disabilities, a Latent Trait Model is used to a subset of the factors gleaned from an experiment on 
reading. A device for automatically evaluating readability is used to accomplish this goal. A text 
may need to be simplified and made easy to read in order to be comprehended by people with 
cognitive disabilities because it may already be complicated and difficult to read (Gulbrandsen et 
al., 2022). 

Researchers thought that crowds could be used to measure how simple a text is. To prove that the 
crowd may be used to judge how understandable a document is, we analyzed 2500 crowd 
annotations. For this reason, one of the studies aims is to develop a web-based automated system 
that may be used to rewrite written material so that those with intellectual disabilities can 
comprehend it. This system will take into account how hard it is for these people to understand 
written and spoken information. Researchers looked at Deaf people in a study. Because sign 
language is based on seeing things, it was hard for deaf people to understand text-based web 
documents. A system was made that turns complicated sentences into simple ones and shows Deaf 
people how they relate to each other with a graphic. This makes web documents easier to read 
(Man et al., 2022). 
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Researchers did research on the readability, accessibility, and web page rankings based on the 
results of various readability and accessibility tests. They also look for links between sites to find 
out how easy it is to get to, how easy it is to read, and how high a site ranks. Another study was 
done on the readability and accessibility of the homepages of Indian universities. For this, different 
evaluation tools like wave tool, achecker and Gunning fog were used (Ismail et al., 2018). 

The Bangla language was used as a test subject to see if the English readability metrics could be 
used for other languages (a popular language spoken in India). It wasn't true, as it turned out (Sinha 
et al., 2014). Machine learning techniques such as regression, support vector machines, and 
support vector regression were used for this investigation. Readability has seen significant 
technical advancements in recent years, prompting Rebekah George Benjamin to assess the topic 
and provide recommendations for ongoing and future studies. This is because professionals in 
virtually every field of education seek methods for predicting a text's difficulty level (Benjamin et 
al., 2012). 

A tool called GUI Evaluator is shown that uses metrics to evaluate the complexity of user interfaces 
based on their structure. Language's role in getting information has been looked at, and it seems 
that language may be a double barrier. Crawlers were used to get information about web hosts and 
links, and log file analysis was used to get information about website users. The findings were 
compared to the Revised Hierarchy Model and the Information Foraging Theory. When reviewing 
interfaces for people who are fully blind, a set of protocols is recommended to help professionals 
uncover issues and features. The goal is to find usability problems. By having users take part in 
the design process, interface designers should be able to figure out what users need (Alemerien et 
al., 2014). 

2.2 Analysis of plain text readability 

2.2.1 Classical measures 

Table 2.1 shows a list of the readability tools and models we've looked at and studied. The models 
that different researchers made were made to figure out how easy it is to read different kinds of 
writing. We found that most of the formulas guessed the level of readability in terms of the US 
grading scale. The primary and secondary grade levels are different depending on where you live 
and what the environment is like. It is still not clear if these formulas work everywhere in the 
world. Researchers came up with the Fernandez Huerta Index, Djoko formula, Kandal and Moles 
Index, and Al-Heeti grade level as ways to predict how easy it would be to read Indonesian, 
Spanish, French, or Arabic text. The formula developed for non-English texts showed a correlation 
with people's reading abilities, but the scores from tools for the English language did not match 
what was expected (Fernández Huerta, 1959) (Biddinika et al., 2016) (François et al., 2012). 

Most of the earlier readability formulas took into account things like the length and number of 
words, sentences, syllables, and complex words (Crossley et al., 2011). This means that even 
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nonsense could get a good readability score with these formulas. After the 1980s, tools like the 
Read-X, ATOS, Lexile Framework, Coh-metrix, and the new Dale-Chall readability formula were 
made. These tools measure readability by taking into account things like cognitive-structural 
elements, semantic units, and the complexity of syntactic structures. 

The Lexile Framework is a popular way to figure out how hard a text is, but texts written in the 
1980s are usually hard to understand. The Lexile Framework is a unique way to test how well you 
can answer questions about what you've read. In this framework, both the score for the reader and 
the lexile score for the text are made. The reader can answer comprehension questions correctly if 
he or she has a correct matching score for the text. It uses actual reading tests instead of age or 
grade levels to figure out how well someone can read. How well you understand what you read 
depends on how well you know the meanings of the words and how the sentences are put together. 
It looks at how often a word is used to determine its purpose and how long a sentence is to figure 
out how hard it is to put together (Stenner et al., 2023).  

Table 2.1 Readability Tools and Models 

Sr# Tool/Model Inferences 

1 
The Flesch Reading Ease 

Readability 
Formula 

One of the right ways to judge a school text. The text is easier to read the 
higher the score, and it gets harder as the score goes down. Score is between 
0 and 100. 

2 Dale-Chall Read-ability 
Formula 

The FRE-inspired Dale-chall score takes into account how hard the words are 
and how long the sentences are. A text with a score below 4.9 is easy for a 
US fourth-grader to understand, and a score above 10 is easy for a college 
graduate to understand. 

3 Flesch-Kincaid Grade 
Level Readability Formula 

Score is a modified version of FRE. It shows the level of education needed to 
understand text in the US. 

4 FOG 
This formula comes from research on daily newspapers and magazines. Text 
with a score of 7–8 on the Fog Index is thought to be ideal, while a score of 
12 or higher is too tough for maximum users. 

5 Forcast 
Number of words with one syllable. Thought of as the perfect formula for text 
material with multiple-choice questions in the US. Strictly not to be used to 
judge books for young readers. 

6 Fry Used to make sure that regulatory purposes can be read easily. Most likely, 
the differences are within a single grading scale. 

7 PSK 
Number of the syllables, gl = grade level ra = Reading Age. This is the best 
way to find out what a sample text for a US grade level looks like. It works 
best for kids in elementary school, and kids older than 10 shouldn't use it. 

8 Automatic Readability 
Index 

Gives an estimate of the grade level needed to understand the text. For 
instance, a US grade level 1 is comprehensible by kid’s ages 6 to 8, and a US 
grade level 12 is understandable by a 17-year-old. It is based on the number 
of words and characters. 

9 CLI 
Based on words rather than syllables, it takes about a US grade level to 
understand the text. A grade level of 10.6 is easy for students in 10th or 11th 
grade to understand, while a level of 14 is for students in college. 

10 BRI 

Using the Dale-Chall word list, BRI checks text samples for word knowledge 
(Dale and Chall, 1948). It's like the Dale-Chall formula. The main difference 
is that it utilizes characters instead of syllables and averages easy words 
instead of complex words. 

11 LIX 
It is the formula used to figure out how easy it will be to read a French text. 
A lix score between 20 and 25 is considered very easy, while a score of 60 is 
very hard. 
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12 Raygor Estimate Graph 
The grade level is shown by the point where the X and Y axes meet. If the 
point where the lines meet is inside the parallel lines, the grade level is right. 
Grade level ranges between three and fourteen. 

13 Djoko Formula 
The Djoko formula, which is based on 13 parts of a text, is used to measure 
how easy it is to read Indonesian text (paragraphs, words, and sentences). The 
range of the criteria is based on the variance within easy and hard text. 

14 Pisarek’s Index It's like the FOG index, which looks at how long a sentence is on average and 
how many complex words it has. 

15 The Mistrik Formula 

There are three things you need to know about a text to figure out how easy 
it is to read. 
As = Average number of syllables per word 
Av = Sentence length and how hard it is to understand 
I = the number of words 

16 Fernandez Huerta Index Still a popular way to figure out how easy it is to read Spanish text. It is a 
change from FRE. In its original form, the Huerta formula cannot be scaled. 

17 Kandal & Moles Index 
It is a change from the FRE text to the French text. 
Lp = Number of words on average in a sentence 
Lm stands for the average number of syllables in a word 

18 Al-Heeti Grade Level The score given by the Al-Heeti readability formula shows the grade level 
needed to understand an Arabic text. 

19 SMOG 
Dale-Chall predicts two grades higher than SMOG. It's thought to be good for 
kids in middle school. A text with a polysyllabic count of 1–6 is at grade level 
5, while one with a count of 211–240 is at grade level 18. 

20 Spache Spache is similar to the Dale-Chall formula, but it doesn't work well for 
advanced texts (above grade 4). 

21 Read-X 
Read-X analyzes the readability of text on the web in real time. It does this 
by doing a web search, filtering the results by category level, and grouping 
the results by theme. 

 

Using the reading assessment database and the massive book, Renaissance Learning Inc. and 
Touchstone Applied Science Associates Inc. came up with two formulas. The formulas are called 
ATOS for readability of books and ATOS for readability of text. Traditional variables for both 
formulas are the length of a word or sentence and the grade level of the words. The length of a 
book is one factor that affects how hard it is, so the formula for books needs to take that into 
account. When making the formula for matching books, the weaknesses of earlier formulas are 
taken into account. The following areas were found to need improvement and were fixed 
(Benjamin et al., 2012). 

● An improvement has been made to a readability formula's semantic component when more 
words are added to the corpus. 

● This method can use different kinds of texts that need to be made longer. 

● Possible changes need to be thought about because some words are used more than once 
in the text. 

Research has shown that the ATOS readability formula is an effective tool for assisting students 
in selecting books that are at the appropriate reading level for them. ATOS has been validated as 
a valid and accurate measure of text complexity because it considers the most important factors 
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that can be used to predict the difficulty of a text. Read-X is a web search program that allows you 
to locate and analyze reading content online. This program searches the web for text or a keyword 
given by the user. It pulls text from web pages without HTML code and checks how easy it is to 
read using well-known formulas. It sorts the results into groups based on their themes and gives 
the results and the extracted text in a format that can be changed (Benjamin et al., 2012). 

A system called Coh-Metrix is used to figure out how cohesive and coherent written and spoken 
texts are. Coh-Metrix is used to figure out how hard a piece of writing is for the audience it is 
meant for. Here, "cohesion" means the parts of the text that help the reader make mental 
connections between the ideas in the piece. Coh-Metrix is able to comprehend human speech with 
the aid of computational linguistics tools such as part-of-speech classifiers, dictionaries, syntactic 
parsers, and latent semantic analysis (Graesser et al., 2004). 

2.2.1.1 Similarity methods 

Text matching is the method of recognizing and locating specific text matches in raw data. This is 
a vigorous section in an essential procedure and practical applications in some areas. In addition, 
certain dynamic approaches have been introduced in this area with the intention of simplifying the 
process of pattern formation based on the words. There are four primary categories of text 
similarity evaluation measures (Alqahtani et al., 2021).  

 

Figure 2.1 Similarity Techniques 

One of the oldest ways is the string-based similarity measure (Vijaymeena et al., 2016). Character-
based similarity and token-based similarity are the two main types of string-based similarity. The 
corpus-based similarity is based on how words are used (Mihalcea et al., 2006). Corpora are 
collections of text that can be written, spoken, or stored digitally, and this technique helps 
determine the degree of similarity between two concepts using this data. These strategies keep 
track of sentences together with their foreign-language equivalents. The objective is for the 
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translated texts to be an exact match for the source texts in the corpus. Information is compared 
using a set of semantic measures derived from semantic networks, which make up the knowledge-
based similarity measurements. The goal of this kind of information is to figure out how similar 
words are to each other. Semantic relatedness and semantic similarity are two parts of knowledge-
based similarity (Makvana et al., 2016). Similarity measures for hybrid classifications do not make 
a separate group. They combine parts of the previous methods to try to get the best of each (El 
Desouki et al., 2019). These methods use recursive steps to get around the problems with the other 
methods. 

2.2.1.1.1 String-based Technique 

Similarity measurements based on strings are the most common, widely used, and established 
method available. This metric takes string sequences and character order into account. The two 
most common kinds of string similarity functions are those that compare characters and those that 
compare tokens (Lara-Clares et al., 2022). 

2.2.1.1.2 Corpus-based Technique 

A semantic approach is used for corpus-based similarity. This similarity method uses information 
taken from a large corpus to figure out how similar two ideas are to each other. A corpus, or a 
group of corpora, is a large collection of written or spoken text that is stored electronically. Corpus 
is a collection of sentences that have already been written and their translations into another 
language. The goal is to match the text that is typed in with the text that is in the corpus (Kadupitiya 
et al., 2016). 

2.2.1.1.3 Knowledge-based Technique 

A knowledge-based similarity measure is a way of figuring out how similar two words are by using 
information from semantic networks. The two components that make up knowledge-based 
similarity are semantic similarity and semantic relatedness. Researchers all over the world have 
talked a lot about these ideas. Similarity describes two ideas that can be used interchangeably, 
while relatedness ties ideas together semantically (Akerkar et al., 2020). 

2.2.1.1.4 Hybrid Technique 

In addition to the three families already mentioned, there are still a few measures of similarity that 
can't be put into any of the three families. This strategy is based on the concept of combining 
corpus-based similarity, string-based similarity, and knowledge-based similarity to create a more 
effective metric by capitalizing on the advantages of each (Metzler et al., 2007). 

In this section, we looked at the different ways that similarity is used to measure relevance. We 
will use a string-based similarity method to figure out how relevant images are on websites. This 
method is mostly language-independent, so it works well for languages from all over the world. 
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2.2.2 Analysis of Multimedia Readability introducing the problem of images 

2.2.2.1 Images on Websites 

Images are the best way to get a lot of information across quickly. In just a few seconds, the right 
picture can tell a user what you do, how big you are, how good your work is, how you do it, etc. 
"A picture is worth a thousand words     ", as the saying goes. Research shows that people who use 
websites don't read them, they just look at them. Images are the best way to show complicated 
information without making the person look it up. They set the scene and send a message that you 
choose. When images can be seen and read on the web, we can get a real idea of what they are. 
The word "image" refers to any two-dimensional picture, like a painting, a picture, a map, a 
diagram, a chart, or a graph. When we refer to something as a "visual representation," we mean 
the same thing. For example, it is possible to take photos of artificial optical tools (cameras, 
microscopes, etc.) and not man-made natural phenomena (like the eye or the surface of water). 
Created manually, as in the case of drawings and paintings, or mechanically, as in the case of 
printing and computer graphics technology. (Conway et al., 2010). There are different types of 
images on the websites, for instance text images, non-text images, logos, diagrams etc. Text Image 
is the term for when readable text is shown inside an image. This includes text that has been shown 
in a fixed image form to get a certain look as shown in Figure 2.2. Non-text Images that contain 
no text at all are shown in Figure 2.3.  

Some research has been done on how easy it is to see images on websites. The World Wide Web 
Consortium accessibility guidelines say that each image should have a textual equivalent. The alt 
and longdesc are properties of the HTML img tag. Standard makes it easy to add this alternative 
text. Another non-standard method for providing alternate text is through the use of the title 
element. This content is readable by a wide variety of accessibility tools, including screen readers 
and refreshable Braille displays, amongst others. One reason the web isn't accessible is that people 
who make websites don't give enough alternative text. Choosing the correct alternative text is more 
art than science, making it harder to build and check the alternative text. Images critical to 
understanding a page or finding your way around it should have alternative text. Images only there 
to make a page look better should have an alt attribute with a length of 0 to clarify this. If you don't 
follow these accessibility rules, most web pages will be harder to use. 
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Figure 2.2 Input Text Image 

 

Figure 2.3 Input Non-Text Image 

Images that do something (like links or buttons) or have more than one colour or are bigger than a 
certain size are especially dangerous. Images can be inaccessible to some users if they don't have 
accompanying alternate text. The demonstrated WebInSight solution aims at such pivotal pictures 
and provides a mechanism for automatically adding appropriate substitute text. It handles 
incoming web requests and dynamically modifies the returned pages to achieve this. In addition, 
it coordinates three custom-built image-labeling modules as part of the overall transformation 
process. These components rely on OCR, human labeling, and better online context analysis to 
perform their tasks. But there is no any work on image relevancy on websites from a readability 
perspective, because relevant images enhance web readability (Elahi et al., 2022A) (Elahi et al., 
2022B). 

2.2.2.2 Readability of Multimedia Content 

Web content comes from many different places, and there are many ways to make sure it is easy 
to understand. Researchers presented a common method that can be used to support author tools 
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in multiple languages (Nietzio et al., 2014). If you asked readers for feedback, you could get 
realistic results for testing how easy something is to understand, but this wouldn't work for web 
content. Readability indices assess the difficulty of reading something based on its length and the 
number of syllables, words and sentences. The core problem is that many readability methods and 
indices have been established for various situations, but none are suitable for web content use. 
There are numerous issues with readability indices. They were designed for standard text, but when 
writing E2R (Easy-to-Read) text, sentences become longer and contain more words, making them 
more difficult to read. Readability indices can only be used to test web content in the development 
stage. To deal with limitations, you need to think about how sentences are put together. You can 
do this by using style and grammar checkers. 

Readability prediction, which has many ways to determine if a text is easy to read, is hard to do 
with web content because it is written differently. The blog, comments, search engine results, and 
online ads contribute to the non-traditional nature. Images, audio, video, and other elements with 
a rich layout can also be included. One way to improve existing content discovery is to add 
metadata to web pages that indicate how easy it is to read them. Labeling metadata on web pages 
with readability estimation, which is also helpful for basic web search, has led to several surprising 
and new uses. One of the most popular ways to find information is through a web search engine, 
but the people who make them need to pay more attention to how easy they are to read (De et al., 
2014). 

In 2010, Gyllstrom and Moens came up with the idea of proposing an algorithm that would provide 
binary labels for web publications. That algorithm was called Age Rank. The walk algorithm is 
applied in order to determine which pages are suitable for youngsters and which are suitable for 
adults. The Walk algorithm is founded on Google's PageRank algorithm, which is used to 
determine the significance of a webpage and is used by Google. AgeRank uses things like the 
colour of the page, the size of the font, and other sources like hypertext to label pages. When 
machine learning algorithms are combined with web graph, non-vocabulary and vocabulary 
features, it gives a good estimate of how easy it is to read (Collins-Thompson, 2014). 

Statistical language modeling was used to come up with readability methods: Recent research on 
how to make web documents easier to read has shown that captions, punctuation mistakes, and 
sidebar menus create noise. Traditional formulas could have worked better when they were used 
to look at web documents. When a new language for statistics was added, it made new things 
possible. Improvements in computer science and statistical models led to Statistical Language 
Models and Support Vector Machines, which led to a new study. The Statistical Language Models 
method is based on how likely a word or words are in a language model for a particular grade level 
or stage. The Support Vector Machines technique helps us find grammar and pattern features that 
are common in third-grade texts. Together, these two techniques build a grade level text model 
and figure out how likely it is that the generated text fits into that model (Si et al., 2011). 
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In 2004–2005, using a sizable corpus and categorizing web texts over 12 levels of difficulty, the 
authors refined the process by which this information can be obtained. The Fry Short Passage 
readability formula was suggested for pupils in the fourth grade and up. Adding Statistical 
Language Models to grammatical feature sets yields just a marginal performance improvement, 
according to the research on web writing. However, when feature sets based on grammar were 
augmented with the help of context-free grammar parsers, the features alone did a decent job of 
predicting web content. In a standard search, the Support Vector Machines technique performed 
admirably. It employed machine learning techniques to determine the user's reading level and 
evaluate the complexity of web text. With more and more students reading online, the Online-
Boost algorithm can help them better understand what they're reading. In addition, the online-boost 
method may check for readability updates and assess the reader's level of understanding. 
Experiments have shown that the method proposed using this algorithm helps improve learners' 
comprehension (Collins‐Thompson et al., 2005). 

Correlation between advances in cognitive theory and readability methods: During the 1970s and 
1980s, when new theories about how humans store and retrieve information were being developed, 
Text processing researchers discovered that the factors considered in traditional/classical models 
do not contribute to readability as much as the coherence and relationship between the text's parts 
do (Benjamin, 2012). Because of this, researchers started looking at how hard it was to understand 
a text. They also took into account how theories in cognitive science had changed, and as a result, 
they came up with a number of methods and variables. Examples: 

The Proposition and Inference Model (Kintsch et al., 1978), Prototype Theory, and Latent 
Semantic Analysis, and Semantic Networks use high-level parameters like the reader's cognitive 
abilities, cohesion, and organization. A system called Coh-Metrix is used to figure out how 
cohesive and coherent written and spoken texts are. Coh-Metrix is used to figure out how hard it 
is for a certain audience to understand a piece of writing. In this case, "cohesion" refers to the parts 
of a piece of writing that help the reader understand its meaning by making mental connections 
between its ideas. Coh-Metrix uses parts of computational linguistics like part-of-speech 
classifiers, lexicons, syntactic parsers, latent semantic analysis, and more. 

The Delite software can tell how hard a text is based on things like its morphology, vocabulary, 
syntax, semantics, and discourse. A syntactic-semantic parser is used to look at German text. It 
uses machine learning algorithms to improve its performance and to normalize the values of the 
parameters. Traditional formulas don't match user predictions as well as Delite software does, and 
it acts as a bridge between methods based on cognition and methods based on statistical language 
modeling. Textual web accessibility can be measured by a site's lexical quality, which is how well 
the text on the site represents the subject matter. Lexical quality is a broad term for the quality of 
words in a text, such as spelling mistakes, typos, etc. It is related to how easy it is to read a website 
(Magnini et al., 2011). 
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Several researchers are working hard to figure out how easy it is to read a web page. This research 
is meant to improve the formulas that were used to estimate how easy it is to read a web page 
before. Article presented a statistical model to predict how easy it would be to read a webpage. 
The model presented combines the statistical model with the readability of text. The model looks 
at both the content and the language of the text. It found that the language model is a more 
important factor than sentence length in figuring out how easy it is to read a webpage. 

Researchers have devised a method to evaluate the readability of web documents by taking a look 
at the textual characteristics and structural elements of HTML. Textual characteristics are extracted 
from the individual text strings that are contained within a web document. Statistics and 
information regarding the construction of characters are both included in the text features category. 
HTML features are components of a web browser that can be customized, and can include 
headings, fonts, paragraphs, character sizes, and line spacing, among other things. Documents are 
organized into groups and represented as vectors in order to facilitate machine learning. As 
learning data, the web documents that have been categorized and grouped together are employed 
(Yamasaki et al., 2014). 

According to a recent study (Palotti et al., 2016), researchers have developed a method to score 
health-related websites based on their usefulness and readability. They made search engine results 
more relevant by emphasizing readability. Syntactic and lexical aspects were measured using 
surface measurements, such as the number of characters, words, syllables, and sentences. To 
determine how challenging a text is, we look at how frequently it uses specific words. There is a 
correlation between these indicators and a person's vocabulary in general. Regarding lexical 
aspects, we counted the occurrences of numbers, stop words, and frequently used words. We relied 
on indicators specific to the scientific realm and medical terminology for our lexical and 
morphological features. Researchers found that search engine results are better when retrieval 
features and readability features are used together. 

GUI Evaluator is a tool for assessing the complexity of graphical user interfaces depend on 
information complexity structural measures such as alignment, size, grouping, density and balance. 
This method can be used to assess a website's visual aspects, and graphics' impact can also be 
considered when predicting how easy something is to read. GUI Evaluator looks at the Screen 
Layout Complexity, Alignment, Size, Balance, Density, Grouping, and Grouping Density 
(Alemerien et al., 2014). 

In this part, a lot of research on readability indices and tools that are used and published in the field 
of making web content easy to understand is looked at. These readability formulas and tools were 
made to figure out how hard a traditional text is to understand. But there are a lot of things that 
need to be looked at when measuring the readability of the web, like how meta-data on the same 
page relates to other meta-data, how reading levels vary across different domains and web pages, 
and how relevant images are on websites. But there isn't a way to figure out if an image on a 
website is relevant or not. 
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2.2.3 Web Readability Evaluation Methodologies and Methods  

Different evaluation techniques in the literature review have been conducted mostly based on the 
textual content of the web pages as shown in Table 2.2. Research on the website's automated and 
manual usage of thirty-nine readability criteria was presented by (Miniukovich et al., 2019). A 
group of dyslexic and typical readers participated in this study, and eye tracking was used to 
determine how difficult it is to read a set of fifty web pages. According to the findings, there is a 
connection between twenty-two different rules and readability. Furthermore, the contrast between 
the results generated by the computer and those caused by humans revealed another intricate 
pattern: computers are better or just as good as humans at judging website pages based on specific 
rules, especially those about low-level details like readability and how text is organized. However, 
there are a few guidelines that necessitate the use of human discretion in order to decode and 
comprehend the content of a website page. These findings contribute to the elaboration of a 
description of a guideline that establishes the foundation for upcoming methods of evaluating 
design. 

We compared how effective and efficient heuristic evaluation and user testing were when we 
looked at four commercial websites (Nova et al., 2022). The findings indicated that heuristic 
evaluation and user testing tackled distinct usability difficulties in their respective approaches. An 
examination of the gravity of the difficulties, as well as a model illustrating the connection between 
the number of newly discovered problems and the number of users and evaluators who participated 
in the study, were both presented as examples. The big changes that were found between these two 
approaches suggested that they should work together and not against each other. Another study 
was done to see how easy it was to read and how good the websites were that gave potential 
patients information about clear aligners (Meade et al., 2020). We investigated thirty websites that 
teach people how to execute strokes, using criteria such as readability, responsibility, and 
consistent quality throughout the sites. Eleven health professionals and fifteen customers evaluated 
six websites in terms of their information, designs, and convenience of use. The website's pages 
have always adhered to the responsibility models, but their quality scores have consistently been 
poor, and their content is straightforward. Consumers' opinions were always more positive than 
those of health experts, but their scores showed that they were more likely to like explicit pages, 
especially when it came to design. When designing and suggesting site pages, it's important to 
think about what customers want (Griffin et al., 2004). 

Also, a study was done to see how serif and san serif text styles affected the readability of Malay 
text on websites. This study looked at how screen text styles and print text styles were grouped. 
Because of this, four different text styles were chosen: For the first two respondents, the fonts used 
were Georgia (serif) and Verdana (sans serif), while for the third and fourth respondents, the fonts 
used were Times New Roman (serif) and Arial (sans serif). Both Georgia and Verdana were 
explicitly designed for use on computer displays. Times New Roman and Arial, on the other hand, 
were made for print at first. 48 students took a test of their ability to understand what was on a PC 
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screen. The results indicated no significant difference between the readability of text written in 
serif and sans serif styles for either the screen show class or the print show class. This was the case 
for both classes. Both the exploration findings and the writing outline point to Verdana and Georgia 
as preferable options when displaying lengthy material on websites. Additionally, and as was to 
be anticipated, Times New Roman and Arial are excellent text styles for print media because they 
are simple to read. This makes them the printing text style class (Ali et al., 2013). 

Researchers looked at how useful the sites for advanced education in Asia were. At first, a web-
based Google application review structure was planned to use Google Forms and be used to 
measure how easy it was for students to use the web and how they responded. After a lot of 
research, a small model called the "Web Usability Evaluation Model" was made to judge how easy 
it is to use educational websites (WUEM). In this test, the ten best design schools in Asia were 
measured against the criteria in the WUEM. The evaluation research shows that the educational 
sites are about half usable in terms of their instructional design, navigation, and weak 
unavailability. The evaluation gives a point-by-point overview of what needs to be fixed on these 
sites to make them easier to use. The proposed WUEM helps web designer’s rate sites in a way 
that is both convincing and easy. The test will help academic web designers make their sites easier 
to use by taking into account simple things like those listed in WUEM (Manzoor et. al, 2012). 

In another study, researchers looked at how to make web pages easier to read for people of different 
ages. This study focused on eight factors that have always been important to readability, such as 
shading contrast, blank space, line spacing, text style, text size, text width, headings, designs, and 
liveliness. By changing these eight factors, it is possible to see how people of different ages use 
web applications (Rayner, 1986). 

 
Table 2.2 Web readability Evaluations 

Sr# Paper Name with Year Types 
of Users 

Number 
of Users Main aim Website

s 
Types of 
Website 

Input is 
given to the 

Users 
Type of Questions 

1 

Guideline-Based 
Evaluation of Web 
Readability 
 (Miniukovich et al., 
2019) 

Dyslexi
a/Expert

s 
79/35 

To evaluate the 
readability 

based on the 
guidelines 

50 

news, non-
profit, and 

government
al 

organization
s 

User could 
randomly 
selected 5 
web pages 

with 
guidelines 

User was asked to select one of 
the following 
● Rate out of seven to 

describe how well the 
guidelines are followed 
by the Website  

● User doesn’t understand 
the guideline 

● Checkbox this rule 
doesn't apply 

2 

Web evaluation: 
Heuristic evaluation vs. 
user testing (Tan et al., 
2009) 
 

Users/E
xperts 12/9 

To see how 
easy it is to read 

based on the 
rules 

4  commercial 
web sites Websites 

Users were provided a set of 
severity criteria to assess the 
severity of problems. The three 
distinct severity ratings consist 
of 

● Severe 
● Medium 
● Mild Problems 
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3 

Web-based information 
on orthodontic clear 
aligners: a qualitative and 
readability assessment 
(Meade et al., 2020) 

Normal 
Users 

Not 
Mention

ed 

To evaluate the 
readability of 
webpages as 
well as their 

overall quality 

50 

orthodontic 
clear 

aligners 
websites 

Websites 

Rate out of five on the 
following 

● Information 
regarding reliability 

● information related to 
treatment choices 

4 

Stroke Education 
Materials on the World 
Wide Web: An 
Evaluation of Their 
Quality and Suitability 
(Griffin et al., 2015) 

Consum
ers/ 

Health 
professi

onal 

15/11 

To assess the 
readability 

stroke education 
websites 

30 
stroke 

education 
websites 

Websites 

Rate out of ten on the following 
● Design and aesthetics 

o Layout 
o Presentation 
o Graphics 
o Appeal 
o Diversity of 

broadcasting 
● Ease of use 

o Usability 
o Navigability 
o Functionality 

● Content of website 
o Helpfulness of 

information 
o Easiness of 

understanding 
o Range of 

information 
o Satisfactory 

information for 
requirements of 
user 

o The precision of 
information 

o The impartiality 
of information 

5 

Reading on the Computer 
Screen: Does Font Type 
has Effects on Web Text 
Readability? (Ali et al., 
2013) 

Undergr
aduates 
Student

s 

48 

To check the 
effect of font 
type on web 

text readability 

1 Real Two 
Paragraphs 

Speed and accuracy  
were considered as questions 

6 

A Web Usability 
Evaluation Model for 
Higher Education 
Providing Universities of 
Asia (MANZOOR et al., 
2012) 

Graduat
ed 

Student
s 

30 

To assess the 
usability 

according to the 
guidelines 

10 Real Websites 

Rate out of hundred on the 
following 

● Do you know what 
the homepage looks 
like? 

● Do you need help 
getting around on the 
website? 

● Do you find it easy to 
remember the 
website addresses for 
your school? 

● Are the words on the 
pages easy to read? 

● Does your school 
keep you up to date 
on the latest news 
and events? 

● Does your website 
support more than 
one language? 

● Does your website 
have the correct 
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headings and titles 
for each page? 

● Does your website 
keep a consistent 
design style? 

7 

Eye Movements and the 
Perceptual Span in 
Beginning and 
Skilled Readers (Rayner, 
1986) 

Childre
n’s/Skill

ed 
Readers 

Not 
Mention

ed 

To check the 
readability of 

text 
Several Real Paragraph Speed and accuracy  

were considered as questions 

8 

Web Readability Factors 
Affecting Users of All 
Ages (Hussain et al., 
2011) 

Childre
n, 

Teenage 
and old 

age 
users 

Not 
Mention

ed 

To evaluate the 
readability 
based on 

content, style, 
design, and 
structure. 

Several Real Website 

Rate the content on four 
categories  

● Content 
● Style 
● Design 
● Structure (text width, 

font size, headings, 
white space, colour 
contrast, line spacing, 
font style, graphics 
and animation) 

9 

Improvement and 
evaluation of readability 
of Japanese health 
information texts: An 
experiment on the ease of 
reading and 
understanding written 
texts on disease (Sakai, 
2011) 

College 
students 91 

Enhancement 
and evaluation 

of Japanese 
health 

information text 
readability 

Several Real Paragraph Speed and accuracy  
were considered as questions  

 

In summary, in this section we have analyzed many techniques that evaluate web readability. Most 
researchers have worked on evaluating text on the web from different points of view, such as 
figuring out how easy it is to read based on guidelines, figuring out how good a website is and how 
easy it is to read, figuring out how easy it is to read stroke education websites, and figuring out 
how easy it is to read based on content, style, design, and structure. None of the research done 
before has focused on figuring out how relevant images on a website are from a reading point of 
view.  

2.3 Relationship between readability and images in multimedia documents 

In order to check image relevancy on websites, we have presented the practical tools on extracting 
contents from the websites in this section. Lastly, we have discussed the image processing 
techniques to check quality of images. 

2.3.1 Extracting Contents from Web and Image Processing 

2.3.1.1 Extracting Content from Web 

Researchers face a huge challenge when they try to find useful information on the World Wide 
Web. This process of using data mining techniques to find useful information is called "Web 
mining." Figure 2.4 shows how web mining can be broken down into five smaller tasks. As shown 
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in Figure 2.5, there are three types of web mining: web content mining (WCM), web structure 
mining (WSM), and web usage mining (WUM). 

  

 

Figure 2.4 Web Ming Tasks 

WCM is the process of getting user-specific information from images, text, audio, or video files 
that are already on a website (Bharanipriya et al., 2011). This process is also called "web text 
mining," because text content is the most researched thing on the World Wide Web. WSM is 
another way that graph theory is used to study the structure of a website's nodes and links. Web 
structure mining has been split into two groups based on the type of web structure data. The first 
one is figuring out patterns from web links (da Costa et al., 2005). The second one is mining the 
structure of the document. This includes using the tree-like structure to look at the HTML or XML 
tags on the page and define them. The goal of WUM is to use logs of how people use the Web to 
find patterns. Here, we talk more about content mining on the Web.  

2.3.1.1.1 Web Content Mining (WCM) 

WCM finds the valuable information from the contents or data on the websites. Nevertheless, such 
data in its wider form has to be additionally narrowed down to the valuable information. In this 
section, we begin with two key methods of Web Content mining and describe how it varies from 
Data Mining. 
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Figure 2.5 Categories of Web Mining 

Structured data, like the information in tables, is one type of web content data. Unstructured data, 
like free texts, is another. There are two main methods in the WCM which are given below: 

● Unstructured Text Mining Web content data is quite a bit of unstructured text data. 
Knowledge discovery in texts (KDT) or text data mining is the study of how to use data 
mining techniques on unstructured text. So, text mining could be seen as a type of Web 
content mining (Rajpathak et al., 2013). For any structured data, the preprocessing steps 
are done by extracting information, putting the text in the right order, or using NLP 
techniques.  

● Structured and Semi-Structured Data Mining Structured data on websites are often very 
important because they show what their host pages are about. This is why it is important 
and common. When compared to unstructured texts, structured data is also easier to pull 
out. For the Web and database networks, semi-organized data is when the way documents 
were set up before is mixed in with the new data. Relational tables with numbers and strings 
give way to tables with numbers and strings that can be used to describe real complex 
things like books, papers, movies, etc., without making the application writer twist and turn 
(Asai et al., 2004). The Object Exchange Model differs from new ways of describing semi-
structured data, such as the XML (OEM). Data is stored in the OEM as single objects or 
groups of objects. Atomic objects can be numbers or strings, and labeled edges on 
compound objects can point to other objects.    

2.3.1.1.2 Difference among Web Content Mining, Text Mining and Data Mining  

Web content mining uses data mining techniques. In contrast to the structured data that is managed 
by data mining, the data on the web is typically unstructured and only loosely organized. Data 
mining, on the other hand, organizes and maintains such data. In addition to this, it is related to 
text mining because the majority of the information that can be found on the internet is text. The 
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difference between text mining and web content mining is that web content mining works with 
semi-structured data, whereas text mining works with unstructured data. Web content mining in 
this manner necessitates inventive uses of text mining and information mining strategies, as well 
as its unique methodologies.  

2.3.1.2 Web Content Mining Tools 

Web content mining is the process of downloading information from websites. This cycle is highly 
demanding and time-consuming. A computer could utilize the software or tools connected with 
web content mining to download the necessary data in order to grow such a cycle. This software 
is associated with web content mining and can be applied in order to expand such a cycle. It collects 
relevant information from websites that a user requests. Various types of Web content mining tools 
are detailed below: 

● Mozenda: To extract web data effectively and to oversee it reasonably is valuable by using 
the Mozenda. Clients can set up operators that consistently extract, store and circulate data 
to a few objections by utilizing it. When data is in the Mozenda frameworks then clients 
can repurpose, arrange and blend the data to be utilized in other offline /online applications 
or as intelligence (Haddaway, 2015). 

● Screen-Scraper: It enables content mining from websites, such as probing a database, SQL 
server, or SQL database that communicates with the software, to meet content mining 
requirements. Screen scrapers might also be accessed using computer languages, including 
PHP, Java, Visual Basic, .NET, and Active Server Pages (ASP) (Sirisuriya, 2015). 
(Herrouz et al., 2013). 

● Web Info Extractor: It is useful in mining of web data, extricating web substance, and 
checking content updates. Prickly layout rules are not needed to be characterized (Sleiman 
et al., 2012). 

● Web Content Extractor: Most remarkable and simple to utilize data extraction tool for web 
scratching, data mining or data recovery from the web will be Web Content Extractor 
(Weninger et al., 2016). 

● Automation Anywhere: It is a web data extraction tool that is utilized for retrieving web 
data easily, screen scratch from webpages or use it for web mining (Sharma et al., 2012). 

2.3.1.3 Extracting Images from the Web 

Images are regularly the favored mode for showing the information over the website and you might 
need to save all the Images from the website. Be that as it may, you would think that it’s somewhat 
hard to extract the pictures alone from the website as there are numerous other media on the 
website. We are presenting some tools following are:  
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2.3.1.3.1 Save all Images  

Save All images is an image extractor helping you to download all the graphical contents in a given 
URL. It is exceptionally quick and simple to utilize. You could review the images before sparing 
them. It would likewise show you the size of the images, which would enable you, to better, 
conclude if to download the images. 

2.3.1.3.2 Online Webpage Image Downloader and ImageInfo Grabber (OWDIG) 

With OWIDIG service you can snatch pictures from any website or webpage, see them, filter them, 
get information about them or download them. You may incorporate or avoid pictures which are 
rehashed. Additionally, CSS pictures (situated inside style labels, outer templates (by means of 
connection or import) and furthermore inside inline styles) are upheld also. Pictures can be gotten 
from websites with standard HTTP protocol just as secure HTTPS protocol. There are two 
fundamental modes - the LIST mode and the TABLE mode. In the rundown mode all pictures are 
recorded individually, one next to the other. We may tap on them to open them in another window 
in their unique measurements. You can even share them through interpersonal organizations or 
email. In the table mode we can see pictures in two tables - one table for standard HTML pictures, 
another for pictures inside CSS. By tapping on section headers you can sort recorded pictures 
concurring picked property. The sea size of pictures in this mode may or probably won't be 
restricted (as a matter of course it is restricted to 330 pixels in both width and tallness). Another 
element is a profound snatching. You might need to get pictures from the entire site including 
every one of its subsections. 

OWIDIG empowers clients to snatch pictures up to connect profundity of 10 for site links that 
have a similar space as the first URL. Obviously, the profound getting may now and then take a 
lot of time, if there are numerous subsections. For getting from a single URL there is one more 
choice to get pictures created with JavaScript. This can be utilized when pictures aren't in the first 
source code, however are in the code produced with JavaScript. OWIDIG gives heaps of sifting 
choices to snatch simply those pictures you truly need to get. You can pick whether to incorporate 
either norm and CSS pictures, or just ones of them. You can filter pictures by their dimensions, 
URL, type, ordinal number and filename. You can set user-agent, intermediary, referrer and treats 
to impact returned got picture content. Lastly we come to downloading images. You can simply 
list all pictures in another window and afterwards utilize the sparing abilities of the browser to 
spare them. You may likewise utilize an applet. This applet requires client endorsement as it 
composes data - the pictures - to your hard drive. Utilizing this applet you can set filenames and 
ways of downloaded images. In certain programs (Opera and Firefox uphold, halfway Chrome 
uphold - for more modest documents) you can likewise make ZIP files from images. 
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2.3.1.4 Processing images 

After extracting graphical contents from the web it’s necessary to extract information from the 
images to check the web readability. For this purpose, we will use image processing (Chitradevi 
et al., 2014) in order to compute the relevance of images on the websites. The goal of image 
processing is to recognize the information and design segments in images, and to extract the 
expected data as a human would. There are some techniques to extract information from images: 

2.3.1.4.1 Theoretical Models 

In this section, From the Library and Information Science (LIS) perspective, we have shown the 
primary standards and theoretical models for investigating and showing pictures. First, the 
discipline of LIS and the role of visual elements in this field of study are explained. Also, clear 
theoretical standards exist for how information is shown in pictures, and explicit hypothetical 
models are used to classify and describe images.  

2.3.1.4.1.1 Library and Information Science  
It is the field "devoted to applying theory and technology to the creation, selection, organization, 
management, preservation, dissemination, and use of collections of information in all formats" 
(Reitz, 2004). Another definition is "the professional knowledge and skill with which recorder 
information is selected, acquired, organized, stored, maintained, retrieved, and shared" (Enser, 
2008). 

Dissimilar actions of a picture can be distinguished in Library and Information Science: 

● Normally, in Library Science a picture is considered as a report itself (a visual record), as 
on account of a verifiable photograph in a computerized document. The result of this 
approach was a limit of concentration on the connections between the picture and its unique 
situation, as a result of separating the picture's content from its context. However, this old-
style method has changed into an additional supple methodology that considers the client, 
space information, and the context of the image. For instance, the report is handled 
differently depending on whether it belongs to a document or a library (Bates, 1999). 

● In some cases, a picture isn't viewed as a record, yet a straightforward representation. Thus, 
the picture is considered exclusively for its reasonable use; for instance, a picture utilized 
as a thumbnail that outwardly supports the decision of a reference in a list (Guo et al., 2021) 

● In other contexts, the image is viewed as supplementary information, especially when 
dealing with images in logical spaces. For example, a head scan in a medical record is 
typically considered additional to the primary history (Feather et al., 2003). 

Traditional picture theory in LIS was primarily influenced by the breadth of the humanities, 
focusing on studies of social and artistic images. These kinds of pictures have prevailed in the 
writing of portrayal, ordering and recovery of pictures and have been utilized to approach 
hypothetical foundations for picture portrayal studies. Still, pictures from logical areas, like 
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clinical, structural and designing, have not customarily been subject of examination all alone, 
because of the way that these sorts of pictures have been normally treated as assistants to parent 
record. As of late, logical pictures have been perceived as significant data objects by their own 
doing. This change has prompted the production of specific assortments for investigation and 
preparation purposes (Enser, 2008). 

2.3.1.4.1.2 The Process of Information Representation in Images 

The documentary procedure for the data portrayal in pictures arranges and sorts out the perusing 
of picture components in progressive stages, to reveal the various layers of their importance and 
reason. In the LIS discipline, the examination and translation of pictures is separated into two 
tasks: 

i. Formal investigation of information: The interaction for making passages for an index 
is at present called bibliographic depiction. The bibliographic depiction manages the ID 
and the portrayal of the physical and bibliographic attributes of the picture: title and 
proclamation of obligation (creator, supervisor, writer, and so forth), subtleties of 
distribution and appropriation (spot of creation, date of creation, and so on), the actual 
depiction (including the arrangement of the picture, the type of picture, and so on), the 
series, the notes, the standard number, and the terms of accessibility (such as the DOI and 
the cost) (Kosslyn, 1975). This accurate portrayal of the component concludes the title(s) 
and name(s) to be utilized as passageways in the list; however, this decision does not affect 
the task of subject headers. This appropriate inspection is based on the standards of 
recording, which vary according to the field of use (ISBD and the Old English American 
Classifying Rules, Second Edition (AACR2) for libraries; ISAD G for documents; CDWA 
and VRA for exposition halls, and so on). 

ii. Content inspection: It determines the picture's significance and its consequence on its 
listeners. Numerous frameworks have been developed for examining report content (visual 
and literary). So, take the Valle Gastaminza model as an example (del Valle Gastaminza, 
1999), the examination of photographs for the most part starts with the recognizable proof 
of the visual components of the picture (for example variety, surface, spatial conveyance 
and areas) and go on with the investigation of the importance of the picture with regards to 
social and other relevant information, like philosophical, strict or tasteful convictions, 
references to political and social codes. 

After this investigation, a bunch of thoughts and ideas illustrative of the content of the picture has 
been obtained. The procedure of appearance of these ideas and ideas is called portrayal: this is the 
content depiction, the literary amalgamation of the data sent through the picture. The portrayal of 
the records' subject includes a bunch of tasks that produce optional data mirroring the most 
considerable components of the report's content. These tasks are annotation, arrangement, and 
abstracting. 
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● Annotation is a key strategy used to prepare information for computer vision. With the goal 
for machines to see objects in their environmental factors, commented on pictures are 
expected to prepare Machine Learning calculations to figure out how to consider them to 
be as we do. Comment in Machine Learning is basically the way toward marking 
information in the different modes of pictures, text or video. The names are generally 
foreordained by an Artificial Intelligence architect or computer vision researcher and are 
picked to give the computer vision model data on objects portrayed in a picture. There are 
various kinds of picture comments like Bounding box, Polygon explanation, Line 
annotation and Point comment. Semantic Segmentation is the errand of isolating a picture 
into different areas and ordering each pixel in each fragment to a comparing class name of 
what it addresses (walker, vehicle, and light post). This gives machines an extensive 
comprehension of each pixel of a scene in a picture (Belkin et al., 1976). 

● The content component portrayals are summarized in a theoretical manner. The theoretical 
is the portrayal of the picture in text design and in normal language at various degrees of 
fulfillment, as per the client's profile and needs. Conceptual is extremely significant in the 
narrative course of portraying pictures, since the visual substance of the picture should be 
converted into words for further development. In contrast to the changed compositions that 
address the content of messages, which are governed by an ISO standard, there is no 
standard model for producing updated works for images (Hlava, 2015). Instead, a model 
for the unique picture has been proposed by (Pinto Molina et al., 2004), in which a 
collection of highlights represents the concept of a photograph according to a 
predetermined order (variety, shot point, sort of lighting, component in first shot, objects 
addressed, social structure of the photograph, and so on.) The meaning of an ISO standard 
that controls the production of edited compositions for various kinds of pictures could be 
additionally valuable to further develop webpages availability. 

● Grouping is the method involved with partitioning articles or ideas into consistently various 
leveled classes and subclasses in light of qualities they share and those that recognize them. 
For the most part consists of doling out a code to the picture from a current characterization; 
a framework with a calculated and methodical design of classes connected with one another 
as per a bunch of normal qualities. Instances of arrangement frameworks for libraries are 
the Dewey Decimal Characterization (DDC) or the Library of Congress Grouping (LCC). 

2.3.1.4.1.3 Theoretical Models for the Image Analysis 

There are a few Theoretical models that propose a methodical way to deal with the investigation 
of the picture content. They address the conventional foundation for picture depiction and ordering. 
In this review, four of the most agent models are introduced, because of their association with the 
target of postulation and number of references in the Library and Information Science educational 
area. 
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2.3.1.4.1.3.1 Iconographic Model 

The model of the art historian Panofsky (Morgado, 1993), which has figured unmistakably in the 
writing, has the target of officially breaking down Renaissance workmanship pictures. It groups 
the content of craftsmanship pictures as indicated by three unique degrees of portrayal: an essential 
topic ("pre-iconography"), a subsequent topic ("iconography") and a tertiary topic ("iconology"). 

● The essential topic is the portrayal of the topical or inherent content of the picture. It 
incorporates the distinguishing proof of the visual natives, similar to variety, surface, and 
shapes. It manages the conventional components of the picture and it doesn't need 
interpretative abilities. 

● The subsequent topic is the traditional content wherein explicit subjects and ideas (coherent 
or determined highlights, articles, exercises, and occasions) are put. It requires the watcher 
to decipher the picture. 

● The tertiary theme encompasses the inherent relevance of the image (inductive translation, 
distinctive aspects) and necessitates an undeniable level of viewer semantic deduction. At 
this level, the observer can discern the norms of a nation, a verified period, a class, and 
their strict or philosophical beliefs. 

2.3.1.4.1.3.2 Shatford Model 

Panofsky's approach is applied to the ordering of images by Shatford (Christensen, 2017), who 
renames Panofsky's words as conventional, explicit, and dynamic. These three tiers can be broken 
down into their constituent parts, each of which includes the Who, What, Where, and When. Some 
studies have used the 3x4 framework created in this way to analyze both static and moving images; 
this framework is known as the Shatford/Panofsky model. The model also includes a distinction 
between what an image is "of" (objective things, either nonexclusive or explicit) and what the 
image is "about" (more emotional or unique implications). In addition to the conventional elements 
(such as protagonist, location, activity, and context) that make up a picture's "topic," Shatford also 
takes into account the non-visual information an image can convey: 

● Anecdotal: the qualities coming about because of the investigation of the set of experiences 
or life of the picture: date and spot of creation, title, limitation, cost, and so on. 

● Exemplified: the characteristics coming about because of the investigation of the pictures 
considered as a specific sort of item. For instance, a picture might be a photo or a banner. 

● Relationship: the characteristics coming about because of the investigation of how the 
picture connects with different pictures or text. 
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2.3.1.4.1.3.3 Syntactic and Semantic Model 

The theoretical groundwork for the development of the pyramid model for visual portrayal was 
laid by the work of Panofsky, Shatford, and others. This model was proposed by Jaimes (Jaimes 
et al., 1999). The target of this calculated system is the ordering of various parts of visual data. 

2.3.1.4.1.3.4 Eakins/Graham Model 

The model of Graham and Eakins (Eakins et al., 1999) proposes a differentiation like the past 
model, yet centers on inquiries instead of on files, and its particular objective is to work on the 
recovery of visual reports. It recognizes three degrees of picture questions, which reflect various 
levels of data necessities and relate to various elements of the picture: 

● Queries rely upon the crude ascribes, for example, tone or shape. The crude (low level) 
questions are variety, surface, shape, or the spatial area of picture components. They are 
both goal and logical from the actual pictures, and they needn't bother with references to 
any outside information base for deciphering. Instances of such questions could incorporate 
"find pictures with long slim dull items in the upper left-hand corner," "find pictures 
containing yellow stars organized in a ring" - or most normally, "find me more pictures 
that seem to be this"(Eakins, 2001). 

● Queries in view of coherent (at times known as determined) highlights, for example, the 
items portrayed. Sensible questions incorporate some level of coherent surmising about the 
personality of the items portrayed in the picture and typically require a reference to some 
outer wellspring of information. 

In this section, we have presented the fundamental standards and theoretical models on the 
inspection and depiction of pictures according to the perspective of the LIS discipline. The LIS, 
first and foremost, discipline and the role of visual content in the study are introduced. 
Furthermore, theoretical standards for the portrayal of data in pictures and theoretical models 
utilized in the cataloging and annotation of pictures are definite. 

2.3.1.4.2 Probabilistic Methods 

The method uses probabilistic modeling to figure out how likely it is that the image content 
matches the annotations. Using techniques based on probabilistic modeling, the image without 
labels is broken up into several image segments. We next determine which labels are most likely 
to be the picture annotations by calculating the probabilities of the labels transferred to the image 
segments. Mori finds the co-occurrence by looking at the sub-images and the labels that go with 
them (Mori et al., 1999). First, the picture is broken up into several smaller pictures. Second, it 
pulls out low-level features that can be used for clustering. The next step is to figure out how often 
each cluster and its labels show up together. Even though the process takes less time than 
classification-based methods, it is less accurate than those. Kuric looked at both the local and 
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international parts of the pictures (Kuric et al., 2015). Both local and global features are taken from 
the parts of the images. The regions for clustering are then represented by locality-sensitive 
hashing (LSH). For an unlabeled image, a similar area in the dataset is chosen, and the weight of 
each label is calculated to update the probability of labeling the unlabeled images. Zhang came up 
with ObjectPatchNet, which is a combination of the BVWand probability (Zhang et al., 2014). 

ObjectPatchNet figures out how often each cluster appears together and how likely it is that an 
image patch and a label go together to show the relationship. The downsides of methods based on 
probabilistic modeling are that low-level features don't have meaning and that the low-level 
features of the same individual objects are the same. But people think that different orientations 
are different. Methods based on probabilistic modeling are better than methods based on 
classification, and they can be used on social platforms like Flickr. In general, the concrete 
expression for images allows you to define category labels using instance classes. However, two 
photographs of the same item from different angles or orientations are interpreted as two separate 
objects due to low-level features that lack semantic information. Hong connects semantic concepts 
using data from commercial image engines and a large amount of data (Hong et al., 2014). The 
relationship between each pair of ideas is put into a certain category. Image recognition is the basis 
for all of the above techniques, but image features can't define a lot of abstract ideas, like where 
something is. There's no question that it's hard to get accurate results because the pictures don't 
show abstract ideas. That is, if the datasets aren't precisely described with domain knowledge, the 
resulting retrieval results will be incomplete. Because of this, it employs ontology theory to learn 
about various definitions, attributes, and the connections between people in order to ensure that 
the labels used for picture annotation have semantic meaning (Im et al., 2015). 

2.3.1.4.3 AI Methods 

These methods use scale-invariant feature transformations to make a bag of visual words that can 
be used to recognize objects. In the first step of bag-of-visual-words, the scale-invariant feature 
transform keypoints of the training images are extracted. Then, using k-means, the keypoints are 
grouped into several groups. Then, for each image, it figures out how many scale-invariant features 
are needed to change the keypoints in each cluster and turns that number into a vector that describes 
the image again. Using supervised learning techniques like a support vector machine, a classifier 
is trained for each category. But there are thousands of scale-invariant features that change 
keypoints in an image, so training classifiers takes a long time. Noises can also change how well 
classification works. Kesorn showed a way to improve the quality of words that can be seen 
(Kesorn et al., 2011). The plan was to combine the close keypoints and eliminate the cluster with 
many documents that don't fit into any other categories statistically. Lu developed Laplacian 
regularization-based semantic regularized matrix factorization to improve how well bag-of-visual 
words are trained (Lu et al., 2015). In addition to the bag-of-visual-words model, Su et al. made 
the Annotation by Image-to-Concept Distribution Model (AICMD) to make different models to 
represent the images. First, clustering is used by AICMD to find patterns from six low-level 
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features (Su et al., 2011). Then, entropy, tf-idf, and association rules are used as parts of the images 
in the patterns. Then, a support vector machine uses all the features to train the classifiers. Some 
researchers use Hidden Markov Models instead of a support vector machine for this (Li et al., 
2003).    

Classification-based methods are very effective, but they take a long time to train. Still, it's hard 
to tell if the object is an instance class or not. Also, users might tag different things with the same 
word. This is called an ambiguity problem. Because of this, Feng ranks tags in descending order 
of how relevant they are to the given image. This reduces the learning space and makes a hard 
problem much easier to solve (Zhang et al., 2014). Zhang and Xia came up with the idea of refining 
and expanding the vague tag words separately as a way to solve the problem of ambiguity (Xia et 
al., 2014). Zhang used the Random Walk with Restart (RWR) algorithm to improve the CTSTag 
tag, which was a rough description of the query image. The exact tags that are made help connect 
different images with tags that are similar. Xia also used the idea of ontology to improve the 
accuracy of the tags in the image social networking service in order to improve the image tag. As 
for the hierarchical idea, Yuan made a hierarchical image annotation system to make tags for 
images that are based on the hierarchy (Yuan et al., 2015). Fang suggested a hierarchical ontology 
of ideas and their connections to make it easier to understand the meaning of information (Fang et 
al., 2016). Yi-Hao also suggested a system called Diffscriber that would help blind or visually 
impaired people work together with slide-authoring assistants by identifying and describing 
changes to the design of visual presentations (Peng et al., 2022). 

2.3.1.4.4 Optical character recognition (OCR) Tools 

In this section, we will talk about the different OCR tools that are used to find text in scanned 
articles, photos, ads, and other digital images. It is widely used as a tool for entering information, 
and it is capable of extracting valuable information from scanned articles like printed forms (that 
users fill out), automatic receipts, invoices, business cards, bank statements, passport documents, 
emails, and any other document that is suitable (Neudecker et al., 2021). There are many other 
applications comprising searching within institutional repositories, processing cheques in the 
banks, automatic number plate recognition, identifying barcodes, scanned legal articles, testing 
text-based captcha codes, etc. We have divided OCR tools into three categories such as Open 
Source (Tesseract, Ocrad, GOCR and OCRopus), Proprietary (ABBYY FineReader, Transym 
OCR, Readiris and Adobe Acrobat) and Online (ABBYY Cloud OCR, Google Docs, Free-Online-
OCR and Online OCR) shown in the Figure 2.6. 
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Figure 2.6 Optical Character recognition Tools 

2.3.1.4.4.1 Open-source OCR Tools 

The best way to control open-source OCR tools is through their command-line interfaces, and most 
of them don't have GUIs (Grădinaru et al., 2022). This section talks about some of the most used 
open-source OCR tools. 

● Tesseract: It comes with a command line tool called "tesseract" that is easy to use. With 
Tesseract's API, it can be added to C++ or Python code. OCRFeeder, FreeOCR, PDF OCR 
X, YAGF, gImageReader, QTesseract, Lector, SunnyPage, VietOCR, and Lime OCR are 
all desktop programmes that use Tesseract as their text recognition engine. Tesseract is 
also used by the web apps CustomOCR, WeOCR, NewOCR, and i2OCR (Smith, 2007). 

● Ocrad: This tool lets you choose which character sets to look for when doing a character 
search. It quickly recognizes characters, but it is also very sensitive to mistakes, and it is 
hard to change this tool so that it can recognize new characters. When characters are a 
minimum of 20 pixels high or when the image is scanned at a resolution of at least 300 dots 
per inch (dpi), the best results are achieved (Krejcar, 2012). 

● GOCR: It can function either as a stand-alone console application or as the optical character 
recognition engine for other programs. It's written in C, and you have to look at it twice to 
figure out what it is. The whole document was read the first time, and only the unknown 
characters were read the second time (Dhiman et al., 2013). People say that GOCR can 
work with single-column sans-serif fonts that are between 20 and 60 pixels tall. Problems 
have been reported with italic fonts, serif fonts, noisy images, slanted fonts, multiple 
columns, small fonts, coloured images, different fonts, handwritten text, large angles of 
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skew, overlapping characters, tables, complex layouts, and text in a language other than 
Latin (Jain et al., 2021). 

● OCRopus: with a user interface that is based on a command line. Its design is very modular, 
which means that each step of OCR (such as page layout analysis, binarization, text line 
recognition, etc.) can be done on its own with independent procedures; many modules are 
available for use by the user (Breuel, 2008). 

2.3.1.4.4.2 Proprietary OCR Tools 

Developers typically pay for and support proprietary OCR tools. In addition, they usually have an 
excellent graphical user interface (Romanov et al., 2017). There are some popular Proprietary OCR 
tools discussed in this section: 

● ABBYY FineReader: with high-quality images in English, this tool achieves up to 100% 
word-level accuracy and has been the clear choice for layout analysis. Researchers 
(Heliński et al., 2012) say there are two ways to get to it: ABBYY Online and ABBYY 
FineReader SDK. 

● Transym OCR (TOCR): It was carefully made so that it would be easy to work with other 
software. This tool can read characters that are blurry, hard to see, or even broken. It has a 
very light and easy-to-use graphical user interface (Feng et al., 2004). 

● Readiris: is a tool that turns text from images, PDF files, or paper documents into fully 
editable files while keeping the page layout. It works with most scanners on the market, 
supports many dissimilar input formats, and has a graphical user interface that is easy to 
understand (Sharma et al., 2020). 

● Adobe Acrobat: automatically turns scanned documents, image files, and PDF files into 
documents that can be edited and searched while keeping the format. Its accuracy is said 
to be high. Compared to ABBYY FineReader, this tool has fewer language options, but it 
is used more often because it is more business-oriented and less academic (Lund et al., 
2011). 

2.3.1.4.4.3 OCR Online services 

When using OCR online services, you will not be required to install or download any OCR 
software at any point in the process. Instead, the user is just required to upload the input file, select 
a language, and select an output format (if they so wish). The output will then be generated 
(Markwood et al., 2017). Several of the most well-known OCR online services have been 
discussed in this article: 

● ABBYY Cloud OCR: This tool is a Web OCR service that runs on Microsoft Azure 
infrastructure and does a great job of recognizing text. With a Web API, it is easy to add 
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this web service to your own program. Files that have been changed can be sent to 
DropBox, Google Docs, or Ever note (Metzger et al., 2019). 

● Google Docs: is a tool that lets you store and edit documents in the cloud. It is part of 
Google's Google Drive service. Once an image or PDF file has been uploaded to Google 
Drive, you can convert it to OCR by right-clicking on it and choosing "Open with Google 
Docs." The text that was taken out can be downloaded in a form that can be changed (Tafti 
et al., 2016). 

● Free-Online-OCR: even with low-quality documents, like fixes and screenshots, it can 
recognize them very well. With the help of a built-in dictionary, the accuracy is even better 
(Arief et al., 2018). 

● Online OCR: this tool can turn pictures taken with a digital camera, faxes, and scanned 
documents into different formats that can be searched and changed. It is also possible to 
process documents written in more than one language. It lets you convert up to 15 images 
per hour for free as a guest without signing up, but signing up for free gives you access to 
more features (Isheawy et al., 2015). 

 
Table 2.3 OCR Tools 

Sr# Tool Available Operating System Features 

1 Tesseract Open 
Source 

Windows, Linux, 
MAC  OS  X, 

Android 

● Can use more than one language in one scan 
● Machine learning can be used to understand new 

languages, symbols, and fonts. 
● Doesn't work with GPUs. 

2 Ocrad Open 
Source 

MAC  OS  X, Linux, 
BSD 

● In the pre-processing step, you can cut, rotate, 
scale, and find the layout.  

● In the post-processing step, you can use both 
built-in and user-defined filters. 

3 GOCR Open 
Source 

Windows, BSD, 
Linux, MAC  OS  X 

● Graphical user interface (GUI). 
● No training data is needed (no neural network). 
● Barcodes can be read and translated. 

4 OCRopus Open 
Source 

MAC  OS  X, Linux, 
BSD 

● It can be taught to understand new languages and 
fonts, and Google Books uses it. 

● It also works with GPUs in OCRopus. 

5 
ABBYY 

Web 
service 

Online Platform independent 

● Provides the highest level of data security by 
following all applicable data protection laws. 

● Keeps formatting. 
● Can also convert multi-page documents. 
● For a document written in more than one 

language, you can choose up to three recognition 
languages. 

● Maximum input file size: 30 MB. 

6 Google 
Docs Online Windows, MAC OS 

X, Android, iOS, 
● Automatically figure out what language the 

document is in, so you don't have to.  
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ChromeOS, 
BlackBerry 

● Maximum input file size: 50 MB. 
● At the moment, OCR works best on documents 

that have been scanned well, have a high 
resolution, and use the most common fonts. 

7 
Free-

Online 
OCR 

Online Browser-Based 

● Maximum input file size: 200 MB. 
● It automatically turns the pages, works with low-

resolution images, keeps the original layout and 
formatting, and has a number of other features. 

8 Online 
OCR Online Browser-Based 

● For the best text recognition, images should be 
between 200 and 400 DPI.  

● The maximum size of an input file is 200 MB. 
Images are automatically rotated (full-page de-
skew) for better recognition. 

● Colored areas that are not text are put back into 
the final document. 

9 
ABBYY 

FineReade
r 

Proprietary Windows, MAC OS 
X, Linux 

● Techniques for pre-processing include getting rid 
of noise and fixing skew. 

● Uses AI and ML to reconstruct documents more 
accurately and with more precision. 

10 Transym 
OCR Proprietary Windows 

● Automatically figure out which way the page or 
image is facing. 

● Can find text with problems in the background  
● Uses lexicon to make sure words are correct and 

reliable as much as possible. 

11 Readiris Proprietary Windows, MAC OS 
X, iOS, Android 

● Self-learning techniques based on neural 
networks are added to font-independent text 
recognition. 

● Has its own dictionaries. 

12 Adobe 
Acrobat Proprietary Windows, MAC OS 

X, iOS, Android 

● Text can be changed in PDFs; a custom font is 
made. 

● Create intelligent PDFs (only searching and 
copying capabilities without editing). 

 
In this section, we looked at different content-based image retrieval methods. These methods look 
at the content of an image, pull out the features that describe it, and come up with annotations or 
labels for the image. Most of the time, an algorithm for machine learning is used to get these 
annotations. Existing machine learning algorithms are hard to use because you have to import a 
lot of training images and use a lot of CPU time. The application programming interface (API) for 
Google Cloud Vision has fixed these two problems. Cloud Vision API has been trained by Google, 
so it saves time when getting labels for images. We'll use Google Vision API to get information 
from images that don't have text in them so we can check if the images on websites are easy to 
read. On the other hand, we have analyzed the OCR tools and observed that Tesseract is much 
better than other tools. Its better precision and accuracy, open-source, efficiency and support for 
all three major operating systems (Windows/ Linux/ Mac OS) make this an ideal choice. Also, it 
has pre-processing techniques like detecting orientation and making minor corrections to skew. It 
can scan in more than one language at once. It can also recognize new languages, symbols, and 
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fonts with the help of machine learning. In this research, we have used Tesseract to extract 
information from text images on websites.  

2.4 Discussion 

In the literature review we have analyzed different readability techniques that make websites more 
readable for users, and measures the relationship between readability and images in multimedia 
documents. . In the first section, plain text readability has been studied in which classical and 
similarity methods were analyzed. In classical methods, different readability models and tools 
we've looked at and studied. The models that different researchers made were made to figure out 
how easy it is to read different kinds of writing. We found that most of the formulas guessed the 
level of readability in terms of the US grading scale. The primary and secondary grade levels are 
different depending on where you live and what the environment is like. Researchers came up with 
the Fernandez Huerta Index, Djoko formula, Kandal and Moles Index, and Al-Heeti grade level as 
ways to predict how easy it would be to read Indonesian, Spanish, French, or Arabic text. The 
formula developed for non-English texts showed a correlation with people's reading abilities. Most 
of the earlier readability formulas took into account things like the length and number of words, 
sentences, syllables, and complex words (Crossley et al., 2011). After the 1980s, tools like the 
Read-X, ATOS, Lexile Framework, Coh-metrix, and the new Dale-Chall readability formula were 
made. These tools measure readability by taking into account things like cognitive-structural 
elements, semantic units, and the complexity of syntactic structures. 

While in similarity methods, different similarity similarity techniques have been analyzed. 
Character-based similarity and token-based similarity are the two main types of string-based 
similarity. The corpus-based similarity is based on how words are used (Mihalcea et al., 2006). 
The method helps figure out how similar two ideas are based on the information in their respective 
corpora, which is a group of written, spoken, or electronic text. These methods store a set of 
sentences and their translations into other dialects. The goal is to match the input text in the corpus 
with the final translations. The knowledge-based similarity measures are made up of a list of 
semantic measures taken from semantic networks and used to compare pieces of information. The 
goal of this kind of information is to figure out how similar words are to each other. Semantic 
relatedness and semantic similarity are two parts of knowledge-based similarity (Makvana et al., 
2016). Similarity measures for hybrid classifications do not make a separate group. They combine 
parts of the previous methods to try to get the best of each (El Desouki et al., 2019). These methods 
use recursive steps to get around the problems with the other methods. 

Some research has been done on how easy it is to see images on websites. The W3C accessibility 
guidelines say that each image should have a textual equivalent. The alt and longdesc attributes of 
the img tag in the HTML standard make it easy to add this alternative text. The title attribute is 
another non-standard way to give alternative text. Many accessibility tools, like screen readers and 
refreshable Braille displays, can read this text. One reason why the web isn't accessible is that 
people who make websites don't give enough alternative text. Many people think that choosing the 
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right alternative text is more of an art than a science, which makes it harder to build and check 
alternative text. Images that are important to understanding a page or finding your way around it 
should have alternative text. Images that are only there to make a page look better should have an 
alt attribute with a length of 0 to make this clear. If you don't follow these rules for accessibility, 
most web pages will be harder to use.  

Images that do something (like links or buttons) or have more than one colour or are bigger than a 
certain size are especially dangerous. When there is no alternative text for these images, it can be 
challenging for some people to see them. The WebInSight system looked for these crucial images 
and allowed the correct alternative text to be added automatically. It handles web requests and 
changes the pages sent back on the fly. As part of the process of changing, it coordinates three new 
image-labeling modules built for this domain. These modules use methods based on improved web 
context analysis, optical character recognition (OCR), and human labeling. But there is no any 
work on image relevancy on websites from a readability perspective, because relevant images 
enhance web readability (Elahi et al., 2022A) (Elahi et al., 2022B). 
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Chapter 3: Methodology Proposal for Readability Evaluation of Multimedia 
documents  

In this chapter we propose a methodology to measure the relevance of images on the website for 
readability purposes. In order to compute image relevancy, these are the fundamental steps 
followed:  

 

Figure 3.1 Methodology 

 

3.1 Corpus Generation 

Corpus generation is the first step in which text and images are extracted from the fifty different 
best educational websites in Pakistan. Educational institutes recognize the value of having a strong 
online presence today. The importance of an educational website for students through which they 
can easily study. An educational website that is easy to use is suitable for students and parents 
because it lets them see everything from their dashboard. It is essential to say what you want to 
say in a way that is clear and easy to understand. Your website shows what you look like online. 
Students can see how they are doing in school by logging into their accounts on the Organization 
website. Students learn much more when they have a website for their online classes. By taking 
online classes, they can learn whenever they want. So In recent years, it has become imperative to 
website design for educational institutions such as universities and colleges. The major obstacles 
faced by educational websites include achievement of readability and accessibility of websites. If 
a website is easy to read, visitors will need help to use all of its features. Educational institutions 
should ensure that websites are built according to rules for readability so that users are happy.  

Table 5 contains a listing of the websites that were accessed in order to compile the corpus. A 
method known as picture web scraping was used, and the results were extracting images. We have 
collected around 500 images, of which 180 are without any accompanying text. After the images 
have been extracted, Google's vision AI services will classify and categorize any of them that do 
not contain any accompanying text. The artificial intelligence behind Google Vision assigns labels 
to visual input and efficiently organizes it into millions of predefined categories. This helpful tool 
locates objects and faces, deciphers printed and handwritten text, and generates vital metadata that 
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enables us to match the text on the image with the text on the webpage. For example, in Figure 
3.2, information that was extracted from the image that did not contain words is “Smile, Trousers, 
Plant, Grass, Leisure, Recreation, Fun, Competition Event, Event, Lawn, Crowd, Team, Happy, 
Public Event, Academic Institution, Player, T-shirt, Sitting, Campus, University,  Tourism ” with 
different confidence scores.   

 

Figure 3.2 Information extraction from Non-text Image 

On the other hand for text images, each individual text image is passed to an OCR (Optical 
Character Recognition) tool and the text is extracted from images. We have analyzed the 
performance of different OCR tools and observed that Tesseract is much better than other tools 
because it has better precision as well as accuracy than other tools, it is open-source, It takes less 
time in conversion than other tools, it works with Windows, Linux, and Mac OS and has pre-
processing techniques like detecting the image's orientation and making minor adjustments to its 
skew. It can scan in more than one language at once. It helps recognize new languages, symbols, 
and fonts with machine learning. That’s why we have used the Tesseract tool in this thesis to 
extract information from the graphical contents on the websites. A console-based application using 
Tesseract was built in the .Net framework for this purpose. This application processes each image 
and extracts text along with a confidence score.  The confidence score gives you an idea of how 
accurate you can expect the results to be. The accuracy of the extracted text goes up as the 
confidence score goes up. Figure 3.3 and Figure 3.5 show how an example image was processed, 
while Figure 3.4 and Figure 3.6 show the results. The confidence score gives you an idea of how 
accurate you can expect the results to be. The accuracy of the extracted text goes up as the 
confidence score goes up. For example, in figure 3.7(a), the confidence value is 0.90, which is 
very good, and the extracted text is "24 International Conference on Business, Management, and 
Social Sciences (ICBMASS-22)". Figure 3.7(b), on the other hand, has a bad OCR system because 
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the text is on top of the background image and there isn't enough difference between the colour of 
the text and the colour of the background.  

 
Figure 3.3 Input text Images 

 
Figure 3.4 Output text extraction 
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Figure 3.5 Input text Images 

 
Figure 3.6 Output text extraction 

The selection of the font size and aspect ratio may need some more attention. In this particular 
illustration, the level of confidence that the software possesses is 0%, and the text that was retrieved 
from the image is “ata Duss uroy te rN aaNet rol sels BN UN ake Cor err”. At the same time, the 
text from the webpage was extracted by our program. 
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Figure 3.7 Input Images 

3.2 Data Pre-processing 

Once the information from the images and web page is taken out. Pre-processing has been done 
because the data needs to be cleaned up and put into a format that is easy to understand and can be 
analyzed for relevance evaluation. During the pre-processing, the following steps were taken: 

3.2.1.1 Tokenization  

Tokenization is a simple process that turns raw data into a string of data that can be used. 
Tokenization is well-known for its use in cybersecurity and the creation of non-fungible tokens, 
but it is also an essential part of the NLP process. For example, in natural language processing, 
tokenization breaks up paragraphs and sentences into smaller pieces that are easier to assign 
meaning to. So the first step in the NLP process is to get the information (a sentence) and break it 
down into parts that are easy to understand (words). Here's what a string of data looks like:  

"Images on educational websites" 

So that a machine can understand this sentence, the string is tokenized so that it can be broken up 
into its parts. This is what would happen with tokenization: 

‘Images’ ‘on’ ‘educational’ ‘websites’   

This may seem simple, but if you break a sentence into its parts, a machine can understand both 
the parts and the whole. This helps the program understand each word's meaning and how it fits 
into the whole text. This is especially important to find terms for image relevancy computation. 
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3.2.1.2 Remove Stop Words 

Stop words are terms that are typically eliminated from a natural language before they are 
processed to be more easily understood. These are the most often used words in any language, 
such as articles, prepositions, pronouns, conjunctions, and so on; nonetheless, they contribute little 
to the meaning of the text. A few English stop words are "the," "a," "an," "so," and "what." There 
are a lot of stop words in every human language. By taking out these words, we get rid of the low-
level information in our information so that the important information gets more attention. In other 
words, we can say that taking out these words doesn't hurt the model we are training for our task. 
Getting rid of stop words definitely cuts down on the size of the dataset, which in turn cuts down 
on the training time because there are less tokens to train on. We don't always take out the pauses. 
Getting rid of stop words depends a lot on the task we're doing and the goal we're trying to reach. 
For example, we might not take out the stop words when training a model to do sentiment analysis. 

"The movie was not good at all," said the reviewer. 

After taking out the stop words: "good movie" 

We can tell from the review that the movie wasn't good. But when the stop words were taken out, 
the review became positive, which isn't true. So, getting rid of stop words can be hard in this case. 
Most of the time, stop words are not needed for tasks like text classification because the other 
words in the dataset are more important and give the general idea of the text. So, when we do tasks 
like this, we usually get rid of stop words. 

3.2.1.3 Stemming and Lemmatization  

This is another step before figuring out how relevant the text taken from images is to the text on a 
webpage. We did stemming in our application after removing stop words. For example, the roots 
of the words ``likes," "likely," and "liked" are all "like," which can be used as a synonym for all 
three words. So, an NLP model can figure out that all three words are similar and are used in the 
same way. Stemming lets we standardize words to their base stems, no matter how they are formed. 
This is useful for many things, like grouping or clustering text. Search engines use these methods 
a lot to give better results no matter how the words are spelt. We call it "over-stemming" when our 
program links different words that have nothing to do with each other to the same root. Even 
though the words ``universal," "university," and "universe" all have the same root word, they mean 
very different things. When we type these words into a good search engine, the results should be 
very different, not the same as if they were the same word. A mistake like this is called a "false 
positive." Under-Stemming is the opposite of overstepping. It happens when two or more words 
don't come from the same root, even though they should. The word "alumnus" refers to a former 
college student, and it is usually used to talk about men. "Alumnae" is the word for women, and 
"alumni '' is a group of former college students. A basic search engine or other NLP program 
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should definitely treat these words as synonyms. But most Stemming algorithms don't cut it to 
their common root, which is a false negative error. 

Lemmatization is an extension of stemming. It is the process of putting all the different forms of a 
word together so that they can be looked at as a single unit. Lemmatization is like Stemming, but 
it gives the words more meaning. So, it connects words that mean the same thing to one word. 
Most lemmatization algorithms also take positional arguments as inputs, like whether the word is 
a noun, verb, or adjective. When preprocessing text for natural language processing (NLP), we 
need both stemming and lemmatization. Sometimes, both of these words are used as if they mean 
the same thing, even though they don't. Most of the time, Lemmatization is better than Stemming 
because it looks at words in their context rather than using a hard-coded rule to cut off suffixes. 
But Lemmatization takes a lot more time if the text documents are very long, which is a major 
drawback. For Stemming and Lemmatization purposes, our application uses a third-party library 
called pluralize.net. 

3.2.1.4 Uniform Case 

Since the way a computer works with text depends on the case, all of the text needs to be changed 
to the same case. For example, Cat and cat are both the same word, but the capitalization is 
different. So, we should make all of the text the same case, preferably lowercase. 

3.2.1.5 Remove punctuation Characters 

Punctuation characters are $, ?, “, !, etc. C# function provides the list of punctuation. We have 
removed punctuation characters because they are not providing any information associated with 
semantic similarity. 

3.3 Features Extraction 

Once the text has been cleaned and images have been labeled and classified, the extraction of the 
main features of images and text is done. In this step, the representation of the text (sequence of 
sentences or words) into a numeric vector is calculated by using techniques of Natural Language 
Processing. Term Frequency and Word2Vec techniques have been utilized in this step, as well as 
the synonym search technique in the next order: 

3.3.1 Expand the terms with their synonyms  

A list of terms was expanded by including their synonyms. For this purpose, Word2Vec has been 
used in the application. This service takes the list of words and returns their synonyms. Therefore, 
the list of words obtained after stemming was passed as an input to Word2Vec and a list of their 
synonyms was obtained. Word2vec is a set of models that work together to make word 
embeddings. These models are shallow, two-layer neural networks that are taught to figure out the 
meanings of words from their contexts. Word2vec takes a large collection of text as input and turns 



 

56 
 

it into a vector space, which usually has several hundred dimensions. Each unique word in the 
collection is given a vector in the space. Word2vec can use either the continuous bag-of-words 
(CBOW) or the continuous skip-gram model architecture to make these distributed representations 
of words. In both architectures, as word2vec goes through the whole corpus, it looks at both 
individual words and a sliding window of context words around each word. In the continuous bag-
of-words architecture, the model figures out what the next word will be based on the window of 
words around it. The order of words in a context doesn't change how you guess (bag-of-words 
assumption). In a continuous skip-gram architecture, the model uses the current word to make 
predictions about the words in the window around it. The architecture of skip-gram gives more 
weight to words close to each other in context than to words farther away. The authors' note said 
that CBOW is faster and skip-gram is better for words that don't come up very often. After the 
model has been trained, the learned word embeddings are placed in the vector space so that words 
with similar meanings and structures that appear in the same contexts in the corpus are close to 
each other. The words that are most different from each other are farther apart in space. This 
happens because words that affect the relative probabilities of other words in similar ways will 
have learned similar embeddings when the model is done. For example, you could think of the 
CBOW framework as a "fill in the blanks" task. The learned embedding for a word will show how 
it affects the relative chances that other words will appear in the "blank," or the spot in the middle 
of the context window, when that word appears in that window. So, semantically similar words 
should have similar effects on these probabilities, since semantically similar words should be used 
in similar ways. 

3.3.2 Term Frequency (TF) 

Frequency is the number of times a word appears in a text compared to the total number of words 
in the text. Information taken from images is linked to a number that shows how closely each word 
on a website is related to the text. Images and website text that use the same or similar words will 
have vectors that are similar. This is what we see when we use the cosine similarity method. Cosine 
similarity measures the similarity between two term frequency vectors. 

3.4 Relevancy Measure of Images in the Web 

The main goal of this research is to find out how relevant the information taken from the images 
is to the text on the web pages. In this research, the Cosine similarity technique (Qurashi et al., 
2020) is used because it works better than other similarity techniques like the Jaccard and 
Euclidean (Huang, 2008) distance techniques and gives more accurate results. This method checks 
to see if two vectors are related. Text and labels taken from graphical content and web pages can 
be identified by a number of features, each of which keeps track of how often a certain keyword 
appears. So, a term frequency vector is a way to describe text that has been extracted from images 
and web pages. Figure 14(a) and web page text term frequency vectors are: 
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Table 3.1 Frequency Vectors 

 2nd International 
Conferenc

e 
Business Management Social Science ICBMASS-22 

Figure 2 2 2 2 2 2 2 1 
Webpage 
Text 

0 3 2 1 2 3 1 0 

Table 3.1 shows the number of times each word appears in the text from Figure 3.7(a) and the text 
of the web page. For example, the word "International" was found twice in the text taken from 
Figure 3.7(a), so its term frequency in Figure 3.7(a) is 2, but this word doesn't exist in the text of 
the web, so its term frequency there is 0. With these vectors, the relevance of this graphic to the 
text on the website it's on is calculated to be 0.72. After figuring out how relevant each image on 
a web page is, the average of those relevancies is used to figure out how relevant the page's 
graphics are as a whole. Figure 3.8 shows the whole process of figuring out how relevant 
something is. 

Suppose A and B are two vectors for assessment. By using the cosine measure as a relevancy 
function, we have 

𝑅𝑒𝑙𝑒𝑣𝑎𝑛𝑐𝑦 (𝐴, 𝐵) =
𝐴. 𝐵

||𝐴||||𝐵||
                 𝐸𝑞𝑢𝑎𝑡𝑖𝑜𝑛 − 𝐼 

Here ||A|| is the Euclidean norm of vector A = (𝐴1, 𝐴2 , 𝐴3, 𝐴4, … … … 𝐴𝑛), characterized 

as√𝐴1
2, 𝐴2

2, 𝐴3
2, 𝐴4

2, 𝐴5  
2 … … … 𝐴𝑛

2 . Conceptually, it is the length of the vector. Correspondingly, ||A|| is 
the Euclidean norm of vector A. The measurement calculates the cosine of the angle among vectors 
A and B. For example 3.7(a) figure shows vectors with term frequency of extracted text from 
graphical content and text of webpage. Relevancy of this graphical content with text of its 
containing website is computed by using Equation – I in the following way:     

𝑅𝑒𝑙𝑒𝑣𝑎𝑛𝑐𝑦 (𝐴, 𝐵) =
(1 ∗ 0) + (1 ∗ 2) + (1 ∗ 0) + (1 ∗ 0) + (1 ∗ 0) + (1 ∗ 2) + (1 ∗ 0) + (1 ∗ 5) + (1 ∗ 2) + (1 ∗ 4) + (1 ∗ 0)

√(12 + 12 + 12 + 12 + 12 + 12 + 12 + 12 + 12 + 12 + 12) ∗ √(02 + 22 + 02 + 02+02 + 22 + 02 + 52 + 22+42 + 02)
= 0.62 
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Figure 3.8 Input Images 
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Figure 3.9 Output Images 

Same way the relevancies were computed for other three graphical contents in Figure 3.8 as well. 

𝑅𝑒𝑙𝑒𝑣𝑎𝑛𝑐𝑒 (𝐴, 𝐵) =
(2 ∗ 0) + (2 ∗ 3) + (2 ∗ 2) + (2 ∗ 1) + (2 ∗ 2) + (2 ∗ 3) + (2 ∗ 1) + (1 ∗ 0) + (1 ∗ 5) + (1 ∗ 2) + (1 ∗ 4)

√(22 + 22 + 22 + 22 + 22 + 22 + 22 + 12 + 12 + 12 + 12)  ∗  √(02 + 32 + 22 + 12 + 22 + 32 + 12 + 02 + 52 + 22 + 42) 
= 0.72 

                                        𝑅𝑒𝑙𝑒𝑣𝑎𝑛𝑐𝑒 (𝐴, 𝐵) =
(1∗5)+(1∗0)+(1∗0)+(1∗3)+(1∗5)+(1∗0)+(1∗4)+(1∗2)

√(12+12+12+12+12+12+12+12) ∗ √(52+02+02+32+52+02+42+22)
= 0.75 

𝑅𝑒𝑙𝑒𝑣𝑎𝑛𝑐𝑒 (𝐴, 𝐵) =
(1 ∗ 2) + (1 ∗ 4)

√(12 + 12) ∗  √(22 + 42)
= 0.94 

So the overall average relevancy of graphical contents with text of web page is: 

((0.62+0.72+0.75+0.94)/4)=0.76 

Here the average of all relevancy values of individual graphical contents were taken overall 
relevancy of graphical contents with their container webpage.  
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Figure 3.10 Workflow of Relevancy computation 

In this chapter, we have proposed methodology that computes the relevancies of the images with 
the      websites.      In the next chapter, we will evaluate our proposed methodology and proposal 
for relevant images that could enhance the readability of the web pages by using a user study.  
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Chapter 4: Evaluation  

In this chapter, first we have evaluated our proposed methodology by using the educational 
websites in Pakistan then evaluate the proposal that relevant images could enhance the web 
readability.  

 

Figure 4.1 Evaluation Process 

4.1 Evaluation of the Methodology 

For the proposed methodology evaluation we looked at 50 educational websites in Pakistan and 
rated them. Figure 4.2 shows how the relevance of the websites in the corpus chosen for the 
evaluation is spread out. Three groups of results were made. Text taken from images on 11 out of 
50 websites matched the text on those websites 50–60% of the time. This was true for 60–70% of 
24 websites, and 70–80% of the graphical content on 16 other websites was also true for those 
websites. The results also show that between 70 and 80% of the graphics on about 40% of websites 
are related to the websites. Figure 4.3 shows each site's score for how relevant it is.  

 

Figure 4.2 Websites Relevancy Distribution with Text Images 
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On the other hand, information taken from non-text images on 16 out of 50 websites matched the 
text on those websites 50–60% of the time. This score was between 61 and 70% for 20 websites, 
while 14 other websites had non-text images that were between 71 and 80% relevant to the 
websites, as shown in Figure 4.3. 

 

Figure 4.3 Websites Relevancy Distribution with Non-Text Images 

So, if you use these websites with 70–80% relevancy as a standard, at least 60% of websites could 
be better if they made their graphical content more relevant. For example, the National University 
of Science and Technology (NUST) website has a relevancy score of 0.72. From the screenshot in 
Figure 4.4, it's clear that the page's highlighted image is a good fit for the page.  

 

Figure 4.4 Example of Better Relevancy due to relevant Content 
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Figure 4.5 Example of Worse Relevancy due to Poor Quality Content 

In this case, the confidence values of text extracted from graphics are good because the graphics 
are well balanced in terms of aspect ratio, colour contrast, resolution, font style, font size, etc. 
Second, the text in images is the same as the text on a webpage. The University of Central Punjab 
(UCP), on the other hand, has a relevance score of 0.50. Figure 4.5 is a screenshot that shows that 
images on web pages are not easy to read. Aspect ratio, font size, colour contrast, etc. are not 
appropriate. This makes OCR work less well, so there is less confidence in the text that is extracted. 
Because of this, it was found that text taken from graphics was less relevant to the context of the 
web page. Figure 4.6 is another example. The image quality is good, and OCR worked well, but 
the text taken from the image doesn't match the text on the web page very well. Again, this led to 
a low score for relevance. 

 

Figure 4.6 Example of Worse Relevancy due to Irrelevant Content 



 

64 
 

Another example of non-text images, Hajvery University has a relevancy score of 0.48. As it’s 
obvious in Figure 4.7, the image used on the web is out of the context of the webpage. 
Consequently, extracted information from non-text images has been found to be less relevant to 
the textual content of the web page.  

 

Figure 4.7 Web page with irrelevant non-text image 

 

Table 4.1 Educational websites relevancy scores with text and non-text images 

Sr# Website Score with 
Non-Text 
Images 

Score with 
Text 

Images 

Overall 
Score 

1 http://nu.edu.pk/ 63 67 65 
2 https://nust.edu.pk/ 70 72 71 
3 https://lums.edu.pk/ 59 58 58.5 
4 https://www.giki.edu.pk/ 47 61 54 
5 https://itu.edu.pk/ 65 60 62.5 
6 http://www.pu.edu.pk/ 59 51 55 
7 https://www.aku.edu/ 47 49 48 
8 https://www.umt.edu.pk/ 61 62 61.5 
9 https://www.comsats.edu.pk/ 67 71 69 

10 https://uol.edu.pk/ 58 61 59.5 
11 https://www.bahria.edu.pk/ 64 67 65.5 
12 https://www.iba.edu.pk/ 61 58 59.5 
13 https://www.riphah.edu.pk/ 68 70 69 
14 https://www.iobm.edu.pk/ 46 45 45.5 
15 https://uet.edu.pk/ 65 71 68 
16 https://www.iub.edu.pk/ 66 58 62 
17 https://qau.edu.pk/ 63 67 65 
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18 https://superior.edu.pk/ 58 62 60 
19 https://www.ucp.edu.pk/ 63 50 56.5 
20 https://iiu.edu.pk/ 59 62 60.5 
21 http://www.uaf.edu.pk/ 47 71 59 
22 https://www.uok.edu.pk/ 49 61 55 
23 https://gcuf.edu.pk/ 47 67 57 
24 https://www.bzu.edu.pk/ 58 58 58 
25 https://su.edu.pk/ 61 69 65 
26 https://www.neduet.edu.pk/ 58 45 51.5 
27 https://www.muet.edu.pk/ 47 71 59 
28 https://www.fccollege.edu.pk/ 61 58 59.5 
29 https://www.kmu.edu.pk/ 68 67 67.5 
30 https://szabist.edu.pk 58 62 60 
31 http://www.pieas.edu.pk/ 67 66 66.5 
32 https://www.uaar.edu.pk/ 57 62 59.5 
33 https://www.pide.org.pk/ 67 71 69 
34 https://www.numl.edu.pk/ 47 61 54 
35 http://www.uop.edu.pk/ 67 67 67 
36 https://gcu.edu.pk/ 59 59 59 
37 https://usindh.edu.pk/ 47 47 47 
38 https://www.hamdard.edu.pk/ 61 61 61 
39 https://www.uhs.edu.pk/ 63 63 63 
40 https://uog.edu.pk/main.php 58 58 58 
41 https://www.hup.edu.pk/ 48 45 46.5 
42 https://pafkiet.edu.pk/main/ 56 62 59 
43 https://fjwu.edu.pk/ 51 66 58.5 
44 https://iqra.edu.pk/ 61 62 61.5 
45 https://www.aup.edu.pk/ 46 71 58.5 
46 https://web.uettaxila.edu.pk/ 58 61 59.5 
47 https://ssuet.edu.pk/ 48 67 57.5 
48 https://ndu.edu.pk/ 64 59 61.5 
49 https://www.au.edu.pk/ 67 47 57 
50 https://www.ntu.edu.pk/ 47 61 54 

In order to evaluate the proposal we have proposed following research questions: 

i. Do relevant images enhance web readability? 
ii. Do irrelevant images influence web readability? 

A user study has been conducted to find the answers of above research questions. In a user study, 
two evaluations, evaluation by final users and evaluation through readability experts, have been 
performed. Different questions have been asked and readability scores have been computed. Best, 
average and worst websites have been selected by using the proposed automatic tool. At the end, 
the relevancy scores of selected websites were compared with readability scores computed in the 
user study in order to find the research question's answer.  
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Figure 4.8 User Evaluation 

 
Figure 4.9 User Evaluation Design 

4.2 User study For Non-Text Images 

In this section, user study has been performed to check that relevant non-text images could enhance 
web readability. Two evaluations, evaluation by final users in educational institutions and 
readability experts from different software houses in Pakistan, have been conducted.  
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4.2.1 Objective 

The main goal of this study is to find the answers of research questions, the relevant non-text 
images could increase web readability for users. In order to achieve objective, the readability score 
and reading time have been computed through questions that have been asked in the user study.  

4.2.2 Environment 

An online survey through Google Forms has been conducted. Experts and users have the option to 
evaluate the web page at any place. 

 
Figure 4.10 Survey Form 

4.2.3 Materials 

In this study, we have considered fifty educational websites in Pakistan, listed in Table 5. For this 
research work, the two web pages with a better relevancy score, two web pages with average 
relevancy score and the two web pages with a worse relevancy score according to the methodology 
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proposed were selected. Then, a second version of these webpages were constructed by the authors 
to carry out an A/B Test with the webpages as it is explained in detail in the Procedure. For 
example, Figure 4.12 shows the screenshot of one of the original web pages with a non-text image, 
meanwhile a new webpage is specially created for this study for carrying out the A/B test, without 
the non-text image, shown in Figure 4.11. 

4.2.4 Dependent and independent variables 

In our case, the things that matter are how well people understand, which can be bad, fair, good, 
or excellent. This understanding depends on the following factors that are out of our control: 

● What kind of picture it is (chart, diagram, flow diagram, or photo) 

● The sharpness of pictures 

● What non-text images and paragraphs have to do with each other 

4.2.5 Participants   

A total of 1024 final users (potential readers) were voluntarily enlisted for final user testing (Male 
=512 and Female=512); and 32 readability experts (Male =16 and Fe-male=16) participated 
voluntarily in heuristic study, which were developers from different software houses in Pakistan. 
On the one hand, the users for the potential readers study were users from academic backgrounds. 
Teachers, staff, and students from the different institutes listed in Table 5 were especially asked to 
take part. They were hired after an agent test of the client population showed that they fit a certain 
profile. All of the users met the criteria for inclusion, which was that they weren't readability 
experts and weren't power users. This means that they hadn't done any web testing yet, but they 
did have some experience riding the web. Moreover, they were required to graduate and be 
between 20 to 35 years old. 

Table 4.2 Number of Participants 

 Total Male Female 
Final Users 1024 512 512 

Experts 32 16 16 
 

On the other hand, the readability specialists were enlisted to perform the heuristic examination. 
The inclusion criteria for this study was: to have graduate-level coursework in human-PC 
collaboration, and brutal variables of website architecture, and to have previously been taught and 
taken an interest in somewhere around one heuristic web assessment project. This is predictable 
with the thought that master evaluators ought to be utilized for heuristic assessment, as they give 
better outcomes. The invitation to be enrolled in the studies was shared and advertised using 
different social media platforms, and also emailed the links to academic users, and to industry 
people. 
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4.2.6 Procedure 

This experiment has been conducted in two different groups. Firstly, we gave three websites (with 
non-text images and without non-text images) to half of the experts and users. Another set of three 
websites (with images and without images) was given to the other half of the experts and users. 
During the evaluation procedure, experts and users had the opportunity to clarify any doubts or 
problems. Experts and users checked the relevance of non-text images with the webpage and 
answers to questions. User feedback has been recorded and this was used to check the relevancy 
of non-text images with the text of the web page and its readability.  

Website 1, Website 2 and Website 3 

● Group 1 --> with non-text images / questions / without non-text images / questions about 
preferences 

● Group 2 --> without non-text images / questions / with non-text images / questions about 
preferences 

Website 4, Website 5 and Website 6 

● Group 1 --> with non-text images / questions / without non-text images / questions about 
preferences 

● Group 2 --> without non-text images / questions / with non-text images / questions about 
preferences 

4.2.7 Questionnaires 

For validation of the hypothesis, different types of questions which consist of control questions, 
questions related to the user's understanding, and finally, questions relative to the user’s feelings 
have been asked in the user survey. For example, consider the best webpage as shown in Figure 
4.11 without relevant non-text images, please answer the following questions.   

i. The webpage explains higher educational institutes?  
ii. Do you think the educational institute has a clean environment? 

iii. Does it consist of male and female students? 
iv. Different trees are surrounding the buildings. 
v. Do you think the institute has huge buildings? 

vi. It has good sports grounds. 
vii. Do you think it has a friendly environment? 

viii. Time taken to go through the contents and answer these questions was recorded. 
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Figure 4.11 Webpage without non-text images 

On the other hand, the same webpage, as shown in Figure 4.12 with relevant non-text images, 
please answer the following questions: 

 

Figure 4.12 Webpage with non-text images 

i. The webpage explains higher educational institutes?  
ii. Do you think the educational institute has a clean environment? 

iii. Does it consist of male and female students? 
iv. Different trees are surrounding the buildings. 
v. Do you think the institute has huge buildings? 

vi. It has good sports grounds. 
vii. Do you think it has a friendly environment? 
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viii. The new image added to the webpage helps me to understand the web content. 
ix. Time taken to go through the contents and answer these questions was recorded. 
x. I prefer a webpage with relevant non-text images (web page webpage shown in Figure 4.12). 

4.2.8 Results 

We've looked at six websites and found that two are the best, two are average websites and the 
other two are the worst of the fifty we were looking at. The results were looked into and put 
together so that they could be shown in a statistical way. User online results show that web page 
1, which has mostly relevant graphics, has a readability score of 53.57% for a page without images 
and 91.71% for a page with images. The results suggest that relevant, graphical content helped 
people understand the page best. On the other hand, users had a hard time getting the idea of the 
same page without images. The same thing holds true for page 3. Without images, Page 3 has a 
readability score of 52.33%, but with images, it has a score of 89.67%. On the other hand, when 
websites with irrelevant graphics are served to users without graphics, they are easier to understand 
than when they were served with graphics. The online results show that page 2 is 49.11% easy to 
read without any pictures, and 50.01% easy to read with pictures. The same thing happens on page 
4. Without images, Page 4 has a readability score of 50.13%, but with images, it has a score of 
50.67%. Based on the results, it's clear that negative images that aren't relevant hurt the readability 
of Figure 4.14. Webpage 5 without images has a readability score of 56.77% while the same 
webpage with images has 63.66%. Webpage 6 without images has a readability score of 52.11% 
while the same webpage with images has 59.61%. Figure 4.13 shows that when irrelevant images 
are taken away, users can see things more quickly and accurately. 

 

Figure 4.13 Web Readability Time with Non-Text Images 
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It doesn't change much when experts look at it. Page 1 without images has a readability score of 
51.17%, while the same page with images has a readability score of 90.07%. Without images, Page 
3 has a readability score of 53.13%, but with images, it has a score of 88.01%. 

 

Figure 4.14 User’s based readability scores with and without text images 

A page with no pictures has a readability score of 50.13 percent, while the same page with pictures 
has a score of 51.6 percent. Figure 4.15 shows that Page 4's readability score is 51.15% when it 
doesn't have any irrelevant images, but it drops to 49.63% when it does. Without images, Page 5 
has a readability score of 55.77%, but with images, it has a score of 61.66%. Without images, Page 
6 has a readability score of 50.7%, but with images, it has a score of 57.66%.  

 

Figure 4.15 Experts-based readability scores with and without text images 
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In this section, we have evaluated our proposal through research questions that relevant text images 
could enhance web readability by using user study. Two evaluations, evaluation through final user 
and evaluation through readability experts, have been conducted in this section. Best, average and 
worst websites computed through proposed automatic tool have been used in the user evaluation. 
Different questions related to the user feelings, user understanding etc. were asked, time taken to 
read the content and answer the questions were recorded and readability scores were computed. 
We have observed that the results of the final user evaluation are close to the heuristic evaluation, 
and also observed that the websites have high relevance scores, have high readability scores in the 
user evaluation that verify our proposed hypothesis and research questions that relevant images 
could enhance the web readability. 

4.3 User study For Text Images 

In this section, user study has been performed to check that relevant text images could enhance 
web readability. Two evaluations, evaluation by final users in educational institutions and 
readability experts from different software houses in Pakistan, have been conducted.  

4.3.1 Objective 

The main goal of this study is to find the answers of research questions, the relevant text images 
could increase web readability for users. In order to achieve objective, the readability score and 
reading time have been computed through questions that have been asked in the user study.  

4.3.2 Environment 

An online survey through Google Forms has been conducted. Experts and users have the option to 
evaluate the web page at any place. 

4.3.3 Materials 
In this study, we have considered fifty educational websites in Pakistan, listed in Table 5. For this 
research work, the two web pages with a better relevancy score, two web pages with average 
relevancy score and the two web pages with a worse relevancy score according to the methodology 
proposed were selected. Then, a second version of these webpages were constructed by the authors 
to carry out an A/B Test with the webpages as it is explained in detail in the Procedure. For 
example, Figure 4.17 shows the screenshot of one of the original web pages with a text image, 
meanwhile a new webpage is specially created for this study for carrying out the A/B test, without 
the text image, shown in Figure 4.16. 

4.3.4 Dependent and independent variables 

In our case, the things that matter are how well people understand, which can be bad, fair, good, 
or excellent. This understanding depends on the following factors that are out of our control: 

● What kind of picture it is (chart, diagram, flow diagram, or photo) 
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● The sharpness of pictures 

● What text images and paragraphs have to do with each other 

4.3.5 Participants   

A total of 1024 final users (potential readers) were voluntarily enlisted for final user testing (Male 
=512 and Female=512); and 32 readability experts (Male =16 and Fe-male=16) participated 
voluntarily in heuristic study, which were developers from different software houses in Pakistan. 
On the one hand, the users for the potential readers study were users from academic backgrounds. 
Teachers, staff, and students from the different institutes listed in Table 5 were especially asked to 
take part. They were hired after an agent test of the client population showed that they fit a certain 
profile. All of the users met the criteria for inclusion, which was that they weren't readability 
experts and weren't power users. This means that they hadn't done any web testing yet, but they 
did have some experience riding the web. Moreover, they were required to graduate and be 
between 20 to 35 years old. 

On the other hand, the readability specialists were enlisted to perform the heuristic examination. 
The inclusion criteria for this study was: to have graduate-level coursework in human-PC 
collaboration, and brutal variables of website architecture, and to have previously been taught and 
taken an interest in somewhere around one heuristic web assessment project. This is predictable 
with the thought that master evaluators ought to be utilized for heuristic assessment, as they give 
better outcomes. The invitation to be enrolled in the studies was shared and advertised using 
different social media platforms, and also emailed the links to academic users, and to industry 
people. 

4.3.6 Procedure 

This experiment has been conducted in two different groups. Firstly, we gave three websites (with 
text images and without text images) to half of the experts and users. Another set of three websites 
(with images and without images) was given to the other half of the experts and users. During the 
evaluation procedure, experts and users had the opportunity to clarify any doubts or problems. 
Experts and users checked the relevance of text images with the webpage and answers to questions. 
User feedback has been recorded and this was used to check the relevancy of text images with the 
text of the web page and its readability.  

Website 1, Website 2 and Website 3 

● Group 1 --> with text images / questions / without text images / questions about preferences 
● Group 2 --> without text images / questions / with text images / questions about preferences 

Website 4, Website 5 and Website 6 

● Group 1 --> with text images / questions / without text images / questions about preferences 



 

75 
 

● Group 2 --> without text images / questions / with text images / questions about preferences 

4.3.7 Questionnaires 

For validation of the hypothesis, different types of questions which consist of control questions, 
questions related to the user's understanding, and finally, questions relative to the user’s feelings 
have been asked in the user survey. For another example, consider the best webpage as shown in 
Figure 4.16 without relevant text images, please answers the following questions:  

(Control Question) 

i. The webpage explaining the QEC organization hierarchy? 

(Questions related to understanding) 

ii. How many cities are involved in QEC? 
iii. Who reports issues to the Vice-Chancellor (VC)? 
iv. Who reports hierarchically to the Deputy Manager in Islamabad? 
v. Where (city) is the Deputy Manager working? 

vi. How many employees are involved in the main campus? 
vii. Does the Assistant Manager in Islamabad assist the Deputy Manager or the QEC Officer? 

viii. Who can restrict the activities of all employees on different campuses? 
ix. Time taken to go through the contents and answer these questions was recorded. 

 
Figure 4.16 Webpage without relevant images 

On the other hand, the same webpage, as shown in Figure 4.17 with relevant text images, please 
answer the following questions: 
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(Control Question) 

i. The webpage explaining the QEC organization hierarchy? 

(Questions related to understanding) 

ii. How many cities are involved in QEC? 
iii. Who reports issues to the Vice-Chancellor (VC)? 
iv. Who reports hierarchically to the Deputy Manager in Islamabad? 
v. Where (city) is the Deputy Manager working? 

vi. How many employees are involved in the main campus? 
vii. Does the Assistant Manager in Islamabad assist the Deputy Manager or the QEC Officer? 

viii. Who can restrict the activities of all employees on different campuses? 
ix. Time taken to go through the contents and answer these questions was recorded. 

 

Figure 4.17 Webpage with relevant images 
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(Questions related to feelings of image relevancy) 

i. The new image added to the webpage helps me to understand the web content. 
ii. I prefer a webpage with relevant images (Web Page shown in Figure 4.17). 

4.3.8 Results 

We've looked at six websites and found that two are the best, two are average websites and the 
other two are the worst of the fifty we were looking at. The results were looked into and put 
together so that they could be shown in a statistical way. User online results show that web page 
1, which has mostly relevant graphics, has a readability score of 52.51% for a page without images 
and 89.71% for a page with images. The results suggest that relevant, graphical content helped 
people understand the page best. On the other hand, users had a hard time getting the idea of the 
same page without images. The same thing holds true for page 3. Without images, Page 3 has a 
readability score of 50.23%, but with images, it has a score of 87.57%. On the other hand, when 
websites with irrelevant graphics are served to users without graphics, they are easier to understand 
than when they were served with graphics. The online results show that page 2 is 49.11% easy to 
read without any pictures, and 50.01% easy to read with pictures. The same thing happens on page 
4. Without images, Page 4 has a readability score of 50.13%, but with images, it has a score of 
50.67%. Based on the results, it's clear that negative images that aren't relevant hurt the readability 
of Figure 4.19. Webpage 5 without images has a readability score of 55.77% while the same 
webpage with images has 61.66%. Webpage 6 without images has a readability score of 52.11% 
while the same webpage with images has 59.61%. Figure 4.18 shows that when irrelevant images 
are taken away, users can see things more quickly and accurately. 

 

Figure 4.18 Web Readability Time with Text Images 
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It doesn't change much when experts look at it. Page 1 without images has a readability score of 
51.17%, while the same page with images has a readability score of 90.07%. Without images, Page 
3 has a readability score of 53.13%, but with images, it has a score of 88.01%. 

 

Figure 4.19 User’s based readability scores with and without images 

A page with no pictures has a readability score of 50.13 percent, while the same page with pictures 
has a score of 51.6 percent. Figure 4.20 shows that Page 4's readability score is 51.15% when it 
doesn't have any irrelevant images, but it drops to 49.63% when it does. Without images, Page 5 
has a readability score of 55.77%, but with images, it has a score of 61.66%. Without images, Page 
6 has a readability score of 50.7%, but with images, it has a score of 57.66%.  

 

Figure 4.20 Experts-based readability scores with and without images 
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In this section, we have evaluated our proposal through research questions that relevant text images 
could enhance web readability by using user study. Two evaluations, evaluation through final user 
and evaluation through readability experts, have been conducted in this section. Best, average and 
worst websites computed through proposed automatic tool have been used in the user evaluation. 
Different questions related to the user feelings, user understanding etc. were asked, time taken to 
read the content and answer the questions were recorded and readability scores were computed. 
We have observed that the results of the final user evaluation are close to the heuristic evaluation, 
and also observed that the websites have high relevance scores, have high readability scores in the 
user evaluation that verify our proposed hypothesis and research questions that relevant images 
could enhance the web readability. 
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Chapter 5: Conclusion and Further Work 

5.1 Conclusion 

This thesis aims to study the readability problems that users may encounter while interacting with 
web pages and propose readability guidelines to help developers and designers make web pages 
easier to read by looking at only the essential parts of a page and not relying on their judgment. 
The main contributions made in this thesis are analysis of image relevancy measures on websites 
from a readability perspective, analysis of the factors which could influence the readability of the 
images and a proposal of an image relevance measure and design a methodology to evaluate the 
relevancy of images on the websites. The contributions of this thesis are made in light of some 
limitations that we are considering educational websites having English language limited to the 
specific country. 

Further, we conclude with the work done to achieve the thesis’s goals: 

First, the analysis of image relevancy measures on websites from a readability perspective was 
studied, where image relevancy techniques on websites were analyzed in Chapter 2. In addition to 
conducting a systematic review to find factors that affect readability of images on the web pages. 
The results from the systematic review were integrated with the proposed methodology to compute 
image relevancy on the websites, which is presented in Chapter 3. This methodology combines 
different ways to get information from images by using Cloud Vision API and OCR and reading 
text from websites to find relevancy between them. Techniques for preprocessing data have been 
used on the information that has been extracted. NLP technique has been used to determine what 
images and text on a web page have to do with each other. This tool looks at fifty educational 
websites' pictures and assesses their relevance. Results show that images that have nothing to do 
with the page's content and images that aren't very good cause lower relevancy scores. Second, a 
proposal of an evaluation methodology to assess that relevant images could enhance web 
readability was introduced in Chapter 4, in which a user study was done to evaluate the proposed 
methodology based on two evaluations: the evaluation of the end users of the page and the heuristic 
evaluation, which was done by experts in readability. A user study was done with questions about 
what the user knows, how they feel, and what they can do. The websites that have high relevancy 
scores in the proposed automatic tool have higher readability scores in the user study and this 
validated the hypothesis that the relevant images could enhance web readability and research 
questions. The results back up the idea that images that are relevant to the page make it easier to 
read. 
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5.2 Future work 

The present proposal for readability guidelines for web developers is the first attempt in this regard. 
These guidelines form a basis that can be developed by expanding in specific directions:  

Initially, the factors that affect readability of educational websites in English and how relevant 
images could enhance web readability were studied. In future, we will propose the needed 
readability guidelines and will update the proposed evaluation methodology for web developers in 
line with the new studied image relevancy on websites to ensure the compatibility of the proposed 
methodology for evaluating the readability. The importance of an educational website in Pakistan 
for students through which they can efficiently study is doubtful. An easy-to-use educational 
website for college helps to appeal to both students and parents, as it lets them see everything right 
from their dashboard. Using the organization web portal, they can view their academic progress 
by logging into their accounts. A website for online classes significantly enhances the learning 
experience for your students. Taking online courses gives them the freedom to learn when they 
want. So In recent years, it has become imperative to website design for educational institutions 
such as universities and colleges. On the other hand, English is an important medium in a number 
of key educational institutions in Pakistan, is the main language of technology and international 
business, has a major presence in the media, and is a key means of communication among a 
national elite. The constitution and the laws of the land are codified in English. In the future, we 
will consider other domains and countries.  

The final users’ evaluation of the proposed hypothesis that the relevant images on websites could 
enhance web readability are being evaluated in the selected educational websites and software 
houses. The evaluation will involve more users and conduct more sessions, allowing the 
investigation of additional potential readability barriers. The upcoming users’ evaluations could 
update our proposed guidelines with new guidelines or recommendations. Because this evaluation 
consists of a limited number of users.  

Moreover, the proposed guidelines are presented that images should be relevant to the text of web 
pages. Irrelevant images on the web could decrease web readability. Lastly, we presented various 
papers at conferences on relevancy metrics, user surveys, and journal articles on the finished 
approach and its evaluation. In the not-too-distant future, we hope to make the findings of our 
doctoral research more widely known, both from a scientific and public relations standpoint, by 
publishing them in venues such as conferences, journals, and exhibitions. At this time, we are 
planning to collaborate with various application domains to publish in the following journals: 

● Evaluate the user feedback and relevancy of any other applications within the domain 
● Evaluate the significance of websites from various countries. 
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Appendix A 

Questionnaire for readability Guidelines Evaluation for Without Text Images 

This appendix shows the questionnaire that was used for the User evaluation, which was done with 

the help of end users and experts on readability. The following questionnaire looks at how easy 

the new proposed guidelines are to read, how well they work for users, and how happy users are 

with them. 

 

i. Please mark your gender:  

a) Male                  b) Female 

ii. The mentioned above webpage explaining the QEC organization hierarchy 

 

iii. How many cities are involved in QEC in the webpage? 

 

iv. Who reports issues to the Vice-Chancellor (VC)? 

 

v. Who reports hierarchically to the Deputy Manager in Islamabad? 
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v. Where (city) is the Deputy Manager working? 

 

vi. How many employees are involved in the main campus? 

 

vii. Does the Assistant Manager in Islamabad assist the Deputy Manager or the QEC Officer? 

 

viii. Who can restrict the activities of all employees on different campuses? 

 

ix. Time taken to go through the contents and answer these questions was recorded. 
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Appendix B 

Questionnaire for readability Guidelines Evaluation for With Text Images 

This appendix shows the questionnaire that was used for the User evaluation, which was done with 

the help of end users and experts on readability. The following questionnaire looks at how easy 

the new proposed guidelines are to read, how well they work for users, and how happy users are 

with them. 

 

i. Please mark your gender:  
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a) Male                  b) Female 

ii. The mentioned above webpage explaining the QEC organization hierarchy? 

 

iii. How many cities are involved in QEC in the webpage? 

 

iv. Who reports issues to the Vice-Chancellor (VC)? 

 

v. Who reports hierarchically to the Deputy Manager in Islamabad? 

 

v. Where (city) is the Deputy Manager working? 

 

vi. How many employees are involved in the main campus? 

 

vii. Does the Assistant Manager in Islamabad assist the Deputy Manager or the QEC Officer? 

 

viii. Who can restrict the activities of all employees on different campuses? 

ix. The newly added image to the webpage provides clarity on the information presented there. 

 
x. I prefer the above webpage with relevant images. 

 

xi. Time taken to go through the contents and answer these questions was recorded. 
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Appendix C 

Questionnaire for readability Guidelines Evaluation for Without Non-Text Images 

This appendix shows the questionnaire that was used for the User evaluation, which was done with 

the help of end users and experts on readability. The following questionnaire looks at how easy 

the new proposed guidelines are to read, how well they work for users, and how happy users are 

with them. 

i. Please mark your gender:  

a) Male                  b) Female

 

ii. The website provides information regarding the higher educational institute? 

 

     iii. Do you believe that the educational institution has a healthy and sanitary atmosphere? 

 

iv. Are there both male and female students in it? 

 

v. There are different kinds of trees around the buildings. 
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vi. Do you think the buildings at the institute are significant? 

 

vii. It has good places to play sports. 

 

viii. Are the people there friendly?      

 

ix. Time taken to go through the contents and answer these questions was recorded. 
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Appendix D 

Questionnaire for readability Guidelines Evaluation for With Non-Text Images 

This appendix shows the questionnaire that was used for the User evaluation, which was done with 

the help of end users and experts on readability. The following questionnaire looks at how easy 

the new proposed guidelines are to read, how well they work for users, and how happy users are 

with them. 

i. Please mark your gender:  

b) Male                  b) Female 

 

 

 

 

 

 

 

 

 

ii. The website provides information regarding the higher educational institute? 

 

iii. Do you believe that the educational institution has a healthy and sanitary atmosphere? 

 

iv. Are there both male and female students in it? 
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v. There are different kinds of trees around the buildings. 

 

vi. Do you think the buildings at the institute are significant? 

 

vii. It has good places to play sports. 

 

viii. Are the people there friendly?      

 

ix. The newly added image to the webpage provides clarity on the information presented there.      

 

ix. Time taken to go through the contents and answer these questions was recorded. 
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Appendix E 

Questionnaire for readability Guidelines Evaluation for With Text Images 

This appendix shows the questionnaire that was used for the User evaluation, which was done with 

the help of end users and experts on readability. The following questionnaire looks at how easy 

the new proposed guidelines are to read, how well they work for users, and how happy users are 

with them. 

 
i. Does the picture help you better understand the website's information? 

ii. Is the page attractive to you? 
iii. Do you need help understanding the graphics? 
iv. Do you think the pictures make the text easier to understand? 
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v. Taking all of these things into account, please rate the quality of the website as a whole. 
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GLOSSARY 

Guidelines A set of rules to guarantee the success of a certain goal or process (Shekelle, 1999). 

Human-Computer Interaction is a multidisciplinary field that aims to solve the real problems of 

making computer systems easier to use with scientific answers (Gregory, 1991). 

Image processing is a set of actions performed on an image to enhance it or extract relevant 

information from it (Castleman, 1996). 

Inclusive design when designers make their products or services with everyone's needs in mind, 

no matter their age, ability, culture, where they live, or how much money they have (Clarkson, 

2010). 

Optical Character Recognition is the process of converting an image of text into a format that a 

machine can read. (Mori, 1999). 

Readability states that is the ease with which a reader can understand a document (Klare, 1963). 
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ACRONYMS  

● AI: Artificial Intelligence.  

● AICMD: Annotation by Image-to-Concept Distribution Model. 

● DDC: Dewey Decimal Characterization 

● HCI: Human-Computer Interaction. 

● HTML: Hypertext Markup Language. 

● KDT: Knowledge Discovery in Texts. 

● LCC: Library of Congress Grouping.  

● LIS: Library and Data Science.  

● LSH: Locality-Sensitive Hashing. 

● NLP: Natural language processing. 

● OCR: Optical Character Recognition. 

● OEM: Object Exchange Model. 

● OWDIG: Online Webpage Image Downloader and ImageInfo Grabber. 

● TF: Term Frequency. 

● WCAG: Web Content Accessibility Guidelines.  

● WCM: Web Content Mining. 

● WSM: Web Structure Mining. 

● WUEM: Web Usability Evaluation Model. 

● WUM: Web Usage Mining. 

● WWW: World Wide Web. 
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