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A B S T R A C T   

The increasing complexity of the dynamics captured in Land Use and Land Cover (LULC) change modelling has 
made model behaviour less transparent and calibration more extensive. For cellular automata models in 
particular, this is compounded by the fact that validation is typically performed indirectly, using final simulated 
change maps; rather than directly considering the probabilistic predictions of transition potential. This study 
demonstrates that evaluating transition potential predictions provides detail into model behaviour and perfor
mance that cannot be obtained from simulated map comparison alone. This is illustrated by modelling LULC 
transitions in Switzerland using both Logistic Regression and Random Forests. The results emphasize the need for 
LULC modellers to explicitly consider the performance of individual transition models independently to ensure 
robust predictions. Additionally, this study highlights the potential for predictor variable selection as a means to 
improve transition model generalizability and parsimony, which is beneficial for simulating future LULC change.   

Software and data availability 

All data preparation, modelling and analysis was conducted in R 
4.0.5 (R core team, 2021) and the processed data and scripts to replicate 
the results of this research have been made available alongside this 
publication (https://doi.org/10.5281/zenodo.6912914). 

1. Introduction 

Over the last three decades, a wide variety of modelling approaches 
have been developed to simulate Land Use and Land Cover Change 
(LULCC), such as agent-based models, econometric models and cellular 
automata (Lambin 1997; Schaldach and Priess 2008; van Schrojenstein 
Lantman et al., 2011; Ren et al., 2019). What all of these models have in 
common is that they all attempt to capture the dynamics by which land 
changes from one use, or state, to another. In many of these LULCC 
models, the methods by which this is achieved have become increasingly 
complex over time (Brown et al., 2013), expanding their capacity to 
represent non-linear and non-stationary aspects of the LULCC system 
(Santé et al., 2010; Verstegen et al., 2016). However, this complexity can 
come at a cost, as it can deter, or even hinder, users from understanding 

the nature of the relationships being modelled (Sohl and Claggett, 
2013), which in turn can make the process of model calibration, to 
produce accurate results, inefficient and in-transparent (van Vliet et al., 
2016). At the same time, numerous approaches by which these complex 
models can be better explored have been expounded; although their 
adoption is still limited (Tong and Feng 2020). 

The development of cellular automata models of LULCC (LULCC- 
CAs) are no exception to the trend of increasing model complexity 
leading to in-transparency and inefficiency in calibration (Mas et al., 
2018). The basic premise of LULCC-CAs is that the study area is 
abstracted to a finite grid of cells of different LULC states. The likelihood 
of cells to change state is calculated (often as a probability) based on (1) 
their previous state, (2) the influence of surrounding cells’ states 
(neighbourhood effect) and (3) transition rules or transition potential 
(TP) models that encode the relationship between state transitions and 
external driving variables (Tobler 1979; White and Engelen, 1997; 
White et al., 2012). LULCC is then simulated over discrete time steps 
with cellular transitions typically allocated on the basis of rates of 
change derived through Markov chain analysis (Mas et al., 2014). 

Since early examples of LULCC-CAs for the simulation of urban 
development in the 1990s (Batty and Xie, 1994; White and Engelen, 
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1993), many aspects of the approach have been expanded. Notably, the 
statistical modelling techniques used for TP models have become sub
stantially more complex over time, moving from logistic regression 
(Kolb et al., 2013) towards approaches such as neural networks (Li and 
Yeh 2002), support vector machines (Yang et al., 2008), bayesian 
weights of evidence (Rodrigues and Soares-Filho, 2018) and random 
forests (RF; Kamusoko and Gamba, 2015; Du et al., 2018). One thing 
that many of these approaches have in common is that they are super
vised learning techniques (i.e., models trained directly on observational 
data), which means that it is possible for their performance to be eval
uated directly after model fitting. In the context of LULCC-CA modelling, 
such evaluation is referred to by different terms, with Paegelow et al. 
(2018) dubbing it “soft prediction validation” and Tong and Feng (2020) 
grouping it under the term “procedure assessment”. Neither of these 
terms, represent a succinct description and as such we will henceforth 
refer to the direct validation of supervised TP models simply as ‘stage 1 
validation’. Although stage 1 validation can thus be considered the most 
direct way of validating TP models, the majority of LULCC-CA studies do 
not include stage 1 validation as part of model calibration (van Vliet 
et al., 2016; Tong and Feng 2020). 

Instead of performing a stage 1 validation, many studies typically 
focus on the evaluation of TP models’ outputs only after they have been 
used to produce simulated LULC maps at the end of the CA process, 
which are validated against observed historical maps. This procedure is 
referred to as “hard” prediction validation (Paegelow et al. 2014, 2018) 
or “result assessment” (Tong and Feng 2020) although we will refer to it 
as ‘stage 2 validation’. The need for such stage 2 validation is unques
tionable as it represents confirmation of the final outputs of the model. 
However, relying only on this validation approach is sub-optimal in two 
respects. Firstly, it makes for an inefficient calibration process (Mas 
et al., 2018), because it requires simultaneously considering all CA pa
rameters. The number of these parameters vary with the particular 
model, but examples include factors related to the perturbation of 
transition probabilities to incorporate uncertainty or policy regulations 
affecting land use as well as parameters pertaining to the allocation 
process used to assign transitions (Mas et al., 2014). When these pa
rameters are considered in conjunction with the aspects of the TP models 
that must be calibrated, such as the choice of statistical model (e.g. lo
gistic regression vs. random forests) and attendant hyperparameters (e. 
g. number of layers in neural networks or trees in random forests); model 
scale; and the optimization of the selection of predictor variables (Mas 
et al., 2018), then the number of possible parameter combinations and 
model specifications to test becomes substantial (Newland et al., 2018a). 
This is typically dealt with using a brute force calibration approach 
where the model is systematically re-run by altering one parameter 
value whilst the others are held constant (Torrens, 2011), or by only 
addressing some of the aspects related to the TP models and ignoring 
others. The second reason why only employing stage 2 validation for 
calibration is sub-optimal is because validation is being performed on 
discrete classifications (i.e. allocated as either a transition or 
non-transition) of probabilistic predictions that have been binarized and 
as such this does not provide information as to the certainty of these 
decisions. For example, it allows no insight into the distribution of 
transition probability values amongst the cells that were assigned to 
transition at a given time point. Having access to this distribution may 
show that in order to meet LULCC demand some transitioning cells in 
fact exhibit a low modelled transition probability, this knowledge could 
prompt further decisions such as re-assessing the demand component of 
the model. Given that stage 2 validation cannot provide such insights 
this is a clear example of in-transparency in the modelling process. 

Both of these limitations of stage 2 validation can be improved by 
better utilising the opportunity for stage 1 validation. Firstly, using stage 
1 validation to test a greater range of specifications for the TP models is 
more efficient than doing so with only a stage 2 validation, because the 
stage 1 calibration is occurring in isolation from the other LULCC-CA 
parameters and the transition allocation procedure. Secondly, 

including stage 1 validation allows for the performance of each TP 
model to be immediately assessed separately. In contrast, as the pre
dictions of the TP models have already been combined into a single 
output map for stage 2 validation, the performance of individual TP 
models is difficult to assess. Assessing TP model performance separately 
is useful because it allows for exploration of the range in performance 
across different transitions and more easily identify causes of poor 
performance, such as low sample sizes or high imbalance in the numbers 
of instances of transitions vs. persistence in the data. 

In addition to this, stage 1 validation creates the opportunity to 
utilise a wider range of model performance metrics to provide insights 
into TP model behaviour than stage 2 validation (Paegelow et al., 2014). 
This is due to the fact that it is possible to validate the cellular transition 
values as either probabilities or as discretized, binary values (by 
applying a classification threshold). When validation of the transition 
probabilities is performed, it is typically with ‘non-threshold’ dependent 
measures such as the Receiver Operating Characteristic (ROC) approach 
(Paegelow et al., 2018), although there is potential to utilise other 
complementary metrics such as the Boyce Index (Boyce et al., 2002; 
Hirzel et al., 2006), which as a ‘presence only’ measure, focuses only on 
the instances of observed LULC transitions and not persistence. This 
index is particularly applicable because LULCC datasets are typically 
strongly skewed towards the latter (given that the majority of the 
landscape does not change). 

A further benefit of stage 1 validation is the fact that it allows for 
independent validation, i.e. for model accuracy to be assessed using 
instances (data points) that have not been used to train the models. This 
is often not possible for stage 2 validation because the CA allocation 
process of binarizing probabilistic predictions is not robust to being 
performed on a subset of the instances (For example, allocation algo
rithms in Dinamica EGO utilise the spatial aggregation of instances: 
(Rodrigues and Soares-Filho, 2018). Independent validation is useful as 
it can provide insights as to the generalizability of models (Bishop, 
2006). In the fields of machine learning and data mining, generalizable 
models are those that exhibit less overfitting on training data and as such 
perform better in the prediction of new, unseen, data (Abu-Mostafa 
et al., 2012). Thus, generalizability is desirable trait for TP models given 
that they are supplied with temporally dynamic data to simulate future 
LULC (Mas 2004; Soares-Filho et al., 2013). One means of improving 
model generalizability that can be leveraged through stage 1 validation 
is by incorporating processes of predictor variable selection to remove 
redundant variables that constitute noise in the data and can lead to 
models becoming overfit, i.e. non-generalizable (Guyon et al., 2006). 
Furthermore, an additional incentive to use predictor variable selection 
is to produce parsimonious TP models, i.e. models optimized to have 
compact and non-redundant predictor sets whilst still having an 
acceptable level of accuracy. Parsimonious TP models, with less pre
dictors, minimize the need to acquire or extrapolate temporally dynamic 
predictor values or adopt stationarity assumptions when performing 
future LULCC simulations. 

Despite these potential benefits, the incorporation of stage 1 vali
dation as part of the calibration of LULCC-CAs still remains under- 
utilized (Tong and Feng 2020). As such, the aim of this study is to 
highlight the utility of stage 1 validation as a means of providing insights 
into TP model behaviour and performance that can be used to improve 
the efficiency of the calibration of LULCC-CAs. To this end, we present 
an applied example of the stage 1 validation of TP models for LULCC in 
Switzerland between 2009 and 2018. We use multiple model validation 
metrics to highlight differences in the performance of TP models under 
different specifications and apply a two-step approach to predictor 
variable selection and how this can be used to improve TP model 
generalizability and parsimony. 

2. Methods 

The methodological process of this study is presented in Fig. 1. First, 
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LULC transitions in the form of changes from a specific ‘initial’ LULC 
class to another specific ‘final’ class (i.e. LULC class x to LULC class y) 
were identified and combined with predictors to form transition datasets 
(see sections 2.1-2.2). These datasets where then used to prepare models 
of transition potential under different specifications (see section 2.3) 
which were subjected to stage 1 validation (see section 2.4). It is 
important to note that this study does not address any of the subsequent 
steps below the stage 1 validation presented in Fig. 1. However, for the 
purpose of discussing the efficiency benefits of incorporating stage 1 
validation, these latter steps have been deliberately included in the 

figure. 

2.1. LULC transition dataset creation 

2.1.1. LULC data preparation 
Analysing LULCC requires two historical LULC maps to identify 

change between. For this, we utilized the Swiss area statistics (Swiss 
Federal Office for Statistics and Geoinformation, 2021) for the periods of 
2004–2009 and 2013–2018. These are classified LULC datasets derived 
from aerial photography using a 100 m point grid covering the entirety 

Fig. 1. Generalized schematic of the calibration of transition potential models within land use land cover (LULC) change cellular automata highlighting the dif
ferences between stage 1 and 2 validation. 
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of Switzerland (41,285 km2). Whilst a date range is given for each period 
this is the extent of the data-collection flying period, and in fact each 
product represents a single LULC map. As such, for simplicity, the 
datasets will henceforth be referred to as 2009 and 2018 respectively, 
meaning that the time period for analysis is between these two dates. 
The original datasets include 72 LULC classes, but, following the 
example of previous LULCC studies in Switzerland (Price et al., 2015; 
Gago-Silva et al., 2017; Gerecke et al., 2019), these were aggregated to 
10 classes as presented in Table 1. Finally, in order to be intersected with 
the predictor data, the LULC transition point datasets were converted to 
rasters with a resolution of 100 m. 

2.1.2. Transition dataset identification 
To identify the specific LULC transitions to be modelled, we created a 

cross-tabulation matrix of the areal changes in the 10 aggregated LULC 
classes that occurred between the 2009 and 2018 datasets. This matrix 
was first filtered to remove illogical transitions, for example sealed 
surfaces such as motorways are unlikely to be converted to semi-natural 
surfaces. As highly imbalanced data (i.e. having many more transitions 
than non-transitions or vice-versa) can decrease model robustness, 
further filtering was applied to exclude any LULC transitions that 
resulted in an areal change of less than 0.5% of the total area for the 
initial class. This left a final list of 30 viable LULC transitions, which was 
used to identify transition datasets by evaluating all pixels from the two 
LULC data layers on the basis of two criteria for each LULC transition:  

i. Pixels that displayed the initial LULC class x and final LULC class y 
corresponding to the LULC transition were assigned a value of 1 to 
represent ‘change’ pixels.  

ii. All other pixels displaying initial LULC class x to any other final class 
than y were assigned a value of 0 to represent ‘non-change’ pixels. 

Pixels identified by these criteria formed the units of analysis or in
stances for a given LULC transition dataset. This resulted in 30 
Switzerland-wide transition datasets. As transition probability can be 
strongly dependent on region-specific conditions, these transition 
datasets were sub-divided by the extent of the six biogeographical re
gions of Switzerland: Jura, Plateau, Northern Prealps, Southern Prealps, 
Western Central Alps and Eastern Central Alps (Gonseth et al., 2001). 
This left a total of 174 regionalized transition datasets (some transitions 
involving glaciers were not present in particular regions). 

2.2. Predictor selection 

2.2.1. Conceptual prediction model 
Predictor variables within the TP models of LULCC-CAs are 

commonly grouped into three categories: suitability, accessibility and 
neighbourhood variables (Escobar, 2018). Suitability predictors are 
typically biophysical and socio-economic predictors that are perceived 
to be related to the suitability for a given land use or land use change e.g. 
elevation, precipitation, human population density etc. Accessibility 
predictors, as the name suggests, capture the spatial proximity of indi
vidual instances to infrastructure or landscape features e.g. distance to 
roads or urban centres. Neighbourhood predictors represent the influ
ence of surrounding LULC on the likelihood of a given instance (cell) to 
undergo a LULC transition which can be quantified with a range of ap
proaches (Verburg et al., 2004; Santé et al., 2010; Roodposhti et al., 
2020). Given this diversity of approaches, neighbourhood influence is 
typically one of the most extensively calibrated aspects of LULCC-CAs 
(van Vliet et al., 2013; Newland et al., 2018b). 

Many LULC-CAs utilise some combination of the predictor categories 
described above but may differ in terms of the weighting ascribed to 
each based on perceived importance. Given that this study focuses on 
statistical models of TP, we operate on a simple conceptual model of 
LULCC that considers all categories of predictors equally, illustrated 
mathematically as follows: 

tPj,i = f
(

tSj,i ,
tAj,i ,

tNj,i

)
Eqn. 1  

where P is the probability for LULC transition j to occur at the location of 
instance i at time t, given the values of suitability (S), accessibility (A) 
and neighbourhood (N) predictor variables. 

2.2.2. Suitability and accessibility predictors 
Suitability and accessibility predictors for this study were chosen 

based on those employed by previous LULCC studies in Switzerland 
(Price et al., 2015; Gago-Silva et al., 2017; Gerecke et al., 2019). Table 2 
below details the names of the predictors utilized and their data sources. 
All predictor data was resampled to rasters with 100 × 100 m cell size 
and then combined with the LULC transition datasets. 

2.2.3. Neighbourhood predictors 
To incorporate the effect of surrounding LULC (neighbourhood in

fluence) on LULC transitions, first 5 ‘active’ LULC classes were identified 
based on their perceived influence on transitions, these were: Settle
ment/urban/amenities, Intensive agriculture, Alpine pastures, Grass
land/meadows and Permanent crops. Following this, we adopted the 
approach of Roodposhti et al. (2020) by creating a set of 25 Pythagorean 
matrices of varying size (9–121 cells) with randomized central values 
and decay rates. These matrices were then applied as moving focal 
windows across the rasters of active LULC classes, whereby the values in 
the matrix accumulate according to the locations of the active LULC 
class pixels. Further details of this process, including exemplar matrices, 
have been included in Appendix A. This resulted in 125 neighbourhood 
predictor layers (25 per active LULC class) that capture different re
alizations of the influence of active LULC classes on their surroundings. 
These were natively produced as 100 m rasters and were also combined 
with the suitability and accessibility predictors. 

Table 1 
Aggregation of the Swiss area statistics land use land cover (LULC) classes.  

Aggregated LULC 
class 

Area statistics LULC classes 

Alpine pastures Favourable alpine pastures; Brush alpine pastures; Rocky 
alpine pastures; Sheep pastures 

Closed forest Normal dense forest; Forest strips; Afforestations; Felling 
areas; Brush forest 

Glacier Glaciers, perpetual snow 
Grassland or 

meadows 
Meadows; Farm pastures; Brush meadows and farm 
pastures; Alpine meadows 

Intensive agriculture Arable land 
Open Forest Damaged forest areas; Open forest (on agricultural areas); 

Open forest (on unproductive areas); Groves, hedges; 
Clusters of trees (on agricultural areas); Clusters of trees (on 
unproductive areas) 

Shrubland Scrub vegetation; Unproductive grass and shrubs 
Permanent crops Intensive orchards; Field fruit trees; Vineyards; Horticulture 
Settlement/urban/ 

amenities 
Industrial and commercial buildings; Surroundings of 
industrial and commercial buildings; One and two-family 
houses; Surroundings of one and two-family houses; 
Terraced houses; Surroundings of terraced houses; Blocks of 
flats; Surroundings of blocks of flats; Public buildings; 
Surroundings of public buildings; Agricultural buildings; 
Surroundings of agricultural buildings; Unspecified 
buildings; Surroundings of unspecified buildings; Parking 
areas; Construction sites; Unexploited urban areas; Public 
parks; Sports facilities; Golf courses; Camping areas; Garden 
allotments; Cemeteries 

Static Motorways; Green motorway environs; Roads and paths; 
Green road environs; Sealed railway areas; Green railway 
environs; Airports; Airfields, green airport environs; Energy 
supply plants; Waste water treatment plants; Other supply 
or waste treatment plants; Dumps; Quarries, mines; Lakes; 
Rivers; Flood protection structures; Avalanche and rockfall 
barriers; Wetlands; Alpine sports facilities; Rocks; Screes, 
sand; Landscape interventions  
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2.3. Transition potential modelling 

2.3.1. Predictor variable selection 
Predictor variable selection techniques can be categorized as filter, 

wrapper and embedded approaches (Stańczyk, 2015). In this study, we 
utilized a two-step approach to predictor variable selection that com
bined filter and embedded approaches (A. Adde, University of Lausanne, 
2022; personal communication). The first filter-based step involved 
using univariate regression models to rank all predictors and then use 
pairwise Pearson’s correlation testing to iteratively remove predictors 
whose correlation exceeded a threshold of 0.7 (Dormann et al., 2013). In 
the second step, the filtered sets of predictors were then subject to 
further variable selection using a model embedded approach in the form 
of the Guided Regularized Random Forests (GRRF) algorithm. GRRF is 
an adaptation to the Random Forests algorithm developed for the pur
pose of selecting “compact” (i.e. non-redundant) subsets of predictors 
(Deng and Runger 2013), thereby giving rise to parsimonious models. 
For brevity, the full details of both predictor variable selection steps are 
presented in Appendix B. 

2.3.2. Random forests 
Random Forests (RF) is an ensemble decision tree algorithm capable 

of being utilized for binary or multi-class classification or regression 
problems in either a supervised or unsupervised context. Given its wide- 
spread usage, we will not detail the RF algorithm here, instead readers 
should refer to the seminal work of Breiman (2001). 

For this study, we created RF models for two variations of each 
regionalized LULC transition dataset (see 2.1.2). One model for each 
dataset without predictor variable selection being applied (RF_full) and 
one model with predictor variable selection applied (RF_reduced). RF 
classification models were fitted using the ‘randomForest’ R package 
(Cutler et al., 2022). The specifications for the models under both con
ditions were largely the same: the minimum size of terminal nodes 
(‘nodesize’) and number of variables randomly sampled as candidates at 
each split (‘mtry’) were both set to the default values for classification, 
whereas the optimum number of trees was determined through testing 

(Appendix C) to be 500 trees. A systematic down-sampling approach was 
used to address class imbalance utilising the option for tree-level pro
portional sampling through the ‘sampsize’ argument based on the de
gree of imbalance in the dataset (Appendix C). Overall, this resulted in 
the creation of 174 RF models under each condition (RF_reduced vs. 
RF_full) that were used in model comparison. 

2.3.2. Logistic regression 
Logistic Regression (LR), despite acknowledged limitations (Mustafa 

et al., 2018), is still widely considered to be the most popular and 
benchmark technique for TP modelling in LULCC-CAs (Feng et al., 
2018). We created two variations of LR models for comparison to the RF 
models: LR models for each regionalized LULC transition dataset subject 
to predictor variable selection (LR_reduced) and without predictor 
variable selection (LR_full). All LR models were fitted using the base R 
“glm” function with the family argument set as “binomial” (R core team, 
2021). 

2.4. Model validation 

For all RF and LR models, fitting was performed for five replicates 
using a split-sample approach (70:30 training and test set splits using 
proportional random sampling without replacement) to allow for hold- 
out validation (i.e. model performance is validated using the test set). 

The Relative Operating Characteristic (ROC) method is a commonly 
applied technique for the validation of probabilistic TP model outputs 
(Paegelow et al., 2018). The ROC approach involves plotting a curve of 
the rate of true positives (i.e. correct predictions of change) versus the 
rate of false positives from the comparison of observed LULC transitions 
with predicted Boolean transition values generated by applying multiple 
classification thresholds to the probabilistic predictions from the TP 
model (Pontius and Parmentier 2014). The benefit of the ROC approach 
is that the area under the curve (AUC) can be calculated as a 
single-valued metric representing the degree of association between 
high predicted probabilities of LULC transition and actual observed 
transitions. A complementary metric to the AUC ROC that is not 
commonly applied, but is useful for TP model validation, is the Boyce 
Index (Boyce et al., 2002; Hirzel et al., 2006). Calculating the Boyce 
Index involves separating the instances of observed LULC transitions 
into classes according to the probabilistic prediction values assigned to 
them, then calculating class-wise ratios of the frequency of instances 
predicted to fall into the class vs. the expected frequency of instances in 
the class under a random distribution (predicted-to-expected (P/E) 
ratio: Hirzel et al., 2006). If models are well-fitted, then the P/E ratio 
values of the classes should exhibit a monotonically increasing curve as 
the value of prediction probability increases. As such, the value of the 
Boyce Index is the Spearman rank correlation coefficient between the 
P/E ratios and the probability classes. 

We calculated AUC ROC and Boyce Index values (using the “ROCR” 
and “ecospat” packages respectively with the moving window approach 
for the ‘ecospat.boyce’ function using 1000 windows: Sing et al. (2020); 
Broennimann et al. (2022)) for all variations of the LR and RF TP models. 
Values for each metric were calculated individually for each of the test 
and training sets under the five replicates before being aggregated into 
average values across the replicates, for each model. Finally, in order to 
present a single validation metric, we re-scaled the AUC value to the 
same range as the Boyce Index (− 1 to 1) and took an average of the two, 
which we will refer to as the ‘model score’. 

In evaluating models using the ROC approach an AUC value of 0.7 is 
considered to be a general threshold value for acceptable performance 
(Hosmer and Lemeshow, 2000) whereas no such value has been pro
posed for the Boyce Index. As such, to evaluate models of the different 
model specifications (RF_reduced, RF_full, LR_reduced and LR_full) we 
re-scaled this AUC threshold value according to the range of the Boyce 
index and model score to give a threshold value of 0.4 for these metrics. 
In terms of statistical comparisons between model specifications, this 

Table 2 
Suitability and accessibility predictor variables employed.  

Variable name Data source 

Distance to roads Swiss Federal Office of 
Topography, 2011 

Continentality Descombes et al. (2020) 
Light Descombes et al. (2020) 
Soil pH Descombes et al. (2020) 
Soil nutrients Descombes et al. (2020) 
Soil moisture Descombes et al. (2020) 
Soil moisture variability Descombes et al. (2020) 
Soil aeration Descombes et al. (2020) 
Soil humus Descombes et al. (2020) 
Mean elevation Wiederkehr and Möri (2013) 
Aspect Wiederkehr and Möri (2013) 
Slope Wiederkehr and Möri (2013) 
Hillshade Wiederkehr and Möri (2013) 
Noise pollution index Swiss Federal Office of the 

Environment (2009) 
Distance to lakes (mean minimum dist to all lakes 

of different categories) 
Swiss Federal Office of 
Topography, 2022 

Distance to river (mean minimum distance (agg. 
From 25 m data to rivers of all Strahler classes) 

Swiss Federal Office of 
Topography, 2007 

Average annual mean air temperature between 
2004 and 2009 

Broennimann (2018) 

Average annual precipitation between 2004 and 
2009 

Broennimann (2018) 

Average growing degree days heat sum above 0 ◦C 
between 2004 and 2009 

Broennimann (2018) 

Average growing degree days heat sum above 3 ◦C 
between 2004 and 2009 

Broennimann (2018) 

Average growing degree days heat sum above 5 ◦C 
between 2004 and 2009 

Broennimann (2018)  
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represented an un-replicated complete block design. Given that the 
AUC, Boyce and model score results for the models all violated the 
normality assumption for parametric repeated measures ANOVA (Sha
piro-Wilks test of between group residuals), we utilized the 
non-parametric Friedman test (Pereira et al., 2015) to test for significant 
differences in performance between models both with and without the 
removal of outliers. Following the Friedman test, post-hoc testing was 
completed using pairwise Conover’s all-pairs comparisons test (with 
Bonferroni correction of the p-values: Conover 1999). 

We utilized the results of this analysis to select TP models that 
exhibited poor performance to demonstrate how the Boyce Index and 
ROC-AUC can be used to provide more detailed information on model 
behaviour. In this regard we produced Boyce index curves of the ratio of 
the predicted vs. expected frequency of instances across prediction 
probability classes as well ROC curves. 

Finally, to demonstrate the benefits of predictor variable selection in 
terms of model generalizability, we calculated the differences in average 
model score between the test and training datasets for the LR and RF 
models under both the reduced and full specifications. The magnitude of 
the difference in performance between the test and training datasets 
represents an approximation of the generalization error (Roelofs, 2019) 
and as such is a simplistic gauge of generalizability, whereby the smaller 
the difference in performance the more generalizable (less likely to be 
overfit) the model is. Whereas to highlight benefits in terms of model 
parsimony we calculated the differences in average model score be
tween TP models under the RF_reduced vs. RF_full and LR_reduced vs. 
LR_full specifications. 

3. Results 

3.1. Transition datasets 

A table detailing the LULC classes and the number of instances in 
each of the Switzerland-wide and bioregional LULCC transition datasets 
is presented in Appendix D. 

3.2. Model performance 

Fig. 2 shows that the performance of the TP models in terms of the 
average model score, AUC and Boyce index values, varied under the 
different specifications (LR_full, LR_reduced and RF_full, RF_reduced). 
Simple visual comparison between the distributions of values suggest 
that both of the RF specifications outperformed the LR specifications and 
indeed this was confirmed with statistical testing (Appendix E). 

More importantly, Fig. 2 shows that under all specifications there 
were a number of models that exhibited values of the performance 
metrics below the respective threshold values indicating poor perfor
mance. Specifically, for the AUC metric, for which the threshold value of 
0.7 is well recognised, Fig. 2 shows that even under the best performing 
RF model specifications there were 36 transition models below the 
threshold. However, the benefit of utilising non-threshold metrics such 
as the Boyce Index and the ROC approach is that the behaviour of these 
models can be explored in greater detail through the graphical repre
sentation of model performance across the prediction probability 
gradient. In this regard, Fig. 3 presents Boyce and ROC curves along with 
the corresponding values of the metrics for a single replicate (randomly 
selected) for each of the RF and LR reduced models, for the LULC 
transition of Intensive Agriculture to Grassland in the Southern Pre-Alps 
region, which was one of the transitions that performed below the 
thresholds (Fig. 2). 

The Boyce Index values in Fig. 3A suggest that both the LR and RF 
models for this transition exhibited relatively similar performance (ρ =
0.28 and 0.47 respectively) however the curves highlight some dis
crepancies between them. Whereas well fitted models should exhibit a 
monotonically increasing curve of P/E ratio to predicted probability, the 
curve for the LR model shows a plateau of low P/E ratio at prediction 

probability of 0.22–0.24 and a subsequent drop in P/E ratio at proba
bilities >0.3. A similar pattern is exhibited by the curve for the RF model 
albeit at comparatively greater values of predicted probability. In both 
cases, the large drop in P/E ratio at the upper bounds of the predicted 
probability values is notable because this means that at these high 
probabilities, where we should expect the greatest frequencies of tran
sitions to be predicted the model is in fact predicting fewer transitions 
than should be expected under a random distribution (P/E ratio values 
< 1). In addition to this, the fact that the highest predicted probability 
values from either model in Fig. 3A do not exceed 0.5 would mean that if 
a threshold of 50% predicted probability was applied to select cells to 
transition in the CA then none of the instances of transitions in this 
dataset would be selected, which is of course erroneous. This indicates 
that these TP models are not capable of strongly discriminating between 
instances of transitions and persistence. 

This is further supported by the ROC curves in Fig. 3B, for which the 
curve of the LR model shows that there is range of prediction probability 
thresholds for which the true positive rate is approximately equal to the 
false positive rate (i.e. where the curve crosses the dashed no 

Fig. 2. Comparison of average values of model score, Area Under Curve (AUC) 
and Boyce Index across the replicates for transition models under different 
specifications with labels indicating the number of models below respective 
performance thresholds (Dashed lines: model score and Boyce Index = 0.4, 
AUC = 0.7). Note: horizontal perturbation applied to avoid overplotting. 
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discrimination line in the upper right quadrant of the plot). This 

indicates that at these values of prediction probability the model is no 
better at discriminating between instances of transitions and persistence 
than a random model. By comparison the prediction probability at 
which the model demonstrates the best discrimination (i.e. greatest 
difference between true and false positive rates) is a value of 0.06 or a 
6% likelihood of transition (labelled). This is problematic as ideally the 
model should exhibit better discrimination at high probability values as 
cells with these values are more likely to be selected to transition in the 
CA allocation process. 

3.3. Impacts of predictor variable selection 

3.3.1. Model generalizability 
Fig. 4 shows a comparison of the difference in average model score 

between the training and test datasets of the models without vs with 
predictor variable selection (LR_full vs. LR_reduced, RF_full vs. RF_re
duced). Fig. 4 shows that under LR the reduced models displayed 
significantly lower differences in average model score as compared to 
the full models (median: − 0.02 vs. − 0.15 respectively). This indicates 
that when using LR the use of predictor selection resulted in more 
generalizable models. The same general trend is true for the RF models 
with the reduced models exhibiting a median difference in average 
model score value of − 9.25e-03 as compared to a median value of − 0.04 
for the full models. However, for the RF models, the difference was non- 
significant under the Wilcoxon signed rank test. 

3.3.2. Model parsimony 
Fig. 5 shows the differences in average model score between the 

models with and without predictor variable selection (i.e. reduced 
model – full model) for both the LR and RF models. From Fig. 5, it is clear 
that predictor variable selection had different effects on performance 
depending on the type of model. For LR there was a substantially greater 
number of models that showed positive values of differences in average 
model score as compared to negative values (124:50 respectively) 
indicating that predictor variable selection tended to improve perfor
mance. Furthermore, the mean value of the difference in average model 
score was also comparatively greater for models exhibiting positive 
values (0.129) than negative values (− 0.067), which highlights that 
even when predictor variable selection reduced model performance the 
effect was not as pronounced as the positive effect. As for RF the number 

Fig. 3. A. Boyce curves with corresponding linear regression lines and Boyce 
index values (Spearman’s rank correlation (ρ)). B. Receiver-Operating Char
acteristic (ROC) curves and Area Under Curve (AUC) values for the Random 
Forest (RF) and Logistic Regression (LR) reduced models for the transition of 
Intensive agriculture to Grassland in the Southern Pre-Alps region (Note the 
dashed line in B is the theoretical ‘no discrimination’ line representing per
formance of a random model and the labelled value is the prediction probability 
threshold at which there is the greatest difference between the True positive 
and False positive rate for the LR model). 

Fig. 4. Violin plots of the differences (Δ) in the average model score between the training and test sets for reduced and full models under both Logistic Regression 
(LR) and Random Forests (RF) including statistical comparisons (Wilcoxon signed-rank test). 
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of models exhibiting positive vs. negative values of difference in average 
model score were fairly even (84:90) with the means of each group also 
being of a similar magnitude. This indicates that predictor variable se
lection had less of impact on the performance of RF models, which is 
supported by the statistical pairwise comparisons presented in Appendix 
E. 

4. Discussion 

In this study, we have demonstrated how stage 1 validation allows 
for more comprehensive insights into TP model performance and 
behaviour. By comparing individual TP models’ performance under 
multiple metrics, we highlighted that many TP models were not of a 
‘threshold’ quality sufficient for accurate prediction of data from the 
time period they were fitted upon. This is especially problematic 
considering that these models are required to be used in future simu
lations on unseen data. Regardless, the capability to provide this insight 
is a clear advantage of stage 1 validation, whereas with stage 2 valida
tion it would have been necessary to perform disaggregation of the 
validation results to achieve this level of detail. 

Following this, we showed how stage 1 validation can be used to 
understand how TP models may be performing poorly through inspec
tion of the Boyce and ROC curves which is not possible with stage 2 
validation given that the model predictions have already been dis
cretized into binary values. These curves offer insights into performance 
across the prediction probability gradient and whilst the ROC approach 
is frequently used in LULCC-CA studies that do incorporate stage 1 
validation our application of the Boyce curve to this domain is novel. We 
demonstrated how the Boyce curve can be used to identify prediction 
probabilities at which TP models are predicting less transitions than 
should be expected to occur by chance. Whilst this insight does not 
directly indicate how TP models can be improved, it is useful in 
informing further investigation such as mapping the instances at pre
diction probabilities with low P/E ratio values to identify possible 
causative factors. 

Ultimately, poor performance of TP models must be addressed if they 

are to be utilized within a LULCC-CA. In this regard, there are two 
general options: to try and improve the models by keeping the algorithm 
the same, but altering parameters (Du et al., 2018), or to use a different 
algorithmic approach or a combination of multiple methods (e.g. 
ensemble modelling: Shafizadeh-Moghadam 2019). We have demon
strated elements of both solutions, through hyper-parameter tuning and 
attempting to address class imbalance (Appendix C), but primarily by 
exploring the benefits of predictor variable selection which has not been 
covered extensively within previous LULCC-CA studies using RF 
(Kamusoko and Gamba 2015; Du et al., 2018; Gounaridis et al., 2019; 
Roodposhti et al., 2019; Zhang et al., 2019; Chen et al., 2019; Li and 
Chen 2020; Rienow et al., 2021). 

We demonstrated that predictor variable selection not only improved 
TP model generalizability but also improved performance in a sub
stantial proportion of cases, whilst sometimes removing over 50% of 
predictors (see Figure B1). These findings have important consequences 
for TP models being used within LULCC-CAs to make predictions of 
future LULC, because the models remain stationary but are fitted with 
new data and hence less generalizable models will produce less accurate 
simulations (Soares-Filho et al., 2013). However, it is important to 
highlight that these benefits of predictor variable selection differed be
tween the model types utilized, with the process having less impact on 
RF than LR. This is likely because the regular RF algorithm is inherently 
robust to redundant variables to an extent, due to the fact that variables 
are chosen during node splitting based on a measure of importance 
(Kubus, 2018). Also, the fact that the majority of predictors that were 
removed were neighbourhood predictors which, given that they repre
sented different realizations of the same phenomena (Appendix A), 
could have been disproportionately contributing to the overfitting of the 
models. 

At the same time, it is important to note that the conception of 
generalizability, and the means of quantifying it, employed in this 
research are not definitive. Indeed, an alternative approach to quanti
fying generalizability would be to compare the performance of models 
trained on data from a given time period when used to predict transition 
potential for data from a subsequent period, sometimes referred to as 
external validation (Ho et al., 2020). The decision to instead utilise in
dependent validation to quantify generalizability in this research was 
intended to demonstrate that this is possible with stage 1 validation but 
not stage 2 validation. This is a useful capability of stage 1 validation 
given that future LULCC simulation modelling typically only utilizes TP 
models for the most recent time period available and hence we have an 
interest in quantifying whether these specific models are generalizable 
and of course this cannot be done using external validation because 
subsequent time period data does not exist. However, further research 
should be performed to compare the estimates of generalizability pro
duced by independent versus external validation approaches. 

Regardless of how the improvement of TP model performance is 
pursued a final benefit of stage 1 validation is that it makes the process 
more efficient. This is because it allows for the comparison of different 
specifications without the need to instantiate other parameters in the CA 
and run the allocation process to produce simulated LULC maps (Fig. 1). 
In the context of this study, only using stage 2 validation for hyper- 
parameter testing (four different RF ensemble sizes for both reduced 
and full datasets: Appendix C) and the two additional LR specifications 
of TP models would have required the allocation process to be run a 
minimum of 10 times. The time required for allocation varies dependent 
on the specific LULCC-CA being utilized but generally it can be expected 
to scale with the size of the study area and the number of LULC transi
tions being modelled. Given that we are modelling LULCC at the scale of 
the whole of Switzerland with 100 m resolution and 174 LULC transi
tions, the fact that we did not have to prepare the CA model or run the 
allocation process to calibrate the TP models represents a substantial 
improvement in efficiency. 

Despite the benefits of utilising stage 1 validation as shown by this 
study and acknowledged by other authors (Kolb et al., 2013), it still 

Fig. 5. Differences (Δ) in the average model score metric between the reduced 
and full models under both Logistic Regression (LR) and Random Forests (RF) 
with separate box plots and labels (mean Δ average model score (freq)) for 
models showing decreased (<0 = ‘-‘) vs. increased performance (>0 = ‘+’). 
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remains under-utilized in LULCC-CA studies (Tong and Feng 2020). The 
reason for this is difficult to attribute, but one suggestion is because 
extensive validation of TP models is often not central to the aims of 
many LULCC-CA studies (ibid.). For example, where the goal of research 
is to devise and simulate a range of future LULCC scenarios it is un
derstandable that model calibration is given limited attention. Another 
possible explanation could stem from the fact that many popular 
LULCC-CAs are proprietary software (e.g. Dinamica EGO, Land Change 
Modeller) and conduct the fitting of the TP models internally, thereby 
removing some of the onus on the user to specify and interpret the 
models. Furthermore, whilst many proprietary LULCC-CAs do include 
the option to calculate performance metrics for stage 1 validation these 
are limited in comparison to the means for stage 2 validation (Paegelow 
et al., 2018) and by no means do they force users to explicitly consider 
the performance of the TP models in isolation. On the other hand, the 
fact that LULCC-CAs, such as Dinamica EGO, offer a flexible, modular 
and graphical modelling environment makes them accessible to a 
greater range of users. In this regard, it is clear that promoting increased 
scrutiny of TP models through stage 1 validation should not come at the 
expense of the usability of LULCC-CA software. 

A possible solution to this, in order to increase the adoption of stage 1 
validation within LULCC-CAs studies could be the establishment of a 
universal protocol for the calibration of TP models that is generalizable 
across the popular LULCC-CA models. In this regard, the framework 
proposed by Moulds et al. (2015) represents some progress; however, it 
is largely a software focused approach. Instead, such a protocol should 
specifically elucidate the steps involved in preparing and evaluating TP 
models and the relevant aspects that should be considered, such as the 
use of different model scales, algorithmic techniques, predictor variable 
selection, addressing imbalanced datasets, model uncertainty and the 
merits of different performance metrics. Whilst we do not present such a 
protocol, we hope that by sharing the data and scripts that allow our 
research to be replicated we are contributing in a small way towards its 
development. 

5. Conclusion 

Our research has shown that directly evaluating probabilistic pre
dictions of LULC transition models, which we dub stage 1 validation, has 
the potential to improve the efficiency and transparency of the cali
bration process for LULCC-CAs. As highlighted, the potential to utilise 
stage 1 validation is not novel, rather it has been overlooked as part of 
the status quo approach for LULCC-CA calibration. We hope that this 
introspective approach to highlighting existing opportunities to improve 
practice could serve to stimulate similar efforts other fields of land use 
change modelling. 
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