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ABSTRACT

Vasculitis is a disease that affects the retinal blood vessels, among other structures
of the eyes. A so-called Fluorescein Angiography (FA) exam consists in capturing a
time-lapse the fundus of the eye as retinal vessels are progressively being filled by a
fluorescent dye, which is injected intravenously. Vasculitis weakens the wall of retinal
vessels causing them to gradually leak their content into the surrounding tissues. This
effect, impossible to detect at the naked eye, becomes visible during a FA exam as
the die progressively leaks causing diffused staining of the tissue surrounding the vessels.

As of today, the grading of the severity of Vasculitis signs in Fluorescein Angiography
(FA) images (and of retinal vascular leakage, in particular) is performed manually.
Acquiring the ability to interpret and grade such images requires years of training after
a specialisation in ophthalmology.

I designed and developed an automatic pipeline for the grading of inflammation signs
caused by Vasculitis, in cooperation with members of the team that hosted this MSc
thesis work. Specifically, I focused on the detection of vascular leakage on late frames
of the FA time-lapse. I tested several registration methods to match vessel structures
across multiple frames that make up a single Fluorescein Angiography (FA) exam. I
validated the output based on a novel criterion that I designed for this purpose. Thanks
to a specific combination of registration techniques, the amount of frames that were
successfully registered, on average, increases significantly compared to results obtained
with off-the-shelf methods. I used Computer Vision methods to segment the vasculature
in early frames and identify retinal background area where leakage may become visible
in late frames. Our pipeline was applied on 543 patients, reading raw Fluorescein An-
giography (FA) data from the clinic, preparing the dataset for expert grader annotated,
and performing detection of staining due to to vascular leakage. Finally, I designed
strategies to grade vascular leakage according to a formal scale, recognised by Vasculitis
experts, and used in the Vasculitis clinic of the Jules-Gonin hospital, where I carried
our this work. Applying our pipeline to a first set of annotations performed by human
experts, resulted in the detection of cases of diffuse staining with promising preliminary
results.
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Chapter 1

Introduction

Vasculitis is an inflammatory disease that affects notably retinal blood vessels and may lead to
vision loss. The acquisition of Fluorescein Angiography (FA) photographs [1] is the best method
to reveal Vasculitis. The technique allows to clearly image the retinal blood vessels thanks to
a fluorescent dye injected intravenously. Retinal vessels that are compromised by the disease,
progressively leak part of the dye, causing staining of the surrounding tissues, that become
visible in FA images between 5 and 10 minutes after the injection. Vasculitis can manifest as
several inflammatory symptoms [2] such as Macular Edema and staining of the optic disk during
FA. At the Jules-Gonin ophthalmic hospital, the severity of the disease is evaluated based on
the standard Tugal-Tuktun grading [3], which takes into account the many manifestations of
the disease. Among them, retinal vascular leakage is graded as: focal, multifocal or diffuse.

This MSc thesis work is part of a multi-centric, multi-grant project, named CAD4IED. It
involves Vasculitis experts and Data Science researchers from Hopital Ophtalmique Jules-Gonin
(HOJG), Institut Dalle Molle d’Intelligence Artificielle Perceptive (IDIAP), Luzern Kanton-
sspital (LUKS) and CHU Grenoble. The overall aim is to automatically grade Vasculitis cases
based on the Tugal-Tuktun method, once a Vasculitis diagnosis has been performed by a human
expert. The more complex task of automatic detection of Vasculitis is beyond the scope of this
project. Future phases of the project might attempt to distinguishing signs of Vasculitis in FA
images from sign of other disease that cause similar injuries to the retinal structures.

My thesis work focused on a major item of the grading: retinal vascular leakage detection.
The aim was to segment bright staining (hyper-fluorescence) surrounding the retinal vessels, on
FA photographs. The vessels themselves also emit bright fluorescent light in FA examinations.
The main challenge of my project was to differentiate pathological leakage from the vessels, from
the fluorescence of other retinal structures. Related work in detection of inflammation on retinal
images mostly focused on Diabetic Retinopathy [4], or global detection of hyper-fluorescence [5]
in FA exams. our approach is specific to Vasculitis inflammation and grades retinal vascular
leakage specifically, on FA photographs.

We devised a strategy to address the challenge of distinguishing signs of leakage from vessels.
It consisted in segmenting the vasculature and automatically distinguishing the surrounding
area, where staining is expected to occur, from the retinal background. We detected leakage as
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pixels brighter than retinal background. A FA examination (i.e., a so-called study) consists of a
time-lapse, with photographs taken an approximately regular intervals, after the dye has been
injected. The examination generally lasts up to 10 minutes, with staining becoming visible only
after approximately 5 minutes. In earlier frames, vessels are the only bright structure and can
thus be easily segmented. Frames were registered so the vasculature detected in early frames
could be aligned with vasculature detected in later frames.

In this thesis, I tested several methods to improve registration compared to off-the-shelf ap-
proaches, validating image alignment with a new specific criterion that I defined specifically for
this purpose. The amount of registered frames available to segment vessels and detect vascular
leakage hence increases. I then applied Computer Vision methods to build vessel and background
masks, which I used to finally segment hyper-fluorescence on late frames where the masks were
applied. I implemented a pipeline to run each processing step automatically, from raw ma-
chine data to segmentation of vascular leakage. Furthermore, I contributed to the preparation
a dataset to be annotated (comprising 543 patients). Finally, I designed strategies for grading
of vascular leakage. I obtained encouraging preliminary results on an initial subset of images,
annotated by a single grader. We expect performance to further increase once parameters will
be tuned leveraging annotations on the full dataset, once they become available.
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Chapter 2

TheoreticalBackground

2.1 Vasculitis disease

Vasculitis refers to a group of diseases characterised by inflammation of blood vessels, not only
in the retina, leading to potentially long-term sequels including vision loss, aneurysm formation
and kidney failure [6].

2.1.1 Variations of the disease and affected population

Incidence and prevalence are hard to determine because of the lack of reliable diagnostic criteria
and the rarity and diversity of the disease [2].

Forms of Vasculitis disease vary according to age and geographical factors. Giant cell arteri-
tis [7] occurs mainly affect persons of northern European ancestry over 50 years old, whereas
Takayasu arteritis [8] occurs mainly under 40 years. Kawasaki disease [9] mainly affect children
of Asian ancestry aged under 5 years old. Behçet syndrome [10] occurs most commonly in the
middle east. Finally, IgA Vasculitis [11] affects children and adolescents.

2.1.2 Fluorescein Angiography

Fluorescein Angiography (FA) is an imaging technique that captures retinal vasculature. It
consists on an intravenous injection of fluorescein sodium, a dye that becomes fluorescent under
blue light [1]. Photographs are then taken, capturing the dye diffusion through vessels. Frame
angle is the opening of the imaging device, a lower angle corresponding to a zoom on the macula
(central part of the retina).
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Figure 2.1: Control: early and late FA frames with timestamps

Vasculitis disease in widely studied using FA [12, 13, 14]. The inflammation of blood ves-
sels let the dye break the blood-retinal barrier and stain retinal background around vessels.
This phenomenon is seen for photographs captured later (5-10 min) after the injection.

Figure 2.2: Vascular leakage: early and late FA frames with timestamps
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2.1.3 Associated symptoms

Vasculitis disease affects retinal vessels but may also cause Vitritis and Macular Edema [2],
symptoms that are not specific to Vasculitis and that may interfere with vascular leakage de-
tection.

Figure 2.3: Macular Edema (left) and Vitritis (right) symptoms in early FA frames

Macular Edema [15] is an accumulation of fluids in the extracellular space of the neurosen-
sory retina, causing a thickening of the retina. It can be observed in FA with bright stains
caused by the inflammation. Macular Edema is a characteristic symptom of Diabetic Retinopa-
thy [16].

Vitritis corresponds to an inflammation of cells situated in the vitreous layer of the eye, making
the structure opaque and causing vision loss. Vitritis is revealed by more or less large shadows
in FA photographs. It can also be an immune disease, affecting AIDS patients [17]. Vitritis is
known to be strongly associated with Vasculitis, with only 4% probability of finding a patient
with Vasculitis considering that this patient do not have Vitritis [18]. This rate was found by
I. Tugal-Tuktun, who proposes the grading of the disease bellow.

2.1.4 Tugal-Tuktun grading

This grading addresses various aspects of the disease, with the recurrent criteria of bright stain
appearance, a larger affected area inducing a higher score for the disease.
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Figure 2.4: Fluorescein angiographic Tugal-Tuktun scoring system [3]

In particular, retinal vascular leakage is distinguished between focal, multifocal and diffuse.
Focal and multifocal leakage are isolated staining, intermediary stages between control FA late
frame (see Figure 2.2) and diffuse staining (see Figure 2.3).

Figure 2.5: Focal (left) and Multifocal (right) annotated late frames
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2.2 Registration

Registration between images can be done by maximising similarity via grid search directly [19],
or extracting features from images with Phase-Only Correlation (POC) [20]. These methods
are not suited when rotation, scaling or deformation need to be applied. Thus, medical image
registration is preferably achieved by finding keypoints, matching them, and finally applying
registration transformation to one image to be aligned with the other.

2.2.1 Keypoints detection

These methods can be applied to a single image to extract its main features by providing a set
of keypoints with their descriptions.

Scale-Invariant Feature Transform (SIFT)

SIFT was designed to recognise features like objects [21]. It iteratively computes convolution
with Gaussian function, to obtain a pyramidal structure of hierarchically smoothed images. A
keypoint is detected as a local extremum at the top and is chosen comparing to less smooth
images bellow. Gradient and orientation is computed at each level so keypoints can be robustly
described by their location, scale, and orientation. Bringing adaptations and improvements to
the method, SIFT have often been applied to medical data. [22, 23, 24].

Figure 2.6: Features detection with SIFT [25]

Oriented FAST and Rotated BRIEF (ORB)

ORB [26] was created as an alternative to SIFT by combining FAST detector [27] and BRIEF
descriptor [28]. Binary Robust Independent Elementary Features (BRIEF) performs pixel-wise
binary tests with a smoothed image patch, and is sensitive to in-plane rotation. ORB registration
may reach or even slightly outperform the SIFT method [29].
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2.2.2 Keypoints matching

Keypoint detectors provide descriptors that enable to cluster keypoints with a nearest-neighbours
classifiers. Feature descriptors as with SIFT can be matched using euclidean distance or aug-
mented metrics that take into account keypoint orientation. Binary descriptors obtained with
ORB are matched using Hamming distance [30], evaluating the number of binary differences.
Keypoints are matched minimising these distances, but may not all be relevant and disturb the
last step of registration. Best keypoints can be selected by keeping a proportion that has the
lowest Hamming distance (for ORB). Another strategy is to compute the distance ratio between
the best and second best choice for a keypoint. This value is the Lowe’s ratio [25] (design for
SIFT) and 0.7 is a standard threshold to keep keypoints.

Figure 2.7: Keypoints matching with SIFT

2.2.3 Homography matrix

The homography matrix represents the transformation between two 2D view of a 3D object.
Let a keypoint be positioned at (x1, y1) and (x2, y2) for two views. The associated homography
matrix H verifies: x2

y2
1

 = H

x1

y1
1

 with H =

h00 h01 h02

h10 h11 h12

0 0 1


A single zoom is characterised by only h00 = h11 ̸= 0.
For a single rotation of θ angle, h00 = h11 = cosθ and h10 = −h01 = sinθ.
A single affine displacement will have only h00 ̸= 0 and h11 ̸= 0.

With 6 parameters in H, 3 pairs of positions allow to solve this equation. Random Sample
Consensus (RANSAC) algorithm [31] takes randomly 4 pair of keypoints, solves the equation
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with 3 of them, and look if the transformation matches the last pair of positions (with a toler-
ance distance). Repeating this operation, RANSAC computes the homography matrix that is
consistent with the most of keypoints (if enough matches where found).

2.2.4 Image similarity measures

Image similarity measures are used to compare images alignment and access the quality of
registration

Mean Squared Error (MSE)

The mean of squared differences between pixels requires both images to have similar luminosity

MSE(x, y) =
1

N

N∑
i=1

(xi − yi)
2 with xi, yi the pixel values.

Structural Similarity Index Measure (SSIM)

SSIM [32] measures the similarity between two images, aiming to mimic human perception
combining luminance, contrast and structure:

Luminance: l(x, y) =
2µxµy + c1
µ2
x + µ2

y + c1
, where µx =

1

N

N∑
i=1

xi

Contrast: c(x, y) =
2σxσy + c2
σ2
x + σ2

y + c2
, where σ2

x =
1

N − 1

N∑
i=1

(xi − µx)
2

Structure: s(x, y) =
σxy + c3
σxσy + c3

, where σxy =
1

N − 1

N∑
i=1

(xi − µx)(yi − µy)

SSIM(x,y) = l(x, y) · c(x, y) · s(x, y).

Normalized Mutual Information (NMI)

The MI [33] and NMI [34] measure the degree of dependence of variables based on their dis-
tribution. They have be proven to be good similarity measures for medical images registration
[35, 36].

MI(x, y) = H(x) +H(y)−H(x, y), NMI(x, y) =
H(x) +H(y)

H(x, y)

where H(x) = −
N∑
i=1

xilog(xi) is the entropy
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2.3 Computer vision methods

2.3.1 Sato tubeness filter

Sato tubeness filter [37] was developed for 3D medical images to detect curvilinear structures
such as vessels. The method can be adapted to 2D medical images [38] and is based on the
Hessian matrix:

∇2I(x) =

(
∂2

∂x2 I(x)
∂2

∂xy
I(x)

∂2

∂yx
I(x) ∂2

∂y2
I(x)

)
where I(x) is the pixel value at (x, y)

An ideal bright light parallel to x axis at x0 position is represented by:

I(x, y) =
e−(x−x0)2

2σ2

The eigenvalues λ1(x) < λ2(x) of the Hessian matrix are computed. The condition λ1(x) ≪
λ2(x) ≈ 0 suggests line structure, based on this ideal example, where the constant σ controls
the scale.

2.3.2 Otsu’s algorithm

Otsu’s algorithm [39] consists on finding a threshold to binarize a gray scale image into class 1
and 2 , minimising the weighted within-class variance:

σ2
weighted(t) = w1(t)σ

2
1(t)+w2(t)σ

2
2(t) w1(t), w2(t) corresponding to class separation probabilities

The threshold found t verifies this equation [40]:

t =
m1(t) +m2(t)

2
where m1(t),m2(t) are the mean values in each class

The method can be generalised to more classes: multi-Otsu thresholding [41].

2.3.3 Morphological transformations: opening

Morphological transformations are simple operations performed on binary images. Basic trans-
formations are erosion and dilation, for which a kernel slides through the image and set a pixel
to 0/1 if a 0/1 pixel is found under the kernel for erosion/dilatation respectively. An erosion
followed by a dilation is called an opening, and removes isolated group of black pixels while
preserving larger shapes.
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Figure 2.8: opening: erosion followed by dilation (OpenCV documentation)

Binary area opening [42] refers to algebraic opening and removes group of pixels with an area
smaller than a parameter λ.

Figure 2.9: Binary area opening [42]
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Chapter 3

Design

3.1 Dataset

3.1.1 Characteristics

Dataset Fluorescein Angiography (FA) was extracted from Heyex database in the Hopital Oph-
talmique Jules-Gonin (HOJG), using an automated interface. Patients treated in the Uveite
section of HOJG were selected. Patient data often contain several visits and last examinations
may be done after the patient is cured. Patients may also not have Vasculitis disease and Vas-
culitis rarely affects both eyes, so the dataset contains enough control cases (distribution to be
determined from annotations to come).

Figure 3.1: Examples of 35° and 102° angle FA frames

Dataset is composed of 543 patients (295 females, 248 males), born from 1919 to 2012 (1968 ±
19 years on average, ), that were examined from 2014 to 2021. Patients came to the hospital
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from 1 to 16 times (3 ± 2.5 visits on average ), with imaging of both eyes. A visit contains 12.8
FA on average (± 5.2 frames), and may have a video of the early times after the injection for one
eye. FA are mostly 55° angle images, specially for early frames, and may be 35° zoomed frames
or 102° larger frames, some of them for peripheral views. Finally most images have 768x768
pixel resolution, and few others were cut to match this square shape that is kept through every
processing step.

3.1.2 Dataset structure

FA saved in dicom format were selected from Heyex dataset, that contains other images modal-
ities like Optical Coherence Tomography (OCT), and were anonimized as follow:

• Patient ID (PID) from the hospital is replaced by a new ID, with a conversion table

• Date of birth is set to January 1st, year of birth is kept

• Name and surname are removed

A study is defined by a patient visit for one eye, and is named concatenating ’Vasculitis’, new
PID, visit date and eye side (ex. ’Vasculitis-0017-20170429-R’). Dataset was splitted into 3303
studies, for which frames were extracted from Dicom files, and saved as JPEG images, keeping
acquisition time in seconds and frame angle in the JPEG title (ex. 64-55°).

FA video were used as additional early frames. They capture ink diffusion and show vessels
being gradually filled by the ink. We chosed to extract 5 frames regularly out of the last half
of the video, so it helped to build masks, and avoided to treat almost identical pictures of the
retina.

Figure 3.2: Anonymised dataset structure
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3.2 Registration

The aim was to register the maximum number of frame in a study, starting from early frames
as a model, and preventing misalignments to not disturb following processing steps.

Grid search based methods were not suited because of rotations and scale variations between
frames. The strategy was to find and rely on a robust quality checker so we can try any com-
bination of the following methods to register a new frame until we succeed.

Registration was achieved with OpenCV Python libraries.

Figure 3.3: Example of FA frame registration achieved with selected method
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3.2.1 Standard registration

Registration cannot start with a bad quality frame or with the wrong angle, so only 55° frames
without large black areas were automatically selected to be a reference for registration.

The standard method was defined by using Scale-Invariant Feature Transform (SIFT) key-
points detector, and selecting best matches according to 0.7 Lowe’s ratio, trying to register
every frames to the earliest.

3.2.2 Frame reference selection and back-registration

Starting with the first good enough frames, new frames are registered to every 55° registered
frame until success. This strategy led to some new registered frames as the images are progres-
sively evolving with the dye diffusion.

Registering a new frame means transforming it to be aligned with the reference. The opposite
operation was done, "back-registration", registering a frame that have already been treated, us-
ing the new one as reference. Keypoints sets were switched after matching, so the transformation
was applied to the new frame.

3.2.3 Keypoints matching

The first step was to compute and save keypoints for all frames using SIFT and ORB methods.

Oriented FAST and Rotated BRIEF (ORB) registration was tested using Hamming distance to
match keypoints. Scale-Invariant Feature Transform (SIFT) registration was done using Fast
Library for Approximate Nearest Neighbors (FLANN). Keypoints were matched with k-Nearest-
Neighbours (kNN) algorithm

3.2.4 Keypoints matches selection

The second step consisted on selecting the best keypoints to achieve computing the homography
matrix for registration.

ORB best matches were first selected being the proportion with the lowest Hamming distance,
as it is commonly done, but this selection led to little misalignments compare to SIFT. No
matter the proportion kept and the metric used, the ORB registration performances were worse
than for SIFT.

SIFT best matches were selected according to Lowe’s ratio, trying values from 0.2 to 0.9. Most
frames were better registered for ratio in the range 0.6 − 0.7, but in some cases, trying other
ratios led to get new frames registered. Testing different ratios is not much time consuming
since keypoints are saved before trying to compute the homography matrix.

Modifying the registration template, matches selection with Lowe’s ratio was tested for ORB.
This improved the registration success, placing ORB close or even better than SIFT for some

Master project 15 Life Sciences Engineering



frames, using image similarity metrics. However these improvements where rare and limited. It
showed the limits of image similarity metrics, creating some examples where the score given by
the metric is not conform with the observed alignment.

Moreover, ORB method was occasionally producing shifted images, specially for frames that
are difficult to register. On the other side, SIFT registration had the positive behaviour to often
stop computing the homography matrix, instead of returning misaligned frame.

ORB registration was not integrating to the final pipeline, with almost no improvement com-
paring to SIFT, and being too much challenging for the quality assessment.

3.2.5 Quality assessment

Image similarity metrics (Mean Squared Error (MSE), Structural Similarity Index Measure
(SSIM), Mutual Information (MI)) were tested, allowing to set thresholds that detect most of
failed SIFT registration, or ensure a good alignment for most selected results, but not both. MI
performed the best to evaluate registration, but it was still feasible to better assess registration
quality, and thus to get more registered frames avoiding misalignments. Moreover, similarity
metrics were not always able to rank similar tries with different methods.

SIFT and ORB methods are designed to compute registration between any 2D view of a 3D
object, but we needed only to register parallel views of the retina in our dataset. Thus, the
computed homography matrix H may represent an undesired transformation, characterised by
different values for diagonal coefficients h00 and h11.

H =

h00 h01 h02

h10 h11 h12

0 0 1


Moreover, too large or too small values for diagonal coefficients correspond to a bigger scale
change than possible with our data. I created the "parallel view" criterion associated to a
tolerance ration rtol:

0.5 < h00 < 2 and 1− rtol <
h00

h11

< 1 + rtol

The parallel view criterion was selected with rtol = 2% to assess registration quality on its own,
there is no similarity measure computation in the final pipeline.

3.3 Vascular leakage detection

From a registered study, we selected early frames (acquisition time < 2min) and late frames
(acquisition time > 5min). Vascular leakage is characterised by hyper-fluorescence around the
vessels and only appears in the late frames. Vessels are the only bright area in early frames so
the strategy was to detect them with the background area around, where vascular leakage may
occur in late frames. Building vessel and background masks specific to the study, and applying
them to late frames, vascular leakage was detected as fluorescence around vessels.
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3.3.1 Generic mask creation

I designed a method to create both masks from early frames using hyper-parameters that reg-
ulate mask characteristics:

• σ: range used as scales of filter, controlling minimal detected vessel thickness

• pmax: maximal intensity percentage for contrast stretching, controlling computed vessel
thickness

Masks were creating for each of the early frames and merged into final mask, adding vessels
for a more complete detection. Mask creation for one early frames followed these steps in this
order:

• Vessels detection, applying Sato filtering with skimage.filter Python library, filtering for
every scale σ (higher scales implying more rejection of small vessels)

• Contrast stretching, computing intensity thresholds t2, tpmax representing 2% and pmax% of
frame pixels bellow this intensity threshold, and rescaling luminosity so pixels with t2, tpmax

values become respectively 0, 1

• Binarization, using Otsu’s algorithm with OpenCV Python library

• Removal of the 10 pixels thick area at the outline of the frame, that may be detected as
an edge and selected in the mask

• Removal of small vessel traces or artefacts based on binary area openings, using skim-
age.filter Python library

Figure 3.4: Example of computed vessel and background masks from the same early frames
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3.3.2 Vessel mask

Vessel masks were computed with the method above using only σ = 1 to have better vessel
detection by not filtering small vessels. The downside was that it left small vessel traces or
detected some isolated group of point as artefact, caused by high luminosity or anatomical con-
founding factor. The morphological operation of removing these small areas helped getting a
clean vessel mask, while detecting more vessels using contrast stretching and small σ.

Vessel masks should segment precisely vessels so little contrast stretching was applied using
pmax = 98%, helping to detect more vessels, without overflowing around.

3.3.3 Background mask

Background masks were computed with the method above using σ = (1, 10) to filter smallest
vessels and avoid filling most of eye background. These vessels are smaller branch of main ones,
so the area around is still matching with the detected background.

Background masks should be an expansion of vessel masks so more contrast stretching was
applied using pmax = 85%. This contrast transformation is not symmetric and brings vessel
luminosity closer to the value, so both zones are matched by Otsu’s binarization. The value of
pmax is quite sensitive because the luminosity gradient at vessel’s edges is strong even if lumi-
nosity is continuous.

An other strategy was tried to get background masks directly from the vessel masks, applying
erosion then dilatation with morphological operator from OpenCV Python library and using a
large kernel to expand detected area. The best kernel found was 5x5 pixels but this method
was not better than applying strong contrast stretching, but had the defect of expanding every
area the same way and creating occasionally weird shapes.

3.3.4 Optic disk detection

In order to focus on vascular leakage, the optic disk, that may be quite bright when leaking,
needed to be hidden.

53 optic disks were manually annotated by doctor Florence Hoogewood on 55° angle frames.
The coordinates of the optic disk centre was computed as the mean coordinates of annotated
pixels (applying mirror transformation to right eyes). Then the radius of the optic disk was
defined by the further annotated pixel from the centre.

These statistics for optic disk centre positions (x, y) and radius (r) were selected removing
4 outliers. The following values are in pixels, computed from 55° angle frames with 768x768
resolution:

• x = 172± 17, (146-217) range

• y = 362± 14, (340-396) range
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• r = 48± 5, (34-61) range

The generic optic disk was set to these measures.

3.3.5 Hyper-fluorescence detection

Relying on the registration, vessel, background, and optic disk masks were merged into the
"combined" mask, which was applied to the late frames to select the area around vessels. This
last step needs to be completed and tuned with annotations to come.

Hyper-fluorescence was then detected selecting pixels brighter than a threshold, an hyper-
parameter of the pipeline. This threshold can be chosed using Otsu’s binarization or multi-
Otsu’s thresholding, methods that cluster the area around vessels into two or more classes,
minimising within-class variance. The image luminosity was standardised.

Figure 3.5: Combined mask with the grid to characterise vascular leakage

Finally the late frames are divided based on a squared grid, and vascular leakage was defined for
hyper-fluorescence areas greater than a threshold to tune. The grading between focal, multifocal
and diffuse staining was determined by the occurrence of vascular leakage in the whole frame.

3.4 Expert’s grading

3.4.1 Format processing

Grading was done on Discovery Platform (tool provided by RetinAI), on Swiss Ophthalmic
Imaging Network (SOIN), a secure space created in HOJG to safely share medical data.
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Frames belonging to a study have been grouped into mosaic collage, with timestamps for each
frame, so the grader can easily see the whole study and attach one grading form to one image
in Discovery. The issue with this manipulation was that Discovery platform needs specific data
format to then extract patient metadata. We chosed to upload the collage as fake Optical Co-
herence Tomography (OCT) images to benefit later from a tool provided by the platform, that
would randomise data smartly into graders to be more robust. The format adaptation involved
these steps:

• Write timestamps on the top of each frame to let the grader see easily acquisition time.

• Create one collage per study and save it as an JPEG image.

• Create Discovery specific storage files of OCT (h5 files) for each collage, generating in
parallel ID to the platform.

• Fill patient and study metadata and check if h5 files content matches with collages.

• Upload h5 files to SOIN secure environment and finally to Discovery platform.

3.4.2 Grading form

The aim of the whole project is to be able to automatically grade Vasculitis based on Tugal-
Tuktun table, that contains additional aspects of the disease. This is why we created a grading
form to address most criterion of Tugal-Tuktun table in order to get annotations for vascular
leakage detection, but also for further investigations. The thesis focused on answering 5th item,
aiming to grade retinal vascular leakage between focal, multifocal, and diffuse.
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Figure 3.6: Grading form in Discovery platform

3.4.3 Hyper-parameters tuning

Based on annotation results from the 5th item of the grading form (Retinal vascular staining
and/or leakage at 5-10min), dataset will be split into test and train set to tune hyper-parameters
of the pipeline via grid search:

• rtol (registration quality tolerance), x, y, r (optic disk characteristics), and σ, pmax (charac-
teristics of both masks): these parameters for intermediate steps were already set, giving
visual satisfaction from Vasculitis expert.

• Threshold to detect hyper-fluorescence (or Otsu’s thresholding computation)
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• Minimal area of detected hyper-fluorescence to characterise vascular leakage.

3.5 Pipeline

The pipeline is a Python script that apply iteratively every methods described bellow, saving for
every steps JPEG images according to the designed sub-folder organisation. The pipeline can
be run starting from any of these steps, ending by vascular leakage detection, but also preparing
data for annotations. Input can be all dataset or any described subset.

Figure 3.7: Pipeline steps for vascular leakage detection
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Chapter 4

Results

4.1 I implemented a method to register Fluorescein Angiography pho-
tographs, with higher performances compared to off-the-shelf ap-
proaches, and precision that satisfied human experts

I designed and implemented a registration method that aligns features, such as the vasculature
and the optic disk, that belonged to different frames. Vasculitis expert Dre. Hoogewoud re-
viewed the registration results and was satisfied with its performances. This validates the SIFT
method with the registration quality assessment process, namely the parallel view criterion that
I created.

The process consisted of trying variations of SIFT to register a new frame (see Design 3.2):

• Use different Lowe’s ratios

• Try every frame that was already registered as a reference

• Apply normal and back-registration

• All three variations combined

All tested variations of SIFT led separately to higher performance. I obtained even better re-
sults when I combined them, those methods being complementary

Thanks to the robust parallel view criterion (see Design 3.2.5), registration tries could be multi-
plied with no risk of alignment errors. Hence, registration success increased, especially for 102°
and 35° frames. The dataset has the following distribution of angles: 13% had 35° angles; 38%
had 55° angles; finally, 49% had 102°. Registration performance improved the most for 35° and
102° frames, noting that the first frame has always 55° angle.

I measured registration success by looking at the ratio between successfully registered frames
and available ones. The percentage of successfully registered 102° frames increased from 15.8%
to 47.8%, and overall frame registration success reached 66.8%, compared to 46.5% achieved
with standard SIFT (see Design 3.2.1).
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Figure 4.1: Percentage of registered frames for different angles

I also measured registration success by looking at how many frames were available to be included
as "early" and "late" frames in a study (i.e., a single patient visit). There are overall less early
frames but they are mostly registered successfully, no matter the method variation used. Late
frames were characterised by the lowest registration success rate, but also best improvements:
despite only 26% percent of them being successfully registered, the average number of registered
late frames per study nearly doubled, from 1.44 to 2.86.

Vascular leakage can only be detected on late frames, it is thus essential to register them.
The percentage of studies in which no late frame was available after registration, decreased
from 22.2% to 9.5%.

Figure 4.2: Averages number of registered frames (in a single study) across different acquisition times
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4.2 I implemented a method to segment the vasculature in Fluorescein
Angiography photographs, using Computer Vision

The results of our vasculature segmentation method were validated, via visual inspection, by
Vasculitis expert Dr. Hoogewoud who was satisfied with the detection of vessels (both those
of large and small diameter). Similarly, she validate the segmentation of the background , the
area where vascular leakage may occur.

Figure 4.3: Top left: vessel mask computed with all processing steps; Top right: using only the first
frame; Bottom left: without removing frame outline; Bottom right: without removing traces
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The figure above shows on the top left a vessel mask computed with my method (see
Design 3.3.1) with three kind of artifacts that were treated and removed by my method (which
correspond to the three processing steps I applied in addition to standard Sato filtering and
Otsu’s binarization, see Design 3.3.1):

• The mask on the top right is incomplete, thus merging masks computed from each available
early frame improved vessel detection. The stain close to the optic disk is an inflamed area
that needed to be included in the mask to avoid its being erroneously detected as vascular
leakage in later steps of our pipeline.

• The mask on the bottom left contains artefacts caused by the edges of each early frame
that was combined to generate it.

• The mask at the bottom right is polluted by isolated traces, that were removed via mor-
phological operators. Left untreated, theses traces may lead to expand too much the
background mask associated with the corresponding study.

Macular edema (i.e., leakage of blood into the central part of the retina) is a symptom
associated with Vasculitis, and appears as a bright structure in early frames. Our pipeline
incorporates the edema in the vessel mask. Despite this not being biologically correct, such
behaviour is desirable, as it prevents it from being misclassified as vascular leakage in late
frames, by the subsequent steps of our pipeline.

4.3 I implemented a complete pipeline for the grading of vascular
leakage in Fluorescein Angiography (FA) photographs

Our pipeline is implemented as a single Python script that takes raw data in input and segments
vascular leakage. The output of each step of the pipeline is stored in a corresponding image
sub-folder, so the users can visualise the raw data in input, the output of the registration step
and the resulting masks. Once it has bee run a first time, the pipeline has been designed to
be able to restart the processing from any step, by recomputing data in the image sub-folders
corresponding to subsequent steps.
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Figure 4.4: Unified Modeling Language (UML) of our pipeline

The script manipulates "frames", custom-made Python objects created to capture and easily
access FA characteristics. This design choice makes our pipeline modular: additional processing
step could be added at a future stage by adding a new function to the pipeline, using pre-built
loading/saving functions that operate on frame objects.

I was faced with external issues in the upload of data to our annotation platform (i.e. the
Discovery tool by RetinAI). I implemented a solution by creating a script that import the dataset
from JPEG images. My script organised the data in Discovery in such a way that annotations
can be performed by experts both inside our hospital, and in remote locations. This process is
not specific, and will be re-used in other projects at Hopital Ophtalmique Jules-Gonin.

4.4 I defined a strategy to enable Fluorescein Angiography photographs
grading and detect vascular leakage

The last step of our pipeline consists on detecting hyper-fluorescence from late frames and
classifying the type of vascular leakage. The method needs expert annotations to be tuned
and validated. At this early stage of the research project, vascular leakage segmentation was
performed with a fixed luminosity threshold of 0.6. The figure bellow displays a late frame
showing diffuse vascular leakage (left). Coloured filters were added (on the right): vessels are
marked in green, hidden retinal background in purple, and vascular leakage in red. Segmentation
is far from perfect, but a sufficient amount of staining was detected so Vasculitis was correctly
identified, and the leakage was graded as diffuse (see Theoretical background 2.1.4), despite
shadows on the bottom of the frame (Vitritis)
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Figure 4.5: An example of vascular leakage segmentation with 0.6 luminosity threshold

I obtained encouraging preliminary results. Shortly before the submission of the present
manuscript, 60 images were annotated. Those comprised photographs of both the eyes of 30
patients, from their most recent visit. I tried first to distinguish diffuse leakage from other cases
(focal, multifocal or control). Performance were encouraging, for a specific subset of the data:
indeed, diffuse leakage was correctly detected if a late frame satisfied the following criterion: an
area of hyper-fluorescence bigger than 100x100 pixels applying a fixed 0.6 luminosity threshold.
Results were as follows:

• 4/6 cases (67%) of diffuse staining were correctly identified.

• 6/54 other cases (11%) were wrongly identified (namely: 1 multifocal, 1 focal, 2 with major
confounding factor disease, 2 control)

• 82% accuracy with 40% precision
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Chapter 5

Discussion

5.1 Interpretation of registration process

Registration performances were improved by using three variations of SIFT method, validated
by the designed parallel view criterion.

ORB registration is known to be sensitive to in-plane rotation [26], a transformation often
needed to register our frames. This may explain the lower performances compared to SIFT

Lowe’s ratio is used to filter keypoints matches, a ratio close to 1, meaning that the distance
between the best and 2nd best possibility for a match is close, so the best match does not stand
out and has few chances to be correct. I discovered that the best ratio varies with images :
there are few cases where registration failed with the standard 0.7 Lowe’s ratio, but succeeded
with a lower or higher one. The fact that a lower one works better may be caused by too many
keypoints found, with matching errors being more filtered. A higher ratio may allow to keep
more keypoints, which are still filtered by the SIFT keypoints selection (RANSAC).

Registration was tried on every frame that has already been registered, with improvements
compare to registering only to the first frame. This means that registration success is not tran-
sitive : some frames need an intermediate images to be registered to the first one. This could
be explained by the fact that frames are order by time and represent the evolution of the retina.
We may think that selecting the previous registered frame as a model is better than with the
first one, but it is not the case on average, because luminosity and contrast are often better for
early frames. The injected dye slowly disappears over time, thus late frames are harder to be
be registered.

Back-registration means registering the first frame with the new frame a reference (and ap-
plying then opposite transformation). I found surprisingly that it may be complementary to
normal registration, meaning that registration success is not always transitive. Its relative con-
tribution is lower than other SIFT variations described bellow but back-registration still helped
registering more frames. I honestly cannot give more interpretation on this.

The parallel view criterion can be interpreted as follow: Frames views are all perpendicular
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to retina plan and SIFT registration can register any 2D view of an object, so there are very
few chances that the registered frame has the exact same direction as it should, without being
aligned to the reference. This would suppose that keypoints were mostly misplaced in the same
way to pass the SIFT keypoints selection (RANSAC).

5.2 Limitation of current work

The aim of the thesis was to detect vascular leakage in late frames of Fluorescein Angiogra-
phy (FA) studies, and registering frames was a major step to achieve it. A lot of efforts was
put into improving registration, but all aspects may not be useful to help hyper-fluorescence
detection. Thus, frames that are neither early nor late (31% of total) were not used to de-
tect hyper-fluorescence. The best progression in registration performance concerned 102° angle
frame, with even more improvements for peripheral views from which it should be harder to
detect hyper-fluorescence. We faced limitations with images similarity measures to evaluate
registration, not being able to rank or evaluate precisely registration methods. Alignment im-
provements are thus not quantifiable for frames that were already registered with standard SIFT
method. Finally, the parallel view criterion was an efficient solution that replaced similarity
measures, but did not provide quantitative registration quality metric.

The other main aspect of this thesis was the use of computer vision techniques to build masks
and detect hyper-fluorescence. Here as well, mask creation is an intermediate step and efforts
to get a clean mask by applying morphological operations may not all be so necessary to finally
grade between vascular leakage categories. Results from first annotations led to 6/54 false pos-
itive, 2 of them being directly caused by a confounding inflammation symptom that was not
segmented correctly in early frames. Vasculature is overall well segmented but vascular leakage
detection seems to be sensitive to other inflammation symptoms, which are often associated to
Vasculitis.

The main limitation of the project was the delay of annotations, preventing to get robust
quantitative results for vascular leakage detection. With the first annotations and looking at
Vasculitis examples, the method was still promising and we defined a strategy to tune hyper-
parameters. Setting up data into Discovery platform was a big issue, various strategy failed
to upload data properly, which delayed the project. The solution found, encapsulating collages
into OCT, worked but seems obviously much harder than it should.

5.3 Future directions

The first next direction will be to get annotations and apply the defined strategy to evaluate
and improve the current method, specially the last step, the hyper-fluorescence detection from
late frames and computed masks, leading to vascular leakage grading.

The annotation process is ready to start, and will be carried by Vasculitis expert Dre. Hooge-
woud at Hopital Ophtalmique Jules-Gonin. She will be helped by interns from Luzern Kanton-
sspital and Dr. Chiquet from CHU Grenoble. These hospitals also have Vasculitis patients and
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data privacy agreements are in process to be able to share data. Our dataset has been trans-
ferred to the secure SOIN platform, to which some annotators have already been on-boarded
and can start the grading.

The current optic disk mask creation is quite basic and not precise, but this step has been
assigned to Oscar Jimenez (IDIAP) who is trying to train neural networks to detect precisely
the optic disk. The strategy is to start from a model already working on coloured retinal fundus
images [43] and fine-tune it with the initial 53 optic disks annotated by Dr.Hoogewoud.

Registration of peripheral frames between 2-5 min of acquisition time, that are currently not
used for vascular leakage detection, may be useful to be able to detect early vascular leakage,
which is a sign of the severity of the disease.

It might also be interesting to try and adapt other methods applied on similar work, as hyper-
fluorescence detection from Ultra-Wide Fluorescein Angiography for diabetic retinopathy [4] or
posterior uveitis [44]. The most recent study [5] is not directly linked to our grading but is able
to detect inflammation in FA photographs. Their method consists on generating normal images
from Vasculitis cases via a Generative Adversarial Network (GAN), computing leakage as the
difference between the initial image and the generated one. Their model could be adapted, or
the process could be done training the GAN with future annotations.

Finally, Vasculitis can be alternatively observed via Optical Coherence Tomography (OCT),
3D photograph of the retina , from which Macular Edema can been seen as thickening of the
retinal layer in the macula [1]. Patients in our dataset may also have OCT, which can be directly
uploaded to Discovery platform, that computes layer thickness and detect fluid accumulation, a
characteristic of the disease. This would help to detect Macular Edema but would move a little
away from the global project that aims to grade Vasculitis from FA images only.
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Chapter 6

Conclusion

This MSc thesis project led me to implemented a method to better register Fluorescein An-
giography (FA) photographs, validating image alignment according to novel specific criteria. I
applied Computer Vision methods to build vessel and background masks from early FA frames.
I leveraged those to segment retinal vascular leakage from late frames. The quality of regis-
tration and of the masks was reviewed by a Vasculitis expert. I designed and implemented a
modular pipeline that analyses raw data and outputs vascular leakage segmentation (detected
as hyper-fluorescence), creating a collage of frames ready for expert grader annotated. Finally,
I applied my pipeline to grade vascular leakage in a subset of data for which annotations are
available, demonstrating positive preliminary results.

This project was started a previous intern in the lab, Pauline Eyraud, who I would like to
thank for introducing me the basic concepts, and for explaining her work. She explored vari-
ous methods and devised a prototype method to generate vessel and background masks which
served as the basis for my work. Being able to try and evaluate her ideas and scripts, helped
me in writing the pipeline I presented in this thesis. She applied standard, off-the-shelf SIFT
registration method, resulting in almost 1/2 of frame being registered. The main achievements
of my thesis are: the implementation of a specific registration method that reaches 2/3 success
rate, using variations of SIFT; the implementation of a method to segment vasculature in FA
photographs; the design and implementation of a first version of an automatic pipeline able to
grade severity of vascular leakage in FA images, with encouraging preliminary results. Future
work will evaluate and adapt my vascular leakage detection method based on annotations that
will become available and extending the grading pipeline to cover the rest of the inflammation
signs that are detailed in the Tugal-Tutkun method.

I would like to thank Dr. Jean-Marc Odobez (IDIAP/EPFL) for supervising the thesis, Dre.
Florence Hoogewoud (HOJG Vasculits expert) who helped me to validate methods and design
annotation process, and Dr. André Anjos (IDIAP) for his advices. Finally, I would like to thank
Dr. Mattia Tomasoni (HOJG) for supervising my work, during these last months, with a lot of
interest and consideration.
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