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#### Abstract

Sandwich algorithms are commonly used to approximate the Pareto front of a multiobjective (MO) convex problem by enclosing it between an inner and outer approximation. By iteratively improving the approximations, the distance between them is minimized which gives an estimate of how well the Pareto front is approximated. A wellexplainable type of sandwich algorithm is based on weighted sum scalarization (WSS), where the next set of weights is determined by the most promising inner normal of the inner approximation. As these normals can contain negative values, not every optimization will result in finding an efficient point. In order to reduce the number of searches towards the dominated part, we propose an elegant modification of the criterion space which is an advancement on the formulation of Solanki et al. In addition to being well-explainable and easy to integrate within an existing optimization procedure, this modification is theoretically able to obtain all nondominated points of an MO linear programming problem in a finite number of expansions of the inner approximation. Furthermore, we propose two heuristic approaches to determine the distance between the inner and outer approximation that can be used as an alternative for the distance calculation of Solanki et al. These heuristics incorporate the ideas of Solanki et al. and Craft et al. to obtain straightforward and faster methods. (218 words)
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## 1 Introduction

Multi-objective optimization (MO) concerns the optimization of multiple conflicting goals, where $p \geq 2$ denotes the number of objectives. In general, one can formulate an MO problem as follows:

$$
\begin{aligned}
& \min \boldsymbol{f}(\boldsymbol{x})=\left(f_{1}(\boldsymbol{x}), \ldots, f_{p}(\boldsymbol{x})\right) \\
& \text { s.t. } \boldsymbol{x} \in \mathcal{X},
\end{aligned}
$$

where $f_{i}$ denotes a function that belongs to objective $i$, with $i=1, \ldots, p$, and $\mathcal{X}$ denotes the decision space in $\mathbb{R}^{n}$. The criterion space $\mathcal{Y}$ is given by $\left\{\boldsymbol{y} \in \mathbb{R}^{p} \mid \boldsymbol{y}=\boldsymbol{f}(\boldsymbol{x})\right.$ for some $\boldsymbol{x} \in$ $\mathcal{X}\}$ and represents all possible combinations of objective values. Here, we refer to a solution when it belongs to the decision space and to a point when it belongs to the criterion space.

There is in general not one solution that minimizes all objectives simultaneously; we assume the ideal point is not attainable. This inevitably translates to trade-offs between the objectives, and to understand whether a solution is the 'best' among a set of 'similar solutions' a concept is needed which defines a 'good' solution. This concept is known as Pareto efficiency, where a solution $\overline{\boldsymbol{x}} \in \mathcal{X}$ is efficient if there is no other $\boldsymbol{x} \in \mathcal{X}$ such that $\boldsymbol{f}(\boldsymbol{x}) \leq \boldsymbol{f}(\overline{\boldsymbol{x}})$ [1]. That is, there exists no other solution which performs better in one of the objectives, without worsening the other objective(s). Furthermore, a solution $\overline{\boldsymbol{x}}$ is called weakly efficient if there is no other $\boldsymbol{x} \in \mathcal{X}$ such that $\boldsymbol{f}(\boldsymbol{x})<\boldsymbol{f}(\overline{\boldsymbol{x}})$, i.e. there is no other solution that improves on all objectives simultaneously.

The sets of all efficient and weakly efficient solutions are denoted by $\mathcal{X}_{E}$ and $\mathcal{X}_{w E}$, respectively, where $\mathcal{X}_{E} \subseteq \mathcal{X}_{w E} \subseteq \mathcal{X}$. The set of all efficient points, or non-dominated points, are denoted by $\mathcal{Y}_{N}$. The weakly non-dominated points are denoted with $\mathcal{Y}_{w_{N}}$.

Generally, one is not interested in finding (a part of) $\mathcal{X}_{E}$ as often a vast number of efficient solutions with the same objective function values exist, which is unnecessarily overwhelming for the decision maker (DM) as well as computationally challenging to obtain [2]. Instead one is interested in finding $\mathcal{Y}_{N}$, as this is often more manageable in size. This leads to both a more comprehensible overview of the trade-offs for the DM as well as a reduced computational effort.

In this paper we focus on approximating $\mathcal{Y}_{N}$ of a convex MO, that is, when the set $\mathcal{X}$ and all objective functions $f_{i}$ are convex. This implies that $\mathcal{Y}_{N}$ is connected and that $\mathcal{Y}+\mathbb{R}_{++}^{p}$ and $\mathcal{Y}_{N}+\mathbb{R}_{++}^{p}$ are convex as well [3], with + denoting the Minkowski sum. Besides general convex MO, we are interested in the specific case of obtaining the exact representation of $\mathcal{Y}_{N}$ of a particular instance of convex MO where the objectives and the constraint set are linear, known as multi-objective linear programming (MOLP).

Sandwich algorithms belong to the class of polyhedral approximation techniques [4] and are commonly used to approximate $\mathcal{Y}_{N}$ of a convex MO by sandwiching the non-dominated set between an inner and an outer approximation. Here, the inner approximation is a convex hull encompassed in $\mathcal{Y}$ formed by a set of efficient points and the outer approximation is formed by supporting halfspaces of those efficient points. Sandwich algorithms iteratively improve both the inner and outer approximation to minimize the distance between the approximations. The advantages for the DM are that 1 ) an upper bound on the approximation error is directly provided and 2 ) no interference of the DM is needed as the algorithm itself is capable of shifting its attention to a part of the non-dominated set that is currently not approximated well.

In the literature there are four types of sandwich algorithms. These are either based on weighted sum scalarization (WSS) $[5,6,7]$, polyhedral gauge expansion [8], Benson's outer
approximation $[9,10,11,12$ ] or 'dual' vertex enumeration [13]. In this paper we focus on WSS for the following reasons: 1) the idea behind WSS is explainable and intuitive to DMs; 2) the WSS algorithm is easily integrated within existing (convex) optimization procedures [6]. A caveat of the WSS sandwich approach, however, is that - unlike Benson's outer approximation [9] - it is not formally proven to be able to solve MOLPs to optimality. That is, although it is stated that WSS can in principle be used to find the MOLP [4], to the best of our knowledge, there does not exist any formal proof that a sandwich algorithm using WSS is able to find all efficient points in a finite number of iterations. We address this matter in our contributions.

WSS is a common technique to find efficient points, where each of the objectives receives a weight that indicates its importance (see e.g. [1]). It is formulated as follows:

$$
\begin{aligned}
& \min \boldsymbol{w}^{\top} \boldsymbol{f}(\boldsymbol{x})=\sum_{i=1}^{p} w_{i} f_{i}(\boldsymbol{x}) \\
& \text { s.t. } \boldsymbol{x} \in \mathcal{X},
\end{aligned}
$$

where $\boldsymbol{w}$ is a vector containing all weights $w_{i}$, and $w_{i}$ denotes the weight belonging to objective $i$. In case all weights are non-negative, i.e. $\boldsymbol{w} \geq \mathbf{0}$, then the solution is guaranteed to be weakly efficient. In case all weights are strictly positive, i.e. $\boldsymbol{w}>\mathbf{0}$, the obtained point is even guaranteed to be efficient.

A straightforward way to obtain efficient points of the convex MO is to sample various weights and solve the corresponding weighted sum problem. However, an even spread of weights generally does not result in efficient points spread evenly across $\mathcal{Y}_{N}$ [14]. Additionally there are infinitely many weights that result in the same efficient point. A more resourceful selection of weights is commonly achieved by integrating the WSS in a sandwich algorithm, as it picks a weight based on the current inner approximation at a point that is the furthest from the outer approximation.

Solanki et al. [5] are one of the first to approximate the nondominated set of a convex MO using WSS with a sandwich algorithm. They make use of the polyhedral structure of the inner approximation to obtain the inner normals of so far generated halfspaces. In their formulation the inner normals for $p=2$ are always positive, and using them as weights is therefore guaranteed to find an efficient point. Either an existing efficient point is found or a new efficient point is found that expands the inner approximation. In both cases the outer approximation is tightened, as we cannot improve further using this inner normal. At each iteration one needs to decide which face - and corresponding normal - of the polyhedral inner approximation is used to obtain the next point. Solanki et al. [5] pick the face that has maximum distance between the inner and the outer approximation, which they determine exactly for each normal of the current inner approximation using a linear program (LP).

In case $p \geq 3$ the obtained normals of the inner approximation might contain negative values [5]. Using these normals as weights does not guarantee to find an efficient point or may not result in a solution if $\mathcal{Y}$ is unbounded. Solanki et al. [5] address the latter problem by placing an upper bound on the objectives and argue that using negative normals can nonetheless help in finding new positive normals as the inner approximation is expanded.

Craft et al. [6] circumvent the negative normals altogether: in case a halfspace of the inner approximation has a negative normal, they determine a weighted combination of previously found weights that belong to the vertices spanning the plane. This weighted combination is found by solving a small non-linear problem that finds a weight that is maximally different from these previously found weights. As the distance approach of

Solanki et al. [5] can be time consuming, Craft et al. [6] also propose a heuristic approach to determine the distance between the inner approximation and the outer approximation which does not rely on solving an LP.

Rennen et al. [7] enhance the above procedures by including so-called dummy points in the inner approximation. By extending the inner approximation, the relevant planes do not have negative normals anymore, which helps to find efficient points. In their paper, they compare the performances of Solanki et al. [5], Craft et al. [6] and Klamroth et al. [8] with the approach of Solanki et al. [5] including dummy points. The overall performance of the dummy technique outperformed the others in terms of the number of optimizations that needs to be performed. Here, the lack of performance of Solanki et al. [5] is mainly attributed to the algorithm describing the complete criterion space including the dominated part, hence many unnecessary LPs are solved.

This work has several contributions. First, in order to reduce the search towards the dominated part of the criterion space, we will propose an elegant modification of the criterion space. This modification has some useful properties: (1) it allows to find all efficient points for the MOLP in a finite number of iterations, and (2) its performance in terms of the maximum number of WSS LPs that needs to be solved is, unlike [5], not dependent on the chosen upper bound as long as this upper bound is larger than the nadir point. Besides its theoretical properties and explainability, the modification can be easily incorporated within an existing optimization procedure. As a second contribution, we propose two heuristic approaches to determine the distance between the inner and outer approximation and address whether it is always beneficial to use a distance metric within a WSS sandwich algorithm. The two proposed heuristic approaches combine the simplicity of the distance approach of Solanki et al. [5] with the insights of Craft et al. [6] to obtain faster approaches that are straightforward to implement.

## 2 Notation

In general, let conv $\{X\}$ denote the convex hull of $X,|X|$ denote the cardinality of $X$ and $\|\boldsymbol{x}\|$ denote the Euclidean norm of $x$. Let $\boldsymbol{e}^{i}$ denote the standard unit vector, where the $i$-th element is 1 and all others are zero. In case + is used in context of polytopes, it denotes the Minkowski sum. Furthermore, let $\bigoplus$ denote the sum of Minkowski sums.

In line with the notation of Rennen et al. [7], let IPS denote the inner approximation, and let OPS denote the outer approximation, where it holds that the non-dominated criterion space $\mathcal{Y}_{N}$ is sandwiched between IPS and OPS. That is, IPS $\subseteq \mathcal{Y}_{N}+\mathbb{R}_{++}^{p}$ and $\mathcal{Y}_{N} \subseteq \mathrm{OPS}+\mathbb{R}_{++}^{p}$. Furthermore, let $\mathcal{H}(\boldsymbol{w}, b)=\left\{\boldsymbol{y} \mid \boldsymbol{w}^{\top} \boldsymbol{y}=b\right\}$ be a hyperplane where $\boldsymbol{w}$ is the normal vector and $b$ the offset, and let $\mathcal{H}^{\geq}(\boldsymbol{w}, b)=\left\{\boldsymbol{y} \mid \boldsymbol{w}^{\top} \boldsymbol{y} \geq b\right\}$ denote a halfspace where $\boldsymbol{w}$ is the inner normal. In case $\|\boldsymbol{w}\|=1, \boldsymbol{w}$ is an inner unit normal.

Let $\boldsymbol{y}^{\mathrm{A}_{i}}$ be the anchor point of objective $i=1, \ldots, p$, that is, $\boldsymbol{y}^{\mathrm{A}_{i}}$ is the point that minimizes objective $i$ individually such that $\boldsymbol{y}^{\mathrm{A}_{i}}=\arg \min \left\{y_{i} \mid \boldsymbol{y} \in \mathcal{Y}\right\}$. Let $\boldsymbol{y}^{\mathrm{I}}=\left(y_{1}^{\mathrm{I}}, \ldots, y_{p}^{\mathrm{I}}\right)$ be the ideal point that is constructed using the the minimum of all objectives, where $y_{i}^{\mathrm{I}}=y_{i}^{\mathrm{A}_{i}}$. Here, we assume the ideal point to be unattainable. Let $\boldsymbol{y}^{\mathrm{UB}}$ denote an upper bound on the objective function values. An insightful choice for $\boldsymbol{y}^{\mathrm{UB}}$ is the nadir point $\boldsymbol{y}^{\mathrm{N}}=\left(y_{1}^{\mathrm{N}}, \ldots, y_{p}^{\mathrm{N}}\right)$ which is the maximum of each objective over $\mathcal{Y}_{N}$. That is, $y_{i}^{\mathrm{N}}=\max \left\{y_{i} \mid \boldsymbol{y} \in \mathcal{Y}_{N}\right\}$ for $i=1, \ldots, p$. However, as $\mathcal{Y}_{N}$ is unknown beforehand it is difficult to determine this when $p>2$ [1]. A practical choice of $\boldsymbol{y}^{\mathrm{UB}}$ is usually determined by either using the expertise of a DM or by finding the pseudonadir point $\boldsymbol{y}^{\mathrm{pN}}=\left(y_{1}^{\mathrm{pN}}, \ldots, y_{p}^{\mathrm{pN}}\right)$, where $y_{i}^{\mathrm{pN}}=\max \left\{y_{i}^{\mathrm{A}_{j}} \mid j=1, \ldots, p\right\}[15]$. The drawback of these choices for $\boldsymbol{y}^{\mathrm{UB}}$ is that
they do not guarantee to find the complete $\mathcal{Y}_{N}$ front.

## 3 WSS sandwich algorithm

Section 3.1 describes the general steps of a WSS sandwich algorithm and Section 3.2 explains the decisions to be made within the algorithm.

### 3.1 General steps of a WSS sandwich algorithm

The general procedure of a WSS sandwich algorithm is:

## 0 . Initialize IPS and OPS.

Find the anchor points $\boldsymbol{y}^{\mathrm{A}_{i}}, \ldots, \boldsymbol{y}^{\mathrm{A}_{p}}$ and obtain an upper bound value $\boldsymbol{y}^{\mathrm{UB}}$ to construct the convex hull of the IPS. That is, IPS $=\operatorname{conv}\left\{\boldsymbol{y}^{\mathrm{A}_{i}}, \ldots, \boldsymbol{y}^{\mathrm{A}_{p}}, \boldsymbol{y}^{\mathrm{UB}}\right\}$. The OPS is constructed as $\mathrm{OPS}=\left\{\boldsymbol{y} \mid y_{i}^{\mathrm{A}_{i}} \leq y_{i} \leq y_{i}^{\mathrm{UB}}\right\}$. Obtain all relevant halfspaces that belong to the IPS.

1. Expand the IPS based on its distance to the OPS.

For each relevant halfspace determine the distance to the OPS and find the halfspace $\mathcal{H} \geq(\overline{\boldsymbol{w}}, \bar{b})$ for which the current distance $\delta$ from the IPS to the OPS is maximal. Solve the weighted sum method using $\overline{\boldsymbol{w}}$, and obtain $\overline{\boldsymbol{y}}=\arg \min \left\{\overline{\boldsymbol{w}}^{\top} \boldsymbol{y} \mid \boldsymbol{y} \in \mathcal{Y}\right\}$.
2. Update IPS and OPS.

Add $\overline{\boldsymbol{y}}$ to the IPS, such that IPS $=\operatorname{conv}\{\operatorname{IPS}, \overline{\boldsymbol{y}}\} . \operatorname{Add} \overline{\boldsymbol{w}}^{\top} \boldsymbol{y} \geq \overline{\boldsymbol{w}}^{\top} \overline{\boldsymbol{y}}$ to the OPS. Update the relevant halfspaces.
3. Check stopping criterion.

Repeat the above procedure from step 1 onwards until a stopping criterion is met (e.g. $\varepsilon$-distance between IPS and OPS, number of iterations or time).

In Figure 1 a few iterations of the WSS sandwich algorithm are shown for an example with $p=2$, where the IPS and OPS are iteratively improved.


Figure 1: Illustration of the WSS sandwich algorithm. In (a) the initial approximations are based on the anchor points. In (b) the approximations are improved after one iteration. Here, $\delta$ denotes the maximum distance between the inner and the outer approximation. In (c) the approximations are further improved in the second iteration.

### 3.2 Decisions within WSS sandwich algorithms

In the general procedure there are several decisions that can impact the algorithm's performance. The most significant ones are how to deal with negative or mixed normals, i.e. halfspaces of the inner approximation that contain negative values, and how to determine the distance between the IPS and the OPS. In this section we discuss the current literature's view on these topics.

### 3.2.1 Handling mixed and negative normals

As indicated before, the inner normals of the inner approximation can contain negative values when $p \geq 3$. We refer to an inner normal containing some negative values as a mixed normal, and to an inner normal with solely negative values as a negative normal. Because of the efficiency property of the WSS, it holds that an inner normal containing only strictly positive elements will result in finding an efficient solution. As we do not have this guarantee for the mixed or negative normal, the question is: is such a normal still worth exploring? To answer this question, we provide an example, which is a simplification of an example in [5], to show the relevance of a normal that contains negative values.

Consider a small example with $p=3$ objectives that has extreme points $\mathrm{A}=(0,1,1)$, $B=(1,0,2), C=(1,1,0), D=(1.5,0.55,0.55)$ and $\mathrm{E}=(2,2,2)$, where $\mathcal{Y}=\operatorname{conv}\{\mathrm{A}, \mathrm{B}, \mathrm{C}, \mathrm{D}, \mathrm{E}\}$. This is represented in Figure 2a. The set of nondominated points $\mathcal{Y}_{N}$ is given by faces ABC and BCD. Note that of the extreme points only E is not nondominated. To initialize the IPS, we need at least $p+1=4$ vertices to create a convex hull. We initialize our algorithm with the anchor points and our upper bound E. Thus, the current IPS is found by conv $\{\mathrm{A}, \mathrm{B}, \mathrm{C}, \mathrm{E}\}$, see Figure 2b. Here only the inner normal of face ABC is positive. Using this normal as weight vector will not generate a new efficient point. So, in case one only considers positive normals, vertex D will not be found.

(a)

(b)

Figure 2: Mixed and negative normals help to find more nondominated points. Efficient faces are indicated with gray. In (a) $\mathcal{Y}$ is represented. In (b) the IPS is shown after initialization. Only using the single positive inner normal of face ABC does not result in finding efficient vertex D . The mixed normal of face BCE does find D .

Since each optimization is expensive, Craft et al. [6] do not optimize over mixed or negative normals to ensure that each optimization contributes to the IPS by finding an efficient point. Instead of disregarding those normals, they construct a new weight based
on the weights that were used to find the vertices of the corresponding face. In the example of Figure 2b this concerns face BCE. The goal is to still find efficient points that can not be found with the current set of positive normals, i.e. to find point $D$. The new weights are constructed such that they are maximally different from the weights corresponding to the vertices of the considered face, given that the new weights are positive and are a convex combination of the weights corresponding to the vertices of the considered face. In the initialization of Craft et al. [6], point $E$ is found using the outer normal of face ABC. Combining this normal with the normals used to find B and C , gives the maximally different weight $\left[0, \frac{1}{\sqrt{2}}, \frac{1}{\sqrt{2}}\right]$. Optimizing the WSS with this weight results in point C. Despite the newly constructed weight, the approach is not able to find point D.

Solanki et al. [5] allow for the optimization over normals with negative values, as they advocate that mixed and negative normals can help to find efficient points and to improve the overall distance between the IPS and OPS as more points and therefore more normals are available. In our example, using the mixed normal of face BCE results in finding extreme point D. After this, the IPS is updated and face BCE is replaced by the faces BCD, BDE and CDE. Although using a mixed normal or negative normal as a weight does not necessarily result in finding a nondominated point, it indeed helps to find efficient points which are not found if they are disregarded or altered using the method of Craft et al. [6].

In conclusion, using mixed and negative normals as weights are helpful to find efficient points that are otherwise not found. Using them, however, might result in many more optimizations that might not find new efficient points.

### 3.2.2 Determining the next face

In step 1 of the general WSS sandwich algorithm all of the unexplored relevant faces are of interest. However, optimizing over all these weights simultaneously can result in an exponential growth of the number of faces. As some weights may tighten the gap between the IPS and $\mathcal{Y}_{N}$ more than others, it could be beneficial to find the face that has the best potential to improve the current IPS. Generally, the most promising face is the one that has the largest distance to $\mathcal{Y}_{N}$. As it is usually not possible to determine the distance from the IPS to $\mathcal{Y}_{N}$, the OPS can be used as a proxy for $\mathcal{Y}_{N}$. Then, using the weight of the most promising face, the IPS will be expanded and the OPS tightened maximally, making the gap smaller.

Solanki et al. [5] select the most promising face, and thus weight, by determining which halfspace of the faces of the IPS has the largest distance to the OPS. Using $\|\boldsymbol{w}\|=1$, they define the distance for each halfspace $\mathcal{H}^{\geq}(\overline{\boldsymbol{w}}, \bar{b})$ of the IPS to the OPS as follows:

$$
\begin{equation*}
\delta(\overline{\boldsymbol{w}}, \bar{b})=\bar{b}-\min \left\{\overline{\boldsymbol{w}}^{\top} \boldsymbol{y} \mid \boldsymbol{y} \in \mathrm{OPS}\right\} \tag{1}
\end{equation*}
$$

where the OPS is a convex polyhedron by construction. Then, the inner normal of the halfspace for which the distance to the OPS is the largest, is used as weight in the next iteration. This distance is then easily determined by solving an LP for each halfspace of the IPS.

Based on the newly found point, the distance from the OPS to the IPS might change, even for faces of the former IPS which are still part of the updated IPS. Thus, in [5] the distance from each halfspace of the IPS to the OPS is (re)calculated in each iteration. In addition to an exponential growth in the number of distance calculations due to the growing number of faces, the size of the LPs to be solved will grow as well as in each iteration a constraint is added to the OPS.

To reduce the size of the problem, Craft et al. [6] determine the distance between a face of the IPS and the OPS based on previously used inner normals. That is, for each vertex of the IPS that lies on our halfspace there is a corresponding halfspace of the OPS. To obtain the distance between the IPS and the OPS, one needs to determine the maximum distance between a face of the IPS and the intersection point between the halfspaces corresponding to the vertices of that specific IPS face, which is a subset of the OPS. Craft et al. [6] do so by solving a system of inequalities using these halfspaces. However, there are many scenarios in which these halfspaces intersect non-uniquely, do not intersect at all or in which the intersection overestimates the distance measure introduced in [5]. For the latter we have provided an example in Appendix A. In case the halfspaces intersect non-uniquely or do not intersect, the closed form expression cannot be determined. To resolve this, an angle between the halfspaces is calculated corresponding to the vertices of the face of the IPS, such that the one with the smallest angle is chosen as the next facet [6]. Computing the angles makes the approach complex and computationally expensive.

A caveat to this definition of distance, not mentioned in [5] and [6], is that the maximum distance determined with (1) is not necessarily decreasing over the iterations. We conjecture that this effect does not occur in 2 dimensions, due to its geometrical properties. For ease of explanation, however, we show a small 2D example that shows why (1) is not exact. In Figure 3a the maximum distance of the IPS to the OPS, according to (1), is indicated with a dotted line from the face of the IPS. Expanding this face results in finding a new point, and therefore the IPS is expanded as well. Assuming that our relevant part of the OPS was not affected, the distance of the adjusted face to the OPS has decreased but the maximum distance of the halfspace to the OPS has increased. Note that in 2 dimensions the relevant part of the OPS will change, and thus this point would have been cut off, however in more than 2 dimensions this is not necessarily the case.

(a)

(b)

Figure 3: Using the distance definition used in [5] the maximum distance can increase. In (a) the maximum found distance from the IPS to the OPS is indicated with a dotted line from the halfspace. The inner normal of this halfspace is used to find a new point. In (b) the found point expands the IPS, where the adjusted face is now closer to the OPS. This face corresponds to the halfspace which has the largest distance to the OPS, which increased compared to the maximum distance in (a).

## 4 Methodology

We propose an alternative modification of the dominated part of the criterion space, which we refer to as the modified criteron space (MCS). This means that only $\mathcal{Y} \backslash \mathcal{Y}_{N}$ is modified, whereas $\mathcal{Y}_{N}$ and $\mathcal{X}$ remain unchanged. In Section 4.1 we first explain the formulation of

Solanki et al. [5] and its drawbacks, and then we present our modification and explain how it differs from the former formulation. In Section 4.2 we suggest two alternative approaches to approximate the distance between the IPS and the OPS combining the ideas of Solanki et al. [5] and Craft et al. [6] to obtain simpler procedures that need fewer recalculations. Then, in Section 4.3 we present an algorithm that contains the above ideas about the MCS, where a distance approach can be incorporated. Finally, in Section 4.4 we show several properties of the MCS.

### 4.1 Modified criterion space (MCS)

Solanki et al. [5] modify the criterion space by including upper bounds on the objectives, which prevents ending up in an unbounded part of the criterion space while optimizing over a negative normal. The resulting convex MO is formulated as:

$$
\begin{array}{ll}
\min & \boldsymbol{w}^{\top} \boldsymbol{f}(\boldsymbol{x})=\sum_{i=1}^{p} w_{i} f_{i}(\boldsymbol{x}) \\
\text { s.t. } & \boldsymbol{x} \in \mathcal{X} \\
& \boldsymbol{f}(\boldsymbol{x}) \leq \boldsymbol{y}^{\mathrm{UB}}
\end{array}
$$

A drawback of this approach is that if the dominated part of the criterion space has a complicated description, many different dominated points will be found while searching with negative normals. That way, one describes the criterion space almost completely instead of focusing on the Pareto front. This is also apparent from the results of Rennen et al. [7] ${ }^{1}$, where the method of Solanki et al. [5] finds many dominated points.

The algorithm spends a lot of computations on describing the dominated part particularly when the chosen upper bound $\boldsymbol{y}^{\mathrm{UB}}$ is larger than the nadir point. To show this we consider an MOLP with three objectives and $\varepsilon=0$ based on an instance of Bensolvehedron ${ }^{2}$, which is described in more detail in Section 5. Figure 4a shows the representation of $\mathcal{Y}$, where the gray area represents $\mathcal{Y}_{N}$. For this example it holds that the nadir point is $\boldsymbol{y}^{\mathrm{N}}=(-1,-1,-1)$.

Figure 4b shows the IPS found with the modification method of Solanki et al. [5] with $\boldsymbol{y}^{\mathrm{UB}}=(10,10,10)$, which is larger than the nadir point $\boldsymbol{y}^{\mathrm{N}}$. Although the method is able to find the complete $\mathcal{Y}_{N}$ front, it also describes a large part of $\mathcal{Y} \backslash \mathcal{Y}_{N}$. As we are only interested in finding $\mathcal{Y}_{N}$, many uninformative LPs are solved.

In our suggested modification we still want to use mixed and negative normals as they help to construct the IPS and OPS and ensure that we find the complete $\mathcal{Y}_{N}$ front, but we want to reduce unnecessary searches towards the dominated part. Therefore, we modify the criterion space by extending and flattening the dominated part of $\mathcal{Y}$ by means of conification. That is, we end up with $\left(\mathcal{Y}+\mathbb{R}_{++}^{p}\right) \bigcap\left\{\boldsymbol{y} \mid y_{i} \leq y_{i}^{\mathrm{UB}}\right\}$, which has the same Pareto front as $\mathcal{Y}$. This conification can be incorporated within the WSS by formulating the problem as follows:

[^0]

Figure 4: Complete and modified descriptions of $\mathcal{Y}$. The gray area represents $\mathcal{Y}_{N}$ with $\boldsymbol{y}^{\mathrm{N}}=(-1,-1,-1)$. The modified descriptions use $\boldsymbol{y}^{\mathrm{UB}}=(10,10,10)$.

$$
\begin{aligned}
& (\mathrm{MCS}) \min \boldsymbol{w}^{\top}(\boldsymbol{f}(\boldsymbol{x})+\boldsymbol{u})=\sum_{i=1}^{p} w_{i}\left(f_{i}(\boldsymbol{x})+u_{i}\right) \\
& \text { s.t. } \boldsymbol{x} \in \mathcal{X} \\
& \quad \boldsymbol{f}(\boldsymbol{x})+\boldsymbol{u} \leq \boldsymbol{y}^{\mathrm{UB}} \\
& \boldsymbol{u} \geq \mathbf{0}
\end{aligned}
$$

where $\boldsymbol{u}$ is a $p \times 1$ vector containing additional decision variables. Here, $u_{i}$ measures the maximum allowed deviation of objective $i$. As previously mentioned, we refer to this formulation as the MCS. Note that the two formulations are similar in size, and will therefore have similar performance for a given weight.

Figure 4 c illustrates the approximated area of $\mathcal{Y}$ of our previous example using the MCS with the same $\boldsymbol{y}^{\mathrm{UB}}$. In this case the description of the dominated part is less detailed than for the modification method of Solanki et al. [5], whereas the complete $\mathcal{Y}_{N}$ front is still obtained. In this case fewer uninformative LPs are solved.

### 4.2 Selecting the next face

As explained in Section 3.2, a distance measure could help to guide the algorithm towards selecting IPS faces, and thus weights, that have the largest potential to decrease the gap between the IPS and the OPS.

In this section we continue to work with the definition of distance as used in [5] and [6], as the concept is well-explainable and comprehensible to DMs, and the distance is solved with a relatively simple LP. For readability we refer to the distance calculation in [5], where in each iteration the distance to the OPS for each halfspace of the IPS is (re)calculated, as SOL.

We propose two alternatives to determine the maximum distance, inspired by the approach of Craft et al. [6]. For the first alternative, the distance is calculated using a relevant subset of the OPS inequalities instead of all OPS inequalities. Only when the relevant subset of a face is altered based on a newly found point, the distance is recalculated. The second alternative uses the current set of OPS inequalities to determine the distance of new halfspaces of the IPS. Once the distance is calculated, it is not recalculated even when the OPS changes. Both alternatives focus in varying degrees on the reduction of the size of the

LP in terms of number of constraints as well as the number of LPs to be solved. We refer to the first alternative and the second alternative as SUB and CUR, respectively.

The first alternative, SUB, is formally described as follows: let $\boldsymbol{w}$ be a weight and let $\boldsymbol{v}$ be the corresponding found point in $\mathcal{Y}$ with objective value $\beta$. That is,

$$
\beta=\min \left\{\boldsymbol{w}^{\top}(\boldsymbol{f}(\boldsymbol{x})+\boldsymbol{u}) \mid \boldsymbol{x} \in \mathcal{X}, \boldsymbol{f}(\boldsymbol{x})+\boldsymbol{u} \leq \boldsymbol{y}^{\mathrm{UB}}, \boldsymbol{u} \geq \mathbf{0}\right\} .
$$

Then, the OPS inequality corresponding to this weight is $\boldsymbol{w}^{\top} \boldsymbol{y} \geq \beta$. Now, let $\mathcal{H}^{\geq}(\boldsymbol{w}, b)$ be the halfspace of the IPS for which we want to determine the distance to the OPS and let $V=\left\{\boldsymbol{v}^{1}, \ldots, \boldsymbol{v}^{k}\right\}$ contain the vertices of the IPS that are on the hyperplane $\mathcal{H}(\boldsymbol{w}, b)$. As just described, these vertices were found before using WSS where $\boldsymbol{w}^{1}, \ldots, \boldsymbol{w}^{k}$ are the weights used to find these vertices and $\beta_{1}, \ldots, \beta_{k}$ the respective objective values. Then, the considered halfspaces of the OPS - in line with the idea of Craft et al. [6] - are $\left\{\left(\boldsymbol{w}^{i}\right)^{\top} \boldsymbol{y} \geq \beta_{i} \mid \boldsymbol{v}^{i} \in V\right\}$. Additionally, the initial bounding box of the OPS is included to reduce the overestimation of the distance as explained in Appendix A. Together these sets form a subset of halfspaces of the OPS and they are used to solve (1).

Using this approach, we only need to recalculate the distance in case the vertices of the face have changed, i.e. when new vertices are part of the same halfspace. This is different from SOL where in each iteration of the WSS all distances have to be recalculated. Furthermore, as we use a subset of the OPS halfspaces, the LPs to be solved will consist of a relatively constant number of inequalities in comparison to the size of the OPS, which grows in each iteration.

As briefly explained, the second alternative, CUR, determines the distance only for halfspaces of the IPS which have not been considered before and for which the distance has not yet been determined. So, in case the distance for $\mathcal{H} \geq(\boldsymbol{w}, b)$ has not yet been determined, CUR uses the current OPS to solve the LP corresponding to (1).

For CUR it holds that the size of the solved LP will be larger than for SUB and equal to that of SOL. Its main distinction is that it does not apply any recalculation as SOL and SUB do. Note that both approaches can overestimate the distance definition of SOL, as they do not take the complete OPS into account. Table 1 provides a brief overview of the different features of the three different distance measures.

Table 1: Differences in features of the three distance approaches.

|  | SUB | CUR | SOL |
| :--- | :--- | :--- | :--- |
| Recalculation | Some faces | No | All faces |
| Nr. of OPS inequalities used | Stable | Increases | Increases |
| Dist. relative to (1) | Overestimation | Overestimation | Exact |

Abbreviations: nr. for number and dist. for distance.

### 4.3 MCS algorithm

Algorithm 1 describes how to obtain the MCS to $\varepsilon$-precision. Note that the numbers of the provided comments correspond to the general steps of a WSS sandwich algorithm as explained in Section 3.1. In line 11 the halfspace is determined which has the largest distance to the OPS. Here, one could use SOL, SUB, CUR or a different distance measure depending on the preference of the user. We refer to Appendix B for implementation choices and details of the algorithm.

```
Algorithm 1 Modified criterion space (MCS)
Result: Obtain the modified criterion space, and thus \(\mathcal{Y}_{N}\), to \(\varepsilon\)-precision.
Input: \(\boldsymbol{y}^{\mathrm{UB}}, \varepsilon\)
    \(\triangleright / *\) 0. Initialize IPS and OPS. /*
    IPS \(\leftarrow\left\{\boldsymbol{y}^{\mathrm{UB}}\right\}\)
    \(\mathrm{OPS} \leftarrow\left\{\left(\boldsymbol{e}^{1}\right)^{\top} \boldsymbol{y} \leq y_{1}^{\mathrm{UB}}, \ldots,\left(\boldsymbol{e}^{p}\right)^{\top} \boldsymbol{y} \leq y_{p}^{\mathrm{UB}}\right\}\)
    for \(i \leftarrow 1\) to \(p\) do
        \(\tilde{\boldsymbol{x}} \leftarrow \arg \min \left\{f_{i}(\boldsymbol{x}) \mid \boldsymbol{x} \in \mathcal{X}\right\}\)
        \(\tilde{\beta} \leftarrow f_{i}(\tilde{\boldsymbol{x}})\)
        Add \(\left(\boldsymbol{e}^{i}\right)^{\top} \boldsymbol{y} \geq \tilde{\beta}\) to OPS
        IPS \(\leftarrow \operatorname{conv}\{\operatorname{IPS}, \boldsymbol{f}(\tilde{\boldsymbol{x}})\}\)
    end for
    \(H \leftarrow\) Set of all halfspaces of IPS
    while \(H \neq \emptyset\) do
    \(\triangleright / * 1\). Expand the IPS based on its distance to the OPS./*
        Find halfspace \(\mathcal{H} \leq(\boldsymbol{w}, b) \in H\) of IPS with largest distance \(\delta\) to the OPS
        \(\triangleright / * 3\). Check stopping criterion./*
        if \(\delta>\varepsilon\) then
            \(\overline{\boldsymbol{x}}, \overline{\boldsymbol{u}} \leftarrow \arg \min \left\{\boldsymbol{w}^{\top}(\boldsymbol{f}(\boldsymbol{x})+\boldsymbol{u}) \mid \boldsymbol{x} \in \mathcal{X}, \boldsymbol{f}(\boldsymbol{x})+\boldsymbol{u} \leq \boldsymbol{y}^{\mathrm{UB}}, \boldsymbol{u} \geq \mathbf{0}\right\}\)
            \(\bar{\beta} \leftarrow \boldsymbol{w}^{\top}(\boldsymbol{f}(\overline{\boldsymbol{x}})+\overline{\boldsymbol{u}})\)
            \(\triangleright / * 2\). Update IPS and OPS/*
            Add \(\boldsymbol{w}^{\top} \boldsymbol{y} \geq \bar{\beta}\) to OPS
            \(\operatorname{IPS} \leftarrow \operatorname{conv}\{\operatorname{IPS}, \boldsymbol{f}(\overline{\boldsymbol{x}})\}\)
        else
            break
        end if
        \(H \leftarrow\) Set of all halfspaces of IPS not visited before
    end while
    return IPS
```


### 4.4 Properties of WSS sandwich and MCS

In this section we prove that under certain conditions a WSS sandwich algorithm is able to describe all Pareto points of an MOLP in a finite number of iterations. Furthermore, we show that for the MCS, the maximum number of WSS LPs of the MOLP is not affected by $\boldsymbol{y}^{\mathrm{UB}}$, as long as $\boldsymbol{y}^{\mathrm{UB}}>\boldsymbol{y}^{\mathrm{N}}$. Finally, for the MCS we provide an upper bound on the number of WSS LPs needed to find all efficient points of an MOLP.

### 4.4.1 WSS sandwich can find all Pareto points for MOLP

Although not proven in [5] and, to the best of our knowledge, not proven in the literature so far, one can prove that all Pareto points of an MOLP can be found in a finite number of expansions of the IPS using WSS in a sandwich algorithm. For this the considered criterion space has to be polyhedral, bounded and contain all Pareto points where $\mathcal{Y}_{N}$ is bounded. In case the considered criterion space is unbounded, one can consider a modification method such as the MCS.

In order to prove this statement, we first need some additional notation. Let $\mathcal{Y}$ denote the original criterion space for which $\mathcal{Y}_{N}$ is bounded and let $\mathcal{Y}_{M C S}$ denote the modified criterion space. For simplicity, we use the MCS to ensure that $\mathcal{Y}_{M C S}$ is bounded and
polyhedral by construction, that is, $\mathcal{Y}_{M C S}=\left(\mathcal{Y}+\mathbb{R}_{++}^{p}\right) \bigcap\left\{\boldsymbol{y} \mid y_{i} \leq y_{i}^{\mathrm{UB}}\right\}$. Here, we assume that $\boldsymbol{y}^{\mathrm{UB}} \geq \boldsymbol{y}^{\mathrm{N}}$ such that $\mathcal{Y}_{N} \subseteq \mathcal{Y}_{M C S}$. Note that it is also possible to use the method of [5] to obtain a criterion space that adheres to these assumptions. Then, let $V=\left\{\boldsymbol{v}^{1}, \ldots, \boldsymbol{v}^{q}\right\}$ be the set of $q$ vertices of $\mathcal{Y}_{M C S}$. As $\mathcal{Y}_{M C S}$ is convex, each point $\boldsymbol{y} \in \mathcal{Y}_{M C S}$ can be written as a convex combination of the vertices in $V$. That is, $\boldsymbol{y}=a_{1} \boldsymbol{v}^{1}+\cdots+a_{q} \boldsymbol{v}^{q}$ where $a_{1}, \ldots, a_{q}$ are the coefficients of this combination. Here, we let $V^{+}(\boldsymbol{a}) \subseteq V$ denote the set of vertices that have a strictly positive coefficient for this particular convex combination. Finally, let IPS denote the current IPS such that IPS $=\{\boldsymbol{W} \boldsymbol{y} \geq \boldsymbol{d} \mid \boldsymbol{y} \in \mathcal{Y}\}$, where $\boldsymbol{W}=\left(\boldsymbol{w}^{1}, \ldots, \boldsymbol{w}^{l}\right)$ consists of $l$ inner normals and $\boldsymbol{d}=\left(d_{1}, \ldots, d_{l}\right)$ contains the corresponding offsets.

Lemma 4.1. IPS $\neq \mathcal{Y}_{M C S} \Longleftrightarrow$ there exists an inner normal of the IPS that will expand the IPS.

Proof. If IPS $\neq \mathcal{Y}_{M C S}$, there exists at least one point $\boldsymbol{y} \in \mathcal{Y}_{M C S}$ such that $\boldsymbol{y} \notin$ IPS. For this point it must hold that $\exists i$ such that $\left(\boldsymbol{w}^{i}\right)^{\top} \boldsymbol{y}<d_{i}$. Thus, using weight $\boldsymbol{w}^{i}$ in the WSS will result in finding a new point not yet in IPS, hence expanding the IPS. The reverse of the proof is trivial.

Note that in Lemma 4.1 we do not necessarily find $\boldsymbol{y}$ as there might be other points such as $\boldsymbol{y}^{\prime} \in \mathcal{Y}_{M C S}$ for which $\left(\boldsymbol{w}^{i}\right)^{\top} \boldsymbol{y}^{\prime} \leq\left(\boldsymbol{w}^{i}\right)^{\top} \boldsymbol{y}$.

Lemma 4.2. If $\boldsymbol{w}^{i}$ is a weight that expands the current IPS where $\boldsymbol{y}=a_{1} \boldsymbol{v}^{1}+\cdots+a_{q} \boldsymbol{v}^{q}$ is its corresponding found point, then this specific combination of vertices $\boldsymbol{v} \in V^{+}(\boldsymbol{a})$ has not been considered before while expanding the IPS.

Proof. As the current IPS can be expanded, according to Lemma 4.1, it holds that IPS $\neq$ $\mathcal{Y}_{M C S}$ and that $\left(\boldsymbol{w}^{i}\right)^{\top} \boldsymbol{y}=\beta<d_{i}$. For all $\boldsymbol{v} \in V^{+}(\boldsymbol{a})$ it also holds that $\left(\boldsymbol{w}^{i}\right)^{\top} \boldsymbol{v}=\beta$. That is, $\left(\boldsymbol{w}^{i}\right)^{\top} \boldsymbol{v} \geq \beta$ as $\boldsymbol{y}$ is optimal for (MCS). Combining the previous statement with $\left(\boldsymbol{w}^{i}\right)^{\top} \boldsymbol{y}=\left(\boldsymbol{w}^{i}\right)^{\top}\left(a_{1} \boldsymbol{v}^{1}+\cdots+a_{q} \boldsymbol{v}^{q}\right)=\beta$, it must hold that $\left(\boldsymbol{w}^{i}\right)^{\top} \boldsymbol{v}=\beta$. As a result, it follows that all $\boldsymbol{v} \in V^{+}(\boldsymbol{a})$ lie on the same hyperplane $\mathcal{H}\left(\boldsymbol{w}^{i}, \beta\right)$.

In order to show that this combination of vertices has not been considered before, let us assume per contradiction that this specific combination of vertices $\boldsymbol{v} \in V^{+}(\boldsymbol{a})$ has been considered before to expand the IPS. Then it must hold for a point $\hat{\boldsymbol{y}}=\hat{a}_{1} \boldsymbol{v}^{1}+\cdots+\hat{a}_{q} \boldsymbol{v}^{q} \in$ IPS to be a convex combination of exactly these vertices in $V^{+}(\boldsymbol{a})$. Thus,

$$
\begin{aligned}
\left(\boldsymbol{w}^{i}\right)^{\top} \hat{\boldsymbol{y}} & =\left(\boldsymbol{w}^{i}\right)^{\top} \sum_{\boldsymbol{v} \in V^{+}(\boldsymbol{a})} \hat{a}_{\boldsymbol{v}} \boldsymbol{v} \\
& =\sum_{\boldsymbol{v} \in V^{+}(\boldsymbol{a})} \hat{a}_{\boldsymbol{v}}\left(\boldsymbol{w}^{i}\right)^{\top} \boldsymbol{v} \\
& =\sum_{\boldsymbol{v} \in V^{+}(\boldsymbol{a})} \hat{a}_{\boldsymbol{v}} \beta \\
& =\beta \sum_{\boldsymbol{v} \in V^{+}(\boldsymbol{a})} \hat{a}_{\boldsymbol{v}} \\
& =\beta,
\end{aligned}
$$

where $\hat{a}_{\boldsymbol{v}}$ is the positive coefficient of $\boldsymbol{v}$. This is a contradiction since $\hat{\boldsymbol{y}} \in \operatorname{IPS}$ implies that $\left(\boldsymbol{w}^{i}\right)^{\top} \hat{\boldsymbol{y}} \geq d_{i}>\beta$.

Thus, it must hold that this specific combination of vertices $\boldsymbol{v} \in V^{+}(\boldsymbol{a})$ has not been considered before when expanding the IPS.

Theorem 4.1. The WSS sandwich algorithm can find all Pareto efficient points of an MOLP in a finite number of expansions of the IPS.

Proof. From Lemma 4.1 we conclude that the WSS method will always expand the IPS if it does not yet contain $\mathcal{Y}_{M C S}$ and per extension $\mathcal{Y}_{N}$. Furthermore, from Lemma 4.2 we can conclude that as $\mathcal{Y}_{M C S}$ has a finite number of vertices $q$ there are a finite number of combinations $2^{q}$ of positive coefficients for the vertices. Therefore, we conclude that there are only a finite number of expansions of the IPS possible before it finds $\mathcal{Y}_{M C S}$ and thus $\mathcal{Y}_{N}$.

### 4.4.2 Upper bound $y^{\mathrm{UB}}$ does not affect maximum number of WSS LPs of the MCS for MOLP

In this section we show that the MCS formulation for the MOLP is not impacted by the choice of $\boldsymbol{y}^{\mathrm{UB}}$ if $\boldsymbol{y}^{\mathrm{UB}}>\boldsymbol{y}^{\mathrm{N}}$. That is, the number of found vertices will be constant to obtain $\mathcal{Y}_{N}{ }^{3}$. In order to prove this we first have to rewrite $\mathcal{Y}_{M C S}$ into another expression and prove some properties of the number of vertices of a polytope. Then, we show that the number of vertices of the MCS for the MOLP stays constant as long as $\boldsymbol{y}^{\mathrm{UB}}>\boldsymbol{y}^{\mathrm{N}}$.

Define $\mathcal{Y}_{M}(\tilde{\boldsymbol{y}}) \equiv\left(\mathcal{Y}+\mathbb{R}_{++}^{p}\right) \bigcap\left\{\boldsymbol{y} \mid y_{i} \leq \tilde{y}_{i}\right\}$. Note that $\mathcal{Y}_{M C S}=\mathcal{Y}_{M}\left(\boldsymbol{y}^{\mathrm{UB}}\right)$, in line with Section 4.1. Also note that $\mathcal{Y}_{M}(\tilde{\boldsymbol{y}})$ is a bounded convex polyhedron if $\mathcal{Y}$ is a convex polyhedron bounded from below.

Lemma 4.3. $\boldsymbol{y} \in \mathcal{Y}_{M}(\tilde{\boldsymbol{y}}) \Longleftrightarrow \boldsymbol{y}=\boldsymbol{z}+\boldsymbol{u}$ where $\boldsymbol{z} \in \mathcal{Y}_{N}, \boldsymbol{u} \geq \mathbf{0}$ and $\boldsymbol{z}+\boldsymbol{u} \leq \tilde{\boldsymbol{y}}$.
Proof. By the definition of the Minkowski sum and set intersection, we get $\boldsymbol{y} \in \mathcal{Y}_{M}(\tilde{\boldsymbol{y}}) \Longleftrightarrow$ $\boldsymbol{y}=\boldsymbol{z}^{\prime}+\boldsymbol{u}^{\prime}$ with $\boldsymbol{z}^{\prime} \in \mathcal{Y}, \boldsymbol{u}^{\prime} \geq \mathbf{0}$ and $\boldsymbol{z}^{\prime}+\boldsymbol{u}^{\prime} \leq \tilde{\boldsymbol{y}}$. However, note that $\boldsymbol{z}^{\prime}=\boldsymbol{z}+\boldsymbol{u}^{\prime \prime}$ with $\boldsymbol{z} \in \mathcal{Y}_{N}$ and $\boldsymbol{u}^{\prime \prime} \geq \mathbf{0}$. Thus, $\boldsymbol{y}=\boldsymbol{z}+\left(\boldsymbol{u}^{\prime}+\boldsymbol{u}^{\prime \prime}\right)=\boldsymbol{z}+\boldsymbol{u}$ with $\boldsymbol{u} \geq \mathbf{0}$.

Note that Lemma 4.3 immediately implies $\mathcal{Y}_{M}(\tilde{\boldsymbol{y}})=\left(\mathcal{Y}_{N}+\mathbb{R}_{++}^{p}\right) \bigcap\left\{\boldsymbol{y} \mid y_{i} \leq \tilde{y}_{i}\right\}$.
Theorem 4.2. If $\boldsymbol{y}^{U B} \geq \boldsymbol{y}^{N}$, then $\mathcal{Y}_{M}\left(\boldsymbol{y}^{U B}\right)=\mathcal{Y}_{M}\left(\boldsymbol{y}^{N}\right)+\bigoplus_{i=1}^{p} \operatorname{conv}\left\{\mathbf{0}, \boldsymbol{e}^{i}\right\}\left(y_{i}^{U B}-y_{i}^{N}\right)$.
Proof. Define $\mathcal{Y}_{C} \equiv \mathcal{Y}_{M}\left(\boldsymbol{y}^{\mathrm{N}}\right)+\bigoplus_{i=1}^{p} \operatorname{conv}\left\{\mathbf{0}, \boldsymbol{e}^{i}\right\}\left(y_{i}^{\mathrm{UB}}-y_{i}^{\mathrm{N}}\right)$. We first show that $\mathcal{Y}_{M}\left(\boldsymbol{y}^{\mathrm{UB}}\right) \subseteq$ $\mathcal{Y}_{C}$. Take $\boldsymbol{y} \in \mathcal{Y}_{M}\left(\boldsymbol{y}^{\mathrm{UB}}\right)$, then according to Lemma 4.3 this can be formulated as $\boldsymbol{y}=\boldsymbol{z}+\boldsymbol{u}$ with $\boldsymbol{z} \in \mathcal{Y}_{N}, \boldsymbol{u} \geq \mathbf{0}$ and $\boldsymbol{z}+\boldsymbol{u} \leq \boldsymbol{y}^{\mathrm{UB}}$. Now, we rewrite this to

$$
z_{i}+u_{i}=z_{i}+\min \left\{u_{i}, y_{i}^{\mathrm{N}}-z_{i}\right\}+\max \left\{z_{i}+u_{i}-y_{i}^{\mathrm{N}}, 0\right\}=z_{i}+\alpha_{i}+\beta_{i},
$$

where $\alpha_{i}=\min \left\{u_{i}, y_{i}^{\mathrm{N}}-z_{i}\right\}$ and $\beta_{i}=\max \left\{z_{i}+u_{i}-y_{i}^{\mathrm{N}}, 0\right\}$. Thus,

$$
z+u=z+\alpha+\boldsymbol{\beta}=\boldsymbol{z}+\boldsymbol{\alpha}+\boldsymbol{e}^{1} \beta_{1}+\cdots+e^{p} \beta_{p},
$$

for which we argue that $\boldsymbol{z}+\boldsymbol{\alpha} \in \mathcal{Y}_{M}\left(\boldsymbol{y}^{\mathrm{N}}\right)$ and $\boldsymbol{e}^{i} \beta_{i} \in \operatorname{conv}\left\{\mathbf{0}, \boldsymbol{e}_{i}\right\}\left(y_{i}^{\mathrm{UB}}-y_{i}^{\mathrm{N}}\right)$ and thereby linking it to $\mathcal{Y}_{C}$. To show this, we list all relevant properties:

1. $\boldsymbol{z} \in \mathcal{Y}_{N}$,
2. $\boldsymbol{\alpha} \geq \mathbf{0}$ as $u_{i} \geq 0$ and $y_{i}^{\mathrm{N}}-z_{i} \geq 0$,
3. $\boldsymbol{z}+\boldsymbol{\alpha} \leq \boldsymbol{y}^{\mathrm{N}}$ as $z_{i}+\alpha_{i} \leq z_{i}+y_{i}^{N}-z_{i}=y_{i}^{N}$
4. $\boldsymbol{e}^{i} \beta_{i} \in \operatorname{conv}\left\{\mathbf{0}, \boldsymbol{e}_{i}\right\}\left(y_{i}^{\mathrm{UB}}-y_{i}^{\mathrm{N}}\right)$, since $\beta_{i} \in\left[0, y_{i}^{\mathrm{UB}}-y_{i}^{N}\right]$ and $y_{i}^{\mathrm{UB}} \geq y_{i}^{\mathrm{N}}$.
[^1]It follows from 1. to 3. that $\boldsymbol{z}+\boldsymbol{\alpha} \in \mathcal{Y}_{M}\left(\boldsymbol{y}^{\mathrm{N}}\right)$ by Lemma 4.3. By the definition of Minkowski sum and 4., we have $\boldsymbol{y}=\boldsymbol{z}+\boldsymbol{\alpha}+\boldsymbol{\beta} \in \mathcal{Y}_{C}$.

Now, we show that $\mathcal{Y}_{C} \subseteq \mathcal{Y}_{M}\left(\boldsymbol{y}^{\mathrm{UB}}\right)$. Take $\boldsymbol{y} \in \mathcal{Y}_{C}$, then this can be rewritten to $\boldsymbol{y}=\boldsymbol{z}+\boldsymbol{\alpha}+\boldsymbol{e}^{1} \beta_{1}+\cdots+\boldsymbol{e}^{p} \beta_{p}$, with $\boldsymbol{z} \in \mathcal{Y}_{N}, \boldsymbol{\alpha} \geq \mathbf{0}, \boldsymbol{z}+\boldsymbol{\alpha} \leq \boldsymbol{y}^{\mathrm{N}}$, by Lemma 4.3, and $\beta_{i} \in\left[0, y_{i}^{\mathrm{UB}}-y_{i}^{\mathrm{N}}\right]$. Define

$$
\boldsymbol{u}=\boldsymbol{\alpha}+\boldsymbol{e}^{1} \beta_{1}+\cdots+\boldsymbol{e}^{p} \beta_{p}
$$

and note that

$$
z_{i}+u_{i}=z_{i}+\alpha_{i}+\beta_{i} \leq y_{i}^{\mathrm{N}}+y_{i}^{\mathrm{UB}}-y_{i}^{\mathrm{N}}=y_{i}^{\mathrm{UB}}
$$

together with $\boldsymbol{u} \geq \mathbf{0}$, we conclude that $\boldsymbol{y}=\boldsymbol{z}+\boldsymbol{u} \in \mathcal{Y}_{M}\left(\boldsymbol{y}^{\mathrm{UB}}\right)$ by Lemma 4.3.
The idea behind the above proof is visualized in Figure 5.


Figure 5: Example with $p=2$ for Theorem 4.3, where $\mathcal{Y}_{M}\left(\boldsymbol{y}^{\mathrm{UB}}\right)$ is the Minkowski sum of $\mathcal{Y}_{M}\left(\boldsymbol{y}^{\mathrm{N}}\right)$ and $\bigoplus_{i=1}^{2} \operatorname{conv}\left\{\mathbf{0}, \boldsymbol{e}^{i}\right\}\left(y_{i}^{\mathrm{UB}}-y_{i}^{\mathrm{N}}\right)$.

Definition 4.1 ([16]). Let $P$ be a convex polyhedron, then $\boldsymbol{x} \in P$ is a vertex $\Longleftrightarrow \exists \gamma$ s.t. $\boldsymbol{\gamma}^{\top} \boldsymbol{x}<\boldsymbol{\gamma}^{\top} \tilde{\boldsymbol{x}}$ for all other points $\tilde{\boldsymbol{x}} \in P$.

Let $A$ be a bounded convex polyhedron and let $V(A)$ denote the vertices of $A$, that is $\left\{\boldsymbol{v}^{1}, \ldots, \boldsymbol{v}^{k}\right\}$. Define $B(a)=A+\operatorname{conv}\{\mathbf{0}, a \boldsymbol{u}\}$ for some fixed vector $\boldsymbol{u}$.

Theorem 4.3. $|V(B(a))|=|V(B(b))|$ for all $a, b>0$.
Proof. Fix some $a, b>0$. By the definition of Minkowski sum, the only possible vertices are $\boldsymbol{v}^{i}$ and $\boldsymbol{v}^{i}+a \boldsymbol{u}$ with $i=1, \ldots, k$ for $B(a)$ and $\boldsymbol{v}^{i}$ and $\boldsymbol{v}^{i}+b \boldsymbol{u}$ with $i=1, \ldots, k$ for $B(b)$. We now show that every vertex of $B(a)$ corresponds to a vertex of $B(b)$ and vice versa.

1. Assume $\boldsymbol{v}^{i}$ is a vertex of $B(a)$. Then, using Definition 4.1 we get

$$
\begin{array}{rr}
\exists \boldsymbol{\gamma} \text { s.t. } \boldsymbol{\gamma}^{\top} \boldsymbol{v}^{i}<\boldsymbol{\gamma}^{\top} \boldsymbol{v}^{j} & \forall j \neq i, \\
\boldsymbol{\gamma}^{\top} \boldsymbol{v}^{i}<\gamma^{\top}\left(\boldsymbol{v}^{j}+a \boldsymbol{u}\right) & \forall j . \tag{3}
\end{array}
$$

Setting $j=i$ we derive from (3)

$$
\begin{equation*}
\gamma^{\top} \boldsymbol{u}>0 \tag{4}
\end{equation*}
$$

as $a>0$. Thus, we obtain the following properties, aligning with Definition 4.1,

$$
\begin{array}{lll}
\boldsymbol{\gamma}^{\top} \boldsymbol{v}^{i}<\boldsymbol{\gamma}^{\top} \boldsymbol{v}^{j} & \forall j \neq i & \text { use (2), } \\
\boldsymbol{\gamma}^{\boldsymbol{\top}} \boldsymbol{v}^{i}<\boldsymbol{\gamma}^{\top} \boldsymbol{v}^{j}<\boldsymbol{\gamma}^{\boldsymbol{\top}} \boldsymbol{v}^{j}+b \boldsymbol{\gamma}^{\top} \boldsymbol{u}=\boldsymbol{\gamma}^{\top}\left(\boldsymbol{v}^{j}+b \boldsymbol{u}\right) & \forall j \neq i & \text { use (2) and (4), } \\
\boldsymbol{\gamma}^{\top} \boldsymbol{v}^{i}<\boldsymbol{\gamma}^{\top} \boldsymbol{v}^{i}+b \boldsymbol{\gamma}^{\top} \boldsymbol{u}=\boldsymbol{\gamma}^{\boldsymbol{\top}}\left(\boldsymbol{v}^{i}+b \boldsymbol{u}\right) & & \text { use (4), }
\end{array}
$$

from which we conclude that $\boldsymbol{v}^{i}$ is also a vertex of $B(b)$.
2. Assume $\boldsymbol{v}^{i}+a \boldsymbol{u}$ is a vertex of $B(a)$. Then, using Definition 4.1 we get

$$
\begin{array}{rr}
\exists \boldsymbol{\gamma} \text { s.t. } \boldsymbol{\gamma}^{\top}\left(\boldsymbol{v}^{i}+a \boldsymbol{u}\right)<\boldsymbol{\gamma}^{\top} \boldsymbol{v}^{j} & \forall j, \\
\boldsymbol{\gamma}^{\top}\left(\boldsymbol{v}^{i}+a \boldsymbol{u}\right)<\boldsymbol{\gamma}^{\top}\left(\boldsymbol{v}^{j}+a \boldsymbol{u}\right) & \forall j \neq i . \tag{6}
\end{array}
$$

From (5) if we set $j=i$ we derive

$$
\begin{equation*}
\gamma^{\top} \boldsymbol{u}<0, \tag{7}
\end{equation*}
$$

as $a>0$ and from (6) we derive

$$
\begin{equation*}
\boldsymbol{\gamma}^{\top} \boldsymbol{v}^{i}<\boldsymbol{\gamma}^{\boldsymbol{\top}} \boldsymbol{v}^{j} \quad \forall j \neq i . \tag{8}
\end{equation*}
$$

Thus, we obtain the following properties, aligning with Definition 4.1,

$$
\begin{aligned}
\boldsymbol{\gamma}^{\top}\left(\boldsymbol{v}^{i}+b \boldsymbol{u}\right) & =\boldsymbol{\gamma}^{\top} \boldsymbol{v}^{i}+b \boldsymbol{\gamma}^{\top} \boldsymbol{u} & & \text { use (7), } \\
& <\boldsymbol{\gamma}^{\top} \boldsymbol{v}^{i} & & \\
\boldsymbol{\gamma}^{\top}\left(\boldsymbol{v}^{i}+b \boldsymbol{u}\right) & =\boldsymbol{\gamma}^{\top} \boldsymbol{v}^{i}+b \boldsymbol{\gamma}^{\top} \boldsymbol{u} & \forall j \neq i & \text { use (7) and (8), } \\
& <\boldsymbol{\gamma}^{\top} \boldsymbol{v}^{i}<\boldsymbol{\gamma}^{\top} \boldsymbol{v}^{j} & & \\
\boldsymbol{\gamma}^{\top}\left(\boldsymbol{v}^{i}+b \boldsymbol{u}\right) & =\boldsymbol{\gamma}^{\top} \boldsymbol{v}^{i}+b \boldsymbol{\gamma}^{\top} \boldsymbol{u} & & <\boldsymbol{\gamma}^{\top} \boldsymbol{v}^{j}+b \boldsymbol{\gamma}^{\top} \boldsymbol{u}=\boldsymbol{\gamma}^{\top}\left(\boldsymbol{v}^{j}+b \boldsymbol{u}\right)
\end{aligned} \quad \forall j \neq i \quad \text { use (8), }
$$

from which we conclude that $\boldsymbol{v}^{i}+b \boldsymbol{u}$ is a vertex of $B(b)$.
From 1. and 2. it follows that $|V(B(a))| \leq|V(B(b))|$. By swapping $a$ and $b$ and reapplying the above reasoning, we obtain $|V(B(b))| \leq|V(B(a))|$ and thus we find $|V(B(a))|=$ $|V(B(b))|$.

Combining the above Theorems we can now prove that the number of vertices of the MCS stays constant as long as $\boldsymbol{y}^{\mathrm{UB}}>\boldsymbol{y}^{\mathrm{N}}$.

Theorem 4.4. If $\boldsymbol{y}^{U B}, \tilde{\boldsymbol{y}}^{U B}>\boldsymbol{y}^{N}$ and $\mathcal{Y}_{N}$ a bounded polyhedron, then $\left|V\left(\mathcal{Y}_{M}\left(\boldsymbol{y}^{U B}\right)\right)\right|=$ $\left|V\left(\mathcal{Y}_{M}\left(\tilde{\boldsymbol{y}}^{U B}\right)\right)\right|$.

Proof. Define

$$
\mathcal{Y}^{i} \equiv \mathcal{Y}_{M}\left(\boldsymbol{y}^{\mathrm{N}}\right)+\bigoplus_{j=1}^{i} \operatorname{conv}\left\{\mathbf{0}, e^{j}\right\}\left(y_{j}^{\mathrm{UB}}-y_{j}^{\mathrm{N}}\right)+\bigoplus_{j=i+1}^{p} \operatorname{conv}\left\{\mathbf{0}, e^{j}\right\}\left(\tilde{y}_{j}^{\mathrm{UB}}-y_{j}^{\mathrm{N}}\right) .
$$

Using Theorem 4.2, it holds that $\mathcal{Y}^{p}=\mathcal{Y}_{M}\left(\boldsymbol{y}^{\mathrm{UB}}\right)$ and $\mathcal{Y}^{0}=\mathcal{Y}_{M}\left(\tilde{\boldsymbol{y}}^{\mathrm{UB}}\right)$. For some $i=$ $1, \ldots, p-1$, let us consider $\mathcal{Y}^{i}$ and $\mathcal{Y}^{i+1}$, which can be rewritten as follows

$$
\begin{aligned}
\mathcal{Y}^{i}= & \mathcal{Y}_{M}\left(\boldsymbol{y}^{\mathrm{N}}\right)+\bigoplus_{j=i+1}^{p} \operatorname{conv}\left\{\mathbf{0}, \boldsymbol{e}^{j}\right\}\left(\tilde{y}_{j}^{\mathrm{UB}}-y_{j}^{\mathrm{N}}\right)+ \\
& +\bigoplus_{j=1}^{i} \operatorname{conv}\left\{\mathbf{0}, e^{j}\right\}\left(y_{j}^{\mathrm{UB}}-y_{j}^{\mathrm{N}}\right) \\
= & \mathcal{Y}_{M}\left(\boldsymbol{y}^{\mathrm{N}}\right)+\bigoplus_{j=(i+1)+1}^{p} \operatorname{conv}\left\{\mathbf{0}, e^{j}\right\}\left(\tilde{y}_{j}^{\mathrm{UB}}-y_{j}^{\mathrm{N}}\right)+ \\
& +\bigoplus_{j=1}^{i} \operatorname{conv}\left\{\mathbf{0}, e^{j}\right\}\left(y_{j}^{\mathrm{UB}}-y_{j}^{\mathrm{N}}\right)+\operatorname{conv}\left\{\mathbf{0}, \boldsymbol{e}^{i+1}\right\}\left(\tilde{y}_{i+1}^{\mathrm{UB}}-y_{i+1}^{\mathrm{N}}\right) \\
\mathcal{Y}^{i+1}= & \mathcal{Y}_{M}\left(\boldsymbol{y}^{\mathrm{N}}\right)+\bigoplus_{j=(i+1)+1}^{p} \operatorname{conv}\left\{\mathbf{0}, e^{j}\right\}\left(\tilde{y}_{j}^{\mathrm{UB}}-y_{j}^{\mathrm{N}}\right)+ \\
& +\bigoplus_{j=1}^{i+1} \operatorname{conv}\left\{\mathbf{0}, e^{j}\right\}\left(y_{j}^{\mathrm{UB}}-y_{j}^{\mathrm{N}}\right) \\
= & \mathcal{Y}_{M}\left(\boldsymbol{y}^{\mathrm{N}}\right)+\bigoplus_{j=(i+1)+1}^{p} \operatorname{conv}\left\{\mathbf{0}, e^{j}\right\}\left(\tilde{y}_{j}^{\mathrm{UB}}-y_{j}^{\mathrm{N}}\right)+ \\
& +\bigoplus_{j=1}^{i} \operatorname{conv}\left\{\mathbf{0}, \boldsymbol{e}^{j}\right\}\left(y_{j}^{\mathrm{UB}}-y_{j}^{\mathrm{N}}\right)+\operatorname{conv}\left\{\mathbf{0}, e^{i+1}\right\}\left(y_{i+1}^{\mathrm{UB}}-y_{i+1}^{\mathrm{N}}\right) .
\end{aligned}
$$

As $\left(\tilde{y}_{i+1}^{\mathrm{UB}}-y_{i+1}^{\mathrm{N}}\right),\left(y_{i+1}^{\mathrm{UB}}-y_{i+1}^{\mathrm{N}}\right)>0$ and $\mathcal{Y}_{N}$ is a bounded polyhedron, it follows from Theorem 4.3 that $\left|V\left(\mathcal{Y}^{i}\right)\right|=\left|V\left(\mathcal{Y}^{i+1}\right)\right|$. By assumption it holds that $\boldsymbol{y}^{\mathrm{UB}}-\boldsymbol{y}^{\mathrm{N}}, \tilde{\boldsymbol{y}}^{\mathrm{UB}}-$ $\boldsymbol{y}^{\mathrm{N}}>0$, and therefore the above reasoning can be repeated to conclude that $\left|V\left(\mathcal{Y}^{0}\right)\right|=$ $\left|V\left(\mathcal{Y}^{1}\right)\right|=\cdots=\left|V\left(\mathcal{Y}^{p}\right)\right|$. In particular it holds that $\left|V\left(\mathcal{Y}^{0}\right)\right|=\left|V\left(\mathcal{Y}^{p}\right)\right|$.

### 4.4.3 Maximum number of WSS LPs of the MCS for MOLP

In order to bound the maximum number of WSS LPs solved by the MCS, we use McMullen's upper bound theorem [17] which states that there is a general upper bound on the number of faces of a convex polyhedron $P$ given a particular dimension $p$ and number of vertices $q$. Let $\phi_{i}$ denote the number of $i$-dimensional faces of $P$, then it holds for $p \geq 2$ and $i=0, \ldots, p-1$ that

$$
\begin{equation*}
\phi_{i} \leq \sum_{r=0}^{\left\lfloor\frac{p}{2}\right\rfloor}\binom{r}{p-i-1}\binom{q-p+r-1}{r}+\sum_{r=\left\lfloor\frac{p}{2}\right\rfloor+1}^{p}\binom{r}{p-i-1}\binom{q-r-1}{p-r}, \tag{9}
\end{equation*}
$$

which follows from rewriting McMullen's theorem (see e.g. [18]). Based on equation (9) $\phi_{i}$ is bounded by $\mathcal{O}\left(q^{\left\lfloor\frac{p}{2}\right\rfloor}\right)$ for all $i=0, \ldots, p-1$.

During the WSS sandwich procedure, if the considered criterion space is bounded or modified to be bounded, two types of outcomes can occur:

1. No expansion of the IPS.

In this case using the weight of the face of the IPS does not result in finding a new point that will expand the IPS, and thus the OPS will be updated to coincide with this particular face of the IPS. To verify whether the IPS is equal to the OPS, in the worst case every face of the IPS has to be used as a weight. As there are $\phi_{p-1}$ faces, it holds that the number of times this outcome can occur is bounded by $\mathcal{O}\left(q^{\left\lfloor\frac{p}{2}\right\rfloor}\right)$.
2. Expansion of the IPS.

From the proof of Theorem 4.1 it follows that each combination of strictly positive coefficients of the vertices can be encountered only once. Therefore, at most $\sum_{i=0}^{p-1} \phi_{i}$ WSS LPs are performed which is again bounded by $\mathcal{O}\left(q^{\left\lfloor\frac{p}{2}\right\rfloor}\right)$, as $p$ is fixed.

Based on these outcomes, the maximum number of WSS LPs solved by the sandwich procedure is bounded by $\mathcal{O}\left(q^{\left\lfloor\frac{p}{2}\right\rfloor}\right)$.

For the MCS it holds that $q \leq m 2^{p}$, where $m$ represents the number of efficient points of $\mathcal{Y}_{N}$, as each efficient point can be projected $2^{p}$ times on each of the spanning vectors of $\left\{\boldsymbol{y} \mid y_{i} \leq y_{i}^{\mathrm{UB}}\right\}$. Combined with the results of the WSS sandwich algorithm, the number of WSS LPs solved by the MCS is bounded by $\mathcal{O}\left(m^{\left\lfloor\frac{p}{2}\right\rfloor} 2^{p\left\lfloor\frac{p}{2}\right\rfloor}\right)$ which is $\mathcal{O}\left(m^{\left\lfloor\frac{p}{2}\right\rfloor}\right)$.

## 5 Instances

In this section we describe two types of instances that are used to test the validity and numerical performance of the MCS.

### 5.1 Bensolvehedron

Bensolvehedron is a class of MOLP problems introduced on bensolve.org where the MOLP is denoted as:

$$
\begin{aligned}
\min & \boldsymbol{C}^{\top} \boldsymbol{x} \\
\text { s.t. } & \boldsymbol{A} \boldsymbol{x} \leq \boldsymbol{b}
\end{aligned}
$$

where cost matrix $\boldsymbol{C}$, constraint matrix $\boldsymbol{A}$ and constraint vector $\boldsymbol{b}$ have a fixed structure based on the input parameter $p$ for the number of objectives and $m$ for the complexity of the polyhedron. In general, the larger $m$ is, the more facets in $\mathcal{Y}$ there are and the more variables $n$ the MOLP has, where $n=(p+2 m)^{p}$. The problem is then defined as $\boldsymbol{A}=\left[\boldsymbol{I}_{n \times n} ;-\boldsymbol{I}_{n \times n}\right], \boldsymbol{b}=\left[\mathbf{1}_{n} \mathbf{0}_{n}\right]^{\top}$ and $\boldsymbol{C} \in \mathbb{R}^{p \times n}$ where each element in $\boldsymbol{C}$ ranges from $\left\{-\frac{p+2 m-1}{2}, \ldots, \frac{p+2 m-1}{2}\right\}$ with increments of 1 considering all possible combinations.

### 5.2 Rennen

In [7] a convex problem is analyzed with the following objectives and constraints:

$$
\begin{aligned}
f_{1}(\boldsymbol{x}) & =x_{1} \\
f_{2}(\boldsymbol{x}) & =x_{2} \\
f_{3}(\boldsymbol{x}) & =x_{3} \\
x_{1} & \geq\left(x_{2}-9\right)^{2}+\left(x_{3}-3\right)^{2} \\
x_{2} & \geq\left(x_{1}-4\right)^{2}+\left(x_{3}-3\right)^{2} \\
x_{3} & \geq\left(x_{1}-4\right)^{2}+\left(x_{2}-9\right)^{2} .
\end{aligned}
$$

Note that for this problem there is a one-to-one relationship between the decision space and the criterion space. This problem instance is referred to as REN.

## 6 Results

The goal of this section is to show the performance of the MCS and the proposed distance approaches. In Section 6.1 we verify for certain instances whether all efficient points of the MOLP are found. In Section 6.2 we compare the performance of the MCS with the modification method of Solanki et al. [5] for an MOLP and convex MO, respectively. As their WSS LPs are fairly similar in the number of constraints and variables, the comparison is based on the number of WSS LPs needed to obtain the modified criterion space. Lastly, we investigate the use of a distance approach on the distance between the IPS and the OPS in Section 6.3. Here, we first compare the distance approaches SUB and CUR with SOL, the approach of [5]. Then, we investigate whether it is always beneficial to use a distance approach by comparing MCS without a distance calculation, referred to as NON, to the best performing approach that does use a distance calculation.

All results are obtained using an Intel Core i7-9700 3.00 GHz with 16GB RAM, and are implemented in Python 3.9.7 where Gurobi 9.5.2 is used to solve the WSS problems and the distance calculations.

### 6.1 Verification that MCS obtains $\mathcal{Y}_{N}$

We validate that MCS indeed finds $\mathcal{Y}_{N}$ for several instances of Bensolvehedron by comparing $\mathcal{Y}_{N}$ obtained with MCS to $\mathcal{Y}_{N}$ obtained with the solver of bensolve.org, which uses Benson's outer approximation [9]. As the latter method is able to find all efficient points for the MOLP, we know that the resulting $\mathcal{Y}_{N}$ is correct, which makes it well-suited for validation. Although there are alterations possible to the algorithm that allow for the optimization of convex instances as well [10], this is not implemented in the solver. Therefore, this solver is only used to validate the MOLP. As we aim to compare the exact fronts, we use $\varepsilon=0$. The investigated instances are $(2,0),(2,1),(2,2),(2,3),(2,4),(3,0),(3,1)$, $(3,2)$ and $(4,0)$, where the first digit represents $p$ and the second digit represents $m$. For all these instances MCS was able to obtain $\mathcal{Y}_{N}$.

### 6.2 Comparison of modification methods

### 6.2.1 MOLP

We compare the performance of the MCS with the method of Solanki et al. [5] when generating $\mathcal{Y}_{N}$ for an MOLP, i.e. $\varepsilon=0$, for the Bensolvehedron instance with $(p, m)=(3,0)^{4}$.

[^2]Here, we focus on the effect of the choice of $\boldsymbol{y}^{\mathrm{UB}}$ on the generated IPS of the different models. As the formulations of both WSS LPs are similar in size, its performance for a given weight will be comparable. Therefore, it is reasonable to compare the performance of MCS and [5] based on the number of WSS LPs solved. As the choice of distance calculation can affect the number of WSS LPs needed, we consider the number of WSS LPs using no distance calculation and the distance calculation in [5], which are NON and SOL, respectively. Here, NON serves as an upper bound on the number of WSS LPs needed to obtain the modified criterion space for the MCS and the modification method in [5].

Table 2 reports for the Bensolvehedron instance with $(p, m)=(3,0)$ the number of WSS LPs solved given a particular $\boldsymbol{y}^{\mathrm{UB}}$ using NON or SOL with either the modification method in [5] or the MCS. Furthermore, the table reports the number of vertices and the number of dominated points of the IPS. Note that the generated structure of the IPS given $\varepsilon=0$ is predetermined, and therefore the number of vertices of the IPS - and per extension the number of efficient points of the IPS - will always be the same irrespective of the chosen distance measure. Note that for $\boldsymbol{y}^{\mathrm{UB}}=(-2,-2,-2)$ a part of $\mathcal{Y}_{N}$ is cut off.

In general, the table shows that when $\boldsymbol{y}^{\mathrm{UB}}$ is poorly chosen, the modification method in [5] can result in the optimization of many uninformative LPs. As shown in Section 4.4.3, for the MCS it holds that the maximum number of WSS LPs is not dependent on $\boldsymbol{y}^{\mathrm{UB}}$ as long as $\boldsymbol{y}^{\mathrm{UB}}>\boldsymbol{y}^{\mathrm{N}}$, as the number of IPS vertices will stay constant.

In particular, the table shows for this instance that if no distance calculation is used and $\boldsymbol{y}^{\mathrm{UB}}>\boldsymbol{y}^{\mathrm{N}}$, the number of WSS LPs solved for the MCS is smaller than or equal to the number of WSS LPs solved with [5]. Furthermore, it shows that the IPS representation of the MCS contains fewer dominated points. In case SOL is used, the difference in performance is less defined but still notable. Here, exploiting the structure of the OPS helps to reduce the number of WSS LPs solved compared to not using a distance calculation.

Table 2: Number of WSS LPs solved using the modification method of Solanki et al. [5] and MCS for the Bensolvehedron with $(p, m)=(3,0)$ and $\varepsilon=0$ given a certain $\boldsymbol{y}^{\mathrm{UB}}$ using NON and SOL.

|  | Solanki et al. |  |  |  |  | MCS |  |  |  |
| :---: | ---: | ---: | ---: | ---: | ---: | ---: | ---: | ---: | ---: |
| $\boldsymbol{y}^{\text {UB }}$ | WSS LPs | IPS |  |  | WSS LPs | IPS |  |  |  |
|  | NON | SOL | Vert. | Not eff. | NON | SOL | Vert. | Not eff. |  |
| $(-2,-2,-2)$ | 50 | 40 | 19 | 4 | 58 | 37 | 19 | 4 |  |
| $(-1,-1,-1)$ | 47 | 32 | 16 | 4 | 52 | 33 | 16 | 4 |  |
| $(0,0,0)$ | 52 | 34 | 22 | 10 | 52 | 36 | 22 | 10 |  |
| $(10,10,10)$ | 205 | 168 | 85 | 73 | 52 | 41 | 22 | 10 |  |
| $(100,100,100)$ | 178 | 167 | 73 | 61 | 52 | 39 | 22 | 10 |  |

Abbreviations: vert. is the number of vertices of the IPS and not eff. denotes the number of dominated points of the generated IPS.

### 6.2.2 Convex MO

We use the instance in [7], REN, to compare the performance of the MCS with the modification method of Solanki et al. [5]. Again, we focus on the effect of the selection of $\boldsymbol{y}{ }^{\text {UB }}$ on the generated IPS of the different models. For the first selection of $\boldsymbol{y}{ }^{\mathrm{UB}}$, we use the
pseudonadir point, i.e. $\boldsymbol{y}^{\mathrm{UB}}=\boldsymbol{y}^{\mathrm{pN}} \approx(4.88,9.00,4.38)^{5}$. Figure 6 shows the IPS obtained after 50 iterations, excluding the initialization, using the modification method of Solanki et al. [5] and the MCS. Although both methods result in 19 dominated points and 35 efficient points on the IPS, MCS obtained a better $\varepsilon$ using SOL of 0.0170 vs. 0.0206 for the modification method of [5]. Here, the structure of the OPS as used in MCS helps to reduce the distance.


Figure 6: IPS of REN using $\boldsymbol{y}^{\mathrm{UB}}=\boldsymbol{y}^{\mathrm{pN}}$ with 50 iterations. The dots depict all found points of the IPS, where the white dots and the gray area represent the efficient part of the IPS.

For our second selection of $\boldsymbol{y}^{\mathrm{UB}}$ we use a point that is larger than the nadir point, namely $(7.5,10,5)$. This results in 21 dominated points and $\varepsilon=0.0151$ for the MCS and 31 dominated points with $\varepsilon=0.0254$ using the modification method of [5], see Figure 7. Again, we see that a poor choice of $\boldsymbol{y}^{\mathrm{UB}}$ heavily impacts the performance of the modification method of [5], whereas it does not affect MCS.

### 6.3 Impact of a distance approach

### 6.3.1 Comparison of distance approaches

Based on our findings in Section 6.2 we use the MCS to compare the three different distance approaches introduced in Section 4.2: SUB, CUR and SOL. To evaluate their performance we compare them based on the required solution time and the number of WSS and distance LPs solved given a particular $\varepsilon$ for the Bensolvehedron instance with $(p, m)=(3,2)$ and REN.

Table 3 reports for both instances for several choices of $\varepsilon$ the total solution time, which is split into time required for solving the WSS LPs and time required for solving the distance calculation LPs, and denotes the number of LPs solved for WSS and the distance calculation. Furthermore, the table specifies additional information related to the distance calculation such as the average number of constraints and the average time to solve the corresponding distance LP. Bold marked rows indicate the method that has the shortest algorithm time, measured by summing the time for the solution of the WSS LPs and the distance LPs. Overhead time is not taken into account.

[^3]

Figure 7: IPS of REN using $\boldsymbol{y}^{\mathrm{UB}}=(7.5,10,5)$ with 50 iterations. The dots depict all found points of the IPS, where the white dots and the gray area represent the efficient part of the IPS.

For both instances it holds that for all choices of $\varepsilon$ the number of WSS LPs solved is smaller using SOL compared to SUB and CUR. This makes sense, as SUB and CUR take less information from the OPS into account and may therefore overestimate the distance as defined by [5]. This has two consequences. First of all, more iterations might be needed to ensure that $\varepsilon$ is below the set threshold, even though the desired maximum distance may have already been reached. This effect, however, seems limited as the found $\varepsilon$ using SUB and CUR is not substantially smaller than the one reported for SOL. Note that the found $\varepsilon$ is determined with SOL, therefore they are comparable. Second, a face that did not maximally decrease the distance between the OPS and IPS might be selected. Therefore, for smaller choices of $\varepsilon$ the time spent on solving the WSS using SOL is significantly smaller.

The general downside of SOL, however, is that many more LPs need to be solved for the distance calculation. Especially for $\varepsilon=0.001$ the number of LPs solved grows fast. Combined with the fact that the time spent on solving each distance LP increases fast as well, almost all of the solution time for SOL is spent on solving distance LPs when $\varepsilon$ becomes small.

For the Bensolvehedron instance, CUR seems to perform the best as it is able to balance the time spent on solving WSS LPs and distance LPs. By incorporating more information about the OPS than SUB, CUR needs to solve fewer WSS LPs than SUB while requiring fewer distance recalculations than SOL. However, for sufficiently small $\varepsilon$ it seems that SUB is still an acceptable method as for CUR the distance time increases more rapidly as the time spent per distance LP increases with smaller $\varepsilon$.

For REN, SUB seems to outperform the other distance approaches. The main difference is that in comparison to the previous instance, the WSS LP is solved much faster. Therefore, the approach that has the fastest distance calculation will perform the best in terms of time. As the average size of the distance LP of SUB is the smallest, these LPs remain more tractable than those for CUR and SOL. This reduces the solution time of the distance LPs, even though SUB solves more WSS and distance LPs than CUR.

In order to compare the overall outcomes of the three distance approaches, we have

Table 3: Comparison of several distance approaches for different choices of $\varepsilon$. Here, the solution time in seconds is reported for two categories: time to solve the WSS LP and distance LP. Bold indicates the method which has the fastest algorithm, measured by summing the time for WSS and distance LP. The number of LPs solved is reported both for the WSS and the distance calculation. In addition, we report the final found $\varepsilon$ using SOL and for the distance calculation we report the average number of constraints in the solved distance LP and the average time in milliseconds to solve this LP.

| Inst. | Mth. | $\varepsilon$ |  | Sol. time |  | LPs solved |  | Dist. calc. Cstr. t/LP |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  | Crit. | Found | WSS | Dist. | WSS | Dist. |  |  |
| $(3,2)$ | SUB | 0.100 | 0.0953 | 12.8 | 0.1 | 23 | 72 | 9.4 | 1.6 |
| $(3,2)$ | SUB | 0.050 | 0.0479 | 21.0 | 0.2 | 35 | 125 | 9.5 | 1.5 |
| $(3,2)$ | SUB | 0.025 | 0.0247 | 48.3 | 0.5 | 74 | 304 | 9.7 | 1.5 |
| $(3,2)$ | SUB | 0.010 | 0.0092 | 100.0 | 1.0 | 147 | 637 | 9.8 | 1.5 |
| $(3,2)$ | SUB | 0.005 | 0.0050 | 206.2 | 2.0 | 299 | 1,321 | 9.7 | 1.5 |
| $(3,2)$ | SUB | 0.001 | 0.0010 | 685.3 | 6.1 | 898 | 3,404 | 9.9 | 1.8 |
| $(3,2)$ | SUB | 0 | 0 | 1,442.8 | 7.7 | 2,058 | 4,643 | 10.5 | 1.7 |
| $(3,2)$ | CUR | 0.100 | 0.0953 | 10.4 | 0.2 | 20 | 56 | 13.0 | 3.0 |
| $(3,2)$ | CUR | 0.050 | 0.0490 | 18.2 | 0.4 | 31 | 100 | 18.5 | 3.7 |
| $(3,2)$ | CUR | 0.025 | 0.0247 | 35.2 | 1.0 | 55 | 196 | 30.5 | 5.3 |
| $(3,2)$ | CUR | 0.010 | 0.0099 | 79.1 | 4.5 | 116 | 482 | 61.0 | 9.2 |
| $(3,2)$ | CUR | 0.005 | 0.0049 | 144.6 | 12.9 | 207 | 875 | 106.0 | 14.8 |
| $(3,2)$ | CUR | 0.001 | 0.0010 | 535.5 | 115.1 | 750 | 2,675 | 358.5 | 43.0 |
| $(3,2)$ | CUR | 0 | 0 | 1,500.6 | 202.9 | 2,101 | 3,428 | 712.0 | 59.2 |
| $(3,2)$ | SOL | 0.100 | 0.0953 | 10.5 | 0.7 | 21 | 304 | 13.5 | 2.3 |
| $(3,2)$ | SOL | 0.050 | 0.0492 | 18.1 | 2.3 | 31 | 754 | 18.5 | 3.1 |
| $(3,2)$ | SOL | 0.025 | 0.0247 | 34.8 | 13.4 | 56 | 2,724 | 31.0 | 4.9 |
| $(3,2)$ | SOL | 0.010 | 0.0099 | 74.6 | 107.8 | 113 | 11,617 | 59.5 | 9.3 |
| $(3,2)$ | SOL | 0.005 | 0.0050 | 135.5 | 562.3 | 199 | 36,001 | 102.0 | 15.6 |
| $(3,2)$ | SOL | 0.001 | 0.0010 | 499.5 | 18,549.2 | 685 | 362,694 | 334.0 | 51.1 |
| $(3,2)$ | SOL | 0 | 0 | OOT | OOT | OOT | OOT | OOT | OOT |
| REN | SUB | 0.100 | 0.0902 | 0.0 | 0.2 | 22 | 72 | 9.4 | 2.2 |
| REN | SUB | 0.050 | 0.0497 | 0.1 | 0.4 | 38 | 145 | 9.4 | 2.5 |
| REN | SUB | 0.025 | 0.0243 | 0.1 | 0.6 | 60 | 247 | 9.7 | 2.3 |
| REN | SUB | 0.010 | 0.0090 | 0.2 | 1.5 | 135 | 585 | 11.5 | 2.6 |
| REN | SUB | 0.005 | 0.0048 | 0.4 | 3.5 | 275 | 1,257 | 14.2 | 2.8 |
| REN | SUB | 0.001 | 0.0010 | 2.0 | 24.1 | 1,215 | 5,990 | 27.4 | 4.0 |
| REN | SUB | 0 | 0.0000 | NA | NA | NA | NA | NA | NA |
| REN | CUR | 0.100 | 0.0887 | 0.0 | 0.2 | 21 | 65 | 13.5 | 2.9 |
| REN | CUR | 0.050 | 0.0497 | 0.0 | 0.4 | 31 | 105 | 18.5 | 3.8 |
| REN | CUR | 0.025 | 0.0245 | 0.1 | 0.7 | 44 | 161 | 25.0 | 4.6 |
| REN | CUR | 0.010 | 0.0094 | 0.1 | 3.0 | 91 | 376 | 48.5 | 8.0 |
| REN | CUR | 0.005 | 0.0049 | 0.2 | 7.2 | 146 | 624 | 76.0 | 11.6 |
| REN | CUR | 0.001 | 0.0010 | 0.9 | 97.8 | 551 | 2,547 | 278.5 | 38.4 |
| REN | CUR | 0 | 0 | NA | NA | NA | NA | NA | NA |
| REN | SOL | 0.100 | 0.0887 | 0.0 | 0.9 | 20 | 270 | 13.0 | 3.2 |
| REN | SOL | 0.050 | 0.0497 | 0.0 | 2.2 | 28 | 598 | 17.0 | 3.7 |
| REN | SOL | 0.025 | 0.0245 | 0.1 | 7.4 | 42 | 1,480 | 24.0 | 5.0 |
| REN | SOL | 0.010 | 0.0098 | 0.1 | 53.0 | 82 | 6,160 | 44.0 | 8.6 |
| REN | SOL | 0.005 | 0.0049 | 0.2 | 266.4 | 143 | 19,458 | 74.5 | 13.7 |
| REN | SOL | 0.001 | 0.0010 | 0.8 | 11,784.8 | 512 | 258,570 | 259.0 | 45.6 |
| REN | SOL | 0 | 0 | NA | NA | NA | NA | NA | NA |

[^4]summarized our findings based on the two instances in Table 4. Note that, even though we do not report overhead times, SUB will in general have more overhead than CUR and SOL.

Table 4: Comparison of distance approaches based on the perceived outcomes in Table 3, where o denotes a relatively stable amount and $\boldsymbol{+}$ denotes an increase in time spent/number LPS solved if $\varepsilon$ is smaller (more $\boldsymbol{+}$ 's indicate a steeper increase).

|  | SUB | CUR | SOL |
| :--- | :---: | :---: | :---: |
| Overhead for recalculation | Yes | No | No |
| Time per OPS LP w.r.t. $\varepsilon$ | $\circ$ | $\boldsymbol{+}$ | $\boldsymbol{+}$ |
| Number of OPS LPs w.r.t. $\varepsilon$ | $\mathbf{+ +}$ | + | +++ |
| Number of WSS LPs w.r.t. $\varepsilon$ | $\mathbf{+ +} /+++$ | ++ | + |

### 6.3.2 Relevance of a distance approach

In the previous section we investigated which of the suggested distance approaches works best, i.e. has the best solution time to reach $\varepsilon$. However, the question remains whether the use of a distance calculation is always beneficial compared to not using a distance calculation. As seen in Section 6.3.1, a considerable amount of time can be spent on solving the distance LPs, which could have been spent on solving WSS LPs otherwise. This is especially the case for REN where the WSS LPs are solved relatively quickly.

To investigate whether and when the distance calculation is useful, we run the WSS sandwich algorithm without using a distance approach where we set a maximum time limit for the total solution time of the WSS LPs. This time limit is based on the best found approach in Section 6.3.1 - CUR for the Bensolvehedron instance and SUB for REN where the time limit is based on the total solution time for both the WSS and the distance calculation. Afterwards we determine $\varepsilon$ using the distance definition of [5] and compare it to the reference $\varepsilon$.

Table 5 reports for both instances the $\varepsilon$ obtained with a given time limit, for which we also report the total number of WSS LPs performed. Note that, as SUB and CUR overestimate the maximum distance, the maximum distance of the reference is likely to be lower than the reference $\varepsilon$.

For the Bensolvehedron instance it holds that $\varepsilon$ obtained without distance calculation is significantly higher than the reference value, although a fairly similar amount of WSS LPs is solved for NON compared to the reference. For this instance it is indeed beneficial to select the most promising face to be able to decrease the distance between the IPS and the OPS as much as possible.

The conclusion for REN is different, as the obtained $\varepsilon$ is smaller than the reference value. Previously we concluded that the distance calculation takes up most of the total computation time. Allowing this time to be spent on WSS LPs can result in a factor 10 more WSS LPs solved compared to the reference. In this case the added benefit of a distance approach is limited.

Table 5: The found $\varepsilon$ using no distance calculation given a certain time limit based on the best performing distance approach in Section 6.3.1. Additionally the number of WSS LPs are reported.

|  |  | Reference |  | NON |  |
| :--- | ---: | ---: | ---: | ---: | ---: |
| Inst. | Time Limit | $\varepsilon$ | WSS | $\varepsilon$ | WSS |
|  | $(s)$ |  |  |  |  |
| $(3,2)$ | 10.6 | 0.0953 | 20 | 0.129 | 21 |
| $(3,2)$ | 18.6 | 0.0490 | 31 | 0.073 | 32 |
| $(3,2)$ | 36.3 | 0.0247 | 55 | 0.061 | 58 |
| $(3,2)$ | 83.5 | 0.0099 | 116 | 0.057 | 124 |
| $(3,2)$ | 157.5 | 0.0049 | 207 | 0.047 | 233 |
| $(3,2)$ | 650.6 | 0.0010 | 750 | 0.006 | 912 |
| $(3,2)$ | $1,703.5$ | 0 | 2,101 | 0 | 2,400 |
| REN | 0.2 | 0.0902 | 22 | 0.018 | 112 |
| REN | 0.4 | 0.0497 | 38 | 0.006 | 279 |
| REN | 0.7 | 0.0243 | 60 | 0.005 | 447 |
| REN | 1.8 | 0.0090 | 135 | 0.003 | 1,137 |
| REN | 3.9 | 0.0048 | 275 | 0.002 | 2,299 |
| REN | 26.1 | 0.0010 | 1,215 | 0.001 | 13,386 |
| REN | NA | 0 | NA | NA | NA |

Abbreviations: inst. for instance and NA for not available.

## 7 Discussion

This work provides an elegant modification of the criterion space that helps to reduce the number of WSS LPs to be solved in a WSS sandwich algorithm. This modification, referred to as the MCS, is an advancement on the formulation of Solanki et al. [5], as it reduces the number of unnecessary searches towards dominated areas. Besides its explainability, a great advantage of the MCS is that its principles can be easily incorporated within an existing framework to solve convex problems. Therefore, the MCS is an accessible method for DMs.

Based on the structure of the MCS we have shown several useful properties. First, the MCS is able to obtain all nondominated points of an MOLP in a finite number of expansions of the IPS, which is bounded in terms of the number of nondominated vertices. We validated that the MCS is indeed able to obtain all nondominated points for a couple of MOLP instances using Benson's outer approximation [9], which is a method that is proven to be able to find all nondominated points of an MOLP. Second, the maximum number of WSS LPs of the MCS is not dependent on the choice of $\boldsymbol{y}^{\mathrm{UB}}$ as long as $\boldsymbol{y}^{\mathrm{UB}}>\boldsymbol{y}^{\mathrm{N}}$, whereas the modification method of Solanki et al. [5] is. In comparison to [5], the MCS is especially useful in case it is difficult to get a good estimation of $\boldsymbol{y}^{N}$, and as shown in our results reduces the number of WSS LPs that is necessary to obtain the non-dominated set up to $\varepsilon$-precision.

Furthermore, we have proposed two heuristic approaches to calculate the distance between the inner and outer approximation, referred to as SUB and CUR, that can be used as an alternative for the distance calculation of Solanki et al. [5], SOL. SUB, CUR and SOL
can be used to select the next weight used in the next WSS iteration. SUB and CUR approximate SOL by providing overestimations to SOL, resulting in overall faster approaches. As apparent from our results, when using SOL almost all computation time is spent on determining which weight to select, especially when $\varepsilon$ is small. SUB and, to a lesser extent, CUR only spend a fraction of their total solution time on the distance calculation. In fact, even though the number of WSS LPs solved increases using SUB and CUR, the total solution time of the LPs of SUB and CUR is much faster than of SOL. Based on our findings, SUB is a better option than CUR if either $\varepsilon$ is very small or if the WSS LP is relatively quick to solve.

We do like to make some remarks regarding the distance calculation. First, the distance definition which forms the basis of SOL, SUB and CUR does not determine the weight for which the Euclidean distance between the IPS and the OPS is the largest, but it selects the weight of the corresponding halfspace that is furthest from the OPS. This difference in interpretation is important, as the maximum determined distance using the definition of [5] can sometimes increase over the iterations, which might be counterintuitive. An alternative distance definition would be the Hausdorff distance as used in [13], however computing this distance metric is computationally expensive.

Second, we do like to point out that for the above results we did not parallelize our code. If we would parallelize for example the distance calculation procedure, the performance of CUR will most likely benefit more from this than SUB. For smaller $\varepsilon$, CUR has a larger fraction of total time spent on the distance LPS, parallelizing this will drastically decrease the time required for distance calculation.

Third, although a distance calculation will in general help to select promising weights, the added benefit can be limited in case the WSS LP is solved very quickly in comparison to the distance calculation LP. In those cases it is better to not use a distance calculation and use the additional time to generate a lot of WSS solutions to improve the granularity of the generated non-dominated set. Then, for the resulting solution, $\varepsilon$ could be determined (or approximated with SUB or CUR) in order to get an idea of the accuracy of the approximation.

In our paper we do not necessarily focus on providing a method that is the fastest to obtain an $\varepsilon$ distance, such as [13]. Instead, our overall intention is to make MO methods more appealing to be incorporated in applied fields and we do so by proposing comprehensible algorithms. A great example for this is the use of MO for diet optimization, our main motivation for this work, as there are multiple conflicting goals which impact the composition of a food basket [19]. That is, an ideal food basket has to be culturally appropriate, affordable, nutritious and environmentally friendly. By showing trade-offs between these various goals, organizations such as the World Food Programme can enhance their analyses that use diet optimization $[20,21,22]$. We think that the current diet optimization literature can still improve upon its MO analyses, as most research either focuses on methods that can overlook relevant trade-offs, such as epsilon constraint methods [23, 24, 25] or WSS with a fixed weight only [26], suboptimal methods such as lexicographic optimization [27] or methods specifically designed for two objectives [22]. Highlighting algorithms that are explainable, while at the same time having useful properties, such as the MCS will help applied fields to obtain more useful insights from their analyses.

As a last remark, we would like to discuss the (dis)similarities between the MCS and the dummy points method as proposed in [7]. The dummy points method is an augmentation of the general WSS sandwich algorithm, where it artificially alters the IPS by adding dominated points in each step of the algorithm. This resulting structure is somewhat similar to the structure of the MCS, as the MCS also flattens the dominated side. The
main advantage of the MCS over the dummy point method is that one does not need to keep track which dummy points are redundant, i.e. that are linear combinations of other dummy points, and that it requires less effort to be well-implemented.
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## Appendix

## A Overestimation distance calculation of Craft et al. [6]

Here, we show that the distance calculation introduced in Craft et al. [6] can result in an overestimation of (1). We provide a small example based on Bensolvehedron with $p=3$ and $m=0$, where the intersection of the OPS halfspaces of the vertices of the current considered face of the IPS does not result in the correct distance. That is, the closed form expression results in an overestimation. This example shows that only using a subset of the OPS halfspaces can result in an overestimation of the distance, even though the intersection of this subset of OPS halfspaces is unique. For clarity we do not scale the objectives.

Let us assume that our current IPS consists of the anchor points $(-9,0,0),(0,-9,0)$, $(0,0,-9)$, upper bound $(0,0,0)$ and an efficient point $(-5,-5,-5)$ found during the first iteration of the algorithm. Figure 8a shows the current IPS. The corresponding OPS halfspaces of the anchor points are $\left[\begin{array}{lll}1 & 0 & 0\end{array}\right]^{\top} y \geq-9,\left[\begin{array}{lll}0 & 1 & 0\end{array}\right]^{\top} y \geq-9$ and $\left[\begin{array}{lll}0 & 0 & 1\end{array}\right]^{\top} y \geq-9$, the OPS halfspace of $(-5,-5,-5)$ is $\left[\frac{1}{\sqrt{3}} \frac{1}{\sqrt{3}} \frac{1}{\sqrt{3}}\right]^{\top} y \geq-8.66025$ and the other OPS halfspaces are $\left[\begin{array}{lll}1 & 0 & 0\end{array}\right]^{\top} y \leq 0,\left[\begin{array}{lll}0 & 1 & 0\end{array}\right]^{\top} y \leq 0$, and $\left[\begin{array}{lll}0 & 0 & 1\end{array}\right]^{\top} y \leq 0$.

Now, let us consider the inner normal of the IPS face that belongs to point $(-5,-5,-5)$ and anchor points $(-9,0,0)$ and $(0,-9,0)$. This face defined as $[4545-9]^{\top} y \leq-405$ is highlighted white in Figure 8a. To determine the distance from this IPS face to the OPS, Craft et al. [6] use the OPS halfspaces that correspond to these points to find an intersection point. As these halfspaces intersect uniquely, they can use their closed form expression. The found intersection point $(-9,-9,3)$ is indicated as a square in Figure 8 b . Using the distance approach of Craft et al. [6], the distance between the square and the face of the IPS is $\approx 6.721$.

If we now consider the distance calculation according to Solanki et al. [5], we find a distance of $\approx 4.200$. Here, the OPS inequality $[001]^{\top} y \leq 0$ cuts away the former intersection point, which is shown in Figure 8c. This OPS inequality is not one of the OPS inequalities that belong to the vertices of the white IPS face, and is therefore not included in the distance calculation of Craft et al. [6]. This results in the correct distance from the IPS to the OPS, where we find point $(-6,-9,0)$ indicated with a star. Note that all points on the line indicated with the black dotted line in Figure 8c result in the correct distance. Thus, this example shows that the closed form expression of Craft et al. [6] may result in an overestimation of the distance.

Note that in this example the white face has a mixed normal. After determining the distance to the OPS, Craft et al. [6] modify this normal to obtain a non-negative normal for the WSS sandwich algorithm. The fact that it is a mixed normal does not alter the distance calculation.


Figure 8: In (a) the current IPS is shown. In (b) the intersection point, indicated with a square, is determined with the OPS halfspaces corresponding to the vertices of the white face. In (c) the distance to the intersection point is 6.721 , whereas the correct distance from the white face to the OPS is 4.200 . In the optimization we find the point indicated with a star, however all points on the black dotted line will result in the same distance.

## B Implementation choices and details

In this section we provide comments related to the implementation of Algorithm 1 of Section 4.3:

- In general it is common practice to normalize the criterion space to avoid a bias towards objectives with a higher magnitude $[6,13]$, which increases numerical stability of the algorithm as well;
- In the initialization we use $\boldsymbol{y}^{\mathrm{UB}}$ to construct the IPS and the OPS. An often used option for $\boldsymbol{y}^{\mathrm{UB}}$ is the pseudonadir point, which is relatively easy to determine although it does not guarantee to find the complete $\mathcal{Y}_{N}$ front as it might cut off some efficient points;
- In order to determine the convex hull of the IPS and to obtain its halfspaces, we make use of qhull ${ }^{6}$ based on the work of [28];
- In case the initialization from Line 1-8 does not contain $p+1$ linearly independent points, it is not possible to construct a convex hull and $H$ in Line 9 will be empty resulting in a premature termination of the algorithm;
- In Line 16 the algorithm always adds $f(\bar{x})$ to the IPS, however similar to [5] one can also first check whether $f(\bar{x})$ will expand the current IPS. If that is not the case, find the next halfspace that has the lowest distance to the OPS that does expand the IPS.

[^5]
[^0]:    ${ }^{1}$ Here, we refer to figure 15 in [7].
    ${ }^{2}$ Instance is $p=3$ and $m=0$.

[^1]:    ${ }^{3}$ Ignoring numerical precision.

[^2]:    ${ }^{4}$ This is the same instance as in Section 4.1 with nadir point $\boldsymbol{y}^{\mathrm{N}}=(-1,-1,-1)$.

[^3]:    ${ }^{5}$ See Figure 15 in [7].

[^4]:    Abbreviations: sol. for solution, dist. for distance, calc. for calculation, inst. for instance, mth. for method, crit. for criterion, cstr. for constraints, $\mathrm{t} / \mathrm{LP}$ for time per LP, OOT for out-of-time and NA for not available.

[^5]:    ${ }^{6}$ Www. qhull. org

