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Abstract. Service systems often face task-server assignment constraints because of skill-
based routing or geographical conditions. Redundancy scheduling responds to this limited
flexibility by replicating tasks to specific servers in agreement with these assignment con-
straints. We gain insight from product-form stationary distributions and weak local stability
conditions to establish a state space collapse in heavy traffic. In this limiting regime, the
parallel-server system with redundancy scheduling operates as a multiclass single-server
system, achieving full resource pooling and exhibiting strong insensitivity to the underlying
assignment constraints. In particular, the performance of a fully flexible (unconstrained) sys-
tem can be matched even with rather strict assignment constraints.
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state space collapse • resource pooling

1. Introduction
Task-server assignment constraints are ubiquitous in a
broad range of everyday service systems. In contrast to
fully flexible scenarios, where any task can be carried out
by any server, assignment of tasks in these systems is
restricted to a subset of the servers depending on the
underlying features of the tasks and servers. This may
potentially degrade the system performance and raises
the question of how much flexibility in the task-server
assignment constraints is needed to achieve performance
levels comparablewith those in a fully flexible system.

Assignment constraints play a particularly critical role
in dynamic matching scenarios. For example, customers
in a ride-sharing network will mainly be matched with
drivers in their vicinity, and blood transfusions or organ
transplants can only take place whenever there are both
available and compatible donors and patients. Assign-
ment constraints are also prevalent in customer contact
centers. Skills of the various agents, like the spoken
language or particular problem-solving skills, narrow
the options for forwarding an incoming call. Skill-based
resource management also plays a crucial role in health-
care operations, where there are patients with specific
conditions and specialized medical staff members.

Conceptually similar to these skill-based service mod-
els are computer systems, such as data center environ-
ments and cloud computing platforms. These systems
support a continually evolving variety of applications,
which involve not just increasing amounts of traffic but
also, a growing diversity in task types. Evenwhen tasks or
servers are not intrinsically different, some servers tend to
be better equipped to perform particular tasks because of
data locality andnetwork topology constraints. This notion
is evenmorepronounced inmanufacturing systemswhere
available supply, expected demand, and involved costs
may be dominant factors to decide which production
plants should be able to producewhich products.

Motivated by these observations, we set out to ex-
plore how assignment constraints impact the system
performance in terms of queue lengths and delays.
We assume that the assignment constraints between
task types and servers are described in terms of a gen-
eral bipartite graph, a so-called compatibility graph,
and additionally, we allow for heterogeneous server
speeds. In particular, we focus on parallel-server sys-
tems in a redundancy scheduling setting where repli-
cas are created for each arriving task and then assigned
to different servers. These could be either a subset of d
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servers selected uniformly at random in power-of-d
policies or an arbitrary subset of eligible servers in the
context of the assignment constraints as described.
As soon as the first of these replicas either starts service
or completes service, the remaining ones are aban-
doned (referred to as the “cancel-on-start” (c.o.s.) and
“cancel-on-completion” (c.o.c.) versions, respectively).

Dispatching replicas of the same task to several serv-
ers increases the chance for one of the replicas to find a
short queue and thus, start service fast. A well-known
application of this paradigm is multiple listing, where
patients in need of an organ transplant register at mul-
tiple waiting lists. It is, for instance, shown by Zheng
et al. (2022) that multiple listing for lung transplants
reduces the waiting times and improves the probabil-
ity of finding a suitable donor without affecting the
waiting list mortality. The c.o.s. version of redundancy
scheduling indeed resembles a Join-the-Smallest-Work-
load (JSW) policy with partial selection of servers (Adan
et al. 2018, Ayesta et al. 2018). The c.o.c. version addition-
ally increases the chance for one of the replicas to have a
short run time (assuming independent run times on dif-
ferent servers). These relatively small jobs that experi-
ence a disproportionally longer run time in computer
systems are referred to as stragglers; see, for instance,
Ananthanarayanan et al. (2013) and Joshi (2018). On the
flip side, the possibly concurrent execution of replicas
creates a risk of potential wastage of capacity, depending
on run time distributions. Moreover, the cost to cancel
jobs in progress can be nonnegligible, urging caution in
the implementation of the c.o.c. version; see, for instance,
Shah et al. (2016), Joshi et al. (2017), and Lee et al. (2017),
where performance trade-offs are investigated.

The launchpad for our analysis is provided by
product-form distributions for redundancy systems
with arbitrary compatibility graphs as obtained in the
seminal papers by Gardner et al. (2016) and Ayesta et al.
(2018). Although closed-form results for such complex
systems are a rare luxury, the expressions in the litera-
ture depend on the compatibility graph in a highly in-
tricate fashion and are unfortunately not particularly
transparent. We, therefore, adopt a heavy-traffic pers-
pective in order to extract the essential elements and
obtain explicit insight into the impact of the assignment
constraints on the performance. The heavy-traffic results
reveal a remarkable universality property and in partic-
ular, indicate that the performance of a fully flexible sys-
tem can asymptotically be matched even with rather
strict assignment constraints as further discussed.

1.1. Related Literature
Asmentioned, product-form distributions for the c.o.c.
and c.o.s. versions of redundancy systemswith general
compatibility graphswere established byGardner et al.
(2016) and Ayesta et al. (2018), respectively. The latter
results extended product-form distributions derived

earlier under more restrictive conditions by Visschers
et al. (2012). Related product-form distributions for simi-
lar systems with assignment constraints and assign to
longest idle server first (ALIS) policies were obtained by
Adan and Weiss (2014). In fact, all these results turn out
to be connected to product-form distributions for order-
independent queues (Krzesinski 2011), the concept of
balanced fairness (Bonald and Comte 2017, Bonald et al.
2017), and token-based central queues (Ayesta et al.
2021). A recent overview of queueing models with task-
server assignment constraints that yield product-form
distributions is provided byGardner and Righter (2020).

Although such product-form distributions are speci-
fied in closed form for general compatibility graphs,
the expressions are unwieldy and yield no illuminat-
ing formulas for performancemetrics, likemean queue
lengths or delays. The expressions do not even readily
lend themselves for computational purposes, except in
specific scenarios where the compatibility graphs sat-
isfy particular structural properties. For instance, for
“nested structures,” the mean delays can be computed
in an inductive fashion as shown by Gardner et al.
(2017a) andGardner and Righter (2020).

Fairly tractable expressions for response time distri-
butions and mean response times have also been
derived by Gardner et al. (2017b) and Hellemans and
Van Houdt (2018) for the supermarket model with full
flexibility, identical servers, and power-of-d policies,
which replicate jobs to each of the subsets of d servers
with equal probability. Even though this notion of
selective randomized replication is conceptually differ-
ent from replication under assignment constraints, it
can mathematically be described as a special instance.
Because these scenarios are inherently symmetric and
constrained to a specific structural family, however,
they do not provide generic insight in the performance
impact of assignment constraints.

In a different and broader strand of work, stochastic
systems have extensively been considered in heavy-
traffic regimes to provide greater tractability. Indeed,
heavy-traffic limits have been established for awide vari-
ety of multiclass parallel-server systems, with a broad
range of both task assignment (routing, load balancing)
policies and server allocation (scheduling, sequencing)
strategies (Bramson 1998, Harrison 1998, Harrison and
López 1999, Bell and Williams 2001). This body of litera-
ture is vast, and an exhaustive review is beyond the
scope of this paper. In particular, the notion of state space
collapse has been observed as a common phenomenon
in a heavy-traffic regime in, for instance, stochastic proc-
essing networks and switched networks (Shah and
Wischik 2012, Maguluri and Srikant 2015, Sharifnassab
et al. 2020). A stochastic system is said to exhibit state
space collapse if its multiclass limiting process has a
lower-dimensional, often one-dimensional description in
contrast to the original prelimiting process. The notion
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of state space collapse has often been observed under
natural complete resource pooling (commonly abbrevi-
ated as CRP) conditions that guarantee the system to
behave asymptotically as a single-server queue with
pooled resources. These combined concepts are studied,
for instance, by Harrison and López (1999), Stolyar
(2004, 2005), andDai and Lin (2008).

By comparison, heavy-traffic results for redundancy
systems have remained scarce, and the c.o.c. version
with concurrent execution of tasks in fact seems to
move beyond the conventional dynamics considered in
the heavy-traffic literature. The few heavy-traffic results
that do exist pertain to the c.o.s. version. In power-of-d
settings, which can be interpreted as special instances
with highly symmetric compatibility graphs as noted,
Atar et al. (2019a, b) obtain process-level Brownian
limits for these models and demonstrate a state space
collapse. Ayesta et al. (2018) use the product-form dis-
tributions to establish that the total queue length when
properly scaled tends to a unit-exponential randomvar-
iable but do not consider joint queue-length dynamics.
Afèche et al. (2021) investigate the general setting with
assignment constraints, but they focus on the expected
delay and do not consider multidimensional queue-
length processes and the associated state space collapse.

As mentioned earlier, the c.o.s. version of redundancy
scheduling essentially mimics a JSW policy, which in
turn, closely resembles a Join-the-Shortest-Queue (JSQ)
strategy, especially in heavy-traffic conditions. We will
discuss further related literature threads in the realm of
JSQ strategies after presenting a detailed model descrip-
tion in Section 2.

1.2. Main Contributions
We examine how assignment constraints impact the
performance of redundancy systems in terms of queue
lengths and delays. We demonstrate that the perform-
ance impact tends to be limited, provided the assign-
ment constraints and traffic composition satisfy a mild
and natural assumption comparable with the men-
tioned CRP conditions. In particular, if the assignment
constraints leave sufficient flexibility for the full serv-
ice capacity to be used given the load proportions of
the various task types, then it is ensured that the
assignment constraints create no local capacity bottle-
necks and that no subset of the servers can get over-
loaded as long as the total load is less than the total
service capacity.

We establish that when the latter condition holds
and traffic is Markovian, the system occupancy exhibits
state space collapse in heavy traffic and asymptotically
behaves as in a multiclass single-server first come, first
served (FCFS) queue. Informally speaking, the number
of tasks of each type remains in strict proportion to
the arrival rates in the limit, whereas the total number
of tasks, properly scaled, weakly converges to an

exponential random variable. Thus, the number of
tasks of each type has an exponential limiting distribu-
tion as well. By virtue of the distributional form of
Little’s law, this means that job delay, after scaling, also
has an exponential limiting distribution. Moreover, we
extend the results to scenarios where local capacity bot-
tlenecks could occur, and the queue lengths in a crit-
ically loaded subsystem exhibit state space collapse.

In order to prove the results for the c.o.c. mecha-
nism, we start from the product-form distributions for
arbitrary assignment constraints as studied by Gard-
ner et al. (2016). We construct a specific enumeration of
all the possible task configurations to write the joint
probability-generating function (PGF) in a convenient
form that facilitates a heavy-traffic analysis. The results
for the c.o.s. mechanism are established by exploiting
the relation between the product-form expressions and
those studied by Ayesta et al. (2018).

The results reveal a remarkable universality property
in the sense that the system achieves complete resource
pooling and exhibits the same behavior across a broad
range of scenarios, as long as no local capacity bottle-
necks occur. In particular, the performance of a fully
flexible system can be asymptotically matched, even
under quite stringent assignment constraints. These re-
sults translate into several practical implications and
guidelines. First, they indicate that a limited degree
of flexibility, when properly designed, is sufficient to
achieve full resource pooling. Adding greater flexibility
provides only limited performance gains, although it
may improve robustness if there is uncertainty in the
server speeds or load proportions of the various job
types. Second, under a fairlymild condition, the system
obeys qualitatively similar scaling laws as if it were
fully flexible, so that dimensioning approaches for such
scenarios can be adopted without accounting for the
assignment relations in great detail.

1.3. Organization of the Paper
In Section 2, we present a detailed model description
and discuss some broader context and preliminaries,
such as the product-form distributions that provide
the starting point for our analysis. The main results are
stated in Sections 3.1 and 3.2. Numerical results and
observations are provided in Section 3.3. Section 4 con-
tains the proofs for the c.o.c. mechanism. Some details
and the proofs for the c.o.s. mechanism are deferred to
the e-companion.We concludewith an outlook for fur-
ther research in Section 5.

2. Model Description and Preliminaries
2.1. Model Description
We consider a system with N parallel servers with
speeds μ1, : : : ,μN and several job types that correspond
to (nonempty) subsets S ⊆ {1, : : : ,N} of the servers.
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Type S jobs arrive as a Poisson process of rate λS and
are replicated to the servers in the subset S. This setup
fits the premise that job assignment is subject to some
constraints, like compatibility relations or data locality
issues, as discussed in the introduction.

If we denote by S � {S ∈ 2{1,: : : ,N} : λS > 0} the collec-
tion of job types, then the assignment constraints can be
represented in terms of a bipartite graph, with nodes
for each of the K � |S | different job types on the one
hand and nodes for each of the N servers on the other
hand. A job-type node and a server node are connected
by an edge in this compatibility graph whenever a job
of this type is replicated to this server (Visschers et al.
2012, Adan andWeiss 2014, Gardner et al. 2016).

We distinguish between two different versions of
redundancy scheduling, referred to as c.o.c. and c.o.s. In
the c.o.c. version, as soon as the first replica of a particu-
lar job finishes service, the remaining replicas are dis-
carded. The sizes of the replicas are independent and
exponentially distributed with unit mean. In the c.o.s.
version, the redundant replicas are already abandoned
as soon as the first replica starts its service. The sizes
of the replicas are also exponentially distributed with
unit mean but do not need to be independent. In either
case, each of the servers follows a FCFS discipline.

For compactness, denote by λtot :�∑S⊆{1,: : : ,N}λS the
total arrival rate, and define λ :� λtot=N. Because of
the Poisson splitting property, we can equivalently
think of the system as receiving jobs that arrive at rate
λtot and are replicated to the servers in S ⊆ {1, : : : ,N}
with probability pS :� λS=λtot.

Remark 1 (Power-of-d Policies). We observe that so-called
power-of-d policies are subsumed as an important special
case of our setup. These policies replicate jobs to a ran-
domly selected subset of d servers and have been
widely considered in the context of the supermarket
model with full flexibility and without any assign-
ment constraints (Gardner et al. 2017b). From a mod-
eling perspective, however, they can be recovered as
the special case where the job types correspond to all

K � N
d

( )
different subsets of {1, : : : ,N} of size d ≤N

and pS � 1=K for all such S. Our analysis is entirely
cast in terms of the probabilities pS, and it is immaterial
whether these arise from selective replication of jobs
(possibly nonuniform and/or randomized), underlying
assignment constraints, or a combination of these two
factors.

Remark 2 (Fully Flexible System). We will explore how
the system performance is impacted by the heteroge-
neity of the server speeds μ1, : : : ,μN and the assign-
ment constraints in terms of the probabilities (pS)S∈S .
We examine under what conditions on μ1, : : : ,μN
and pS performance of a fully flexible system can be

approached. The fully flexible system corresponds to a
scenario with homogeneous jobs that can be replicated to
all servers (i.e., λtot � λ{1,: : : ,N} and p{1,: : : ,N} � 1). With M/
M/C denoting a C server system subject to Markovian
arrival and departures processes, the system then behaves
as either an M/M/1 FCFS queue with service rate μtot :�∑N

n�1μn under the c.o.c. mechanism or as an M/M/N
FCFS queue with heterogeneous server speeds under the
c.o.s.mechanism.

The first-order performance criterion is the stability
condition (Adan and Weiss 2014, Gardner et al. 2016).

Assumption 1 (Stability Conditions). Throughout, we as-
sume that

Nλ
∑
S∈T

pS <
∑

n∈∪S∈T S
μn (1)

for all (nonempty) T ⊆ S or equivalently,

Nλ
∑
S:S⊆U

pS <
∑
n∈U

μn (2)

for all (nonempty) U ⊆ {1, : : : ,N}, which have been shown
to be necessary and sufficient conditions for the system to
be stable under the c.o.c. or c.o.s. mechanisms.

In particular, taking T � S or U � {1, : : : ,N}, we see
that λ < μ is a necessary condition, with μ :� μtot=N
denoting the average service rate across all servers.
Note that the left-hand side of (1) represents the total
arrival rate of job types S ∈ T , whereas the right-hand
side measures the aggregate service rate of the servers
that can help in handling jobs of these types. Likewise,
the right-hand side of (2) represents the aggregate
service rate of the servers in the setU, whereas the left-
hand side captures the total arrival rate of job types
that can be handled by these servers only.

As noted earlier, the c.o.s. version amounts to a JSWpol-
icy with partial selection of servers, which is covered by
the framework of state-dependent assignment strategies
by Foss andChernova (1998). Their stability criteria for sys-
tems with “partial accessibility” indicate that the condi-
tions are in fact necessary and sufficient for arbitrary job
size distributions. Because of the possibly concurrent exe-
cution of replicas under the c.o.c. policy, the corresponding
stability conditions for nonexponential job size distribu-
tions are challenging andhave remained elusive so far.

In the power-of-d scenario discussed, the stability
conditions in (1) and (2) reduce to a set of justN − d+ 1
inequalities

Nλ

j
d

( )
N
d

( ) <∑j
n�1

μ(n)
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for j � d, : : : ,N, withμ(n) denoting the nth smallest serv-
ice rate among the N servers. These inequalities reflect
that the aggregate service rate of the j slowest servers
should exceed the total arrival rate of jobs that are
replicated to these servers only. In the case of identical
service rates μn ≡ μ for all n � 1, : : : ,N, the inequality
for j �N is themost stringent one, yielding the stability
condition λ < μ, independent of the value of d, which
is consistent with the result obtained by Gardner et al.
(2017b) and Anton et al. (2021).

2.2. Further Related Literature
The c.o.s. version of redundancy scheduling basically
emulates a JSW policy, which in turn, roughly behaves
as a (weighted) JSQ policy, especially in a heavy-traffic
regime. This is reflected by the fact that the mentioned
framework of state-dependent assignment strategies by
Foss andChernova (1998) not only covers the JSWpolicy
but also, the JSQ policy. Indeed, the stability conditions
for the JSQ policy coincide with (1) and (2) for the JSW
policy; see also Bramson (2011) and Cruise et al. (2020).
The resemblance further manifests itself in the similarity
between the process-level limits and state space collapse
results for the c.o.s. mechanism in power-of-d settings
and those for JSQ(d) policies (i.e., power-of-d versions of
JSQ strategies) (Atar et al. 2019a, b). Further heavy-
traffic results for JSQ(d) policies are obtained by Hur-
tado-Lange andMaguluri (2021) in a discrete-time setup
as well as by Chen and Ye (2012) and Sloothaak et al.
(2021) for nonuniform sampling variants.

Unlike the situation for redundancy scheduling, the
existing literature does contain some results on the per-
formance impact of assignment constraints on JSQ strat-
egies that go beyond power-of-d settings, albeit in a
many-server scenario rather than a heavy-traffic regime.
Specifically, Turner (1998), Gast (2015), Mukherjee et al.
(2018), and Budhiraja et al. (2019) consider JSQ policies
in network scenarios where the servers are arranged in a
graph structure and each receive arriving jobs, which
can be forwarded to their neighbors. In other words, the
selection of subsets of servers is not done uniformly at
random as in power-of-d policies but governed by the
neighborhood sets in a network graph with the servers
as nodes. These network models can be viewed as a fur-
ther class of special instances within the framework that
we consider, with identical server speeds, uniform loads
across the various job types, and a one-to-one corre-
spondence between job types and servers.

The results of Turner (1998), He and Down (2008),
and Gast (2015) pertain to certain fixed-degree graphs,
in particular line graphs (He and Down 2008) and ring
topologies (Turner 1998, Gast 2015). Their results dem-
onstrate that the performance sensitively depends on
the underlying graph topology and that sampling from

fixed neighborhood sets is typically outperformed by
resampling the same number of alternate servers across
the entire system.

In contrast, the results byMukherjee et al. (2018) and
Budhiraja et al. (2019) focus on cases where the degrees
may grow with the total number of servers. Their
results establish for a many-server regime conditions
in terms of the density and topology of the network
graph in order for JSQ and JSQ(d) policies to achieve
asymptotically similar performance as in a fully con-
nected graph. From a high level, conceptually related
graph conditions for asymptotic optimality were ex-
amined using quite different techniques by Tsitsiklis
and Xu (2013, 2017) in a dynamic scheduling frame-
work (as opposed to a load-balancing context).

The recent papers by Weng et al. (2020) and Rutten
and Mukherjee (2022) consider the same general setup
with a bipartite compatibility graph as in the present
paper, but they pursue a many-server regime and
obtain results extending those by Mukherjee et al.
(2018) and Budhiraja et al. (2019) to this more general
setup. Informally speaking, both studies identify condi-
tions in terms of the connectivity properties of the
bipartite compatibility graph for similar performance
to be achievable as in a fully flexible system. More spe-
cifically, Rutten and Mukherjee (2022) focus on scenar-
ios with identical server speeds and uniform loads
across the various job types, and they establish process-
level limits indicating convergence of the system occu-
pancy under JSQ(d) policies to that in the supermarket
model with full flexibility. Weng et al. (2020) allow for
heterogeneous server speeds and arbitrary load distri-
butions, and they demonstrate that speed-aware ex-
tensions of the JSQ and Join-the-Idle-Queue strategies
achieve vanishingwaiting times andminimumexpected
sojourn times. Interestingly, the results by Weng et al.
(2020) and Rutten andMukherjee (2022) also entail a cer-
tain notion of universality, with similar achievable per-
formance as in a fully flexible system under relatively
sparse assignment constraints. However, in the many-
server regime, this universality property does not mani-
fest itself in terms of a state space collapse of the queue
lengths but rather, the fluid-scaled system occupancy
showing no queue buildup.

In summary, we map out the existing work in
Figure 1 along two dimensions, with JSQ versus redun-
dancy policies as the vertical axis and the many-server
versus heavy-traffic regime as the horizontal axis. Liter-
ature focusing on the power-of-d setting for the JSQ
and redundancy policies, demarcated by dashed lines,
is present in all four quadrants and reveals interesting
similarities and contrasting features. The results by
Eschenfeldt and Gamarnik (2017) and Hellemans and
Van Houdt (2021) are positioned at the border of both
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limiting regimes as they cover systems operating under
the heavy-traffic many-server regime for the JSQ(d)
policy and c.o.s. policy, respectively. However, the per-
formance impact of general assignment constraints and
heterogeneous server speeds, which falls outside the
dashed lines in Figure 1, has mainly been pursued for
JSQ-like strategies in a many-server regime and has
barely received any attention so far for redundancy
strategies or in a heavy-traffic regime. The only excep-
tion is the work by Afèche et al. (2021), who consider
the design of reward-optimal bipartite compatibility
graphs. However, their study is focused on expected
delay as an optimization criterion, and they do not con-
sider convergence of multidimensional queue-length
processes for arbitrary assignment constraints and as-
sociated state space collapse properties.

2.3. Product-Form Distributions
In preparation for our analysis, we review in this subsec-
tion the existing product-form distributions for redun-
dancy systemswith assignment constraints as described.

2.3.1. Redundancy Cancel-on-Completion. The occu-
pancy of the system at time t under the redundancy
c.o.c. policy may be represented in terms of a vector
(c1, : : : , cM(t)), with M(t) denoting the total number of
jobs, including the ones in service, in the system at time
t and cm ∈ S indicating the type of the mth oldest job
at that time. It was shown by Gardner et al. (2016) that,
if the stability conditions (1) and (2) are satisfied, the
stationary distribution of the system occupancy is

πc:o:c:(c) � πc:o:c:(c1, : : : , cM) � C
∏M
i�1

Nλpci
μ(c1, : : : , ci), (3)

with C a normalization constant corresponding to the
state without any job present and

μ(c1, : : : , ci) �
∑

n∈∪i
m�1 {cm}

μn: (4)

Figure 2 visualizes two different representations of a
particular state for a system with n � 3 servers and the
assignment constraints depicted at the top of Figure
2(a). Figure 2(a) shows how the replicas, belonging to
the jobs in state c, are stored in separate queues in
front of each of the compatible servers. Figure 2(b) vis-
ualizes the same state c from a modeling perspective
where all the jobs are stored in a virtual central queue
in order of arrival.

2.3.2. Redundancy Cancel-on-Start. As soon as a copy
starts service at one of its compatible servers, the
remaining replicas are instantaneously discarded from
the system under the redundancy c.o.s. policy. In a sit-
uationwhere all servers are busy, a server that becomes
available selects the longest waiting compatible job.
Whenever a new job arrives and several compatible
servers are idle, an assignment rule must be specified.
Within the literature, three prominent rules can be dis-
tinguished: (i) assign uniformly at random, (ii) assign
according to the so-called assignment condition (Vissch-
ers et al. 2012), and (iii) ALIS. In the present paper,
we will focus on assignment rule (iii). The product
form of an FCFS-ALIS policy for general assignment
constraints was first derived by Adan andWeiss (2014);
later, it was argued by Adan et al. (2018) and Ayesta
et al. (2018) that it is equivalent to the product form

Figure 1. (Color online) A Taxonomy of the Literature on Scheduling Policies with Assignment Constraints in Asymptotic
Regimes

Notes. The literature on power-of-d (Pod) settings is demarcated by the dashed lines. (I. Afèche et al. 2021; II. Atar et al. 2019b; III. Ayesta et al.
2018; IV. Budhiraja et al. 2019; V. Chen and Ye 2012; VI. Eschenfeldt and Gamarnik 2017; VII. Gardner et al. 2017b; VIII. Gast 2015; IX. He and
Down 2008; X. Hellemans et al. 2019; XI, XII. Hellemans and Van Houdt 2018, 2021; XIII. Hurtado-Lange andMaguluri 2021; XIV. Mitzenmacher
2001; XV. Mukherjee et al. 2018; XVI. Rutten and Mukherjee 2022; XVII. Sloothaak et al. 2021; XVIII. Turner 1998; XIX. Vvedenskaya et al. 1996;
XX.Weng et al. 2020).
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under the redundancy c.o.s. policy with assignment
rule (iii).

The occupancy of the system at time t under assign-
ment rule (iii) can be represented as (c1, : : : , cM̃(t);u1, : : : ,
uL(t)), with M̃(t) and L(t) denoting the total number of
waiting jobs and the number of idle servers at time t,
respectively. The type of the mth oldest waiting job is
given by cm ∈ S and ul ∈ {1, : : : ,N} represents the lth
longest waiting idle server. Note that none of the wait-
ing jobs can be compatible with one of the idle servers
and that the state descriptor omits the types of jobs that
are in service. It was shown by Gardner and Righter
(2020) that, if the stability conditions (1) and (2) are
satisfied, the stationary distribution of the system occu-
pancy is

πc:o:s:(c,u) � πc:o:s:(c1, : : : , cM;u1, : : : ,uL)

� C′∏M̃
i�1

Nλpci
μ(c1, : : : , ci)

∏L
l�1

μul

λC(u1,: : : ,ul)
, (5)

with C′ a normalization constant corresponding to the
state where all servers are busy and no jobs are wait-
ing, μ(c1, : : : , ci) as in (4), and λC(u1,: : : ,ul) the arrival rate
of jobs that are compatible with (at least one of) the
idle servers (u1, : : : ,ul): that is,

λC(u1,: : : ,ul) �Nλ
∑

S:S∩{u1, : : : ,ul}≠∅
pS:

3. Main Results
We now provide an overview of the main results, rele-
gating the proofs to later sections. We first introduce
some useful notation. Let (QS)S∈S and (Q̃S)S∈S be ran-
dom vectors with the stationary distribution of the total
number of jobs of each type and the total number of

waiting jobs of each type, respectively. Let (Rn)n�1,: : : ,N
be a random vector with the joint stationary distribu-
tion of the number of replicas assigned to each server.
Note that not all Rn replicas assigned to server n will
necessarily receive (let alone complete) service at that
server before being discarded from the system because
of the redundancy policy. The random variables with
the stationary distribution of the sojourn time andwait-
ing time of an arbitrary type S job are denoted by VS

andWS, respectively.
For compactness, with minor abuse of notation,

define pT :�∑S∈T pS as the fraction of jobs that belong to
the subset of job types T ⊆ S. Also, define

μT :� ∑
n∈∪S∈T S

μn

as the aggregate service rate of the servers that are
compatible with the subset of job types T ⊆ S.

Definition 1 (Critical Subset and Critical Arrival Rate). The
ratio ρT :� pT =μT

is called the capacity ratio of the sub-
set of job types T ⊆ S. The subset T ∗ :� argmaxT ⊆SρT

with the maximum capacity ratio is called the critical sub-
set, and λ∗ � 1=(NρT ∗ ) � μT ∗=(NpT ∗ ) is called the critical
(normalized) arrival rate.

Note that the stability conditions (1) and (2) may be
equivalently written as λ < λ∗.

3.1. Heavy-Traffic Regime Under the Local
Stability Conditions

In this subsection, we assume that the probabilities
(pS)S∈S and the server speeds μ1, : : : ,μN satisfy the
so-called local stability conditions.

Figure 2. (Color online) Representations of the Redundancy c.o.c. Policy

(a) (b) (c)

Notes. (a) Representation with one queue per server and replicas. (b) Central queue representation. (c) The capacity region enclosed by the stabil-
ity conditions (1) and (2). With the assignment constraints as indicated in panel (a) with n � 3 servers, panels (a) and (b) give two different repre-
sentations of the state c � ({1, 2}, {1, 2},{2, 3}, {1, 2}) of the system operating according to the redundancy c.o.c. policy. The notation {i, j}k stands
for the kth arrival of a type {i, j} job. For the initial arrival rate vectors 3λ(p{1,2},p{2,3}) given by x and $ in panel (c), the critical normalized arrival
rates λ∗ are equal to μ and (μ2 +μ3)=(3p{2,3}), respectively. (a) Representation with one queue per server and replicas. (b) Central queue represen-
tation. (c) The capacity region enclosed by the stability conditions in (1) and (2).
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Assumption 2 (Local Stability Conditions). For all (non-
empty) T (S,

pT <
1
Nμ

μT (6)

with μ � 1
Nμtot the average service rate as defined earlier, or

equivalently, for all (nonempty) U( {1, : : : ,N},∑
S:S⊆U

pS <
1
Nμ

∑
n∈U

μn: (7)

Note that we restrict to strict subsets T (S and
U( {1, : : : ,N}, as (6) and (7) hold with equality in
cases T � S and U � {1, : : : ,N}, respectively, by defini-
tion of the average service rate μ. Then, ρT < 1=(Nμ) �
ρS for all T (S, so that the critical “subset” is T ∗ � S

and the critical normalized arrival rate is λ∗ � μ.
Also, the inequalities in (6) and (7) imply that the

stability conditions in (1) and (2) are satisfied for any
λ < μ (i.e., as long as the total arrival rate is strictly less
than the aggregate service rate). More specifically, the
strict inequalities in (6) ensure that as λ ↑ μ, for all
(nonempty) T (S, the total arrival rate of the job types
in T remains bounded away from the aggregate serv-
ice rate of the servers that can help in handling jobs of
these types. More formally, it can be deduced that
there exists an ε > 0 such that for all T (S, we have
that NμpT + ε < μT and hence, also NλpT + ε < μT for
all λ ≤ μ. Although the expression is closely related to
the form of the inequalities in (6) and (7), it can be
rewritten in a form that is better suited for application
in the proofs later on. There exists an ε > 0 such that for
all T (S, we have that (NμpT )=μT < 1− ε. Similarly,
the strict inequalities in (7) guarantee that as λ ↑ μ, for
all (nonempty) U( {1, : : : ,N}, the aggregate service
rate of the servers in the set U remains bounded away
from the total arrival rate of job types that can be
handled by these servers only. Thus, the inequalities in
(6) and (7) ensure that there are no local capacity bottle-
necks and that as λ ↑ μ, only the inequalities in (1) and
(2) for T � S and U � {1, : : : ,N}, respectively, are tight
in the limit. We will henceforth refer to the inequalities
in (6) and (7) as the local stability conditions.

For later use, we observe that the inequalities in (6)
may also be written in the less intuitive but equivalent
form

1
Nμ

∑
n∈ ∪S:S∉T ′S( )c

μn <
∑
S∈T ′

pS

for all (nonempty) T ′ � T c
(S. These inequalities

reflect that for all (nonempty) T ′, the total arrival rate of
job types S ∈ T ′ as λ ↑ μ should become strictly higher
than the aggregate service rate of the servers that are

able to handle jobs of these types only. In particular,
taking T ′ � {S0}, we obtain

1
Nμ

∑
n∈N c

S0

μn < pS0 , (8)

with N S0 � ∪S∈S\S0S and S0 an arbitrary job type
belonging to S. Likewise, the conditions in (7) may be
rewritten as

1
Nμ

∑
n∈U′

μn <
∑

S:S∩U′≠∅
pS

for all (nonempty) U′ �Uc( {1, : : : ,N}. These inequal-
ities indicate that for all (nonempty) U′( {1, : : : ,N},
the aggregate service rate of the servers in the set U
should become strictly lower than the total arrival rate
of the job types that can be handled by at least one of
these servers as λ ↑ μ. In particular, taking U′ � {n0},
we see that any server n0 (with a strictly positive speed
μn0 > 0) must be able to handle at least one job type S
(with a strictly positive arrival probability pS > 0).

The next theorem establishes that detailed perform-
ance metrics, such as the queue lengths and delays, are
not strongly affected by the exact values of the proba-
bilities (pS)S∈S as long as the local stability conditions

(6) and (7) hold. We will write →d to denote conver-
gence in distribution of random variables, and Exp(1)
will represent a unit-mean exponentially distributed
random variable.

Theorem 1. If the local stability conditions (6) and (7)
hold, then for both the c.o.c. and c.o.s. mechanisms,

1 − λ

μ

( )
(QS)S∈S →d Exp(1)(pS)S∈S ,

as λ ↑ μ.
The theorem shows that the joint distribution of the

number of jobs of each type, under both the c.o.c. and
c.o.s. mechanisms, exhibits state space collapse in a
heavy-traffic regime. Moreover, the joint stationary
distribution coincides in the limit with the joint distri-
bution of a multiclass M/M/1 queue with arrival rate
Nλ, service rate Nμ, and class probabilities (pS)S∈S ,
provided the local stability conditions (6) and (7) are
satisfied. In particular, the total number of jobs, prop-
erly scaled, tends to an exponential random variable in
the limit, and thus, the number of jobs of each type has
an exponential limiting distribution as well.

Theorem 1may be interpreted as follows. It is highly
unlikely that any server is idling when the total num-
ber of jobs is large because of the natural diversity in
job types and the fact that any server is able to handle
at least one job type as noted. In fact, although the
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parallel-server system with a c.o.c. mechanism is not
work conserving, the probability of any server being
idle will vanish in the heavy-traffic limit. This can be
formalized based on the arguments used to prove The-
orem 1. For the c.o.s. mechanism, this is already shown
in theorem 3.1 of Adan and Weiss (2014). Hence, the
system will operate at the full aggregate service rate
Nμ with high probability when the total number of
jobs is sufficiently large. This explains why the total
number of jobs behaves asymptotically the same as in
anM/M/1 queue with arrival rateNλ and service rate
Nμ, and in particular, follows the well-known scaled
exponential distribution in the limit. In the special case
of the power-of-d policy, this result was already shown
byAyesta et al. (2018) for the c.o.s. mechanism.

What is far less evident, however, is the state space
collapse (i.e., the proportion of type S jobs present in
the system coincides with the corresponding arrival
probability pS for each job type S ∈ S, like in a multi-
class M/M/1 queue with an FCFS discipline). In order
to provide an informal explanation, suppose that for a
particular type S0, the proportion of jobs is signifi-
cantly lower than the corresponding arrival proba-
bility pS0 , whereas the total number of jobs is large.
Hence, in order to observe this unexpectedly low frac-
tion of type S0 jobs, a large number of these type S0
jobs have been completed that arrived after jobs of
other types that are still in the system. This, in turn,
implies that type S0 jobs will only receive a nonvanish-
ing fraction of the capacity of the servers in N c

S0 that
cannot handle jobs of any other types, as all other com-
patible servers are processing earlier arrived jobs of
different types. Here, N S0 is defined as ∪S∈S\{S0}S, the
set of all servers compatible with the job types S \ {S0}.
Because the type S0 jobs are not accumulating in the
system, the aggregate service rate of the servers inN c

S0
is no less than the arrival rate of the type S0 jobs (i.e.,
the inequality in (8) is violated), which yields a contra-
diction. Hence, we conclude that for none of the job
types, the proportion of jobs can be significantly lower
than the corresponding arrival probability, meaning
that the state space collapse occurs.

The local stability conditions (6) and (7)may be inter-
preted as so-called CRP conditions. Such conditions
have emerged as an ubiquitous concept in the heavy-
traffic behavior of stochastic networks and in parti-
cular, play a paramount role in the occurrence of a
(one-dimensional) state space collapse. CRP conditions
have been formulated in roughly three different, yet re-
lated, ways in the literature: (i) linear programming
characterizations, (ii) geometric interpretations, and
(iii) systems of linear inequalities. All three notions per-
tain to the relative position of the critical load vector
on the boundary of the capacity region of the system
and obviously, involve the relevant system parameters

(e.g., service rates, compatibility constraints between
job types and servers, and proportions of job types).
However, the various representations differ in the
degree to which either the parameter values or the
intrinsic properties of interest are explicitly covered.

The first type of characterization as introduced by
Harrison (1998) andHarrison and López (1999) requires
that the solution to a certain linear program (the dual
version of a linear program describing feasible resource
allocation options) is unique. The second representation
stipulates that the normal vector to the boundary of
the capacity region at the critical load vector is unique
with strictly positive components; see, for instance,
Mandelbaum and Stolyar (2004), Stolyar (2004), and
Hurtado-Lange and Maguluri (2020). The third kind of
characterization involves a system of linear equalities in
terms of the system parameters; see, for instance, the
seminal papers by Laws (1992) and Kelly and Laws
(1993), which refer to these inequalities as “generalized
cut constraints,” and themore recent studies by Shi et al.
(2019), Banerjee et al. (2020), and Varma and Maguluri
(2021), which develop related notions.The local stability
conditions (6) and (7) are similar in spirit as the ones in
the latter category, which take a particularly convenient
form in the context of a parallel-server system.We have
opted to state the CRP condition in this form because
the linear equalities provide an explicit characterization
in terms of the system parameters, which is straightfor-
ward to verify and additionally captures how the CRP
condition is used in the proof arguments. However, the
local stability conditions can be shown to be equivalent
to a conceptually similar linear programming construc-
tion as in (i) or a geometric representation in a similar
vein as in (ii). The latter two characterizations, both spe-
cialized to the setting of a parallel-server system with
compatibility constraints, are provided and further dis-
cussed in Section EC.1 of the e-companion, where the
equivalence with the inequalities in (6) and (7) is also
established.

3.2. Heavy-Traffic Regime in a General Scenario
Although the local stability conditions (6) and (7) are
natural and desirable design objectives, one can defi-
nitely conceive scenarios where these inequalities may
not be satisfied. In order to illustrate this, Figure 2(c)
visualizes the capacity region for the system depicted in
Figure 2(a). As can be seen here, for probabilities (pS)S∈S
for which the vector λ(pS)S∈S lies within the cone region
(indicated in gray), this vector λ(pS)S∈S will indeed
reach the boundary of the capacity region correspond-
ing to the stability condition λ < μ when λ increases. In
other words, the local stability conditions are met. This
implies that the critical subset is T ∗ � S and the normal-
ized critical relative arrival rate is λ∗ � μ. For proba-
bilities (pS)S∈S with corresponding arrival rate vectors
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outside this cone region, however, the vector λ(pS)S∈S
could already reach the boundary of the capacity region
when λ approaches some λ∗ < μ, and hence, T ∗ is a
strict subset of S. In general, starting from the stability
conditions in (1) and increasing λwill result in a subset
T ∗ ⊆ S of job types such that the inequalityNλpT ∗ < μT ∗

becomes tight when λ ↑ λ∗. Note that T ∗ and λ∗ are pre-
cisely the critical subset and critical normalized arrival
rate as defined in Definition 1.

We now extend Theorem 1 to such a scenario with
λ∗ < μ and T ∗ ≠ S under the followingmild assumption.

Assumption 3. Let the capacity ratio ρT for all T ⊆ S and
the critical subset T ∗ be as specified in Definition 1. Then,
the subset T ∗ that maximizes the capacity ratio ρT is
unique (i.e., the vector of critical arrival rates can reach any
point on the boundary of the capacity region except for its
extreme vertices).

Theorem 2. Let T ∗, pT ∗ , and λ∗ be as in Definition 1, satis-
fying Assumption 3. Then, for both the c.o.c. and c.o.s.
mechanisms,

1− λ

λ∗

( )
(QS)S∈S � 1− λ

λ∗

( )
(QS)S∈T ∗ , (QS)S∉T ∗
( )

→d Exp(1) pS
pT ∗

( )
S∈T ∗

, (0)S∉T ∗

( )
,

as λ ↑ λ∗.

Hence, a similar state space collapse occurs as in
Theorem 1 for the number of jobs of each type in T ∗.
On the other hand, the number of jobs of types not in
T ∗ (i.e., job types for which the aggregate arrival rate
to the compatible servers is subcritical) becomes negli-
gible after scaling.

From Theorem 2, we can derive the following two
corollaries.

Corollary 1. Let T ∗, pT ∗ , and λ∗ be as in Definition 1, satis-
fying Assumption 3. Then, for both the c.o.c. and c.o.s.
mechanisms,

1− λ

λ∗

( )
(Rn)n�1,: : : ,N →d Exp(1)(qn)n�1,: : : ,N,

as λ ↑ λ∗, with qn �∑S∈T ∗:n∈S
pS
pT ∗ , n � 1, : : : ,N.

Note that the summation in the definition of qn is
equal to zero when server n is not compatible with any
of the job types in T ∗. Hence, its queue length becomes
negligible, after scaling, in the heavy-traffic regime.

By virtue of the distributional form of Little’s law
(Keilson and Servi 1988), the sojourn time and waiting
time of a type S job, properly scaled, also have an ex-
ponential distribution in the limit when S ∈ T ∗. When
S ∉ T ∗, we know from the previous result that the
(scaled) queue lengths at its compatible servers are

zero; hence, its (scaled) sojourn time and waiting time
are zero as well.

Corollary 2. Let T ∗, pT ∗ , and λ∗ be as in Definition 1, satis-
fying Assumption 3. Then, for both the c.o.c. and c.o.s.
mechanisms, for S ∈ T ∗,

1− λ

λ∗

( )
VS →d ρT ∗Exp(1), 1− λ

λ∗

( )
WS →d ρT ∗Exp(1),

and for S ∉ T ∗,

1− λ

λ∗

( )
VS →d 0, 1− λ

λ∗

( )
WS →d 0,

as λ ↑ λ∗.

This result shows that, for instance, when the local
stability conditions in (6) and (7) hold (i.e., T ∗ ≡ S), the
sojourn time and waiting time of a particular type of
job asymptotically do not depend on the probabilities
(pS)S∈S in any way as ρT ∗ � pT ∗=μT ∗ � 1=(Nμ). Thus,
surprisingly, jobs of types with more compatible serv-
ers do not enjoy significantly shorter waiting times or
sojourn times in the limit.

The proof of Theorem 2 for the c.o.c. mechanism,
presented in Section 4, relies on a specific enumera-
tion of all possible job configurations, which yields a
particularly convenient form of the joint PGF of the
number of jobs of each type as provided in the next
proposition.

Proposition 1. Assuming that the stability conditions (1)
and (2) are satisfied, the joint PGF of the number of jobs of
each type for the redundancy c.o.c. policy is given by

E

∏
S∈S

zQS
S

[ ]
� f (z)
f (1) , (9)

where z and 1 are |S |-dimensional vectors with entries
|zS | ≤ 1 and

f (z) � 1+∑|S |

m�1

∑
S∈Sm

∏m
j�1

NλpSjzSj
μ(S1, : : : ,Sj)

∏m
j�1

1− Nλ

μ(S1,: : : ,Sj)
∑j
i�1

pSizSi

( )−1
:

The m-dimensional vector S consists of m different job
types, and the set consisting of all these vectors is denoted
by Sm.

An interpretation of this PGF in terms of the ordered
vectors S of job types and geometrically distributed
random variables can be found in Section EC.2 of the
e-companion. The proof of Proposition 1 for the c.o.c.
mechanism and the close relationship between the
product-form expressions (3) and (5) can be exploited
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to prove Theorem 2 for the c.o.s. mechanism. This deri-
vation is given in Section EC.3.1 of the e-companion.
Moreover, a proof technique similar to the one outlined
for the c.o.c. mechanism can also be applied to prove
the results for the c.o.s. mechanism, where first, the
joint PGF of the number of waiting jobs is derived
before taking the appropriate limit. This proof is de-
ferred to Section EC.3.2 of the e-companion.

Having exact expressions for the PGFs of the num-
ber of jobs of each type as in Proposition 1 and Propo-
sition EC.1 in the e-companion allows us the establish
convergence of the (scaled) nth moments of both the
total number of jobs, Q, and QS, besides the conver-
gence in distribution in Theorem 1.

Theorem 3. If the local stability conditions (6) and (7)
hold, then for both the c.o.c. and c.o.s. mechanisms,

lim
λ↑μ

E 1 − λ

μ

( )
Q

( )n[ ]
� n! � E Exp(1)( )n[ ]

and

lim
λ↑μ

E 1 − λ

μ

( )
QS

( )n[ ]
� n!(pS)n � E Exp(1)pS( )n[ ]

for any n ≥ 1 and S ∈ S.

The proofs of Theorem 3, including explicit expres-
sions for the nth moments of Q and QS, are deferred
to Section EC.4 of the e-companion.

The results focus on the job types that experience
critical load and show that the contribution of the non-
critical job types to the total number of jobs becomes
negligible after scaling. Hence, the full system com-
prises two subsystems. The critical subsystem consists
of all job types in T ∗ and their compatible servers,
and the noncritical subsystem consists of all job types
S \ T ∗ and their compatible servers. Note that the
server sets of both subsystems do not need to be dis-
joint. However, along the same lines as the proof of
Theorem 2, it can be shown that the noncritical subsys-
tem in the heavy-traffic regime operates as an isolated
system with servers that are only compatible with
types outside of T ∗, referred to as the truncated system,
as formalized in the following theorem.

Theorem 4. Let T ∗, pT ∗ , and λ∗ be as in Definition 1, satis-
fying Assumption 3. For the c.o.c. policy,

1− λ

λ∗

( )
(QS)S∈T ∗ , (QS)S∉T ∗

( )
→d Exp(1) pS

pT ∗

( )
S∈T ∗

, (Q∗
S)S∉T ∗

( )

as λ ↑ λ∗, and for the c.o.s. policy,

1− λ

λ∗

( )
(Q̃S)S∈T ∗ , (Q̃S)S∉T ∗

( )
→d Exp(1) pS

pT ∗

( )
S∈T ∗

, (Q̃∗
S)S∉T ∗

( )

as λ ↑ λ∗. Here, Q∗
S and Q̃

∗
S denote the number of type S

jobs and the number of waiting type S jobs, respectively, in
a truncated system as described.

The theorem implies that the full system decom-
poses into two disjoint and independent subsystems
in the heavy-traffic regime. A more formal definition
of the truncated system, additional information, and a
sketch of the proof are deferred to Section EC.5 of the
e-companion.

3.3. Numerical Results and Discussion
In this subsection, we present numerical results to illus-
trate the heavy-traffic limits and discuss some design
implications.

3.3.1. Numerical Illustration. We focus on a system
with three identical servers and two job types labeled
{1, 2} and {2, 3} as schematically represented in Figure
2(a). For each arriving job, replicas are assigned to either
servers 1 and 2 or servers 2 and 3 depending on its type.
The joint stationary distribution of the number of jobs
under the c.o.c. mechanism can be derived through
some straightforward but tedious calculations from the
more detailed stationary distribution (3). Specifically,
P{(Q{1,2},Q{2,3}) � (q,q′)} equals
C if q � q′ � 0

C
Nλp{1,2}

2μ

( )q
if q ≥ 1,q′ � 0

C
Nλp{2,3}

2μ

( )q′
if q � 0,q′ ≥ 1

C
Nλp{1,2}

3μ

( )q Nλp{2,3}
3μ

( )q′[∑q
k�1

q+ q′ − k− 1

q′ − 1

( )
3
2

( )k

+∑q′
k�1

q+ q′ − k− 1

q− 1

( )
3
2

( )k]
if q,q′ ≥ 1:

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩
The normalization constant C is given by

3(2μ −Nλp{1,2})(2μ −Nλp{2,3})(μ − λ)
(Nλ)2p{1,2}p{2,3}μ + 12μ2(μ − λ) ,

as was also established by Gardner et al. (2016). In order
to produce numerical results, we set the values of the
job type fractions to p{1,2} � 7=12 and p{2,3} � 5=12, satis-
fying the local stability conditions in (6) and (7), which
in this particular case, read p{1,2},p{2,3} < 2=3.

Figure 3, (a) and (b) corroborates the state space col-
lapse result. The (scaled) probability mass function
strongly concentrates around the dashed line {(p{1,2},
p{2,3})x : x ≥ 0} with slope 5/7, which represents the
heavy-traffic limit. Remarkably, this not only holds for
a high load of 0.99 but already manifests itself for a
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moderate load value of 0.6 (note the 10-fold difference
in scale).

Figure 3, (c) and (d) confirms that the total number
of jobs, properly scaled, converges to a unit exponen-

tial random variable i:e:, 1− λ
μ

( )
Qλ → Exp(1)

(
as λ ↑ μ

)
,

with Qλ �Q{1,2} +Q{2,3}. We observe that the heavy-
traffic approximation

P Qλ ≥ q
{ } � P 1−λ

μ

( )
Qλ ≥ 1−λ

μ

( )
q

{ }

≈ P Exp(1) ≥ 1−λ

μ

( )
q

{ }
� e−(1−

λ
μ)q (10)

is not only nearly exact for high load values, like 0.99
and 0.95, but also fairly close for moderate load values,
like 0.8 and 0.6, outside the asymptotic regime. Only
for the tail probabilities does the accuracy starts to
diminish. Note that for a load value of 0.6, the proba-
bility that, for instance, q � 15 is exceeded is around
4:7 × 10−4.

The system with three servers and two job types is
admittedly a toy model. The product-form distribu-
tions in (3), in fact, hold for systems of any size and
arbitrary compatibility constraints. As noted earlier,
however, these expressions do not lend themselves
well for computational purposes in more complex
situations.

3.3.2. Simulation Results. For the c.o.s. mechanism,
we conducted simulations for systems with n � 4, 10,
or 20 homogeneous servers and a variety of compati-
bility graphs. These compatibility graphs range from
fairly sparse (e.g.,N job types with type n jobs only com-
patible with servers n and n + 1) to fairly dense (e.g.,
power-of-d setting with d close to N). It is observed that

for a small system, the heavy-traffic limit in (10) pro-
vides a reasonable approximation for the total number

of jobs in the system i:e:,Qλ ≈ Exp(1) 1− λ
μ

( )−1( )
. For

larger systems, this still seems to hold true when the
compatibility graph is rather dense, meaning that each
job type is compatible with a large fraction of servers.
However, when a type S job arrives with probability
pS, we observe that the number of type S jobs
is approximately equal to pSQλ. More detailed simu-
lation results are provided in Section EC.6 of the
e-companion.

3.3.3. Design Implications. The universality property
embodied in Theorem 1 implies that the performance
of a fully flexible system can asymptotically be
matched as long as the local stability conditions are
satisfied. In practical terms, this means that creating a
limited amount of flexibility in the assignment con-
straints, if done judiciously, is sufficient and that an
excess of flexibility yields only minor performance
gains. Similar observations have been made in the
context of process flexibility in manufacturing sys-
tems; see, for instance, Jordan and Graves (1995),
Graves and Tomlin (2003), Simchi-Levi and Wei
(2012), and Shi et al. (2019).

To illustrate the observation, suppose that we set
the probabilities as

pn � N − 1 − ε

N(N − 1)μμn for all n � 1, : : : ,N and

p{1,: : : ,N} � ε

N − 1
:

Hence, most jobs are assigned to a single server, and a
few jobs are replicated to all servers. Then, the average

Figure 3. (Color online) Numerical Illustration of the Result in Theorem 1

(a) (b) (c) (d)

Notes. The system consists of three identical servers, has type fractions (p{1,2},p{2,3}) � 7=12, 5=12( ) and a compatibility graph as indicated in
Figure 2. Panels (a) and (b) visualize the (scaled) joint probability mass function P{(Q{1,2},Q{2,3}) � (q,q′)} when λ � 0:6μ and λ � 0:99μ, respec-
tively. The (dashed) line with slope 5/7 depicts the limiting regime. Panels (c) and (d) give a comparison between the cumulative distributions of

the total number of jobs (solid line) and the random variable Exp(1) 1− λ
μ

( )−1
(dashed line) for various values of λ.
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replication degree is 1+ ε, whereas for all (nonempty)
subsetsU( {1, : : : ,N}, we have for any ε > 0,∑

S:S⊆U
pS �

∑
n∈U

pn � N − 1− ε

N(N − 1)μ
∑
n∈U

μn <
1
Nμ

∑
n∈U

μn,

implying that the local stability conditions in (7) are
satisfied.

Note that for ε � 0 and a setting with identical serv-
ers, the described scenario reduces to a system of N-
independent M/M/1 queues with arrival rate λ and
service rate μ. In that case, the number of jobs at each
server has a geometric stationary distribution with
parameter λ=μ and when scaled with 1−λ=μ, tends
to a unit-exponential distribution as λ ↑ μ. Thus, the
scaled total number of jobs converges to the sum of N-
independent unit-exponential random variables. In
contrast, for any ε > 0, Theorem 1 implies that the total
number of jobs tends to a single-unit exponential ran-
dom variable and is, hence, smaller by a factor N.

In the example, we observed that the performance
at high load is roughly similar for all values ε > 0 and
significantly better than for ε � 0. This observation is
reminiscent of the finding that a power-of-two policy
provides a significant improvement over purely random
assignment to a single server in a regimewhere the num-
ber of servers N grows large, whereas λ remains fixed
(Gardner et al. 2017b). (Interestingly, the significant ben-
efit of “just a little” flexibility has also been encountered
in different resource-sharing contexts; see, for instance,
Fleming and Simon (1999) and Tsitsiklis and Xu (2012).)
The fact that the heavy-traffic regime and a many-server
scenario point to similar behavior also suggests that it
would be interesting to explore joint scalings.

4. Proofs
The proof of the heavy-traffic result stated in Theorem 2,
which implies the result in Theorem 1, relies on a well-
suited expression for the joint PGF of the number of
jobs of each type. This expression, which may be of
independent interest, is provided in Proposition 1 and
involves a specific enumeration of all possible job con-
figurations as explained in the proof.

Proof of Proposition 1. Using the stationary distribu-
tion given in (3), the joint PGF of the number of jobs
of each type may be written as

E

∏
S∈S

zQS
S

[ ]
�∑∞

M�0

∑
(c1, : : : , cM)∈SM

πc:o:c:(c1, : : : , cM)
∏
S∈S

z
qcS
S ,

(11)

with z an |S |-dimensional vector with entries |zS | ≤ 1
and qcS the total number of type S jobs in state c � (c1, : : : ,
cM). The summation on the right-hand side in (11) over
all possible states can be conducted in three steps.

i. Fix the number of different job types m that occur
in the state c,m � 1, : : : , |S | .

ii. Fix m distinct job types and the order in which
they occur, S � [S1, : : : ,Sm]. This implies that the oldest
job in the system is of type S1; that the possible follow-
ing jobs are of the same type; and that the first time a
different type is observed, it will be a job of type S2, etc.
The set containing all these vectors of length m is
denoted by Sm.

iii. Sum over all states with this particular order. For
instance, for the vector [S1,S2,S3] ∈ S3 with only three
job types, one has to sum over all states

c � (S1, S1,S1︸︷︷︸
k1

,S2, × , × , ×︸��︷︷��︸
k2

,S3, ◦, ◦ ,◦︸�︷︷�︸
k3

),

where × denotes jobs of types S1 and/or types S2 and
◦ denotes jobs of types S1, S2, and/or S3. The values
k1, k2, and k3 can be any natural number.

The third step might warrant some illustration.
For example, the contribution of the ordered vector
[S1,S2,S3] to (11) can be computed by first determining
how many jobs there are present in total, M ≥ 3. Then,
the values of k1, k2, and k3 �M− k1 − k2 − 3 are set.
Finally, the k2 and k3 intermediate jobs are labeled as
type S1 or type S2 jobs and type S1, type S2, or type S3
jobs, respectively. Relying on (3), the total contribution
to (11) is then given by

C
∑∞
M�3

NλpS1zS1
μ(S1)

∑M−3

k1�0

[(
NλpS1zS1
μ(S1)

)k1
NλpS2zS2
μ(S1,S2)

∑M−3−k1

k2�0

[(
Nλ

μ(S1,S2)

)k2∑k2
l�0

(
k2

l

)
(pS1zS1 )l(pS2zS2 )k2−l

NλpS3zS3
μ(S1,S2,S3)

(
Nλ

μ(S1,S2,S3)

)k3
∑k3
l1�0

∑k3−l1
l2�0

[(
k3

l1, l2,k3 − l1 − l2

)
(pS1zS1)l1

(pS2zS2 )l2(pS3zS3 )k3−l1−l2
]]]

:

Applying the multinomium of Newton leads to

C
∏3
j�1

NλpSjzSj
μ(S1, : : : ,Sj)

∑∞
M�3

∑M−3

k1�0

[(
Nλ

μ(S1) pS1zS1
)k1

∑M−3−k1

k2�0

[(
Nλ

μ(S1,S2)

)k2
(pS1zS1 + pS2zS2)k2

(
Nλ

μ(S1,S2,S3)

)k3
(pS1zS1 + pS2zS2 + pS3zS3)k3

]]
:
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Interchanging the order of summation results in

C
∏3
j�1

NλpSjzSj
μ(S1, : : : , Sj)

∑∞
k1�0

NλpS1zS1
μ(S1)

( )k1[ ]

∑∞
k2�0

Nλ

μ(S1,S2)
( )k2

pS1zS1 + pS2zS2
( )k2[ ]

∑∞
k3�0

Nλ

μ(S1,S2,S3)
( )k3

pS1zS1 + pS2zS2 + pS3zS3
( )k3[ ]

:

Because of the stability conditions in (1) and (2), the
expression for the infinite geometric summay be applied
to obtain

C
∏3
j�1

NλpSjzSj
μ(S1, : : : ,Sj)∏3

j�1
1 − Nλ

μ(S1,: : : ,Sj) (pS1zS1+ ⋯ +pSjzSj)
( )−1

:

Generalizing the reasoning and applying the men-
tioned three steps will give an expression for (11),
namely

C

[
1 +∑|S |

m�1

∑
S∈Sm

∏m
j�1

NλpSjzSj
μ(S1, : : : , Sj)

∏m
j�1

(
1 − Nλ

μ(S1,: : : ,Sj)
∑j
i�1

pSizSi

)−1]
:

The three steps only consider states with at least one
job, and the contribution of the empty state can be
seen in the additional one. Now, substituting zS � 1 in
(11) for all S ∈ S should give one as a result, and this
yields an expression for the normalization constant C.
This concludes the derivation of the joint PGF (9). w

A similar result is derived by Ayesta et al. (2021)
concerning the generating function of both the total
and the waiting numbers of jobs of each type in the
token-based central queue setting, which includes
among others matching models and redundancy mod-
els. Because of a slightly different state description and
an alternative enumeration of the states, these generat-
ing functions still consist of infinite sums, including
general expressions for the probability that particular
servers are processing particular job types.

Circumventing the obstacles by directly using the
product-form expressions for the stationary distribu-
tion in (3) allows us to study the heavy-traffic limit in
Theorem 2 for redundancy c.o.c. by interchanging the
summation and limit operator in the expression pro-
vided in Proposition 1.

Proof of Theorem 2 (c.o.c. Mechanism). Let T ∗ ⊆ S be
the critical subset, pT ∗ , μT ∗ , and λ∗ � μT ∗=(NpT ∗ ) as

defined in Definition 1. We will prove the following
heavy-traffic behavior of the moment-generating func-
tion (MGF) of the number of jobs of each type (QS)S∈S :

E exp − 1− λ

λ∗

( )∑
S∈S

tSQS

( )[ ]
→ 1+∑

S∈T ∗

pS
pT ∗

tS

( )−1
, (12)

as λ ↑ λ∗ and tS ≥ 0 for all S ∈ S. Moreover, it can
easily be seen that the MGF of the random vector X :�
Exp(1)(pS=pT ∗ )S∈T ∗ , (0)S∉T ∗
( )

is given by

E

∏
S∈T ∗

exp −tS pS
pT ∗

Exp(1)
( )( )[ ]

� E exp − ∑
S∈T ∗

pS
pT ∗

tS

( )
Exp(1)

( )[ ]

� 1+∑
S∈T ∗

pS
pT ∗

tS

( )−1
: (13)

By Feller’s convergence theorem (Feller 1971), the

nonnegative random vector 1− λ
λ∗

( )
(QS)S∈S converges

in distribution to the random vector X when its MGF
converges pointwise to the MGF in (13). Hence, it is
sufficient to show that (12) holds in order to conclude
the result stated in Theorem 2.

To obtain the MGF of 1− λ
λ∗

( )
(QS)S∈S , define zS :�

exp − 1− λ
λ∗

( )
tS

( )
, and use the expression for the PGF in

(9). As we allow tS ≥ 0, it follows that |zS | ≤ 1. For any
m � 1, : : : , |S | , for any S � [S1, : : : ,Sm] ∈ Sm, and for
any j � 1, : : : ,m, it can be observed that

lim
λ↑λ∗

Nλ

μ(S1, : : : ,Sj)pSjzSj �
μT ∗

μ(S1, : : : ,Sj)
pSj
pT ∗

∈ (0,∞):

FromAssumption 3, it can be deduced that there exists
some ε > 0 such that for all T (T ∗, there holds that
Nλ∗pT
μT

� μT ∗
μT

pT
pT ∗ < 1− ε. Hence,

lim
λ↑λ∗ 1− Nλ

μ(S1,: : : ,Sj)
∑j
i�1

pSizSi

( )−1

�
∞ if {S1, : : : ,Sj} � T ∗,

1− μT ∗

μ(S1,: : : ,Sj)
∑j
i�1

pSi
pT ∗

( )−1
∈ (0,∞) otherwise:

⎧⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎩
Therefore, the dominating terms in both the numerator
and denominator of (9) in the heavy-traffic regime are
those with S ∈ Sm such that m ≥ |T ∗| and {S1, : : : ,S |T ∗ | }
� T ∗. Let ST ∗

denote the set of all vectors S that satisfy
this property. Note that if T ∗ is contained in S but not as
the |T ∗| first occurring job types, this S will only have a
finite contribution to the value in the numerator and
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denominator because of the observations. This leads to

lim
λ↑λ∗ E exp − 1− λ

λ∗

( )∑
S∈S

tSQS

( )[ ]

� lim
λ↑λ∗

∑
S∈ST ∗

∏ |S |
j�1

NλpSj zSj
μ(S1, : : : ,Sj)

∏ |S |
j�1 1− Nλ

μ(S1,: : : ,Sj)
∑j

i�1 pSizSi
( )−1

∑
S∈ST ∗

∏ |S |
j�1

NλpSj
μ(S1, : : : ,Sj)

∏ |S |
j�1 1− Nλ

μ(S1,: : : ,Sj)
∑j

i�1 pSi
( )−1 :

Because μ(S1, : : : ,S |T ∗ | ) � μT ∗ and
∑ |T ∗ |

i�1 pSi � pT ∗ , the
fraction can be rewritten as

lim
λ↑λ∗

∑
S∈ST ∗

∏ |S |
j�1

NλpSj zSj
μ(S1,:::,Sj)

∏
j�1
j≠ |T ∗ |

|S |
1− Nλ

μ(S1,::: ,Sj)
∑j

i�1pSizSi
( )−1

∑
S∈ST ∗

∏ |S |
j�1

NλpSj
μ(S1,:::,Sj)

∏
j�1
j≠ |T ∗ |

|S |
1− Nλ

μ(S1,:::,Sj)
∑j

i�1pSi
( )−1

·lim
λ↑λ∗

1− Nλ
μT ∗ pT ∗

1− Nλ
μT ∗
∑

S∈T ∗pSzS
:

The first limit evaluates to one because of the observa-
tions, and after applying l’Hôpital’s rule, the second
limit indeed evaluates to the right-hand side of (13).
This concludes the proof of Theorem 1. w

The proofs of Corollaries 1 and 2 are deferred to
Section EC.7 of the e-companion.

5. Outlook
The broader lay of the land and paucity of results for
parallel-server systems with arbitrary assignment con-
straints as visualized in Figure 1 suggest a few natural
directions for further research.

First of all, the papers of, in particular, Weng et al.
(2020) and Rutten and Mukherjee (2022) are the pri-
mary counterparts of the present paper for JSQ-type
strategies in a many-server scenario rather than redun-
dancy scheduling in a heavy-traffic regime. Surpris-
ingly, the results in these two papers also entail a
certain notion of universality, with similar achievable
performance as in a fully flexible system under rela-
tively stringent assignment constraints. Although this
universality property manifests itself in a different form
in a many-server scenario, it suggests that this para-
digm may not just apply to a given policy in a given
limiting regime but in fact, unifies and spans across
different conditions and different policies, with JSW
providing a natural bridge between JSQ and redun-
dancy scheduling as mentioned earlier. In particular,
we strongly conjecture that similar heavy-traffic results
as derived in the present paper for redundancy sched-
uling hold for JSQ policies (up to speed-dependent
weight factors), except that these would need to be
established in terms of process-level limits as they are

obtained by Atar et al. (2019b) for power-of-d settings in
the absence of any explicit stationary distribution. Like-
wise, it would be interesting to investigatewhether sim-
ilar many-server asymptotics as obtained by Weng
et al. (2020) and Rutten and Mukherjee (2022) apply for
redundancy scheduling models, for which the same
product-form distributions as used in the present paper
would provide a natural tool set.

A further research direction would be to use the PGFs
to establish convergence rates and refined approxima-
tions with improved accuracy in prelimit scenarios of
moderate instead of high load. Although the PGFs exist
in closed form, the analysis would be both numerically
and analytically challenging because of the intricate
dependencies on the assignment constraints.
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