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Abstract

Robust scientific knowledge is contingent upon replication of original findings. However, replicating
researchers are constrained by resources, and will almost always have to choose one replication effort to
focus on from a set of potential candidates. To select a candidate efficiently in these cases, we need
methods for deciding which out of all candidates considered would be the most useful to replicate, given
some overall goal researchers wish to achieve. In this article we assume that the overall goal researchers
wish to achieve is to maximize the utility gained by conducting the replication study. We then propose
a general rule for study selection in replication research based on the replication value of the set of
claims considered for replication. The replication value of a claim is defined as the maximum expected
utility we could gain by conducting a replication of the claim, and is a function of (a) the value of being
certain about the claim, and (b) uncertainty about the claim based on current evidence. We formalize
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this definition in terms of a causal decision model, utilizing concepts from decision theory and causal
graph modeling. We discuss the validity of using replication value as a measure of expected utility
gain, and we suggest approaches for deriving quantitative estimates of replication value. Our goal in
this article is not to define concrete guidelines for study selection, but to provide the necessary theoreti-
cal foundations on which such concrete guidelines could be built.

Translational Abstract

Replication—redoing a study using the same procedures—is an important part of checking the robust-
ness of claims in the psychological literature. The practice of replicating original studies has been woe-
fully devalued for many years, but this is now changing. Recent calls for improving the quality of
research in psychology has generated a surge of interest in funding, conducting, and publishing replica-
tion studies. Because many studies have never been replicated, and researchers have limited time and
money to perform replication studies, researchers must decide which studies are the most important to
replicate. This way scientists learn the most, given limited resources. In this article, we lay out what it
means to think about what is the most important thing to replicate, and we propose a general decision
rule for picking a study to replicate. That rule depends on a concept we call replication value.
Replication value is a function of the importance of the study, and how uncertain we are about the find-
ings. In this article we explain how researchers can think precisely about the value of replication studies.
We then discuss when and how it makes sense to use replication value as a measure of how valuable a
replication study would be, and we discuss factors that funders, journals, or scientists could consider
when determining how valuable a replication study is.

Keywords: expected utility, replication, replication value, study selection

The goal of science is the advancement of knowledge (Kitcher,
1995). To achieve this goal, scientists need to generate novel
claims' about the world, and they need to ensure that these claims
represent true and robust knowledge. An important first step in
ensuring the robustness of many scientific claims is to test whether
the observations that support the claim are replicable. Nonreplicable
observational claims are unlikely to represent true and robust
knowledge, so it is important to differentiate replicable from spuri-
ous claims - preferably before the latter have an unwarranted impact
on scientific theories or collective beliefs in society. This concern is
amplified by evidence that (a) researchers overestimate the replica-
bility of significant claims (Tversky & Kahneman, 1971); (b) pub-
lished articles report an implausibly high rate of positive claims
(Fanelli, 2010, 2012; Scheel et al., 2021); (c) there are many scien-
tific practices that can increase the false-positive rate in published
reports (e.g., Simmons et al., 2011); and (d) such practices may be
relatively common (Agnoli et al., 2017; Banks et al., 2016; Fiedler
& Schwarz, 2016; John et al., 2012; LeBel et al., 2013).

The definition of what constitutes a replication is a topic under
constant debate, on which many authors have weighed in over the
decades (for summaries, see Schmidt, 2009; Zwaan et al., 2017; or
Machery, 2020). In this article we start from the definition of repli-
cation by Nosek and Errington (2020): “to be a replication, [two]
things must be true: outcomes consistent with a prior claim would
increase confidence in the claim, and outcomes inconsistent with a
prior claim would decrease confidence in the claim.” We believe
this definition provides sufficient clarity about what is meant by
replication throughout this article. However, it is unlikely to be the
final say in the definition debate, and we urge the reader to con-
sider whether the arguments that follow here would make sense
under other definitions of replication as well.

Previously, many scientific literatures have favored conceptual
replication—extending an already-tested claim by testing it in a
new method or context. This replication scheme is effective for
testing boundary conditions and generalizability of replicable
claims. However, in this scheme it is not straight-forward to adjust
confidence in the original study’s claim based on replication

results, because any inconsistent result might be due to variations
in context rather than to the original finding being a false positive
(LeBel & Peters, 2011; Nosek & Errington, 2020). More recently,
there have been increasing calls to conduct and publish replication
studies that follow as faithfully as possible the methods and condi-
tions of previously published research, in order to test the robust-
ness of the reported claims. Throughout this article the term
“replication” is used to refer to studies that are “close” (Brandt et
al., 2014; LeBel et al., 2018) or “true” (Moonesinghe et al., 2007)
to the original study, often also referred to as direct replications
(Schmidt, 2009).

In the last decade, a number of failed (close) replications of
prominent claims from the published literature (e.g., Doyen et al.,
2012; Hagger et al., 2016; Nosek et al., 2012; Open Science
Collaboration, 2015; Ranehill et al., 2015; Ritchie et al., 2012;
Wagenmakers et al., 2016) have spurred intense debate about the
nature and importance of replication—especially within the field
of psychology (Cesario, 2014; Earp & Trafimow, 2015; Ebersole
et al., 2016; Finkel et al., 2017; Maxwell et al., 2015; Pashler &
Wagenmakers, 2012; Stroebe & Strack, 2014; Zwaan et al., 2017).
The debate has generally led to increased efforts to solidify the
role of replication within psychological research practice (Zwaan
et al., 2017). Several journals have begun to encourage submission
of replication reports (e.g., Lindsay, 2015; Replication Studies,
n.d.b; Simons, 2014; see Martin & Clarke, 2017 for a review).
Furthermore, funding bodies are starting to explicitly direct grant
resources toward replication efforts (e.g., NSF Invites Grant

1Throughout this article we will use the term “claim” to refer to the
target property of a replication study (i.e., the phenomenon being
replicated), unless we refer directly to previous work that uses another
term. Many terms could be used to refer to the replication target: a result, a
study, a finding, an effect, a procedure used to generate an effect, etc. There
is at present no consensus on which of these terms is the most appropriate
to use. Preferred terms vary across articles, and many authors use different
terms interchangeably within the same articles (Brandt et al., 2014; Coles
et al., 2018; Field et al., 2019; Hardwicke et al., 2018; Heirene, 2020;
Kuehberger & Schulte-Mecklenbeck, 2018; LeBel et al., 2018; Mackey,
2012; Schmidt, 2009; Zwaan et al., 2017).
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Applications Related to Reproducibility in Neuroimaging, n.d.;
Replication Studies, n.d.a). Perhaps the clearest signal of sustained
changes in research practice is the increase in published replication
studies (see https://curatescience.org/app/replications for a com-
prehensive list of recent replication studies in psychology). Fun-
ders, researchers, and journals are increasingly willing to finance,
perform, and publish replication studies to improve the reliability
of scientific knowledge.

Although the concept of replication is a central value of empiri-
cal science, not every replication study is equally valuable. For
example, most researchers will intuitively agree that a study pro-
posing 20 direct replications of the Stroop-effect (Stroop, 1935), a
phenomenon which is replicated in hundreds of psychology class-
rooms every year, will not be the most informative scientific pro-
ject to perform if the goal is to simply verify that the Stroop-effect
exists. If replication of empirical findings is considered important,
but the value of replication varies from claim to claim, this raises
the question of when a replication of an empirical finding is valua-
ble enough to the scientific community to be worth performing.

Scientists operate under resource constraints. Scarcity of time
and money means that there will be more claims that could be
replicated than we currently have the resources to replicate. A
researcher may be interested in the replicability of more claims
than they have the time and money to address. A journal editor
may want to issue a call for replications on important claims in a
special issue, but is unsure which study proposals to prioritize for
review and publication. A funding agency may receive more pro-
posals for replication studies than they can support. As one exam-
ple, in 2016 the Dutch science funder NWO decided to spend 3
million euro exclusively on replication grants (Replication Studies,
n.d.a). The call initially ran for 3 years, and each year, only around
10% of submitted proposals could be funded, while many pro-
posals received high evaluations from peers. In these cases we
need to evaluate which among several potential replications would
be the most valuable to conduct. This may be especially important
for fields that have failed to replicate studies from past decades,
and now realize their empirical foundations are less stable than
assumed. Consequently, we need guidelines for which claims are
more and less in need of replication, so that we can direct limited
funding and working hours toward the most pressing replication
efforts.

In this article, we propose a formalized definition of replication
value to guide the decision of which claims to select for replication
when a choice between several candidates must be made. We
begin by reviewing proposed methods for study selection in repli-
cation research and justifications for study selection in published
replication reports, and we summarize the factors that feature
prominently in this literature. We then present a formalized defini-
tion of replication value based on decision theory, a central tenet
of which is optimizing decision making for expected utility gain.
With this goal in mind, we discuss how replication value can be
used to evaluate the utility of replicating a particular claim, rela-
tive to a set of candidate claims. Further, we suggest how to con-
struct formulas for estimating replication value quantitatively.
Finally, we discuss the most important challenges to implementing
our approach for study selection in replication research.

Our goal is not to provide a single set of rules for deciding what
to replicate in all circumstances. Study selection is a complicated
decision problem that will likely require different approaches

depending on the specific purpose of replication and the person or
group who is replicating. Our goal is to provide a general structure
for the decision problem “What is (most) worth replicating?” to
help researchers to consider what information is important, and
which trade-offs need to be made, when making this decision
(Clemen, 1996). By using a principled method, the decision of
which study to replicate becomes transparent and can be openly
discussed.

What Factors Influence Replication Study Selection?

Researchers have explored to great depths how to conduct repli-
cation studies and interpret replication results (e.g., Baribault et
al., 2018; Brandt et al., 2014; Frank et al., 2017; LeBel et al.,
2018; Maxwell et al., 2015; Morey & Lakens, 2016; Westfall,
2016). The question of what we should be replicating has received
comparatively less attention. In responses to a recent article by
Zwaan et al. (2017), arguing for the importance of performing rep-
lication studies, some authors raised the importance of justifying
the choice for which claims to replicate. Study selection, they pro-
pose, could be based on a cost-benefit analysis (Coles et al., 2018),
a Bayesian decision-making framework (Hardwicke et al., 2018),
or on a random selection process (Kuehberger & Schulte-
Mecklenbeck, 2018). In response to these commentaries, Zwaan et
al. (2017, p. 53) state: ... “we do not think that special rules for
selecting replication studies are needed, or even desirable. [...]
Idiosyncratic interests and methodological expertise guide the
original research questions that people pursue. This should be true
for replication research, as well”.

Although it is important to allow for some degree of idiosyn-
crasy when selecting claims to replicate, we believe transparently
communicating which claims are deemed valuable to replicate is
important (cf. Giner-Sorolla et al., 2018). Publication is a strong
extrinsic incentive for researchers to conduct research, and there is
currently a great deal of uncertainty about whether journals would
even publish replication studies. Given that replication studies are
rewarded less than original research (Koole & Lakens, 2012), the
additional uncertainty about whether any replication study would
be seen as valuable by editors could further reduce the probability
that researchers will choose to perform a replication study even if
they are intrinsically motivated to do so. Furthermore, some
researchers might not have strong idiosyncratic interests. They
might be primarily motivated to perform a replication study that
makes the biggest possible contribution to the scientific knowledge
base. It seems unlikely that leaving the selection of replication
studies entirely up to idiosyncratic interests will be the most effi-
cient way to encourage researchers to conduct and publish replica-
tion studies. If we want to guide researchers to claims that would
be important to replicate, this raises the question of which factors
make a claim important to replicate.

In the following sections we review three sources of information
about which factors may affect the need for replication. First, we
review factors commonly mentioned in theoretical discussions of
replication study selection. Second, we review attempts to develop
quantitative models of replication importance, and we examine
commonalities between factors mentioned in these proposals.
Third, we examine stated justifications for the selection of a claim
by authors of replication studies. The main purpose of the follow-
ing sections is to collate existing viewpoints on the factors that
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make replications valuable. It is important to note that this is not a
systematic review. We have limited ourselves to a discussion of
factors that are primarily mentioned in psychological research. A
more systematic and comprehensive review would likely uncover
additional factors that play a role in replication study selection.

Theoretical Discussions of Replication Study Selection

Theoretical discussions of replication study selection have con-
sidered a number of different criteria for selection. There are dis-
cussions that primarily argue for targeting valuable research topics
for replication. The underlying intuition is that when a claim
impacts scientific theory, clinical practice, or public policy and
understanding, the stakes of being right or wrong about the claim
are raised. The higher the impact, the more we should want to
know whether a claim is supported by evidence. Makel et al.
(2012, p. 541) suggest that “the replication of important studies
that impact theory, important policies, and/or large groups of peo-
ple would provide useful and provocative insights.” They also sug-
gest that the citation count of the original research article gives an
indication of this underlying impact, and tentatively offer a simple
heuristic for deciding when a study should be replicated: “as an
arbitrary selection, if a publication is cited 100 times, we think it
would be strange if no attempt at replication had been conducted
and published” (Makel et al., 2012, p. 541). Coles et al. (2018)
propose to develop a decision theoretical framework for replica-
tion study selection, which should encompass evaluations of
impact on theory and society (cf. Hardwicke et al., 2018). The
desire to concentrate replication efforts on valuable claims is also
explicitly stated in the editorial policies of many journals (Block
& Kuckertz, 2018; Journal of Experimental Psychology, 2018;
Journal of Personality and Social Psychology, n.d.; Peer-Review
Policy | Nature Research, n.d.; Lindsay, 2017).

Then there are discussions that focus on the uncertainty of the
to-be-replicated claim in the current literature. The intuition here
is that replication can hardly be considered valuable if the claim
has already been convincingly corroborated or falsified in the past.
Field et al. (2019) and Pittelkow et al. (2020) propose a procedure
based on Bayes factors to quantify the relative ambiguity of differ-
ent claims in order to target the most ambiguous claims for repli-
cation. Hardwicke et al. (2018) propose a similar approach, in
which the Bayesian evaluation scheme could also be extended to
incorporate how much information about the claim one would
be able to gain through replication. “Information” could here cap-
ture both statistical uncertainties due to low sample size and
imprecise estimates, and lack of credibility due to suspicions of
questionable research practices such as p-hacking or publication
bias. In other words, imprecise and biased data are less informative
about a claim than precise and unbiased data.

A more general framework for study selection in experimental
research, still focusing on uncertainty given the existing literature,
has been proposed by authors within the field of molecular and
cellular cognition (Landreth & Silva, 2013; Matiasz et al., 2017,
2018; Silva et al., 2014; Silva & Miiller, 2015). The framework
combines rules for causal identification with Bayesian evidence
(Matiasz et al., 2018, 2017) in an attempt to quantify the replica-
bility (or consistency) and convergence of causal claims across
experiments (see Silva et al., 2014; for an extensive introduction
to the framework). The aim of this approach is to concentrate

replication studies on tests of causal claims that are supported by
weak or inconsistent evidence in the present literature.

While discussions often focus on either value or uncertainty,
several authors have argued for selection strategies that take both
factors into account (Brandt et al., 2014; Heirene, 2020; Mackey,
2012; Royal Netherlands Academy of Arts and Sciences, 2018).
Field et al. (2019) and Pittelkow et al. (2020) proposed qualitative
evaluation of factors related to value, such as the theoretical merits
of the research question, in addition to their Bayesian assessment
procedure. Hardwicke et al. (2018) suggested that the information
gain framework could be incorporated into an “expected value
analysis” in which the value of the research topic is also taken
into account.

Finally, some have argued that the value of replication also
depends on the quality of the research design and feasibility of the
replication study. Hardwicke et al. (2018) argued that research
designs that cannot distinguish between different relevant
hypotheses are not worth replicating, because they will not lead to
information gain if conducted. Replication studies have low infor-
mation gain when the quality of the replication study design is
poor (Pittelkow et al., 2020), when the study is too costly (Coles et
al., 2018), or when it cannot be conducted due to feasibility con-
straints (Field et al., 2019).

Factors Included in Proposals to Quantify Replication
Value

We have solicited additional perspectives on factors that
contribute to replication study selection by asking researchers
interested in replicability to create a quantitative formula for repli-
cation value®. In January 2016 a public invitation was shared in an
online blog post (Lakens, 2016) and distributed through mailing
lists, which led to eight teams of researchers who each created a
quantitative replication value operationalization. For a detailed
overview of the different operationalizations that were generated,
see supplementary “RV formula” documents on OSF (https://osf
.io/asype/).

There was substantial variation in the rationale for each opera-
tionalization, as well as in the specific factors that were consid-
ered. Yet, at a more general level, all formula proposals contained
some index quantifying the value of the research topic (e.g., cita-
tion impact, field-weighted citation impact, journal impact factor,
Altmetric Attention score), and some index quantifying the uncer-
tainty of existing knowledge (e.g., p-value of existing tests, Bayes-
ian posterior evidence, sample size, preregistration status,
presence of inconsistencies in reported statistical results). This
demonstrates both a consensus on the relevance of value and
uncertainty in the study selection process, and a recognition of the
many ways these factors can be operationalized.

Self-Reported Justifications for Selecting Studies for
Replication

In addition to reviewing theoretical discussions of replication
study selection and soliciting proposals for replication value

2 Note that this project was undertaken prior to the development of the
formal model presented in this article. Thus, these researchers did not
necessarily assume the definition of replication value that is proposed here.
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formulas, we also surveyed self-reported justifications for study
selection described by researchers who published replication stud-
ies. The first author conducted a literature review of study selec-
tion justifications in 85 replication reports (Isager, 2018). The
reports were collected from the Curate Science database (LeBel et
al., 2018), and were supplemented by a small number of more
recent replication studies not mentioned in the database at the time
of review.

Of those studies that specified a justification for their study
selection (68 out of 85 reports), the justification was catalogued
and categorized. Factors related to the value of the research topic
(citation impact, theoretical importance, citation in textbooks,
influence on public policy, etc.) was mentioned in 52 out of 68
reports. Factors related to the uncertainty of existing research (lack
of replication, imprecise estimates, prevalence of questionable
research practices, etc.) was mentioned in 51 out of 68 reports.
Many reports considered a combination of factors related to both
value and uncertainty (see table of quotes in Isager, 2018). Some
justifications also explicitly mentioned low costs and feasible
study designs as criteria for replication study selection (four out of
68 reports; see e.g., Errington et al., 2014; Open Science Collabo-
ration, 2015).3 In addition to these factors, study selection was of-
ten motivated by personal preferences. For example, in 16 out of
68 reports, study selection was motivated at least partly by the
research interests of the replication authors (e.g., a replication was
conducted as a first step in a broader effort to extend on an existing
study design).

Overall, our review suggests that researchers often consider
four factors when deciding what would be worth replicating: (a)
the value of the research topic, (b) the uncertainty about our cur-
rent state of knowledge about the claim, (c) the quality of the pro-
posed replication study, or the ability of the replication study to
reduce uncertainty about the claim, and (d) the costs and feasibility
of running a particular replication study. These factors can also be
recognized in statements by journals who explicitly invite replica-
tion studies, such as the Journal of Personality and Social
Psychology:

Major criteria for publication of replication papers include (i) theoreti-
cal significance of the finding being replicated, (ii) statistical power of
the study that is carried out, and (iii) the number and power of previ-
ous replications of the same finding (Journal of Personality and Social
Psychology - APA Publishing | APA, n.d.).

Building on the recommendations from many previous authors,
we argue that when considering which finding is most worth repli-
cating, we should ideally take all of these factors into account.
Fortunately, there already exist formal theoretical frameworks for
taking informed decisions based on the value and uncertainty of
different options. Building on ideas by Coles et al. (2018) and
Hardwicke et al. (2018), we will in the next section develop a for-
mal model of replication study selection based on principles from
utility theory.

Formalized Definition of Replication Value

We model replication study selection in the structural causal
model framework developed by Pearl (2009, definition 7.1.1).
Figure 1 and Table 1 present the causal assumptions, structural

equations, and verbal summaries for all terms mentioned in the
text. For clarification, all terms from Figure 1 and Table 1 are itali-
cized whenever mentioned in the text.

Our proposed model represents a decision process, and we
define replication value based on decision theory (see Raiffa &
Schlaifer, 1974 for an introduction). We assume that the goal of
replication is to maximize the marginal gain in expected utility (or
usefulness) of scientific claims after replication. In our model, we
consider expected utility for science as a whole, but it could possi-
bly be extended to consider costs and benefits for the individual
scientist. Based on this, we model the process of deciding “Which
claim in a given set of claims would we gain the most utility by
replicating?” In other words, we assume a decision-maker who has
already decided to conduct a replication (as opposed to testing a
novel claim, etc.). The expected utility of a finding before replica-
tion is a function of two factors: the value of the research claim
(e.g., how important it would be to know whether smoking causes
cancer) and the uncertainty of our knowledge about the claim
before replication (e.g., how confident we are based on existing
research whether smoking causes cancer). The assumed function
of a well-designed replication is to reduce uncertainty after repli-
cation, which in turn increases the expected utility of the scientific
claim after replication. Thus, our goal is to identify and perform
replication studies that can substantially reduce uncertainty about
claims that would be valuable to know the truth status of. If we
incorporate the costs of a replication in the model, there is a point
where the benefits of performing an additional replication study no
longer outweigh the costs. In the remainder of this section we will
explain this model in more detail and provide a formal definition
of replication value.

In the model, value, uncertainty (before and after replication),
and costs are all a function of undefined variables that are speci-
fied outside of the model (Pearl, 2009, definition 7.1.1). In other
words, the model does not specify how value, uncertainty, and
costs should be determined. However, even though a formal causal
definition does not follow from our model, we can still say some-
thing about which variables are likely to be contained in our set of
undefined variables, and the function with which they should be
combined to determine value, uncertainty, and costs.

The value of a claim is defined as the importance of gaining cer-
tain knowledge about whether the claim is true or false*. The value
of a research claim is usually related to the impact of the claim.
This can include (but is not limited to) the pure ideal of gaining
knowledge, the theoretical implications of the particular claim, or
its potential for application. The more valuable the research claim
is (to researchers, practitioners, or the general public), the higher
the expected utility of the claim will be, and the more valuable a
replication of research examining this claim will be. Ignoring
some extreme cases where society would feel it is better not to
know something, we assume that we can represent the value of

31t may be fair to assume that feasibility constraints played a role in all
reports, whether it is mentioned or not, because studies are only conducted
if they are considered feasible to conduct.

* More comprehensive definitions of value could be construed. For
example, we might want to differentiate between the value of becoming
certain that the claim is true versus the value of becoming certain that the
claim is false, or we might want to attach a negative value to being wrong
about a claim.
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Figure 1
Structural Causal Model of the System That Determines Replication Value
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Note. Arrow direction signals the causal direction of effects. Time flows from the top to the bottom of the figure; variables (nodes) closer to the top are
determined earlier in time than nodes closer to the bottom (e.g., the value of “Costs” is determined before the value of “Replication”). The “+” and “=”
signs on the arrows indicate whether the effect is positive or negative. Consult Table 1 for variable definitions and the structural equations that determine
the value of each variable in the graph. See the online article for the color version of this figure.
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Table 1
Structural Equations for the Structural Causal Model in Figure 1

Name

Definition Structural equation

Undefined variables (i)
Costs (C)

Uncertainty before replication (Un,,,.)
Value (V)

Expected utility before replication (EU,,,.)
Replication value (RV)

tainty was removed.
Replication (R)

Uncertainty after replication (Un,y,g,)

Expected utility after replication (EU,,s;)
Expected utility gain (EU,q,)

A set of undetermined (exogenous) factors external to the model.
The costs of performing the planned replication study.

Uncertainty about the claim before replication
Value of the scientific claim

Expected utility of the claim before replication.
Replication value: The potential increase in EUgy;, if all remaining uncer-

Carrying out a replication study of the claim

Uncertainty about the claim after replication.

Expected utility of the claim after replication
Marginal gain in expected utility after replication.

u=f0

C = flu)

Scale: {0 = C = o0}
UnPre =ﬂu)

Scale: {0 = Unp,, = 1}
V= flu)

Scale: {0 =V = o0}
EUPre =V X (1 - UnPre)
RV =V X Unp,,

R=fRV, O)

Scale: R = {“true”, “false”}
If TRV then TP(R = “true”)
If 1C then |P(R = “true”)
Unpa,\'t :f (R’ o UnPre)
Scale: {0 = Unp,s, = 1}
If R = “true” then |[Unp,,
If 1C then |Unp,;

If TUnp,. then 1Unp,,
EUpost =V X (1 - UnPosl)
EUguin = EUposi — EUpe

Note.

The name column corresponds to the node names inside Figure 1 (abbreviations in parentheses). The definition column gives the verbal definition

of each variable. The structural equation column describes how the value of each variable in the model is causally determined by other variables in the
model. The structural equations use the abbreviated variable names from the Name column. For any given structural equation, the variables on the right
hand side of the equation correspond to those variables that point towards the variable in question inside Figure 1. The only exception are the undefined
variables (u), which denote factors that are not specified by the model, but that nonetheless influence the value of variables in the model. Structural equa-
tions defined as a nonspecific function f () are not specified in the model. All we can formally say in these cases is that some function of the variables con-

tained inside f () can be used to determine the variable in question.

having scientific knowledge on a scale from zero (no value) to in-
finity (infinitely valuable).

The uncertainty about a claim (before and after replication) is
related to the probability that the claim is true, given some knowl-
edge we have about the claim. Quantitatively, we express uncer-
tainty on a scale from O (completely certain) to 1 (completely
uncertain). If the probability P(“smoking causes cancer”|knowl-
edge) = 1, we have no uncertainty about the truth value of this
claim (we know that it is true). If the probability P(“smoking
causes cancer’’|knowledge) = 0, we also have no uncertainty about
the claim (we know that it is false). Conversely, if we think it is
equally likely that smoking causes cancer and that smoking does
not cause cancer then the probability P(“smoking causes cancer’-
|knowledge) = .5, and we are completely uncertain about the
claim.’ There are many reasons we might be uncertain about a
claim. For example, the current evidence base may be sparse or
ambiguous, effects relevant to the claim may have been impre-
cisely measured, the validity of designs in the existing empirical
literature may be low, or existing studies might not reduce uncer-
tainty due to publication bias and other factors that increases the
prevalence of false positive findings (e.g., Lodder et al., 2019).
The more uncertain we are about a claim, the lower the expected
utility of the claim will be.

To the extent that we can quantify the value of scientific claims
and the uncertainty of current knowledge, expected utility can be
defined as the product of value and I — uncertainty (see Table 1
for structural equations), where I — uncertainty represents our
certainty, or lack of uncertainty, about the truth value of a claim
based on existing research. If we are completely certain that
smoking causes cancer before replication then Unp,, = 0, which

implies 1 — Unp,, = 1 and EUp,, = V X 1 = V (abbreviations and
structural equations are spelled out in Table 1). In words, under
complete certainty the expected utility of a claim simply equals the
value of the claim. Conversely, if we are completely uncertain
about whether smoking causes cancer before replication then the
potential value of this knowledge might be very high, but the
expected utility is still zero (EUPre = V X 0 = 0). This explains
why we do empirical research: We reduce the uncertainty about
scientific claims we find valuable in order to increase the expected
utility of these claims.

As defined in the Introduction, replication refers to studies for
which any outcome would be considered diagnostic evidence
about a claim from prior research (for a more comprehensive defi-
nition, see Nosek & Errington, 2020). The function of replication
in our model is to reduce uncertainty about a claim after replica-
tion (e.g., by reducing sampling error). By reducing uncertainty,
replication increases the expected utility of scientific claims after
replication, which increases the expected utility gain. In the
model, replication is represented as an action on a binary scale, in
which we can either conduct the replication (replication = “true”)
or not (replication = “false”). The quality of a replication study is,
in our model, simply defined as the ability of the replication study
to reduce uncertainty (represented by the effect size on the

5 A more comprehensive definition could consider the probability of
various belief states (e.g., correct rejection of claim versus correct
acceptance of claim versus Type 1 error versus Type 2 error), and should
be able to model the fact that we can be misled by biased data such that the
probability of drawing the correct conclusion about a claim is less than
50%.
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negative arrow replication — uncertainty after replication, in Fig-
ure 1). In other words, a high quality replication study leads to a
larger reduction in uncertainty after replication than a lower qual-
ity replication study.

If our goal is to select the replication study that maximizes
expected utility gain, our main problem is that expected utility
gain is partially defined by expected utility after replication.
Because this variable is determined after replication, we would
need to conduct the replication study to determine expected utility
gain, which defeats the purpose of using expected utility gain to
determine which study should be replicated. However, if we are
willing to make some assumptions about the effect of replication
on uncertainty (replication — uncertainty after replication in Fig-
ure 1), it is possible to estimate expected utility gain based only on
variables determined before replication. Given a claim with a set
value and uncertainty before replication, the replication value of
the claim is defined as the maximum possible gain in expected
utility we could achieve through replication. It is essentially identi-
cal to the concept of “expected value of perfect information” from
utility theory (Clemen, 1996, Chapter 12). Replication value indi-
cates how much expected utility would increase after replication
by removing all remaining uncertainty about a claim. If we assume
that we could perform replication studies until all uncertainty
about the claim has been removed (Unp,,; = 0) then replication
value (RV) becomes equivalent to expected utility gain (EUgu;,)
because:

EUgain =

EUPost —E UPre =

VX(1 = Unpyy) — VX(1 — Unpye) =
VX(1 = 0) — VX(1 — Unppe) =
V—0—V+VXUnp, =

VX Unprg =

RV

(abbreviations and structural equations are spelled out in Table 1).

In reality, a replication study can never completely remove uncer-
tainty. Therefore basing replication value on the assumption that
uncertainty is completely removed following replication will lead us
to consistently overestimate expected utility gain. However, as long
as the amount of uncertainty reduced is independent of the replication
value of the claim, rank-order replication value will still be an
unbiased estimator of rank-order expected utility gain across studies.®
If our goal is to find the claim with the highest expected utility gain
from a set of replication candidates, accurate rank-order estimates are
all we require. However, we must then be willing to accept that we
cannot use replication value to evaluate whether one study is twice as
important to replicate as another, and other questions that require an
interval scale variable. All else equal, replication value is highest for
valuable claims that we are very uncertain about before replication.
Conversely, replication value will be low for highly uncertain claims
that are not worth knowing, and for valuable claims that we are al-
ready quite certain about.

It is possible to further extend our consideration of which repli-
cation study will lead to the highest expected utility gain by also
considering the costs of the replication study. If Studies A, B, and
C all have the same replication value, but replications of each
study differ in their costs, and we have the resources to replicate
either only Study A or both Studies B and C, then all else equal we

will gain most utility if we replicate Studies B and C, instead of
Study A. In utility theory this idea is known as marginal utility per
dollar. We choose to perform the replication study that provides
the largest increase in scientific knowledge per dollar spent on the
study. All else equal, the lower the cost of a replication study, the
higher the gain in utility per dollar. Note that “per dollar” is a sim-
plistic turn of phrase in this setting, because costs can also refer to
nonmonetary resources such as the amount of expertise we need to
gain, or the amount of work-hours we have to spend.

Sometimes the costs of a replication study are so high that it is
not feasible to replicate the study (e.g., access to the required pop-
ulation would take decades or more money than is available). That
the cost of a study can preclude replication is represented by the
negative arrow costs — replication in Figure 1 When a study is
feasible, we can usually spend resources to improve the quality of
the replication and increase the reduction in uncertainty. This can
be done for instance by recruiting more participants to increase
statistical power, or by conducting more extensive pilot work to
validate measures and perform manipulation checks. This is repre-
sented by the negative arrow from costs — uncertainty after repli-
cation in Figure 1.

Once we take costs and the ability of the replication to reduce
uncertainty into account in our study selection strategy, we can
consider not only the maximum increase in expected utility that
could be gained (replication value) but also the predicted increase
in expected utility after performing a specific replication study. In
utility theory, this idea is called the expected value of sample in-
formation (Clemen, 1996): How much will the expected utility of
our decisions based on claims increase if we add the results of a
replication study to our scientific knowledge? All else equal, we
would replicate the claims where expected utility increases the
most following replication.

In the following sections we will discuss the possibility of
estimating replication value quantitatively, and we consider
some practical challenges of using replication value as a tool
for choosing a study to replicate from among several candi-
dates. For simplicity, we will omit considerations of costs in
this discussion, and we will assume that rank-order replication
value is an unbiased estimator of rank-order expected utility
gain (i.e., we assume that replication value is independent of
the size of the causal effect replication — uncertainty after
replication, in the model in Figure 1).

Quantitative Formulas for Estimating
Replication Value

Starting from the model defined in the previous section, we
argue that it is both possible and desirable to develop quantitative

S As long as uncertainty after replication is marginally independent of
replication value, uncertainty after replication will simply introduce
positive noise at random every time replication value is used to predict
expected utility gain. The average positive shift is cancelled out if we
consider only the rank-order of these variables. All we are left with then is
noise due to random variation in the effect size Replication — Uncertainty
after replication across claims. This random noise will tend to distort the
rank-order of expected utility gain relative to the rank-order of replication
value across claims, making replication value a less reliable estimator of
expected utility gain. However, because the noise is random it will not bias
the rank-order estimates in any particular direction.
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formulas for estimating replication value. Formula values can be
used as a basis for formalized replication study selection proce-
dures (e.g., Pittelkow et al., 2020). A formalized procedure means
the steps that together describe how selection between candidate
studies will be performed are clearly defined and standardized
(e.g., “the n studies with the highest replication value based on
formula Y will be chosen for replication”). Such procedures are
transparent about how studies will be selected. They can hence be
applied consistently to all candidate studies. Different stakeholders
might disagree on which selection procedure would be the most
valid or efficient. However, a transparent and formalized decision
process should at least make it easy to identify sources of disagree-
ment, and make it possible to resolve disagreements by modifying
the replication value formula or selection procedure. Finally,
because quantitative estimates of (rank-order) replication value
are easier to derive than evaluations based on qualitative review of
the literature supporting a claim, study selection procedures based
on quantitative estimates of replication value can be applied even
in cases where the number of replication candidates makes qualita-
tive evaluation unfeasible.

To quantify replication value we first need to operationalize the
value and uncertainty of original claims before replication. This
will be challenging, as value and uncertainty are both multifaceted
constructs (much like “intelligence” or “socioeconomic status”),
whose state likely depends on a combination of several observable
variables. In addition, because value is subjective, the value of a
claim (and, by extension, the replication value of the claim) will
depend on who is doing the evaluation. Resolving these measure-
ment problems is beyond the scope of this paper. Here we simply
suggest a few quantitative variables that are highly likely to be
related to value and uncertainty in many contexts.

The scientific and societal impact of a claim are widely consid-
ered to be important indicators of the claim’s value (Isager, 2018;
Mueller-Langer et al., 2019; Royal Netherlands Academy of Arts
and Sciences, 2018). Quantitative indicators of value might there-
fore include citation counts (Aksnes et al., 2019; Lewandowsky &
Oberauer, 2020), Altmetric Attention scores (Bornmann, 2014),
journal impact indicators (Garfield, 2006; but see Oh & Lim,
2009), best paper award, citation by textbooks or clinical guide-
lines or public policy, reviewer ratings of importance and novelty,
and so forth.” An operationalization of value could also include a
utility function to represent subjective value.

Quantitative indicators of uncertainty before replication could
include sample size (Fraley & Vazire, 2014), Bayesian posterior
belief or Bayes factors (Field et al., 2019; Hardwicke et al., 2018),
number of prior replications (Matiasz et al., 2018), prediction mar-
ket ratings of replicability (Dreber et al., 2015), variance of effect
estimates, statistical power of existing studies of the claim, preva-
lence of reporting errors, statistical bias estimates, and so forth.

Once it has been decided how to operationalize value and
uncertainty before replication, we will need to decide how to com-
bine these two indicators into an overall estimate of the replication
value of a claim. Following our model, which is based on decision
theory, the two terms should be multiplied (see the structural equa-
tion for replication value in Table 1).

As a purely hypothetical example, suppose we operationalized
the value of the claim as a concave utility function of the Altmetric
Attention score of the paper the study is published in, and uncer-
tainty before replication as a function of the probability given by a

prediction market that the claim will replicate. The replication
value based on these parameters could then be calculated as:

RV = f(Altmetric)X (1 — 2]0.5 — Ppy|)

where RV is the replication value, f(Altmetric) is a concave func-
tion of the Altmetric Attention score, Ppy, is the probability that
the claim will replicate given by the prediction market, and the
function (1 —2|0.5 — Ppy|)is a transformation of the prediction
market probability that the claim will replicate. The transformation
is needed to create a measure of uncertainty before replication that
equals 1 when the prediction market is completely certain either
that the study will replicate (Ppy; = 1) or that the study will not
replicate (Ppy, = 0), and that equals O when the prediction market
is maximally uncertain about the replicability of the study (Ppy, =
.5). Indicators might often need to be transformed to behave in
line with the definitions of value, uncertainty before replication,
and replication value given by the model presented here. For addi-
tional examples of how replication value could be quantified, con-
sult the supplementary “RV formula” documents on OSF (https://
osf.io/asype/).

Several existing quantitative procedures for selecting studies for
replication could be viewed as special instances of the model pro-
posed in this paper, given a few additional assumptions. For exam-
ple, quantitative comparison of replication candidates based on
Bayes factors proposed by Field et al. (2019) could be considered
an application of our model in which uncertainty before replica-
tion is operationalized in terms of Bayes factors and value is
assumed to be constant across claims. In other words, this strategy
assumes that all candidate claims are equally valuable, and only
uncertainty ought to influence replication value estimates.

Conversely, proposed approaches that rely on citation metrics
and other indicators of impact to guide replication study selection
(e.g., Makel et al., 2012) could be considered an application of our
model that operationalizes value in terms of impact indicators and
holds uncertainty before replication constant. In other words,
these approaches assume that all candidate claims have an equal
degree of uncertainty before replication, and only the value of the
claims should influence replication value estimates.

Researchers, journal editors, and funding bodies may choose
different quantitative operationalizations because their priorities
differ. For example, a funding body that wants to support practical
applications of claims may opt to quantify value as the number of
patents or clinical interventions generated based on the knowledge
considered. Furthermore, the same funding body might change
their definition of value based on context. They may adopt one
definition for funding instruments that support practical applica-
tions, and another for funding instruments that support basic
research. Thus, we can acknowledge that the exact determination
of replication value is subjective and changes based on the context

7 Note that impact metrics are not part of the value construct as such.
Increasing the citation count or Altmetric Attention score associated with a
claim does not necessarily make the claim more valuable. Such indicators
are only valid for measuring value to the extent that we tend to cite
valuable claims more often than less valuable claims. Ideally we would
quantify indicators that are more directly related to value, such as the
importance of the claim for scientific theory, or the amount of human
suffering that could be reduced by policy based on the claim.
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and goals of the research, and still adopt a formalized approach to
replication study selection.

Finally, we should note that it is wise to combine quantitative
estimation and qualitative evaluation during study selection. First,
many factors that determine the uncertainty and value of a claim
cannot easily be quantified, such as concerns about questionable
research practices used in the original study, or the importance of
a certain observational fact for a theory. However, such factors
can be qualitatively evaluated by the replicating researcher and
inform the decision as to whether a study is worth replicating. Sec-
ond, replication value does not, by definition, consider if and what
kind of replication study would reduce uncertainty about claims
from the original study. However, the replicating researcher will
of course want to consider factors related to the effect of replica-
tion on uncertainty after replication. For example, it is important
to consider whether the original study design is of sufficient qual-
ity so that a replication of this design will be informative. Because
qualitative assessment tends to be more time-intensive than quanti-
tative estimation, we expect that two-stage selection strategies will
be most efficient, in which quantitative replication value formulas
are used to create a manageable list of promising candidates that
can then be qualitatively evaluated before a candidate is chosen
for replication. In fact, selection strategies based on a mix of quan-
titative and qualitative information have already been proposed
(Field et al., 2019; Pittelkow et al., 2020).

Challenges and Limitations

Throughout this article we have assumed that the goal of repli-
cation research is to maximize gain in expected utility of claims
through replication. However, utility maximization is not always
the goal of replication. Consider the Reproducibility Project: Psy-
chology, the goal of which was to accurately estimate the overall
replication rate of empirical findings published in flagship psy-
chology journals (Open Science Collaboration, 2015). This goal is
not reconcilable with the decision model we outline here. Accurate
estimation of replication success rates depends on random sam-
pling of studies from the target population (Kuehberger &
Schulte-Mecklenbeck, 2018). Selecting studies based on replica-
tion value prevents random sampling of studies and introduces
selection bias by design. In other words, the usefulness of the
model proposed herein—as well as any specific study selection
strategy derived from it—is strictly limited by the goal we have
assumed. Researchers aiming to reach different goals will conse-
quently need different decision models and different study selec-
tion strategies.

Assuming that the goal of replication is utility maximization,
three primary challenges in using replication value for study selec-
tion are (a) deciding what information is relevant for measuring
value and uncertainty before replication, (b) combining this infor-
mation into a single judgment about replication value, and (c)
evaluating the validity of this approach for estimating expected
utility gain. We know from the literature that multiple sources of
information can be used to evaluate value and uncertainty before
replication. Some factors feature more commonly than others,
such as citation count as an indicator of value, and the width of
confidence intervals around effect sizes as an indicator of uncer-
tainty before replication (Isager, 2018). We need to investigate
whether such factors are valid measures of value and uncertainty

before replication in different replication contexts. For example,
confidence intervals may not be valid measures of uncertainty
when we suspect that data have been selectively or fraudulently
reported. Citation impact may be a more valid measure of value in
some research fields than in others. Furthermore, in most cases,
the use of field-weighted citation counts might be preferable to
absolute citation counts (Purkayastha et al., 2019).

Researchers may legitimately disagree which variables should
be used to measure value and uncertainty before replication and
what functional form should be used to combine these into an esti-
mator of replication value. We should expect that some factors are
more relevant in some fields than others. Thus, another important
challenge to implementing algorithms for study selection is to
identify which factors are most relevant given a particular research
field or context, and which kinds of studies ought to be prioritized
for replication in particular research fields. As one example, Heir-
ene (2020) proposes factors (e.g., clinical impact) and replication
targets (e.g., studies evaluating novel interventions or screening
procedures) that are particularly relevant within the field of addic-
tion research. Identifying and explicating such contextual factors
will likely be an important precondition to formalized replication
study selection in any scientific field.

Once we have decided how we want to operationalize value and
uncertainty before replication and combine these to define replica-
tion value, we need to verify that replication value is a valid
and reliable measure of expected utility gain. In other words, we
need to make sure that replicating the studies with the highest esti-
mated replication value consistently causes us to maximize the
expected utility of our replication efforts. Partly, this depends on
valid operationalizations of value and uncertainty before replica-
tion. However, we also need to know whether replication value
alone is sufficient to estimate expected utility gain, or whether the
other causal determinants of expected utility gain—costs and effect
of replication on uncertainty after replication—must be measured as
well. It is, for example, possible to have a valuable and uncertain
claim for which a replication will do nothing to reduce uncertainty.
Suppose that our uncertainty about a claim stems primarily from the
low quality of the original research design used to test that claim,
which would presumably be repeated in the replication. In such a
case, replication value becomes a poor predictor of expected utility
gain because replication of a low-quality study design would not
reduce our uncertainty about a claim much, regardless of what the
replication value of the claim is.

Any operationalization of replication value will require valida-
tion. At the very least, we should make sure that our assessment
strategy will often indicate a high replication value for claims that
we are intuitively confident would be worth replicating, and a low
replication value for claims we are intuitively confident would not
be worth replicating. More severe validation studies would cer-
tainly be desirable, though we are not at present sure what such
studies would look like.

In practice, we might also want to entertain the idea that quanti-
tative estimates of replication value could be “gamed” to achieve
goals not in line with maximizing utility of existing research. Con-
sider a funder who, based on the example formula presented in the
previous section, sets a threshold replication value that must be
achieved before a replication study will receive funding. A team
of researchers who have already decided on a study to replicate,
and are not interested in exploring alternative candidates, might
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attempt to artificially inflate the replication value of the original
study to meet the funder’s criterion. For example, the researchers
could add links to the original study in blog or social media posts
to increase the Altmetric Attention score of the article. Or they
could try to influence the opinions of the prediction market that
assigns the value of Ppy,. Such practices would almost certainly
compromise the validity of replication value estimates for predict-
ing expected utility, in a very similar way to how p-hacking com-
promises the validity of the p-value as an inferential statistic.

Finally, a decision-theoretical approach to study selection could
be extended to include higher level questions such as whether
resources are best spent on a replication study or a novel study, or
even which research lines should be prioritized given limited
resources. A fully developed decision-theoretical model of study
selection should allow us to consider the utility of different poten-
tial research activities, such as measurement validation, examining
computational reproducibility, testing the generalizability of find-
ings, or studying a novel theoretical prediction. The model we
propose is a component of such a full model of study selection,
focusing on a specific decision, and does not currently assist
researchers in other types of decisions that need to be made.

Replication value can only be used to evaluate a number of rep-
lication candidates relative to each other. It cannot be used to eval-
uate whether a replication of an existing study would be more
useful than a novel study. Deciding between a replication study
and a novel study would require resolving important questions
about the goal of data collection, about the factors that determine
the importance of a novel research question, and about ways to
quantify the uncertainty about a novel theoretical prediction.
Although such decision processes occur in practice (e.g., at CERN
where only a small set of all possible research questions can be
empirically examined in the Large Hadron Collider), quantifying
the value of novel research questions is itself a big (but possibly
valuable) challenge for future research.

Similarly, replication value can only be used to maximize utility
within the set of replication candidates under consideration. It can
be used to guide decisions about which candidate in the set to rep-
licate but it does not necessarily help us select a good set of studies
to select from, which can limit our ability to achieve the goal of
utility maximization. For instance, if a candidate set consists
entirely of the least valuable claims in a research field, maximizing
expected utility would likely be better achieved by picking a new
set than by selecting for high replication value claims within the
set. Thus, the choice of candidates to compare places an important
practical constraint on the usefulness of study selection strategies
based on replication value.

Conclusion

Assuming that many claims are in need of replication, but
resources for conducting replication studies are limited, we need
to decide which claims to replicate first. For situations when the
goal of replication study selection is to maximize the expected
utility gain of the replication effort, we propose that several pieces
of information are crucial for making this decision—the value of
having knowledge about the research claim, the uncertainty of our
current knowledge about the claim, the ability of the replication to
reduce uncertainty (replication quality), and the costs of conduct-
ing the replication. These factors are frequently considered both in

theoretical discussions of replication study selection, and during
actual study selection in replication projects. Using well-known
concepts from the framework of utility theory, we propose a gen-
eral decision model for study selection in replication research, and
a formal definition of replication value. We also suggest ways in
which quantitative formulas could be derived from this definition
and used to generate formalized study selection procedures.

Our decision model should be helpful for anyone who wishes
to maximize the expected utility gain of replication efforts under
resource constraints, including individual replication-oriented
researchers and labs (e.g., Feldman, 2021), large-scale collabora-
tions with limited resource capacities (e.g., Paris et al., 2020), rep-
lication funders with limited grant resources (e.g., Replication
Studies, n.d.a), and metascientists in the business of developing
formal study selection strategies (e.g., Field et al., 2019). In gen-
eral, we believe that our model will be helpful in structuring the
discussion of how replication studies should be selected, because
it makes our assumptions about the function and goal of replica-
tion research clear and explicit. Clear assumptions, in turn, make it
easier to explain and identify sources of disagreement about how
a certain quantitative metric is expected to work, which should
make future discussion about study selection strategies more pro-
ductive. Thinking clearly about the value of replication studies
should also help individual researchers to more clearly formulate
why they are replicating a study, even when their approach to
study selection is not as formal as what we propose here. We hope
that our model can be used as a foundation for creating concrete
study selection procedures that will enhance the transparency, con-
sistency, and efficiency of future replication research.
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