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Abstract

Despite significant technological innovations and breakthroughs, one of the main 
obstacles to modern education is that many students and teachers continue to find it 
uninspiring. The temporary changes introduced by the global COVID-19 pandemic 
brought about greater uptake of online education, as well as numerous new approaches 
and further research. Still, teachers reported that many students failed to diligently 
attend online classes. Students were said to be distracted and to lack focus, and their 
learning attainment dropped dramatically compared to traditional attendance in a 
physical classroom (Guo, 2020; Serhan, 2020). According to Weldon et al. (2021), the 
major problems of online education were accessibility to technology and the quality 
of educational material in existence for such technology. Papanastasiou et al. (2019) 
considered that immersive technologies could improve long-term memory retention, 
content comprehension, collaboration skills, individual differences among learners, and 
unsuccessful classroom integration. Immersive technologies can quickly foster students’ 
21st Century Learning Skills (e.g., communication, collaboration, critical thinking, and 
creativity) due to their potential to allow the manifestation, creation, manipulation, 
navigation and interaction with virtual objects and virtual environments in a free, 
flexible and immersive way. They are able to interact with other people worldwide, 
as well as with non-player characters (NPCs), which are artificial intelligence agents 
that are able to simulate human-like intelligence within a virtual learning environment, 
and also stimulate their communicative, collaborative and social skills. Inspired by the 
insight that virtual characters can potentially be empathized with and readily accepted by 
students, this dissertation’s general research question seeks to explain the means by which 
virtual characters are effectively visually designed in order to support communication 
and collaborative skills within immersive technology. This thesis starts by presenting the 
research question, central concepts, and thesis overview in Chapter 1. 

We analyze the instruments deemed valid for the measurement of 21st Century 
Learning Skills (e.g., collaboration, communication, creativity, and critical thinking) 
in Chapter 2 to solve our RQ1 “How can we measure 21st Century Learning Skills 
(creativity, collaboration, communication, and critical thinking skills) with existing tests and 
what is the reliability and validity of these tests?”.  The results showed that no tests existed 
by which to evaluate attainments in collaborative skills, unlike personality and aptitude 
tests (in the form of psychological evaluative tests). In the articles that formed the basis 
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for this review, no tests were found on collaborative skills and critical thinking tests 
that had been used at kindergarten and primary school levels, and communicative skills 
tests had not been developed or used for university or kindergarten levels. We assumed 
that a possible reason behind this is the difficulty of assessing individual academic 
performance in terms of collaboration and communication; abilities that involve an 
interactive experience between multiple persons. However, a degree of uncertainty 
remains as to whether collaboration and communication skills can be stimulated by a 
virtual character, in primary and secondary education and whether there are differences 
across cultures. 
	 Virtual animals have been used in both entertainment films for children’s audiences 
(e.g., Finding Nemo, Ice Age, Ratatouille, A Bug’s Life, and Duck Tales) and video 
games (e.g., Pokémon Crash Bandicoot, and Nintendo’s Little Friends: Dogs and 
Cats) and also for educational purposes (e.g., 4D+Utopia 360 Animal Zoo, Digoo 3D 
AR Flashcards, and Avatar Zoo) and in advertising (e.g., Animal-based logos such as 
Lacoste, Puma, ING, Swarovski, and Penguin Books). Human-Computer Interaction 
studies by Krekhov et al. (2019b) explained that simulating a virtual body with non-
human characteristics is not an easy task. One of the main obstacles is that three traits 
differ significantly between animal and human bodies: shape, skeleton, and posture. 
For instance, a spider differs in terms of its skeletal characteristics, body shape and the 
number of limbs compared to a human body. Another example is a lion or dog, which 
has a similar skeleton to a human, but differs in its posture when walking or moving. 
However, the impact of virtual animals on human-computer interaction has remained 
understudied. To date, most major studies have instead focused on virtual humans 
(Schwind et al., 2018a). This dissertation offers a deeper insight into the influence of 
the design of virtual characters applied to Human-Computer Interaction Studies.
	 Next, to answer RQ2 “Does a virtual animal (e.g., panda) also adhere to the uncanny 
valley effect?”, we investigate possible ways to design the appearance of a virtual animal, 
taking into account the effects described by Uncanny Valley Theory through images 
and videos in Chapter 3. The results indicated the manifestation of the uncanny 
valley effect for virtual animals for robot and zombie animal appearances (morbid 
images), especially concerning familiarity and commonality, for both still and moving 
images. The uncanny valley effect was not found in the participant-based ranking for 
naturalness and attractiveness, except in the expert-based ranking. No uncanny valley 
effect was observed for animateness and interestingness. Following this research, the 
concept of naturalness and artificiality in visual animal design took on a significant role 
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in this thesis.  However, no controlled studies have compared differences in the  natural 
appearance and facial expression of animal characters in video games. 
	 Subsequently, in Chapter 4, we employed a computer game to investigate the 
possible effects of the visual appearance of the virtual animal on empathy and immersion, 
in order to answer RQ3 “Can a virtual animal’s visual appearance influence the level of 
empathy of users?” and RQ4 “Can a virtual animal’s visual appearance influence the level 
of immersion of users?”. The result of this study helped clarify the role of interaction 
between the expressiveness and artificial/natural appearance of a virtual character on 
self-reported situational empathy and immersion in players. We found that research 
has so far failed to determine whether a player being able to embody an animal yields 
the same or comparable results to those that we found for our video game. A virtual 
reality simulation was used to analyze the effects of a virtual animal’s appearance on pain 
perception, empathy, immersion, embodiment, and animal conservation, and this is 
presented in Chapter 5 in order to support our already achieved answers to RQ3 and 
RQ4, and to answer RQ5 “Can a virtual animal’s visual appearance influence the level 
of perceived pain of users?” and RQ6 “Can a virtual animal’s visual appearance influence 
the level of embodiment of users?”. The single most striking observation to emerge was 
that natural and artificial appearance has an effect on immersion and perceived pain 
in players but lacks an effect on empathy, avatar embodiment and animal conservation 
tendencies in virtual reality. 
	 Following these studies, in Chapter 6, we explored the effect of the virtual animals’ 
different natural and artificial appearances in their roles as virtual instructors on students’ 
knowledge recall and perception of characteristics, to solve our RQ7 “How can different 
versions of virtual animals be used as virtual tutors in video instruction, which may have 
different effects on affective and cognitive outcomes, depending on their visual appearance?”. 
This research was developed through an experiment conducted in two secondary public 
schools with children between 11 and 17 years of age in Bogota, Colombia. The results 
showed that a virtual instructor with an artificial appearance (e.g., robotic appearance 
and animal appearance) elicited negative reactions compared to human instructors. The 
uncanny valley effect of the virtual animals was confirmed for virtual instructors, and it 
had a vital effect on the knowledge recall of students. The instruments used or found in 
the experiments of this dissertation are presented in Appendices A, B, C, E, and F. 
Further, a future research framework that could be developed for a virtual animal that 
could possess intelligence attributes that would stimulate 21st Century Learning Skills 
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in students is described in Appendix D. Appendix E is described SIKS dissertations, 
and Appendix H explains the professional biography of the author of this dissertation. 
	 Finally, a discussion and conclusions are presented in Chapter 7, which addresses 
our statement of the problem and subsequent research questions in detail. In the 
conclusion, we elaborate on our discovery of the fact that the visual design of the virtual 
character can have a significant effect on users’ cognition, empathy and immersion 
perception. However, the visual appearance does not impact users’ perception of virtual 
embodiment and situational empathy in certain circumstances. A key element is the 
effect the naturalness and artificiality of the visual design of the virtual character has 
upon students, especially when it has non-human form, as is the case with virtual 
animals. The contribution of this dissertation can be applied to reduce rejection or 
apathy reactions and increase a high level of immersion in non-human virtual characters. 
Likewise, we are looking to foster natural conservation toward animals and nature from 
virtual worlds. In the  robotics field, new design possibilities for zoomorphic robots can 
be explored in online education. A natural progression of this work would be to analyze 
whether, and to what extent, utilizing artificial intelligence to develop authentic and 
believable conversational virtual characters can foster 21st Century Learning Skills in 
virtual learning environments. 
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Introduction

During my master’s studies, I discovered that teaching educational robotics through a 
traditional approach was useless in the classroom. By this traditional approach, in general, 
students received low grades in this course, and the class was perceived by students as 
extremely complex (i.e., robotics demands interdisciplinary knowledge and techniques 
such as electronics, programming, design, maths, physics, mechanical, electricity, and 
others), and their learning process required an extended period. I used a constructivist 
learning approach for my classes and showed the importance of educational robotics to 
foster 21st Century Skills in K-12 education in Colombia (Sierra, 2018). The 4Cs were 
stimulated in this research as: (1) Critical thinking skills were observed in the capacity of 
our students to solve a problem (i.e., problems in human body) actively and reflexively 
by applying the knowledge learned    in class and online sources, (2) Creativity skills 
were detected when students produced new ideas in an inventive way through artistic 
and mechanical prototypes, (3) Communication skills were fostered during the writing 
and sharing process of students’ ideas and reflections in their digital journals, and (4) 
Collaborative skills was observed in the student’s responsibilities, decision-making 
processes, and social interaction in the group. Previous studies recognized the critical 
role played by 21st Century Learning Skills in educational robotics. For instance, Eguchi 
(2014) considered that during the programming of LEGO Mindstorms, students 
can develop collaboration and communication skills. Likewise, in the international 
competition called RoboCupJunior, students improved their 21st Century Skills by 
participating in advanced competitions and solving complex robotics projects (Eguchi, 
2016). This previous master study contributed to improving our understanding of 
educational robotics and its potentiality in 21st Century Learning Skills in the classroom.

However, most studies in the field of educational robotics and their effect on 21st Century 
Learning Skills have only focused on qualitative or anecdotal data. The main weakness 
of this study was the absence of quantitative tests to evaluate the 21st Century Learning 
Skills during this research. The results were predominantly qualitative. The study was 
limited by the lack of information on available tests to measure 21st Century Skills and 
their reliability in secondary education. Other essential aspects were the technological 
tools’ localization, accessibility, and interaction. The localization issue was determined 
when several students lost the small items of their robotic prototypes, and others could 
no longer use the robots. Likewise, the accessibility problem was observed by the lack 



4

of resources in the educational institution to make enough robotics materials available 
in the classroom, which could influence the results of this study. Notwithstanding these 
two limitations, the study suggests using virtual robots or virtual environments for 
teaching robotics. A natural progression of this master’s study into doctoral research was 
to expand the diversity of robots in education using virtual animal robots, which could 
be perceived as friendly, funny and attractive user interfaces for children compared with 
human robots. 
	 During my doctoral studies, the global pandemic in 2019 and 2020 accelerated 
the digitalization of education. Existing virtual learning environments and new 
communication tools were explored by teachers, students and parents alike, as a means 
by which to transplant traditional teaching methods into an online approach. Weldon et 
al. (2021) reported that significant benefits of this included increasing students’ time by 
allowing them to learn at home, and increased openness and awareness of teachers to new 
software that could be implemented in their classes. However, students’ performance, 
motivation and attendance were observed to drop significantly during this period (Guo, 
2020; Serhan, 2020). The new challenges faced by virtual learning environments request 
significant improvements in their design in terms of quality and functionality. Recent 
trends in education have led to a proliferation of studies of digital environments, and 
recent evidence suggests that education ought to explore other ranges of technology (e.g., 
virtual reality, augmented reality, or mixed reality) that could prove more engaging and 
immersive for their students and teachers. Unfortunately, recent research in this domain 
has consistently shown that, in some instances, immersive technology is unable to 
efficiently promote knowledge gains. For example, studies developed on environmental 
topics have compared the effects of virtual reality simulations with those of traditional 
computer simulations, with an experiment conducted by Makransky et al. (2019) being 
an example of this. Their results showed that students had a higher presence sensation 
in the Virtual Reality condition but lower learning than in the traditional computer 
condition. Likewise, Parong and Mayer (2018, p. 1) explored college students who 
watched the biology lesson (“The Body VR: Journey Inside a Cell”) in a virtual reality 
lesson compared with a desktop-based lesson had any effects on learning and motivation. 
The results showed that the Virtual Reality lesson did not have a significant impact 
on learning gain outcomes (post-test knowledge recall) compared with the desktop-
based lesson. However, the Virtual Reality lesson did achieve higher scores for students’ 
motivation engagement and interest. Surprisingly, an inefficient effect of virtual reality 
on learning outcomes in environmental education was noted compared with standard 
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digital settings. However, there was no close examination of whether or not results 
could be influenced by levels of distraction inherent to being introduced to a Virtual 
Reality environment or the lack of quality of the specific simulation for the undertaking 
of the experiment. Whether or not the development of 21st Century Learning Skills 
in the classroom can be fostered by this immersive technology remains unclear. Data 
about the efficacy of immersive technology for the fostering of 21st Century Learning 
Skills are limited, but there is a widespread awareness of the fact that such technology 
can potentially stimulate these skills. Preliminary work by Papanastasiou et al. (2019) 
considered that Virtual Reality and Augmented Reality can affect students’ critical 
thinking skills by allowing students to control their own learning through navigation 
and digital manipulation within a virtual learning space free from the barriers that 
time, location and distance impose upon both students and instructors. These virtual 
world experiences can positively impact the experience of learning due to their ability 
to promote an analysis of abstract and deep concepts and self-questioning with regard 
to them, which is very difficult in traditional education. Likewise, Virtual Reality and 
Augmented Reality can affect students’ emotional skills (social empathy) and creativity 
by allowing them to create and develop their own objects in the virtual world. It can 
foster decision-making skills, novelty, flexibility, and personalization based on their 
personality, performance and personal interests. Finally, Papanastasiou et al. (2019, 
p. 431) explained that VR/AR can affect students’ communication, collaboration 
and social skills through an avatar: students are able to communicate and collaborate 
with other people in a “realistic ambience” in their virtual learning environment. A 
particular concern with using this type of immersive technology in education is the 
current imperfections of visual displays, the quality of environmental simulation, avatar 
embodiments’ movement, and type(s) of social interaction (Gerschutz et al., 2019; 
Papanastasiou et al., 2019; Porssut et al., 2022). Aesthetic and interaction problems 
with immersive technology and virtual learning environments can negatively impact 
or reduce their potential application in fostering 21st Century Learning Skills within 
students. This dissertation investigates what factors are necessary to design a virtual 
character that allows students to successfully communicate and collaborate (21st 
Century Learning Skills) with other people within a virtual learning environment. The 
following sections introduce the main concepts used in this thesis. Section 1.1 defines 
“21st Century Learning Skills” and their relationship with virtual learning environments. 
In Section 1.2, the concept of design for conventional and immersive technologies is 
described. In Section 1.3, which focuses on the design of virtual characters, the concept 
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of the Uncanny Valley Effect is outlined, alongside its application to virtual animals, 
and an understanding of the definition of naturalism versus artificiality will be discussed 
in this research. In Section 1.3.1, the concept of empathy, immersion, perceived pain, 
and embodiment are introduced. The research questions are proposed in Section 1.5.  
Section 1.6 provides a full overview of the structure of this thesis. Section 1.7 describes 
the list of the publications that form the basis of this thesis, with Section 1.7.3 and 
Section 1.8 are presented additional information such as data sets created during the 
research described in this thesis.

1.1 	� 21st Century Learning Skills and virtual learning 
environments

Recently, global societal changes have surprised us with new challenges relating to 
teaching and learning, such as collaboration, communication, informed decision-
making, adaptability, and creative problem-solving skills that should be developed for 
this unpredictable world. Previously, steps had already been taken to teach using digital 
environments for learning outside of the classroom. However, the need was no more 
urgent than when the lockdown(s) produced by the COVID-19 pandemic started. The 
lockdown was part of large-scale social restrictions and corresponding isolation that 
were imposed upon teachers and students, forcing them to work (and study) from 
home. It exposed the fact that the digital tools for teaching and learning did not provide 
sufficient quality virtual learning environments to cover students’ educational processes 
around the world. (Kurbakova et al., 2020; Torres Martín et al., 2021; Mundiri et al., 
2021). Indeed, this situation showed us the importance of studying current technologies 
and the academic concepts that should be used to improve teaching processes, making 
them more effective and consistent with the social challenges of the 21st Century. For 
many years, education has worked on finding and testing more effective and simpler 
automated and digitized ways to teach skills and also to evaluate the applications in 
virtual learning environments (Schleicher, 2012). At the same time, according to Niemi 
et al. (2014), the relevance of developing 21st Century Skills, for instance, creativity, 
collaboration, critical thinking, problem-solving, decision making, communication and 
other skills related to ICT technologies, is growing. However, these authors suggest 
developing these skills is much harder. They consider that the advantages of technology-
mediated learning environments include the fact that they are more flexible, faster, 
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synchronic with digital content in various information sources, and that their level of 
interactivity is higher than traditional content. However, they also claim that the major 
challenge is promoting 21st Century Skills through virtual learning environments that 
can be used in informal and formal learning situations. Although extensive research 
has been carried out on 21st Century Skills, an insufficient number of studies exists 
to define what 21st Century Skills are, how they can be assessed, and how they can 
be applied to virtual learning environments. Despite the phrase’s common usage, 
“21st Century Skills” is employed in different disciplines to mean different things. For 
instance, there is a degree of confusion as to what precisely 21st Century Skills and 21st 
Century Learning Skills consist of and what differences lie between the two. According 
to Trilling and Fadel (2009), 21st Century Skills encompass three different taxonomies 
of skills (pp. 45–84): Digital Literacy Skills (i.e., information literacy, media literacy 
and ICT literacy), Career and Life Skills (i.e., flexibility, adaptability, initiative, self-
direction, social skills, cross-cultural interaction, productivity, accountability, leadership 
and responsibility), and Learning and Innovation Skills (i.e., the “4Cs”: critical 
thinking, creativity, communication and collaboration). Although Trilling and Fadel 
(2009) collectively termed such skills “Learning and Innovation Skills”, much of the 
subsequent literature adapted the nomenclature used, terming them simply “Learning 
Skills” (Pardede, 2020; Sanguna, 2021; Selvaratnam, 2021). Following this distinction, 
we consider only 21st Century Learning Skills in this dissertation. In this dissertation, 
we will use “21st Century Learning Skills” as a term through which we predominantly 
focus on the above-mentioned “4C” skills: creativity, collaboration, communication 
and critical thinking. Previous studies have demonstrated that this group of learning 
skills already gained importance during the last century (Brown and Campione, 2002; 
Glăveanu, 2011; McCroskey, 2009; Wagner-Döbler, 2001), but also due to their 
general applicability, they are considered yet more pertinent skills in the present and 
more recent past (Häkkinen et al., 2017). Their primary importance is inherently linked 
to the fact that having good learning skills allows for more efficient learning of other 
types of knowledge and practical skills. Teaching these skills, however, is complex due to 
their meta-cognitive properties. It is precisely due to their impact on the ability to learn 
other (21st Century) skills that we will concentrate on these particular learning skills 
(i.e., the 4Cs in this thesis). Following an intensive study on 21st Century Learning 
Skills in this thesis, we considered the possibility of developing a virtual character with 
artificial intelligence properties that can foster these abilities in the users. The main 
objective of this intelligent virtual character would be to foster users’ cognitive abilities 
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for educational purposes. On the one hand, we could create a virtual character that could 
communicate with the users, in turn, possibly desiring to collaborate with the virtual 
agent. On the other hand, we could create a virtual character that could foster creativity, 
communication, collaboration, or critical thinking skills in users through interaction 
with another virtual character. However, before designing a virtual character that looked 
more intelligent or possessed artificial intelligence properties, further information 
about what “Leaning Skills” actually are, and how they are evaluated, was needed in 
this dissertation. From this knowledge, we can define the minimal characteristics that 
a virtual character must have to foster these skills, and apply these to future research. 
For this reason, we considered it crucial to study what are learning skills, how currently 
valid instruments assess these learning skills, and which tests are already available. These 
instruments can give us clues as to the fundamental elements that our intelligent virtual 
character must have in order to stimulate learning skills in the users. We discuss these 
learning skills in more detail in Chapter 2.

1.2 	Design for conventional and immersive  technology

Advances in the 21st Century have provided us with numerous tools through conventional 
technology such as videos, smart blackboards, games, online questionnaires, and other 
elements that can be accessed employing digital media. Recently, advances have been 
promoted in a type of technology termed “immersive technology”. Such immersive 
technology is manifested in augmented reality, virtual reality, and mixed reality, as well 
as in (future) advances in artificial intelligence. According to Beck et al. (2020), the 
potentials of immersive technology are: 

1. It can simulate or imitate the physical world. 
2. �It can provide visual and textual information of an object or location in an 

innovative way. 
3. It can improve learning and soft skills. 
4. �It has inputs and outputs of multimodal interaction (e.g., facial expression 

recognition, touch screen, and eye gaze training). 
5. �It facilitates possibilities for collaborative work (e.g., remote, synchronous and 

asynchronous), a characteristic recognized as highly pertinent to the global 
pandemic situation. 
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6. �It allows a high degree of combination of conventional educational technologies 
with immersive elements. 

7. �It can generate visual elements in the virtual world that are invisible in the 
physical world, allowing the exploration of the visualization of abstract 
concepts in learning environments. 

8. �It can change human perceptions and social responses through the embodiment 
of other humans, animals or objects in the virtual world, whereby it can 
create emotional and cultural responses, interactive exploration and foster 
engagement and motivation in individuals. 

9. �It can generate the possibility to switch perspective roles and viewpoints, 
allowing data collection from the users. 

10. �It can help students who lack access or availability to specific immersive 
resources to learn about the real world, far away from risky environments, 
or be used by persons with disabilities. All potentialities of these immersive 
technologies pose challenges for instructional designers to create and develop 
quality content and simulations to help foster the learning processes of users 
in virtual worlds. 

	 In recent years, there has been a dramatic increase in the interest to improve the 
quality of virtual environments (Delgado-Mata et al., 2007). Particularly, in terms of 
how to create virtual characters similar to the biological world, and how users can have 
a degree of acceptability toward virtual characters and elements in the digital world. 
However, the degree of influence of types of design on the virtual character to allow it 
to be considered highly realistic and empathetic remains unclear. In this dissertation, 
the design of the main virtual character in conventional technology (digital images, 
videos, and computer games) and immersive technology (virtual reality) is examined. 
The elements deemed necessary for the design of virtual characters are discussed in 
greater detail in Section 1.3.
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1.3	D esign of virtual characters

In this dissertation, before setting out on the design of our virtual character, we ask 
ourselves: What should a virtual character look like? The answer to such a question 
is not obvious. We first need to determine what forms virtual characters have taken 
throughout history. The first virtual character was arguably the facial animation called 
the Phonoscope in 1892, whereby photographs of particular expressions were projected 
sequentially in order to resemble the movement and emotions of a human face (Waters 
and Levergood, 1995). This allowed the mixing of the facial expressions of the animated 
images, essentially creating a “life” for the character inside the technological device. A 
century later, this concept has evolved to allow the generation of facial expressions upon 
virtual faces through a software called “DECface”. This software was able to manipulate 
two primary muscles of the face to design universally recognized facial expressions 
(Waters and Levergood, 1995; Wagner et al., 2006). With the most recent technological 
advances, the challenge today is to give more life to this type of virtual character through 
the integration of precise animated facial expressions (Rapuano et al., 2021), gestures 
(Rebol et al., 2021), natural speech (Thézé et al., 2020), conversation (Garcıa-Carbajal 
et al., 2020), realistic movement (Niay et al., 2020; Thaler et al., 2020), and similar facets 
of biological beings in 3D models (Fribourg et al., 2020; Kocur et al., 2020). However, 
much debate has surrounded the issue of how realistic a virtual character should be, 
because many such characters can evoke a mismatch sensation between the natural and 
the artificial, sometimes leading users to reject them (Wagner et al., 2006; Kätsyri et al., 
2015; Thézé et al., 2020). This possible mismatch or incongruent sensation related to 
the design of the virtual character has been attributed to a famous hypothesis, termed 
“Uncanny Valley Effect”.

1.3.1 	U ncanny valley effect

In 1970, Masahiro Mori proposed the Uncanny Valley Effect, developed in robotics and 
automation (Mori, 1970; Mori et al., 2012). He described humans’ emotional responses 
toward robots and other artificial entities with life-like appearances. He suggested that 
humans have different levels of emotional response to artificial entities depending on 
their appearance. The expectations are that the higher the level of similarity between 
the artificial entity and a real-life human, the higher its level of familiarity or affinity of 
user perception. However, he found that certain types of appearance within an artificial 
entity closely replicating their biological equivalent can foster a feeling of mismatch or 
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revulsion towards it. This phenomenon is called Uncanny Valley Effect. This effect has 
been supported by a variety of studies demonstrating its validation in robotics (Kim et al., 
2020; Laakasuo et al., 2021; Thepsoonthorn et al., 2021) and virtual characters (Mousas 
et al., 2021; Weisman and Peña, 2021). However, other studies have determined that 
such a phenomenon is nonexistent or have been critical of the theory (Brenton et al., 
2005; Geller, 2008). Despite the controversies surrounding this effect, there are several 
important areas where this study makes an original contribution to robotics, human-
computer studies, video games, animation, neuroscience and psychology. What is not 
yet clear is whether the uncanny valley effect can be observed in non-human characters 
such as virtual animals.

1.3.2	U ncanny valley effect when applied to virtual animals

Previous research has shown that the uncanny valley effect on human likeness is well-
studied compared with animal-likeness studies. Schwind et al. (2018a) identified that:
	 “The question whether realistic artificial depictions of animals can fall into an uncanny 
valley is important because it would have a significant impact on research investigating that 
phenomenon. A hypothetical “uncanny valley of animals” would either mean that Mori’s 
dimension of human likeness is not only related to humans and has to be enhanced or that 
the phenomenon appears in a different shape (or not at all). However, there is currently no 
empirical investigation of Mori’s hypothesis, which explicitly considers an uncanny valley 
of virtual animals or discusses how and whether animals should be incorporated into the 
uncanny valley hypothesis.” (p. 50). 
	 This question occurs due to the presence of a stuffed animal among the figures 
plotted on Mori’s original graphs. However, this stuffed animal was evaluated in terms 
of its human-like attributes. The issue, therefore, arises as to whether animals should 
also be evaluated on their corresponding animal-like attributes. If so, then it is vital to 
study if design choices for virtual animals lead to the most appropriate degree of user 
acceptance or whether such virtual animals can be faced with the rejection resulting 
from the uncanny valley effect, in greater depth. In summary, two crucial issues are 
addressed in this dissertation: the possibility of a presence of an uncanny valley effect in 
virtual animals, and the types of properties that should be evaluated in a virtual animal 
(Chapter 3).
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1.3.3	N aturalism versus artificiality

The degree of realism to render an animal is one of the most challenging decisions to 
make when designing a virtual animal (Schwind et al., 2018a), especially considering that 
animals have very varied bodies, and different types of skin, hair, and other properties, 
which vary from species to species. However, perhaps a digital model of a virtual animal 
with more artificial properties might receive the same level of user acceptance. In order 
to study this, we decided to look at the realism of virtual animals from the perspective of 
their naturalistic or artificial appearance in a digital model. Coeckelbergh (2011, p. 199) 
describes that a robotic animal is considered “natural” when it looks like its “biological” 
equivalent, while it is considered “artificial” when it looks like its “technological” 
representation. He considered that a robot being visually imperceptible from an animal, 
with no discernible physical differences, could be somewhat problematic. Hence there 
is a need to study differences in the field of animal appearance. Likewise, in the field 
of virtual worlds or virtual environments, this type of gap arises in the design of virtual 
animals, as highlighted by Schwind et al. (2018a). For this dissertation, we designed the 
animal with a body and color similar to its biological traits, and we called this design 
“natural”. In a virtual world, the concept of “natural” does not have the same meaning 
as for organic objects in the real world. Therefore, when we refer to “natural”, we refer 
to the digital model design that appears natural or biological, preserving its original 
properties in comparison to the original (i.e., biological) animal’s body. Contrarily, we 
refer to artificial as a digital model with mechanical and metallized parts and attributes, 
with a color dissimilar to that of the original animal. This dissertation addresses the 
definition of naturalness and artificiality from the perspective of uncanny valley effect 
in Chapters 3 and 4. Subsequently, virtual animal designs with natural and artificial 
appearances were introduced to the settings of a video game and a virtual simulation, 
where the effects of natural and artificial appearances of the virtual animals on empathy, 
immersive, perceived pain and embodiment are studied.

1.4	�I mpact on empathy, immersion, perceived pain, and 
embodiment

This dissertation sets out from the belief that the elements of the visual appearance 
of virtual characters can give us the keys for users to desire to cooperate with these 
virtual agents, creating emotional ties and acceptability in human-computer interaction. 
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However, while this may be a valid assumption, it may also be the case that visual 
appearance is not a significant factor in creating effects such as empathy, immersion, 
perception of pain or embodiment amongst users. To allow a greater understanding of 
this, it is important to define what we mean by each of these concepts in further detail.

1.4.1 	E mpathy

Historically, the term “empathy” has been used to describe the ability to share the feelings 
and beliefs of other people, including their psychological states of pain and distress, 
or experiences of excitement (Keen, 2006). Empathy can be related to both positive 
and negative cognitive and affective reactions. Patient and Skarlicki (2010) describe 
two types of empathy: (1) cognitive empathy, the ability to predict and recognize the 
feelings of others; and (2) affective empathy, the ability to distinguish affective responses 
in a distress situation. As empathy facilitates the process of social interactions and can 
repress antisocial behaviors, bullying behavior, and aggression towards others, it is a 
useful measure in educational, research and design environments (Paiva et al., 2005; 
Garandeau et al., 2021). Existing research identifies the critical role played by empathy 
upon human behavior. For this dissertation, empathy was deemed a crucial facet to 
explore and evaluate, in terms of whether it is possible for a virtual character to evoke it. 
Studies by Ochs et al., 2008 described that a empathetic virtual character can be found 
in two situations: (1) Virtual characters or agents can display empathetic and emotions 
reactions (e.g., emotional facial expressions, automatic emotional response) during their 
interaction with users, and (2) users can have empathetic reactions toward the virtual 
characters during their interaction with them (e.g., due to their appearance, personality, 
movement, story). In this dissertation, we were not assumed that our virtual character is 
directly empathetic by their emotional design as in situation (1) without an evaluation 
that confirms it. On the contrary, we explored if the visual appearance of the virtual 
characters cantake affect the empathy of the user in a situation (2) by measuring before 
and after their interaction with them. Previous research has established that there are 
two types of measure for empathy: dispositional and situational (Eisenberg et al., 1994). 
Dispositional empathy indicates a person’s tendency to react toward the experiences of 
other people, animals or virtual stimuli in general (Konrath et al., 2011; Pallavicini et 
al., 2020; Paul, 2000). For this dissertation, we used the most well-known questionnaire 
for measuring dispositional empathy, Davis’s Interpersonal Reactivity Index (IRI) (Choi 
et al., 2021; Davis, 1983; Garcia-Barrera et al., 2017; Hojat, 2016; Otterbacher et al., 
2017). This questionnaire is deemed to possess outstanding reliability and validity, 
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having been validated, for example, in numerous Chinese studies (Siu and Shek, 2005), 
Dutch studies (De Corte et al., 2007), South American studies (Fernández et al., 2011), 
and French studies (Gilet et al., 2013). This questionnaire has four subscales: perspective 
taking, personal distress, empathic concern, and fantasy. These measurement scales seem 
appropriated for experiments regarding virtual characters. Dispositional empathy can 
explain the current level of an individual’s empathy but cannot define whether (or not) 
a situation or stimulus has modified — or is currently modifying — this. Situational 
empathy can be assessed during or after exposure to a situation or stimulus. Situational 
empathy can evaluate whether specific stimuli, conditions or situations can provoke 
empathic reactions. The principal technique for evaluating situational empathy is with 
a self-reporting or empathy-related responses (Eisenberg et al., 1994; Holmgren et al., 
1998). Another technique for measuring situational empathy is through users’ facial 
reactions. The advantage of the use of self-reporting in this dissertation is that this 
method has previously been applied to game and virtual world interaction studies. The 
self-reporting method can give information as to whether a virtual character induces 
an empathetic response in the users (McQuiggan et al., 2008; Paiva et al., 2005). Both 
measures used in this dissertation can provide a more straightforward answer as to 
whether changes in the design of the virtual animal’s appearance can affect situational 
empathy, and we can further explore whether dispositional empathy has an influence on 
the results of our experiments.

1.4.2	I mmersion

Another vital aspect in creating virtual worlds and an attractive context for users in 
the context of their virtual animal is immersion. The term “immersion” is generally 
understood to relate to the degree of an individual’s disposition toward the realism of 
a virtual world from an experiential perspective as analogous to the real world (Hou et 
al., 2012). People’s immersion can be influenced by various elements of a virtual world’s 
design (e.g., a character’s aesthetics, screen size, music, viewing angle, light effects and 
storyline). Self-reporting questionnaires are currently the most popular technique by 
which to examine immersion. The immersion questionnaire formulated by Jennett 
et al. (2008) is frequently used to measure immersion in video games or computer 
interfaces. This questionnaire was analytically based upon Brown and Cairns (2004b) 
work and is based around two subscales: engagement and engrossment. Engagement 
can be assessed through factors such as attention, time, and energy expended upon the 
virtual world. Engrossment can be associated with the appearance and alteration of 
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emotions attributable to the virtual simulation’s atmosphere (e.g., graphics, vibrations, 
plot and sounds). This dissertation addresses the question whether a virtual experience 
and virtual character’s appearance designed for these studies embodied a strong enough 
level of immersion for users was critically important.

1.4.3	 Perceived pain

In order to analyze the users’ empathy, we designed a distressing event at the end of 
the simulation where another virtual character hunts the virtual animal. We aimed 
to determine whether or not it was possible to measure whether users could directly 
connect with the pain of the virtual character. Virtual reality simulation allows people to 
have a virtual body where we assume that users can experience pain reactions in distress 
situations. In broad terms, pain can be defined as any negative stimulus or adverse 
reaction that gives rise to a physical, emotional, or cognitive sensation of discomfort. In 
virtual reality, the simulation evaluated the perception of pain among users in an attempt 
to determine what decreased such sensations (Matamala-Gomez et al., 2019; Niharika 
et al., 2018; Patel et al., 2020). Previous studies have measured perceived pain in dental 
practices (Niharika et al., 2018). These studies used a questionnaire whereby respondents 
rated the intensity of pain through a series of illustrations of faces expressing different 
emotions. This questionnaire is called the “Wong-Baker Face Pain Rating Scale”. This 
study concluded that virtual reality acted as an efficient tool for decreasing the level of 
perceived pain for its analgesic effects on users (Niharika et al., 2018; Sullivan et al., 
2000; Wiederhold et al., 2014). This questionnaire was used in the research presented 
in this dissertation, to observe whether the stressful situation and the appearance of the 
virtual character could generate the perception of pain in the users.

1.4.4	E mbodiment

Embodiment is considered to provoke the illusion of perceiving or feeling that this 
virtual body is their biological body in virtual reality. According to Matamala-Gomez 
et al. (2019), the embodiment is a mixture of sensations involving vision, touch, 
perception or awareness, the body’s internal state, motor control, and the inner ears. 
In this dissertation, an experiment in virtual reality was developed from the users’ first-
person perspective. This allows users to be “placed” in a virtual body representing a 
virtual animal in a process known as embodiment. Moreover, we used a haptic sensation 
feedback vest to induce an elevated level of realism in the virtual body representation. 
To measure the avatar embodiment, we used a questionnaire developed by Gonzalez-
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Franco and Peck (2018). This questionnaire measures tactile sensations, body 
ownership, location of the body, agency and motor control, response to external stimuli, 
and external appearance. We expected that the greater the natural appearance of the 
virtual character and embodiment experience, the higher the intensity of the empathy, 
immersion, perceived pain and avatar embodiment would be for the participants in this 
virtual reality simulation.

1.5	 Problem statement and research questions

An analysis of the appearance of virtual animals may give rise to benefits in terms of 
alleviation of the manifestation of the uncanny valley effect, thereby helping to foster 
empathy, immersion, perceived pain and embodiment concerning an avatar, thus giving 
rise to improvements in terms of future application to 21st Century Learning Skills. For 
the purposes of this research, it has been determined that only the natural and artificial 
visual appearances of the virtual animals were used, so that the results can be applied 
widely. Consequently, our problem statement reads as follows:

Problem statement

Which is the more effective visual design in the virtual characters that can invite users to 
foster communication and collaborative skills within virtual environments?

Research questions

To answer the problem statement, we study various aspects of uncanny valley theory, 
empathy, immersion, perceived pain, embodiment, and 21st Century Skills in relation 
to our goals. The following Research Questions (RQs) have therefore been formulated:

1.	� How can we measure 21st Century Learning Skills (creativity, collaboration, 
communication, and critical thinking skills) with existing tests and what is the 
reliability and validity of these tests?

2.	� Does a virtual animal (e.g., panda) also adhere to the uncanny valley effect?
3.	� Can a virtual animal’s visual appearance influence the level of empathy of users?
4.	� Can a virtual animal’s visual appearance influence the level of immersion of 

users?
5.	� Can a virtual animal’s visual appearance influence the level of perceived pain of 

users?
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6.	� Can a virtual animal’s visual appearance influence the level of embodiment of 
users?

7.	� How can different versions of virtual animals be used as virtual tutors in 
video instruction, which may have different effects on affective and cognitive 
outcomes, depending on their visual appearance?

1.6	T hesis overview

In Chapter 2, a study of 21st Century Learning Skills and testing applied to them is 
performed in order to address RQ1. A total of 195 articles, published between 1943 
and 2022, and relating to the current instruments concerning the testing of the defined 
learning skills (i.e., the 4Cs), as well as to different aspects of measurement, such as type, 
educational level, reliability and validity, are reviewed. In Chapter 3, we applied a study 
from Uncanny Valley Theory to answer RQ2. In the preliminary study presented in 
Section 3.1, we described the impact of the appearance of robotic and natural characters 
by means of an example of six images of a virtual panda, and propose future applications 
for the use of virtual animals in human-computer interaction, education, and robotics 
studies. In Section 3.2, the study elaborated in Section 3.1 is extended in order to answer 
RQ2. We improved upon the survey of Section 3.1, and formulated a survey of six  
different still and moving panda images to be assessed upon conditions relating to the 
following properties: familiarity, commonality, naturalness, attractiveness, interestingness, 
and animateness. We explore these using two types of animal-likeness scales. In Chapter 
4, the design of a computer game simulation created with the aim of answering RQ3 
and RQ4 is described and presented. To answer these research questions, we analyzed 
the effect of the visual appearance of a virtual animal character in a third person view 
on empathy and immersion. We designed an experimental game called “Justin Beaver”. 
The computer game was designed so that the user takes care of the virtual animal (a 
beaver) by providing it with energy, break time and fun. In Chapter 5, we extended 
the study of Chapter 4 in order to answer RQ3, RQ4, RQ5 and RQ6, converting this 
PC version to an immersive VR technology environment. We analyzed the effect of the 
visual appearance of a virtual animal character on empathy, immersion, perceived pain 
and avatar embodiment. This new version of the experimental simulation in virtual 
reality was called “Justin Beaver VR”. The virtual reality simulation was designed to 
explore the virtual animal’s life and natural habitat. Participants explored their virtual 
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animal appearance from the first-person perspective and took on the virtual body. In 
Chapter 6, we analyzed the virtual animal appearance and its impact when such virtual 
animals are used as virtual instructors in an attempt to answer RQ7. The results showed 
that the virtual instructor’s appearance had an important effect on knowledge recall 
during a class about robotics and the culture of the Netherlands. This work extends 
Chapter 3 on the uncanny valley effect and explores these virtual animal characters 
in their role as virtual instructors in secondary education in Colombia. In Chapter 7, 
a general discussion is provided, and the most critical findings are put forward and a 
general discussion is provided, and the most critical findings are put forward for RQ1 
to RQ7. Conclusions and proposals as to the applicability for future research are also 
given in robotics, education of the natural conservation and artificial intelligence in 
education. Moreover, we explain some possible improvements of our research for the 
generalized the findings of this dissertation (see also Figure 1.6.1).
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1.7	 Published work

For all co-authored chapters within this dissertation, I am the principal author. I am 
responsible for the complete process of this dissertation. As my principal supervisors, 
Marie Postma and Menno van Zaanen, supported me with conceptualization and 
methodology and reviewed my writing in the academic articles.

1.7.1	S tructure of the chapters

The following chapters have been previously published or submitted to journals or 
conferences. The modifications made here are limited to realignment to conform to the 
format of a thesis dissertation and the resizing of some figures and tables. 
Chapter 1: Introduction. 
Chapter 2: Sierra Rativa, A., Postma, M., & van Zaanen, M. (2021). 21st Century 
Learning Skills: A systematic review of the literature on critical thinking, creativity, 
communication, and collaboration skills tests. Manuscript submitted to Sage Open for 
publication. 
Chapter 3: The uncanny valley of the virtual animals 
Section 3.1: Sierra Rativa A., Postma M., & van Zaanen M. (2020). The Uncanny 
Valley of the Virtual (Animal) Robot. In Merdan M., Lepuschitz W., Koppensteiner 
G., Balogh R., & Obdržálek D. (Eds.), RiE 2019: Robotics in Education, Vol 1023. 
Advances in Intelligent Systems and Computing, 419-–427. Springer. https://doi.
org/10. 1007/978-3-030-26945-6_38 
Section 3.2: Sierra Rativa A., Postma M., & van Zaanen M. (2022). The Uncanny 
valley of the virtual animals. Computer Animation and Virtual Worlds Journal, 33(2), 
1–21. https://doi.org/10.1002/cav. 2043
Chapter 4: Sierra Rativa, A., Postma, M., & Van Zaanen, M. (2020). The influence 
of game character appearance on empathy and immersion: Virtual non-robotic 
versus robotic animals. Simulation & Gaming, 51(5), 685–711. https://doi.
org/10.1177/1046878120926694
Chapter 5: Sierra Rativa, A. S., Postma, M., & Van Zaanen, M. (2022). Try walking in 
my paws: Is it possible to increase empathy, immersion, and perceived pain in virtual 
reality environments by manipulating animal character appearance?. Manuscript 
submitted to Virtual Reality for a journal publication. 
Chapter 6: Sierra Rativa A., Vasquez C.C., Martinez F., Orejuela Ramirez W., Postma M., 
& van Zaanen M. (2021). The Effectiveness of a Robot Animal as a Virtual Instructor. In 
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Lepuschitz W., Merdan M., Koppensteiner G., Balogh R., & Obdržálek D. (Eds.), RiE 
2020: Robotics in Education, Vol 1316. Advances in Intelligent Systems and Computing, 
329–338.Springer. https://link.springer.com/chapter/10.1007/978-3-030-67411-3_30
Chapter 7: Discussion and conclusion.

1.7.2	 Publications finished during the PhD
These conference publications were finalized during my PhD process, but they 
were not included in this dissertation:

1.	� Sierra Rativa A. (2019). How can we Teach Educational Robotics to Foster 21st 
Learning Skills through PBL, Arduino and S4A?. In Lepuschitz W., Merdan M., 
Koppensteiner G., Balogh R., & Obdržálek D. (Eds.), RiE 2018: Robotics in 
Education, vol 1316. Advances in Intelligent Systems and Computing, 149-–161. 
Springer. https://doi.org/10.1007/978-3-319-97085-1_15

2.	� Sierra Rativa, A. S., Postma, M., & Van Zaanen, M. (2020). Can virtual reality 
act as an affective machine? The wild animal embodiment experience and the 
importance of appearance. In Urrea C. (Eds.). Proceedings of the MIT LINC 2019 
Conference, 26 Vol 3. EPiC Series in Education Science, 214–223. EasyChair. 
https://doi.org/10.29007/dc7s

3.	� Sierra Rativa, A., Bakker, G. A., & Sierra Rativa, A. G. (2022). Animal 
Embodiment: Embodying a beaver in immersive virtual environments to create 
empathy and teach about the impact of global warming in a playful way. In Richir 
S. (Eds.). Proceedings of Virtual Reality International Conference (VRIC), 33–36.
[Poster presentation], Laval, France. Laval Virtual.

1.7.3	 Award recognition

The best revolution research in virtual reality technology and immersive technology 
(2021) called “Justin Beaver Stories”. Laval Virtual. France (See Appendix D).
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1.8	D atabases

For this dissertation, we publicly share through Dataverse the data collected 
in the doctoral process:

1.	� Sierra Rativa, A. S., Postma, M., & Van Zaanen, M. (2019). Virtual animals versus 
virtual robotic animals: The influence of appearance of game characters on empathy 
and immersion [Data set]. Dataverse NL. https://doi.org/10.34894/3DX4VN

2.	� Sierra Rativa, A. S., Postma, M., & Van Zaanen, M. (2022). Study I: FaceReader 
Data (Emotional Facial Expressions) after watching a Virtual Instructor [Data set]. 
Dataverse NL. https://doi.org/10.34894/O1S3N9

3.	� Sierra Rativa, A. S., Postma, M., & Van Zaanen, M. (2022). Study II: FaceReader 
Data (Emotional Facial Expressions) after watching a Game Character [Data set]. 
Dataverse NL. https://doi.org/10.34894/BXLX8E

4.	� Sierra Rativa, A. S., Postma, M., & Van Zaanen, M. (2022). Virtual reality 
experimental data and Justin Beaver VR Simulation [Data set]. Dataverse NL. 
https://doi.org/10.34894/YDVRDC

5.	� Sierra Rativa, A. S., Postma, M., & Van Zaanen, M. (2022). Data of uncanny valley 
of a virtual animal. [Data set]. Dataverse NL. https://doi.org/10.34894/JIBXBU
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Measuring 21st Century Learning  
Skills: A systematic review of the  

literature on critical thinking,  
creativity, communication, and 

collaboration skills tests
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This Chapter 2 tackles research question RQ1. It is founded on journal paper 
publication. 

Research Question:
1. �How can we measure 21st Century Learning Skills (creativity, collaboration, 

communication, and critical thinking skills) with existing tests and what is the 
reliability and validity of these tests?

This chapter is based on:
1. �Sierra Rativa, A., Postma, M., & van Zaanen, M. (2021). Measuring 21st 

Century Learning Skills: A systematic review of the literature on critical thinking, 
creativity,communication, and collaboration skills tests. Manuscript submitted 
to Sage Open for publication.

2.1	 Abstract

In this chapter, we present a systematic review of the literature on the assessment 
of 21st Century Learning Skills. The 21st Century Learning Skills can be 
subdivided into the 4Cs: critical thinking, creativity, communication, and 
collaboration skills. Due to the differences between the 4C learning skills, each 
of the skills requires specialized forms of testing. In total, 195 articles published 
between 1943 and 2022 form the basis for this review. We investigate how the 
current instruments relate to the different learning skills, as well as different 
aspects of the measurements such as type, educational level, and the reliability 
and validity test.
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2.2	R elated work

As the name 21st Century Skills indicates, educational researchers and practitioners 
alike agree that the new century requires a specific set of skills (Rios et al., 2020; Van 
Laar et al., 2020). As an umbrella term, the term 21st Century Skills refers to sets of 
skills, including learning skills (e.g., critical thinking, creativity, communication, and 
collaboration skills, also called the 4Cs), literacy skills (e.g., information literacy, media 
literacy, and technology literacy skills, also called IMT), and life skills (e.g., flexibility, 
leadership, productivity, and social skills, also called FLIPS) (Pardede, 2020; Stone et al., 
2017). These skills appear to be particularly useful in our fast-paced daily environment 
where the widespread use of online communication has led to new forms of interaction 
and collaboration. For the purposes of this article, we focus on tests designed to evaluate 
learning skills, i.e., the 4Cs. The set of learning skills contains skills that are specifically 
targeting the improvement of learning or, in other words, learning about learning. Many 
authors have agreed that the following are all considered 21st Century Learning Skills and 
Innovation Skills: critical thinking and problem solving, communication, collaboration, 
creativity, and innovation (Dede, 2010; Fadel and Trilling, 2010; Germaine et al., 2016; 
Häkkinen et al., 2017; Kivunja, 2014; Voogt and Roblin, 2010). Without a doubt, 
learning skills play a crucial role in the acquisition of other 21st Century Skills and are, 
therefore, of paramount importance. Evaluating these skills, however, is a nontrivial 
task due to the fact that they concern general learning strategies rather than specific 
knowledge and understanding. As teachers try to improve the 21st Century Learning 
Skills in students, it is essential for them to be able to compare the starting levels to 
the levels achieved by training. Additionally, measuring skills levels is also valuable for 
understanding the effectiveness of different types of instruction. For instance, when 
technological innovations such as video games or simulations (e.g., computer, virtual 
reality, augmented reality, mixed reality, and other versions), educational software, and 
other online tools are developed to support these learning skills (for example, on the basis 
of self-directed education), it is necessary to assess their effectiveness. For this purpose, 
objective means of measuring the level of learning skills are indispensable. In this article, 
we collect information about several tests that are available for the evaluation of 21st 
Century Learning Skills which allow for obtaining objective performance metrics. 
Typically, the level of these abilities is measured through the use of psychological tests. 
We address two specific objectives: 1. To provide a broad overview of existing tests 
designed to measure the learning skills and 2. to examine the reliability and validity of 
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these tests. Below, we first discuss a general definition of the learning skills (the 4Cs), 
i.e., critical thinking, creativity, communication, and collaboration.

2.2.1	 Critical thinking

Several definitions of critical thinking can be identified in the literature. For example, 
John (1997) defines this term as a thought process focused on the discovery and 
verification of the information received. According to Facione et al. (2011), it is a set 
of cognitive skills and attitudes (dispo sitions towards critical thinking) for studying a 
problem in a thoughtful way, acknowledging these skills, and applying them (Mwalongo, 
2014).  Ennis (2015), on the other hand, understands this concept as a type of reflective 
reasoning which corresponds to the ability to make a decision about one’s beliefs. Fisher 
(2011) argues that critical thinking can also be subsumed under meta-cognition, which 
means that critical thinking is a high-level cognitive skill (Dumitru, 2019) and more 
than one ability could be involved. Thonney and Montgomery (2019) mentioned 
that critical thinking is the ability to apply “knowledge to new situations, considering 
different viewpoints, evaluating options, facts and suggestions across different disciplines” 
(p. 174). Summarizing, critical  thinking can be defined as an active, thoughtful, and 
continuous process of the act of independent thinking, which is vital for decision-
making and problem-solving.
	 Critical thinking thus appears to be an umbrella term that can be subdivided 
into lower-level skills. In fact, Facione et al. (2011) defines six cognitive skills within 
critical thinking: interpretation, analysis, evaluation, inference, explanation, and self-
regulation. Additionally, a set of dispositions (attitudes) is introduced, consisting of 
the following terms: inquisitive, judicious, truth-seeking, systematic, analytical, open-
minded, and confident in reasoning. A full characterization of the ideal critical thinker 
is a combination of cognitive skills and dispositions.

2.2.2	 Creativity

Creativity is challenging to define because it is assigned somewhat dif ferent meanings in 
different disciplines (Gomez, 2007). For example, Reid and Petocz (2004) describe 
creativity for education as a way of solving problems, for business it is entrepreneurship, 
and in the arts (e.g., music) it may be a way to create compositions. GÖtz (1981) uses the 
term to refer to its Greek etymological origin “ktidzo” which means “to create”. There is 
thus a creative process that is evaluated by its originality (e.g., new product or insight), 
results, effects (e.g., impact in the society), antecedents (e.g., previous products or 
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services), and capacities (e.g., the ability to create). In line with this definition, Sternberg 
and Lubart (1999) state that creativity can be defined as a skill to develop original 
and appropriate work or tasks (e.g., new ways of problem-solving, new discoveries 
in research, new products). Likewise, Kim (2019) expressed that in order to define 
creativity, it is important to eliminate misconceptions of what we believe is creativity, 
such as that creativity is unique to the arts, is fostered by mental illnesses, is rapidly 
recognizable by the majority of people, is a supernatural inspiration, and that creative 
people always work alone, or that novelty is a prerequisite to be creative. Summarizing, 
creativity is an evolving concept that can change over time, but in general is associated 
with the development of ideas, which can result in novel and useful solutions to different 
problems, new findings, new inventions, and new products or services. As such, it is a 
crucial ability in the 21st Century, because of its direct effects on development of new 
levels of research, and collaboration.

2.2.3	 Communication

With the term “communication”, in this article, we specifically refer to human social 
interaction expressed via language (Argyle et al., 1970; Burns, 1991). Traditionally, 
communication can broadly be defined as an act to transfer, or send information and 
response to it (Stevens, 1950). Although differences in opinion still exist, there appears 
to be some consensus that communication refers to social connections through language, 
which requires at least two interlocutors (sender-receiver) in a specific medium (verbal 
and non-verbal channels). In the context of the 21st Century Learning Skills, Bellanca 
(2010) argues that engaging in complex communication requires specific skills in order 
to manage the large amounts of verbal and non-verbal information. For example, one 
such communication skill is the ability to accept, articulate, and transmit feedback 
about ideas or information in technological media (Germaine et al., 2016). Coffelt et 
al. (2019) describe that in addition to commonly speaking and writing communication 
skills, visual communication skills (e.g., data visualization, producing visual aids, or 
non-verbal communication), and electronic communication skills (e.g., writing effective 
text messages) are considered important in a modern context. Nevertheless, Liberman 
et al. (2017) noted that developing communication skills is no simple task. This is 
because of the requirement that people need to have the compatible linguistic and 
pragmatic cues in order to have effective communication. Indeed, a primary goal of 
the 21st Century Learning Skills has been to develop efficient communication skills 
in people despite this inherent complexity. Therefore, an effective communicator can 



30

engage in major interactions with multiple audiences, while facilitating problem-solving 
(Bellanca, 2010).

2.2.4	 Collaboration

The term “collaboration” is generally understood as the ability to work together to solve 
a mutual goal or problem (Mattessich and Monsey, 1992; Winn and Blanton, 2005). 
For John-Steiner et al. (1998), it refers to dialogues with the goal of sharing knowledge 
and workload in a team setting. For Wood and Gray (1991), collaboration relates to 
an interac tive decision-making process regarding a common problem or objective in 
which all participants have same interest, autonomy, and organization (e.g., norms, 
rules, and structures). Likewise, Katz and Martin (1997) describe collaboration as a 
social process which is motivated by participation and contribution (sharing ideas and 
data). In contrast, Henneman et al. (1995) find that a generally accepted definition of 
col laboration is lacking. Instead, they refer to its Latin etymological origin “collaborate” 
which means “to labor together”. Arguably, working in online environments brings 
about new challenges, such as the complexity of the technological environment, as well 
as the lack of an emotional connection, and problems in intercultural understanding 
while working with distant collaborators in a project (Hur et al., 2020; Moore, 2016). 
To sum up, collaboration is associated with a social interactive process through which 
people share knowledge and responsibility, make decisions, and experience autonomy in 
order to solve complex problems or challenges.
	 The broad use of the term “collaboration” is sometimes equated with “cooperation”. 
Both have been used to describe the ability to work in a group on a common issue (Bruffee, 
1987). However, the terms have also been viewed as conceptually distinct. Cooperation 
insinuates an informal relationship in which the participants’ responsibilities (e.g., 
teach ers assign the task and students solve it) and resources (e.g., human, technology) 
can be individually distributed. In terms of task performance, the product is the only 
importance. In contrast, collaboration implies a formal relationship and interactive 
planning between members, in which participants’ responsibility (e.g., teachers help 
students with a project) and resources can be employed jointly for long-term results. 
Hence, process and product are the focus for task performance (Mattessich and Monsey, 
1992). In the context of 21st Century Learn ing Skills, researchers are focusing on 
collaboration skills rather than cooperation skills (Binkley et al., 2012; Blumenfeld et 
al., 1996; Dede, 2010).
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2.3	M ethod

The study presented here is a systematic literature review. Criteria for selecting sources 
for this literature review are based on the work by Chalkiadaki (2018), as shown in 
Table 2.3.1.

Table 2.3.1: Inclusion and exclusion criteria for the literature review.

Type of criterion Criteria Inclusion	 Exclusion

Type of publication Journal articles 
Conference papers 
Reports 
Dissertations Books

x 
x 
x 
x 
x

Access Online x

Publication period 1943–2022 x

Place of publication Worldwide x

Type of study Empirical investigation 
Theoretical studies

x 
x

Research methods Qualitative 
Quantitative

x 
x

Language English x

	 We conducted this systematic literature search in two phases. In the first phase, we 
searched databases for studies associated with the four learning skills for further analysis 
and apply these inclusion and exclusion criteria. In the second phase, we classified the 
studies according to their measurement properties such as type, applicability, and 
validity.
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2.3.1	 Literature search: Phase 1
To identify the tests that can be used to assess the 21st Century Learning Skills, we first 
searched for overview articles that discuss relevant tests. In particular, we searched in 
the Google scholar database (using the terms “critical thinking” and “test” and “list”, 
similarly for the other 21st Century Learning Skills) with a publication period from 
1943 to 2022. This search led to the following articles described in Table 2.3.2:
	 The complete list of the tests found in these articles is provided in the Appendix 
A. As may be clear, there are too many tests to be practically analyzed in full detail.
	 In our analysis, we first and foremost prioritized tests that were reported in the 
following review studies. For critical thinking, we partly relied on the review of Ennis 
(1993), for creativity, on the review provided in Venable (1994), and for collaboration 
on Thannhauser et al. (2010); for communication skills, we were not able to find a 
relevant overview article to identify a list of communication tests. Next to that, we gave 
preference to tests for which validity and reliability have been reported in the literature. 
Finally, we made sure that for each learning skill, the same number of tests was available, 
in order to make an equal comparison on various criteria, such as type, applicability 
and others. From the resulting list, we randomly selected ten tests for each type of 21st 
Century Learning Skill for an in-depth analysis.
	 To identify articles that describe properties of each of the selected tests, we searched 
for relevant articles using two databases: Google Scholar and ERIC (see Table 2.3.3). 
List of the articles identified on the Google Scholar and ERIC, also they were on 
SCOPUS and PsycINFO datasets. The search action consisted of the name of the test. 
This resulted in the numbers as described in Table 2.3.3: 427 publications with critical 
thinking tests, 343 with creativity tests, 299 with communication tests, and 396 with 
collaboration tests.
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Table 2.3.2: Literature search of the list of 21st Century Learning Skills: Phase 1.

# Publication # Publication

1 Acar and Runco (2012) 35 Klebig et al. (2016)

2 Afzali et al. (2011) 36 Ku (2009)

3 Arden et al. (2010) 37 Kuncel et al. (2005)

4 Baer and Kaufman (2008) 38 Lee and Kim (2011)

5 Bar et al. (2018) 39 Liu (1998)

6 Batey and Furnham (2008) 40 Lu and Xie (2019)

7 Bataineh and Zghoul (2006) 41 Maloa and Bux (2015)

8 Behar-Horenstein and Niu (2011) 42 Marsh et al. (1996)

9 Bensley et al. (2016) 43 Matsumoto et al. (2000)

10 Broadleaf (2020) 44 McCrae et al. (1993)

11 Brown et al. (2020) 45 Morrison and Shriberg (1992)

12 Castleberry and Shepherd (1993) 46 Sánchez and Olivares (2011)

13 Charmello (1993) 47 Sfetsos et al. (2006)

14 Charyton et al. (2008) 48 Smith and Gregg (2020)

15 Chen et al. (2006) 49 Soni and Bakhru (2019)

16 Cheung et al. (2003) 50 Soto and John (2009)

17 Cropley (2000) 51 Stone et al. (2001)

18 Dollinger et al. (2004) 52 Spell and Frank (2000)

19 Dougherty and Larson (2005) 53 Sustekova et al. (2019)

20 Ellis et al. (2016) 54 Pastor and David (2017)

21 Ennis (1993) 55 Pease and Colton (2011)

22 Fee and Gray (2012) 56 Rear (2019)

23 Furnham and Bachtiar (2008) 57 Ritter and Mostert (2017)

24 Furnham et al. (2011) 58 Rosip and Hall (2004)

25 Han (2003) 59 Runco et al. (2011)

26 Holton (2001) 60 Taube (1997)

27 Hu and Adey (2002) 61 Thannhauser et al. (2010)

28 Hu et al. (2013) 62 Ting et al. (2006)

29 Huang et al. (2017) 63 Tiruneh et al. (2017)

30 Huang and Wang (2019) 64 Vaida (2019)

31 Huhn et al. (2011) 65 Venable (1994)

32 Hullman et al. (2010) 66 Wagner and Harvey (2006)

33 Karpova et al. (2011) 67 Wolfradt and Pretz (2001)

34 Kaufman et al. (2016) 68 Ziv and Keydar (2009)
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Table 2.3.3: Overview of the tests selected for the systematic literature review.

Skills Name of the test Identification Selection

Critical Thinking California Critical Thinking Disposition Inventory 143 22

California Critical Thinking Skills Test 103 7

Cornell Critical Thinking Test 2 8

Graduate Management Admission Test 2 2

Halpern Critical Thinking Assessment 8 3

HEIghten Critical Thinking Assessment 6 3

International Critical Thinking Reading and Writing 
Test

33 3

Critical Reasoning Test Battery 66 3

Management and Graduate Item Bank 41 4

Watson-Glaser Critical Thinking Appraisal 23 6

Total 427 61

Creativity Creative Scientific Ability Test 4 3

California Psychological Inventory 11 5

Creative Achievement Questionnaire 27 9

Creative Product Semantic Scale 7 7

Omnibus Personality Inventory 1 3

Scientific Creativity Test 22 6

Schaefer’s Biographical Inventory Creativity 5 3

Creative Attitude Survey 71 3

Gough’s Creative Personality Scale 23 3

Torrance Test of Creative Thinking 172 12

Total 343 54

Communication Affective Communication Test 28 3

Behavioral Indicants of Immediacy Scale 54 3

Diagnostic Analysis of Nonverbal Accuracy 20 4

Gates-MacGinitie Reading Tests 80 8

Generalized Immediacy Scale 29 3

Interpersonal Communication Competence Scale 8 3

Kentucky Comprehensive Listening Test 29 3

Templin-Darley Test of Articulation 8 3

Templin Test of Auditory Discrimination 40 4

Watson-Barker Listening Test 3 3

Total 299 37
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Collaboration Big Five Personality Traits 289 18

Gallup Clifton Strengths Test 4 4

Collaboration and Satisfaction about Care Decisions 1 2

Index of Interdisciplinary Collaboration 9 4

Interdisciplinary Education Perceptions Scale 32 2

Keirsey Temperament Sorter 8 4

Multidisciplinary Collaboration Instrument 14 2

Riso-Hudson Enneagram Type Indicator Test 3 3

Role Perceptions Questionnaire 33 2

Readiness for Interprofessional Learning Scale 3 2

Total 396 43

	 After the exclusion of duplicates and texts that did not satisfy the inclusion 
criteria (as described in Table 2.3.1), 61 texts remained for analysis on critical thinking, 
54 publications related to creativity tests, 37 on communication tests, and 43 on 
communication tests.  A total of 195 articles were used to analyze the current status of 
the tests in detail in this literature review.

2.3.2	 Literature search: Phase 2
We provide an analysis of the selected tests that may be used to evaluate each of the 
learning skills. For each of the tests, we describe several properties:

1.	� Classification of the type of psychological test (aptitude, achievement, or 
personality test);

2.	� Educational level for which the test was applied (kindergarten, primary 
school, secondary school, university, or unspecified);

3.	� Validity and reliability.
To collect information on the tests, we consider publications between 1943 and 2022 
to identify the different tests (as some tests have been in use for a longer time) and their 
validity and reliability investigations. We focus on more recent use (2016–2022) of the 
tests for the identification of other properties (e.g., educational level).
	 As the description of the types of psychological tests used in this article requires 
more explanation, we will discuss these first. Next, we describe how validity and 
reliability are operationalized for the purposes of this review.
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Classification of the type of psychological test

Psychometricians have developed many types of psychological tests that can be used 
to evaluate a wide range of abilities. Here, we explore ways in which psychological 
tests can be used specifically for the assessment of 21st Century Learning Skills.  
Depending on their primary use, we classify available tests into three test categories: 
achievement, aptitude, and personality. Each of these will be discussed here briefly.

Achievement: This type of test can be defined as an instrument that shows the degree 
of acquisition of abilities through training or experience. Goldstein et al. (2019) note 
that an achievement test is designed to evaluate the level of learning in different fields. 
In particular, in education settings, achievement tests are used to evaluate the skill deficit 
or requirements of learning in students.

Aptitude: This type of test can be defined as an instrument that examines the potential 
of a person to acquire a specific set of abilities, as opposed to their current knowledge 
about a topic or their level of ability in a skill (Kline, 2000). The focus of this type of test 
is on measuring the possibility of acquiring knowledge or an ability.

Personality: This type of test can be defined as an instrument that examines an 
individual’s behavioral characteristics. It does not measure knowledge or skill nor does 
it measure the possibilities of acquiring knowledge or skill. It concentrates completely 
on how people behave. This type is typically used for educational selection, in clinical 
settings, and in the field of psychology. The principal characteristics of personality tests 
are that questions refer to specific properties of behaviors, attitudes, beliefs, reactions, 
wishes, interests, and judgments in specific situations. The questions are typically a 
combination of yes-no, true-false, like-dislike, trichotomous items, and rating scales 
(Kline, 2000).
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2.3.3	 Literature search: Phase 3

Validity and reliability

There is a growing body of literature that deals with investigating the quality of 
psychological testing. There are two interesting aspects that define the quality of tests: 
validity and reliability. Validity refers to the degree of the accuracy of the variable 
which is assessed, whereas reliability refers to the degree of consistency of an assessment 
instrument in diverse situations (Field, 2013; Goodwin and Goodwin, 2016; Kelley, 
1999; Thissen and Wainer, 2001).
	 In this article, we conducted a qualitative content analysis of 46 empirical studies 
or publications about the validity and reliability of the tests using the software Atlas.ti 
(Version 22). From these empirical studies or publications, we extracted quotations which 
described the validity and reliability of the forty 21st Century Learning Skills Tests. The 
complete quotations found in these publications are provided in the Appendix A. For 
analysis of these quotations, we conducted a content analysis of validity and reliability 
found in publications by authors, a positive mark (+) is given when the publication 
indicates positive information regarding the test’s validity and reliability, a negative mark 
(-) when the test’s validity or reliability is considered negative, and a question mark (?) 
when either the results of validity or reliability studies are inconclusive or if we could 
not find any studies by authors that identify the test’s validity and reliability. Table 2.3.4 
provides an overview of the different situations that may result from the validity and 
reliability evaluations.

Table 2.3.4: Criteria of evaluation or reliability and validity tests.

Criteria of evaluation Reliability Validity

Reliable and valid + +

Reliable, but not valid + -

Valid, but not reliable - +

Neither reliable nor valid - -

Valid, but unknown reliability ? +

Not valid and unknown reliability ? -

Reliable, and unknown validity + ?

Not reliable and unknown validity - ?

Unknown reliability and validity ? ?

Note: Positive (+): Validity or reliability; Negative (-): No validity or  no reliability; Question mark (?): No 
results.
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2.4	R esults

The first aim of this study is to ascertain which tests are available to assess 21st Century 
Learning Skills. To answer this question, we will provide a general overview of the tests 
below. We identified 195 articles on the four learning skills, which allows for the analysis 
of ten tests for each learning skill (critical thinking, creativity, communication, and 
collaboration). These tests are organized depending on their psychological test type, and 
educational level. The educational level indicates the (educational) context in which the 
test has been applied. It may be the case that a specific test is grouped in more than one 
educational level.
	 Next, we will discuss the tests based on the different property groups (psychological 
test type and educational level) in more detail. In particular, we will take a look at the 
distribution of the tests within these property groups.

2.4.1	 Classification by learning skill

Critical thinking skills

A National Panel of forty-six Experts who participated in the Delphi research project 
for the American Philosophical Association, created a theoretical construct to recognize 
and evaluate the critical thinking skills (Facione, 1990). As a result of this study, two 
tests have become available to evaluate critical thinking: the “California Critical Thinking 
Disposition Inventory” and the “California Critical Thinking Skills Test”. The California 
Critical Thinking Skills Test is a standardized test, which is used in educational settings, 
in particular to measure in college level of the critical thinking. The duration of the test is 
close to 45 minutes. It has 34 standardized multiple-choice questions and is only available 
in English. This test has been used since 1990 in the fields of education and medicine.

	 Other tests that assess critical thinking are available as well. For example, the 
Cornell Critical Thinking Test is used in educational settings. In particular, it has two 
versions: one for children and another for adults. This test assesses the skills of deduction, 
semantics, credibility, induction-judging conclusions, induction-planning experiments, 
definition, and assumption identification. Another test is called the Halpern Critical 
Thinking Assessment; it evaluates abilities of decision making and problem-solving, 
argument analysis, likelihood, and uncertainty analysis, hypothesis testing, and verbal 
reasoning. Similarly, the International Critical Thinking Reading and Writing Test 
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assesses the ability to use reading and writing for gathering information on analysis and 
evaluation.
	 There are other critical thinking tests which are usually used in commercial 
enterprises, in particular for professional and administrative recruitment. For example, the 
Watson-Glasser Critical Thinking Test evaluates the ability to perform comprehension, 
analysis, and evaluation for separating facts from suppositions and viewpoints. Other 
tests are the Critical Reasoning Test Battery and the Management and Graduate Item 
Bank, which evaluate numerical reasoning (e.g., the ability to evaluate numerical 
information in logical way) and verbal critical reasoning (e.g., the ability to assess critical 
verbal arguments). The Graduate Management Admissions Test assesses the ability to 
analyze logical arguments and opinions. This test is similar to the HEIghten Critical 
Thinking Assessment which assesses the ability of analysis (e.g., analyzing arguments) 
and synthesis (e.g., understanding inferences and consequences). These tests are used in 
a business context and in particular in the staff selection process. In conclusion, there 
are several critical thinking tests that are used depending on the field or purposes of 
application.

Table 2.4.1 provides an overview of the different tests investigated in this article for 
critical thinking.
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Table 2.4.1: Critical thinking tests.

# Test Type of test Educational level V R

1
California Critical 

Thinking Disposition 
Inventory

Personality University/Secondary + +

  (Facione et al., 1995, 
2011)  

(Akgun and Duruk, 2016; Barin, 2019; 
Bayram et al., 2019; Bulgurcuoglu, 2016; 

Demiral, 2019; Demirbag et al., 2016; 
Kabeel and Eisa, 2016; Kilic et al., 2017; 
Kizilet, 2017; Fettahlıo˘glu and Kaleci, 
2018; Gul and Akcay, 2020; Maltepe, 

2016; Orhan, 2022; Ordem, 2017; Pepe, 
2018; Saglam et al., 2017; Unlu and 
Dokme, 2017; Uslu, 2020; Y¨ukselir, 

2020)

(Yeh, 2002)

2 California Critical 
Thinking Skills Test Aptitude University + +

  (Facione et al., 1995)   (Aghajani and Gholamrezapour, 2019; 
Alkharusi et al., 2019; Ng et al., 2022)

Khalili and Hossein, 
2003; Khalili 

and Soleymani, 
2003; Khoda 
et al., 2007)

3 Cornell Critical 
Thinking Test Aptitude University/Secondary + -

  (Ennis, 2015)  
(Baki et al., 2016; Demirci and Ozy¨urek, 

2017; Erdogan, ¨ 2019; Fadhlullah and 
Ahmad, 2017; Paulsen and Kolstø, 2022)

(Leach et al., 
2020; Verburgh 

et al., 2013)

4 Graduate Management 
Admission T Aptitude No articles (2016–2022) + ?

  (Coetzee et al., 2015)     (Kuncel et al., 
2007)

5 Halpern Critical 
Thinking Assessment Achievement No articles (2016–2022) + -

  (Halpern, 2010)    
(Butler, 2012; 

Verburgh et al., 
2013)

6 HEIghten Critical 
Thinking Assessment Aptitude No articles (2016–2022) + +

  (ZlatkinTroitschanskaia 
et al., 2016)     (Liu et al., 2016, 

2018)

7
International Critical 

Thinking Reading 
and Writing Test

Achievement University + +

  (Paul and Elder, 
2006)   (Lu and Xie, 2019) (Hollis et al., 

2020)

8
Critical Reasoning Test 

Battery Aptitude No articles (2016–2022) + +

 
(Bawtree et al., 1991; 
Moutafi et al., 2005)    

(Moutafi et al., 
2005)
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9
Management and 
Graduate Item Bank Aptitude No articles (2016–2022) ? +

 

(Howard and 
Choi, 2000; Saville and 
Ltd, 1991; 
Van der Merwe, 
2002)    

(Kotze and Griessel, 
2008)

10
Watson-Glaser Critical 
Thinking Appraisal Aptitude No articles (2016–2022) + +

 

(Neimark, 1984; 
Watson, 1980; Yeh, 
2009)    

(Gadzella and 
Baloğlu, 2003; 
Gadzella et al., 
2006; Sternod 

and French, 2016)
Note: In this table, the first column contains the name of the test including a reference to the original publication of 
this test or studies that use this instrument. In the columns on reliability and validity, references to articles that contain 
information on reliability and validity have been added. The last two columns represent Validity (V) and Reliability (R) 
and quotations are provided in the Appendix A.

Creativity skills

Focusing on techniques for measuring creativity, Lubart (1994) describes eight 
methods:

1.	� Cognitive abilities tests (e.g., Torrance Test of Creative Thinking, Creative 
scientific ability test, Scientific Structure Creativity Model);

2.	� Personality inventories (e.g., Omnibus Personality Inventory, California 
Psychological Inventory, or Gough’s Creative Personality Scale);

3.	� Biographical inventories (e.g., Schaefer’s Biographical Inventory);
4.	� Attitude and interest surveys (e.g., Schaeffer’s Creative Attitude Surveys);
5.	� Person-centered ratings;
6.	� Eminence;
7.	 �Self-reports of achievements (e.g., Creative Achievement Questionnaire); and
8.	� Judgments of work samples (e.g., Creative Product Semantic Scale).

	 Even though several techniques to measure creativity exist, Gomez (2007) claims 
that creativity cannot be perfectly measured because the existing literature fails to 
describe the strong relationship between creativity and intelligence. Some tests assess 
intelligence traits, but these do not necessary correspond to creativity traits. Also, 
creative people do not always come up with the same unique answer, which leads to 
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invalid results on some creativity tests because they allow only one possible correct 
answer or lack an alternative right answer. However, some studies have validated the 
Torrance Tests of Creative Thinking (Davis, 1989; Kim, 2006), although other studies 
have also analyzed some aspects to improve this test (Clapham, 2004; Hee Kim, 
2006). The test has been used and supported by many researchers, positioning it as 
the most used international form of evaluation of creative thinking, addressing various 
aspects of creativity as fluency, flexibility, originality, and elaboration. For instance, in a 
study on the validation of this test, Kim (2006) concludes that it is a useful method to 
evaluate creativity. It is easy to administer, and it is useful to identify talented students. 
In this sense, Lubart (1994) concludes that each method for measuring creativity has 
positive aspects, but also negative aspects that can be improved. Table 2.4.2 provides an 
overview of the different tests for creativity investigated in this article.

Table 2.4.2: Creativity tests.

# Test Type of test Educational level V R

1 Creative Scientific Ability Test Achievement Secondary + +

  (Sak and Ayas, 2013)   (Huang and Wang, 2019) (Ayas and Sak, 
2014)

2 California Psychological Inventory Personality No articles (2016–2022) + ?

 
(Gough, 1984; Helson, 1965; 
Hocevar, 1981; McClure and 

Mears, 1984)
    (Rosen and 

Schalling, 1974)

3 Creative Achievement 
Questionnaire Achievement University/Unspecified + +

  (Carson et al., 2003)  

(Carter et al., 2019; Dostál et 
al., 2017; Lennartsson et al., 
2017; McKibben and Silvia, 

2017; Perach and Wisman, 2019; 
Wesseldijk et al., 2019; Zabelina 

et al., 2021)

(Wang et al., 
2014)

4 Creative Product Semantic Scale Achievement University/Secondary +  ?

 
(Jackson and Games, 2015; 
O’Quin and Besemer, 2006;  

Tsai, 2016)
  (Tsai, 2016; Wandari et al., 2018)

(Besemer and 
O’Quin, 1999; 

O’Quin and 
Besemer, 1989)

5 Omnibus Personality Inventory Personality No articles (2016–2022) + -

  (Heist et al., 1968; Hocevar, 1981)     (Griffin and 
Hopson, 1978)
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6 Scientific Creativity Test Achievement Primary/Secondary /University +  ?

  (Hu and Adey, 2002)  

(Akcanca and Cerrah Ozsevgec, 
2018; Astutik and Prahani, 2018; 
Eroglu and Bektas, 2022; Huang 

and Wang, 2019; Yang et al., 
2016)

(Ayas and Sak, 
2014)

7 Schaefer’s Biographical Inventory 
Creativity Personality No articles (2016–2022) +  ?

 
(Cropley, 2000; Glover et al., 

2013;  Hocevar,1981; 
Schaefer and Anastasi,1968)

    (Schaefer, 1972)

8 Creative Attitude Survey Aptitude No articles (2016–2022) -  ?

  (Bonk, 1988; Tesser and Shaffer, 
1990)      (Bonk, 1988)

9 Gough’s Creative Personality Scale Personality  Primary/University + +

  (Gough, 1979)   (Zampetakis, 2010)  (Perry, 2020)

10 Torrance Test of Creative Thinking Aptitude Primary/University + +

 
(Almeida et al., 2008; Bailey 
et al., 1970; Hamlen, 2013; 

Torrance, 1972; Walton, 2003)
 

(Chi et al., 2016; Derman and 
Yavuz, 2022; Kralova et al., 

2018; Oncu, 2016; Shabahang 
and Amani, 2016)

(Kim, 2006; 
Wechsler, 2006)

Note: In this table, the first column contains the name of the test including a reference to the original publication of 
this test or studies that use this instrument. In the columns on reliability and validity, references to articles that contain 
information on reliability and validity have been added. The last two columns represent Validity (V) and Reliability (R) 
and quotations are provided in the Appendix A.

Communication skills

Regarding techniques for measuring basic verbal and non-verbal communication 
competencies, several tests have been proposed. The following have been used to evaluate 
verbal communication:

1.Templin-Darley Test of Articulation, which assesses the ability to pronounce words 
through picture stimuli; 2. Templin Test of Auditory Discrimination, which assesses 
the ability of auditory discrimination; 3. Kentucky Comprehensive Listening Tests, 
or Watson-Barker Listening Test, which assess short-term listening, rehearsal, long-
term listening, interpretive listening, and listening with distraction; and 4. Gates-
MacGinitie Reading Tests which assess the ability to read and assigns corresponding 
levels.
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Likewise, some non-verbal communication tests are:
1. Behavioral indicants of immediacy scale or the generalized immediacy scale, 
which assess the ability to perceive the subjective gestalt perceptions, immediacy 
behaviors, and objective counting individual non-verbal behaviors; 2. Diagnostic 
Analysis of Nonverbal Accuracy, which assesses the ability to effectively recognize 
and send emotional information through non-verbal communication; 3. Affective 
Communication Test, which assesses expressiveness; and 4. Interpersonal 
Communication Competence Scale, which assesses empathy support, flexibility, 
social relaxation, and general competence.

	 Each test is designed to assess a specific ability or set of abilities. However, there 
currently appears to be no test available that can mea sure all verbal and non-verbal 
communication skills simultaneously. Depending on the situation, teachers, trainers, 
and researchers may select one or more of these tests (Kearney and Beatty, 2020). 

Table 2.4.3 shows an overview of the different tests for communication skills investigated 
in this article.
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Table 2.4.3: Communication tests.

# Test Type of test Educational level V R

1
Affective Communication 
Test Personality No articles (2016–2022)  ? -

 
(Friedman et al., 1980; 
Schutte et al., 1998)     (Hensley, 1986)

2
Behavioral Indicants of 
Immediacy Scale Aptitude No articles (2016–2022)  ? +

 
(Andersen et al., 1979; 
Richmond et al., 1987)     (Ellis et al., 2016)

3 Diagnostic Analysis of 
Nonverbal Accuracy
(Nowicki and Duke, 1994)

Achievement Primary + +

   
(Booth et al., 2019; Lamer et al., 
2022)

(Pitterman and 
Nowicki Jr, 2004)

4 GatesMacGinitie Reading 
Tests
(Hoge and Butcher, 1984; 
MacGinitie et al.,1989)

Achievement Primary/Secondary +  ?

   

(Choi, 2017; Coggins et al., 
2017; Giusto and Ehri, 2019; 
Sanabria et al., 2022; Young 
et al., 2019)

(Jenkins and Jewell, 
1993)

5 Generalized Immediacy Scale Aptitude No articles (2016–2022)  ? -

 
(Andersen et al.,1979; Plax et 
al.,1986)     (Ellis et al., 2016)

6
Interpersonal Communication 
Competence Scale Aptitude No articles (2016–2022) + -

 
(Cupach and Spitzberg, 1983; 
Rubin and Martin, 1994)    

(Rubin et al., 
1993)

7
Kentucky Comprehensive 
Listening Test Achievement No articles (2016–2022) -  ?

 

(Bostrom and Waldhart, 
1983; Davenport Sypher  
et al., 1989)    

(Fitch-Hauser 
and Hughes, 

1992)

8
TemplinDarley Test of 
Articulation Achievement No articles (2016–2022) + +

 
(Sherman and Geith, 1967; 
Templin and Darley, 1960)     (Blake, 1978)

9
Templin Test of Auditory 
Discrimination Achievement Achievement -  ?

 
(Shearer, 1976; Sherman and 
Geith, 1967; Templin, 1943)   (Shelton et al., 1977)    

10 Watson-Barker Listening Test Achievement No articles (2016–2022) +  ?

 
(Watson and Barker, 1988; 
Worthington et al., 2014)     (Roberts, 1986)

Note: In this table, the first column contains the name of the test including a reference to the original publication of 
this test or studies that use this instrument. In the columns on reliability and validity, references to articles that contain 
information on reliability and validity have been added. The last two columns represent Validity (V) and Reliability (R) 
and quotations are provided in the Appendix A.
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Collaboration skills

There are several commonly used questionnaires focusing on the measurement of 
collaboration:
1. Big Five personality traits, which shows tendencies towards openness to experience 
(e.g., imaginative or independent personality), conscientiousness (e.g., dependable and 
self-discipline personality), extraversion (e.g., sociability and talkativeness personality), 
agreeableness (e.g., compassionate and cooperative personality), and neuroticism (e.g., 
depression and vulnerability personality)1;  2. The Gallup Clifton Strengths-Finder 
Assessment, which assesses talents or strengths in different themes such as strategic 
thinking, executing, influencing, and relationship building; 3. Collaboration and 
Satisfaction about Care Decisions, which assesses the satisfaction, shared decision-
making, joint planning, communication, and cooperation within a group; 4. Index 
of Interdisciplinary Collaboration, which assesses interdependence, professional 
activities, collective ownership of goals, flexibility, and reflection in a group context; 5. 
Interdisciplinary Education Perceptions Scale, which assesses professional competence, 
autonomy, cooperation, resource sharing, and contributions with professional values from 
group members; 6. Keirsey Temperament Sorter II, which assigns four temperaments 
through roles such as artisan or tactic temperament (e.g., operators and entertainers), 
guardian or logistics (e.g., administrators and conservator), idealist or diplomacy (e.g., 
mentor or advocates), and rational or strategy (e.g., coordinators or engineers); 7. The 
Multidisciplinary Collaboration instrument, which assesses the ability to work together, 
patient care process, communication, and teamwork; 8. Riso-Hudson Enneagram 
Type Indicator, which investigates nine personalities types such as helper, motivator, 
ambitious, sensitive, investigator, loyalist, enthusiast, spontaneous, leader, peacemaker, 
and reformer; 9. Role Perceptions Questionnaire, which assesses the ability to work in 
other professions different to group members’ primary studies, communication, caring, 
and dedication; and 10. Readiness for Interprofessional Learning Scale, which assesses 
the ability to perceive teamwork and collaboration, professional identity and roles.
	 There are a number of instruments available for measuring collaboration skills, 
but the majority are developed in the health field. In other fields, different researchers 
have tried to develop their own questionnaires or surveys to measure collaboration skills 
(Thannhauser et al., 2010). 

1 This test is sometimes used to measure creativity as well.
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Table 2.4.4 shows an overview of the different tests for collaboration skills investigated 
in this article.

Table 2.4.4: Collaboration tests.

# Test Type of test Educational level V R

1 Big Five Personality Traits
(Barrick and Mount, 1991; 

Gosling et al., 2003)

Personality Secondary / University/ Unspecified + -

   

(Atabek, 2019; Bozgeyikli, 
2017; Dal, 2018; Ercan, 2017; 
Fortis, 2019; Karduz and Sar, 

2019; Katrimpouza et al., 
2019; Kirkagac and Oz, 2017; ¨ 
K¨oseoglu, 2016; Kulig et al., 
2019; Linvill, 2019; Rieger 

et al., 2017; Syed et al., 2020; 
Tabak et al., 2022; Wild and 

Alvarez, 2020)

(Mount et al., 
1994)

2  Gallup Clifton Strengths 
Test

(Asplund et al., 2007)

Personality Unspecified + +

    (Busch and Davis, 2018; 
Rosson and Weeks, 2018) (Schreiner, 2006)

3 Collaboration and 
Satisfaction about 

Care Decisions
(Gedney, 1994) 

Aptitude No articles (2016–2022) - +

      (Aaberg et al., 
2019)

4 Index of Interdisciplinary 
Collaboration Aptitude No articles (2016–2022) + +

 

(Bronstein, 2002; 
Parker-Oliver et al., 2005; 

Wittenberg-Lyles et al., 
2010)

    (Thannhauser 
et al., 2010)

5 Interdisciplinary 
Education Perceptions Scale Aptitude No articles (2016–2022) + +

  (Luecht et al., 
1990)     (Thannhauser 

et al., 2010)

6 Keirsey Temperament 
Sorter

(Kiersey and Bates, 1984)

Personality Secondary + +

    (West, 2016)

(Dodd and 
Bayne, 2007; 

Kelly and Jugovic, 
2001)

7 Multidisciplinary 
Collaboration Instrument

(Carroll, 1999) 

Aptitude No articles (2016–2022) + +

      (Thannhauser 
et al., 2010)

8 Riso-Hudson Enneagram 
Type Indicator Test Personality Personality + +

  (Riso and Hudson, 1996; 
Vaida and Pop, 2014)     (Newgent et al., 

2004)

9 Role Perceptions 
Questionnairie
(Mackay, 2004) 

Aptitude No articles (2016–2022) + +

      (Thannhauser 
et al., 2010)
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10 Readiness for
Interprofessional Learning 

Scale
(Mattick et al.,

2009)

Aptitude No articles (2016–2022) + +

(Th annhauser
et al., 2010)

Note: In this table, the fi rst column contains the name of the test including a reference to the original publication of 
this test or studies that use this instrument. In the columns on reliability and validity, references to articles that contain 
information on reliability and validity have been added. Th e last two columns represent Validity (V) and Reliability (R) 
and quotations are provided in the Appendix A. 

 2.4.2 distribution by tyPe of PsyChoLogiCAL test

If we consider the distribution of the tests over the psychological test types, we can group 
the tests according to the skill that is being measured and its corresponding psychological 
test type. Th e results in  Figure 2.4.1 show the proportions of psychological tests that are 
available for each learning skill. For example, the critical thinking skills are measured 
mainly by aptitude tests (70%). In contrast, both achievement tests (20%) and the 
personality tests (10%) show low percentages. When comparing critical thinking skills 
with creativity skills, we see that the creativity tests have a diff erent distribution. Th e 
diff er ent types of psychological tests available to measure creativity skills two type 
of tests have similar percentages. For the creativity skills, personality tests (40%) show 
same percentage of achievement (40%). In the case of communication skills, these are 
measured mainly using achievement tests (60%), whereas the other percentages are 30% 
for the aptitude tests and 10% for the personality test. Finally, collaboration skills are 
measured mainly by aptitude tests (60%) with personality tests (40%) on the second place. 
Interestingly, we were not able to fi nd any achievement tests for collaboration skills.

Figure 2.4.1: Th e distribution by type of psychological test.

Table 2.4.4: Continued.
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2.4.3	D istribution by educational level

Figure 2.4.2 provides information on the educational level to which the 40 learning skills 
tests have been applied. These educational levels were reported in academic articles from 
2016 to 2022. We reviewed 195 studies in this systematic literature review, focusing 
on the educational level on which the tests have been applied. We identified 68 studies 
between 2016 and 2022 that detailed the level of education of the participants. We found 
26 studies for the critical thinking skills test, 20 studies for the creativity skill tests, 5 
studies for the communication skill tests, and 17 studies for the collaboration skill tests. 
The results show that the kindergarten, primary, secondary school, and university levels 
each received different amount of attention from researchers depending on the type 
of the test. For critical thinking skills tests, we found 33.3% of the tests in secondary 
school, and 66.7% of the tests at university level. For creativity skill tests, we found 
the tests mostly at university level (41.6%), 25% of the tests at primary and secondary 
school level, and for 8.4% the educational level was not specified. Communication 
skill tests were found mostly at primary (66.6%) and secondary (33.4%) school level. 
Finally, collaboration skill tests were found mostly to be unspecified educational level 
(50%), followed by secondary (33.4%) and university (16.6%) level. We have not found 
any studies applied to kindergarten level. For primary school level, however, no critical 
thinking and collaboration skill tests were found. In contrast, communication skill tests 
were absent at university level.

2.4.4	D istribution by validity and reliability

Table 2.4.5 groups information regarding validity and reliability information for the 
40 tests. For the 40 learning skills tests, 42.5% are found to be both reliable and valid. 
Another 20% of the tests are found to be valid, but their reliability is unknown. For 
37.5% of the tests, we did not find any publications indicating validity or reliability.
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Figure 2.4.2: Th e distribution of tests by educational level.

Comparatively, more critical thinking, creativity, and collaboration skill tests have been 
shown to be valid and reliable compared to communication skill tests. However, the 
diff erences are small. In particular, communication skill tests have few publications that 
investigate their validity and reliability.

Ta ble 2.4.5: Distribution of information on validity and reliability references by external author publications for the 
diff erent types of tests.

Validity Reliability +
+

+
-

-
+

-
-

?
+

?
-

+
?

-
?

?
?

Critical thinking 6 2 0 0 1 0 1 0 0

Creativity Skills 4 1 0 0 0 0 4 1 0

Communication skills 2 1 0 0 1 2 2 2 0

Collaboration skills 8 1 1 0 0 0 0 0 0

Total 20 5 1 0 2 2 7 3 0

Percentage 50% 12.5% 2.5% 0% 5% 5% 17.5 % 7.5% 0 %

2.5 disCussion

2.5.1  tyPe of test

Th is article investigates the evaluation of 21st Century Learning Skills, which are a subset 
of the 21st Century Skills. In particular, we consider how the 21st Century Learning 
Skills can be tested. For the diff erent tests, we look at how the tests are applied (with 
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respect to the educational level) and the nature of the tests (achievement, aptitude, and 
personality). Additionally, we investigated their reported reliability and validity.

	 We found that although the 21st Century Skills (including the learning skills) are 
currently relevant and essential in the education and economy domains (Larson and 
Miller, 2011; Silva, 2009), in particular, teachers are interested in these type of abilities 
as they try to improve the level of these skills in their students. In order to measure 
the level, they require the availability of tests, and these tests should show high quality 
(providing reliable and valid results). Some authors have described different evaluation 
models for 21st Century Skills (Binkley et al., 2012; Griffin et al., 2012; Kyllonen, 
2012; Silva, 2009), but the impact of the tests used to evaluate them is understudied. 
The current study concentrates on the characteristics of currently available learning skill 
tests. The primary aim of this study is to determine which tests are available to assess 
21st Century Learning Skills depending on psychological type, and educational level, 
and their reliability and validity.
	 The first aspect of the tests deals with the three psychological types of tests: 
achievement, aptitude, and personality. Achievement tests evaluate the abilities and 
knowledge learned through instruction or other experiences. When considering the 
distribution of the available achievement tests for the different learning skills, some 
of the findings were surprising. To measure communication skills several achievement 
tests are available. A possible explanation for this might be that communication skills 
are closely related to the sub-skill of language (e.g., reading, writ ing, speaking, and 
listening). Katz and Slomka (2000) describe that in humanities, sciences, and social 
sciences, standard achievement tests are frequently employed. However, even though 
critical thinking and creativity can also be measured using achievement tests, fewer 
tests are available compared to the communication skills. Surprisingly, in the sample 
analyzed for the purposes of this review, no achievement tests were found to evaluate 
collaboration skills. One reason for this may be that collaboration skills cannot be 
measured based on individ ual academic performance due to the fact that collaboration 
implies an interactive experience between more than one person.
	 Aptitude tests show a different distribution compared to achievement tests. Using 
this type of psychological test, we can measure the natural capacity of a person for 
a particular skill, such as understanding, analysis and interpretation of information, 
logical reasoning, or manual skills. This results in information about a potential personal 
performance in a specific place or environment. For instance, critical thinking and 
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collaboration skills are mainly measured using aptitude tests. A possible explanation 
for this may be that aptitude tests are designed to analyze the cognitive or dispositional 
ability related to task performance. Apti tude tests are mostly used for “task-oriented 
job analysis”, for example, in employee selection procedures (Schmidt et al., 1981). 
Information on critical thinking and collaboration may form an important aspect in job 
interviews and admissions to educational institutes (Mackay, 2004; Watson, 1980). In 
contrast, other skills such as creativity and communication abilities have fewer aptitude 
tests available. However, the results show that for all learning skills aptitude tests are 
available. In sum, all 21st learning skills have an aptitude test which can project a future 
performance.

	 Personality tests are mainly used to measure the psychological profile or character 
of a person. In contrast to aptitude tests, this study shows that fewer personality 
tests are available to measure the learning skills when compared to achievement and 
aptitude tests. However, creativity and collaboration skills are mainly measured through 
personality tests, whereas critical thinking and communication skills are typically not 
measured through personality tests. In the case of collaboration skills, personality tests 
are the second most available type (after aptitude). A possible explanation for this 
is proposed by Morgeson et al. (2005), who discuss that collaboration and social 
skills are associated to specific personality characteristics (e.g., emotional stability, 
conscientiousness, extraversion, teamwork knowledge, and agreeableness). Moreover, 
they show that it is important to assess social skills and teamwork through personality 
tests because they can predict task performance. Reid and Petocz (2004) claim that 
personality tests are frequently used to measure creativity due to the fact that creativity 
skills are associated with personality traits (e.g., reflective, unconventional, sensitive). 
According to Kim (2006), personality studies can analyze the characteristics of creative 
people. These relationships may partly explain why creativity is mostly measured using 
personality tests. In conclusion, personality tests are available tools used to test learning 
skills that are associated with personality characteristics.

2.5.2	E ducational level

To investigate the educational level (kindergarten, primary, secondary school levels, 
and university) in which the tests are applied, we reviewed 195 studies related to each 
available learning skills test. All  of these were selected from 2016 to 2022. The overview 
showed that critical thinking tests are mostly applied at university level compared to 
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kindergarten, primary, and secondary school level. We found that the universities 
specifically applied these critical thinking tests for the evaluation of language skills in 
their students (Aghajani and Gholamrezapour, 2019; Demirbag et al., 2016), to 
measure the ability to negotiate in business programs (Fadhlullah and Ahmad, 2017), 
and to assess analytical skills for the body performance of sports (Demiral, 2019). 
Interestingly, the studies that were used at university and secondary level were used 
to assess the critical thinking instruction skills of teachers at these institutions (Barin, 
2019; Bayram et al., 2019).
	 Surprisingly, communication skills tests were not found to be used at the university 
level. The communication skills tests are mostly applied on the primary and secondary 
school levels. Some of these tests were used in primary and secondary level to analyze 
reading or writing disabilities in their students (Booth et al., 2019; Giusto and Ehri, 
2019).
	 Creativity tests were found to be applicable to all educational levels. At university 
level, studies reported on application in psychology or art classes (Carter et al., 2019; 
McKibben and Silvia, 2017), in the secondary and primary levels they are mainly 
measuring scientific creativity (Huang and Wang, 2019; Wandari et al., 2018; Yang 
et al., 2016). Some of the studies analyzed did not specify the level of education. These 
studies were mostly related to the fields of creative arts and music (Lennartsson et al., 
2017; Wesseldijk et al., 2019).
	 Most collaboration skills tests did not provide a specific educational context, 
followed by publications applied to secondary school and university level. We did not 
find any kindergarten, and primary school level studies in our sample. One reason for 
this may be that collaboration skills are too complex to measure at kindergarten and 
primary school level with formal tests. Studies that do not specify the educational level 
of participants were used for various topics such as manager personality, social media, 
and victims and vulnerable population (Atabek, 2019; Fortis, 2019; Kulig et al., 2019). 
At a university level, these tests have been used for analyzing relationships between 
student and instructors, social media, resiliency, collaboration abilities for working with 
sporting teams (Dal, 2018; Linvill, 2019). The secondary school level used these tests 
to determine social cognitive constructs with school students, school counselors and 
ethical decisions (West, 2016; Rieger et al., 2017; Katrimpouza et al., 2019; Syed et 
al., 2020).
	 In summary, the primary school level frequently described studies dealing with 
communication and creativity skills tests. The secondary school level can be found 
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in publications on all four learning skills. University level is the context for studies 
on critical thinking, creativity, and collaboration skills, with a notable absence of 
communication skills tests. Creativity and collaboration skills tests can mostly be found 
in publications not specifying educational level. We did not find any stud ies in our 
sample that measured all learning skills at the kindergarten level.

2.5.3	 quality of tests

Another aim of this study was to determine the reliability and validity of the available 
21st Century Learning Skills tests. According to Silva (2009), critics of 21st Century 
Skills claim that these skills cannot be measured properly. Learning skills, such as 
collaboration, creativity, communication, and critical thinking, need a long period 
to develop in a rich environment to reach their peak. To measure these skills, proper 
assessment methods are required that are reliable, flexible, adaptable, and accessible. The 
assessment of this type of skills must guarantee that its evaluation is done with good 
standards of quality and reliability.  This is not, however, a simple task. Each test must 
be rigorous in its selection of methods, procedures, appropriate scales, type of groups 
on which they are to be evaluated, the language to be used, and a wide range of other 
factors.
	 Currently, there is a large amount of research available regarding the assessment 
of skills. Binkley et al. (2012), who previously wrote a literature review on 21st 
Century Skills, already concluded that it is important to guarantee the validity of the 
forms of evaluation of these skills. Here, we analyze the reliability and validity of 40 tests 
designed to measure either critical thinking, creativity, communication, or collaboration 
skills. We also report the results of existing research regarding the reliability and validity 
of these tests. The analysis of the quality of the tests is based on results published in 
academic articles that perform qualitative analysis on the validity and reliability of the 
tests. The results show that only for 50% of the tests positive information on reliability 
and validity was available. For 17.5% of the tests, positive information on validity but 
no reference to reliability is given, and negative reference to reliability is a 12.5%. For 
5% of the test, no information on validity but positive or negative reference to reliability 
is given and 2,5% of the tests, the negative information on validity but positive reference 
to reliability is found. Surprisingly, negative reports regarding the reliability and validity 
of these tests are not found in the existing literature. Some publications note that the 
tests need to be improved on specific aspects of their design without explicitly stating 
that the test is invalid or unreliable.
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	 One unanticipated finding is that collaboration skill tests have higher levels of known 
validity and reliability compared to communication, creativity, and critical thinking skill 
tests. Although there is a wide range of tests available to assess communication skills 
(e.g., reading, writing, speaking, listening tests), it is very difficult to find publications 
that analyze their validity and reliability. In conclusion, this study identifies fourteen 
tests to measure 21st Century Learning Skills that lead to valid and reliable results. 
However, it also shows that there is still room for improvement by determining the 
reliability and validity of the other available tests reporting 21st Century Learning Skills.

2.6	 Conclusions

There are many ways to evaluate the 21st Century Learning Skills and this study provides 
a systematic literature review of 195 studies analyzing the current instruments. The 
results are grouped by psychological type, educational level and the tests’ reliability and 
validity.
	 Firstly, we found that the aptitude, achievement, and personality tests used to assess 
learning skills are distributed unevenly across the different skills. Achievement tests are 
mainly used to evaluate communication skills, aptitude tests are mostly used to assess 
collaboration skills, and personality tests are used to measure creativity and collaboration 
skills.
	 Secondly, studies on critical thinking, collaboration, and creativity skills test can 
be found at university level. The secondary school level has been the context for all four 
learning skills.  The primary level is the setting, mostly of application studies related to 
communication and creativity skill tests. There is an absence of studies that focus on the 
kindergarten educational level for all four learning skills.  Creativity and collaboration 
skills tests dominate studies that do not specify the educational level. Finally, we found 
that half of the tests are valid and reliable, but for the other tests, reliability and validity 
are unknown or negative. This study serves as a basis for future research designed to 
stimulate creativity, collaboration, critical thinking, and communication skills on 
educational technology projects and to assess their effects on learning.





chapter 3
The uncanny valley  
of virtual animals
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This first and second sections of this Chapter 3 called “the Uncanny valley effect of 
virtual animals” tackles research question RQ2. The first section is published on the 
conference paper and the second section is founded on journal paper publication.

Research Questions:
1.	 Does a virtual animal (e.g. panda) also adhere to the uncanny valley effect?

Published Work:
1.	� Sierra Rativa A., Postma M., & van Zaanen M. (2020). The Uncanny 

Valley of the Virtual (Animal) Robot. In Merdan M., Lepuschitz W., Kop- 
pensteiner G., Balogh R., & Obdrzalek D. (Eds.), RiE 2019: Robotics in 
Education, Vol 1023. Advances in Intelligent Systems and Computing, 419-
–4279.Springer. https://doi.org/10.1007/978-3-030-26945-6_38

2.	� Sierra Rativa A., Postma M.,& van Zaanen M. (2022). The Uncanny valley 
of the virtual animals. Computer Animation and Virtual Worlds Journal, 
33(2), 1–21.  https://doi.org/10.1002/cav.2043

Database: Sierra Rativa, Alexandra; Marie Postma; Menno van Zaanen, 2022, 
“Data of uncanny valley of a virtual animal”, https://doi.org/10.34894/ 
JIBXBU, Dataverse NL

3.1	T he uncanny valley of the virtual (animal) robot

3.2	 Abstract

We explored whether the uncanny valley effect, which is found for human-like 
appearances, can also be found for animal-like virtual characters such as virtual robots 
and other types of virtual animals. In contrast to studies that investigate human-
like appearance, there is much less information about the effects concerning how a 
virtual character’s animal-likeness influences their users’ perception. In total, 162 
participants evaluated six different virtual panda designs in an online questionnaire. 
Participants were asked to rate different panda faces in terms of their familiarity, 
commonality, naturalness, attractiveness, interestingness, and animateness. The 
results show that a robot animal is perceived as less familiar, common, attractive, 
and natural. The robot animal is interesting and animateness to users, but no big 
differences with the other images are found. We propose future applications for 
the human-(animal) robot interaction as tutorial agents in videogames, virtual 
reality, simulation robot labs using real-time facial animation.
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3.2.1	R elated work

There is a growing body of literature that recognizes the importance of human-robot 
interaction in educational settings. A recent study on the diversity of robots in education 
conducted by Belpaeme et al. (2018) provides an overview of which robots are used most 
in pedagogical studies. They found that the NAO robot (with human-like appearance) 
was the most used often (in 48% of the studies). Other types of robots that were used 
(in a range between 6–4% of the studies), were Keepon (with animal appearance), 
Wakamaru (human appearance), Robovie (human appearance), Dragonbot (animal 
appearance), iCat (animal appearance), and Bandit (android appearance). Interestingly, 
although there was a predominance of robots with human characteristics, robots with 
an animal appearance were also found. Additionally, data from several studies with HRI 
reported more affective effects (66%) than cognitive effects (34%).
	 Studies on human-(animal) robot interaction show positive emotional effects on 
users. For instance, the seal robot “Paro” has demonstrated to help people to reduce 
stress, anxiety, depression, dementia, and other behavioral and psychological symptoms 
(Takayanagi et al., 2014). Previous research with seal and dog companion robots found 
that loneliness of the users can be reduced as robot animals have an effect comparable 
to a live animal (Banks et al., 2008; Robinson et al., 2013). Interestingly, some 
physical robot animals also have a virtual model prototype. For instance, (1) the bear 
robot called “Keio U Robot-phone” has a digital version called “Keio U Robot-phone 
animation” (Li and Chignell, 2011); (2) the dinosaur robot called “Pleo ” has a digital 
version called “Pleo animation” (Fernaeus et al., 2010; Rosenthal-von der Pü tten 
et al., 2013; Ryokai et al., 2009); (3) the dog robot called “Sony Aibo” has a digital 
version called “Simulated Aibo” (Carpin et al., 2007; Coghlan et al., 2018; Kertész 
and Turunen, 2019); the cat robot called Simulated Aibo “Philips iCat” has a digital 
version called “Philips iCat animation” (Heerink et al., 2009; Leite et al., 2008; Looije 
et al., 2010; Pereira et al., 2008); and the rabbit robot called Philips iCat animation 
“NTT Cyber Solution Lab robot” has a digital version called “NTT Cyber Solution Lab 
animation” (Shinozawa et al., 2005).
	 One of the reasons that animal robots may result in a friendly user interface is due 
to their funny and attractive behavior as a possible robot pet (Goris et al., 2009). Other 
reasons may be that virtual robots or agents can offer abilities similar to a physical robot 
with lower prices, fewer problems with installation and additional technical requirements, 
personalization (also in curricula), and can be used by a large number of students into 
a classroom concurrently. However, previous research which compared physical robots 
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with virtual models have found that virtual robots lead to less engagement, empathy, and 
smaller effects in educational outcomes (Belpaeme et al., 2018). This can be associated 
with problems with the robot’s appearance or behavior in virtual environment. For this 
reason, we investigate whether the uncanny valley can give answers to these problems.

3.2.2	T he uncanny valley in virtual animals

The effects of the uncanny valley theory related to virtual humans (which are characters 
with anthropomorphic features) are currently well-studied. Virtual humans are found in 
the form of virtual android robots, bots, chatbots, teaching avatars, and related agents 
(Ciechanowski et al., 2019; Lugrin et al., 2018). However, one may wonder whether 
the uncanny valley theory can also be applied to non-human characters like “stuffed 
animals” with human-like features. Unfortunately, it is unclear why the research in the 
uncanny valley area has been mostly focused on virtual humans only, when virtual non-
human characters are also regularly used in the industry, but not yet widely analyzed 
in the academic field. In particular, there is a lack of research regarding the uncanny 
valley theory on whether virtual animals and their resemblance can spark a feeling of 
familiarity. Specifically, we are interested in the questions that are related to the existence 
of the uncanny valley theory in the area of virtual animals. Additionally, we would like 
to know more about the possible effect of the uncanny valley theory on the design of the 
appearance of the virtual animal and its relationship with the perception of users. This 
study sets out to investigate whether the uncanny valley theory can be applied to virtual 
animals. The main research question addressed in this paper is: Can we identify the effect 
of the uncanny valley theory in the familiarity, commonality, naturalness, attractiveness, 
interestingness, and animateness perception towards a virtual animal?

3.2.3	M ethods

Several researchers have investigated the uncanny valley effect and its relation to their 
familiarity (MacDorman, 2006; Schwind, 2018; Schwind et al., 2018a; Tinwell et al., 
2011). According to Schwind et al. (2018a), one may expect the uncanny valley effect to 
occur when the agent is familiar (similarly to human agents). The reason for this is that 
animals are very familiar to humans. As such, we selected a panda due to it being known 
worldwide. We expected the panda to inspire a sense of familiarity in participants of the 
study. The panda is considered a charismatic species (Ducarme et al., 2013; Kandel et al., 
2015). Moreover, people perceive pandas as attractive, cute, and charming. This means 
we can analyze the panda not only on its familiarity aspect but also on other features 
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such as attractiveness, commonality, naturalness, interestingness, and animateness in a 
virtual setting. For this study, an image of a real panda and five different virtual pandas 
were used as stimuli.

Survey procedure

Participants accessed the online survey using a hyperlink in Qualtrics. The survey took 
less than 5 min to complete. Participants were asked for their age, gender, current 
location, and how frequently they played videogames. After these demographic 
questions, all participants saw six different images of pandas and for each image 
they answered questions using semantic differential scales for each of the properties: 
familiarity, commonality, naturalness, attractiveness, interestingness, and animateness. 
The participants indicated their answers on a 9-point scale where the extremes were 
labeled (e.g., 1=Very strange and 5=Very familiar).

Participants

We recruited participants via Facebook and directly from the student population of 
Tilburg University. A total of 162 participants came from age groups of 10 to 20 
(15.43%), 21 to 30 (74.07%), 31 to 40 (8.03%), and 41 to 50 (2.47%) years old.

3.2.4	S timulus

As this study focuses on virtual animals, we propose a scale similar to the human-likeness 
scale: the animal-likeness scale. We placed six different faces of a panda (animal) on the 
animal-likeness scale, similar to that developed by Mori (Figure 3.2.1) (Mori, 1970; 
Mori et al., 2012; Tobe and Greenberg, 2004). A real panda face (World, 2013) is 
located on the high side of animal-likeness scale.
	 Subsequently, a face used with a photorealistic design (MotionCow, 2018) is placed 
lower. Next, models of a zombie panda, robot panda, stuffed panda, and mechanical 
panda are placed on the scale, gradually being less animal-like. The mechanical panda is 
considered to have the lowest number of animal-like features in this range.
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Fi gure 3.2.1: Images of pandas adapted from Mori’s uncanny valley graph on an animal-likeness scale.

3.2.5 resuLts

Th e main question in this study explores whether there is an uncanny valley eff ect in 
the perception of familiarity, commonality, naturalness, attractiveness, interestingness, 
and animateness perception towards a virtual animal (Figure 3.2.2). We found that the 
uncanny valley eff ect is present for measures of familiarity, commonality, naturalness, and 
attractiveness perception. However, no uncanny valley eff ect was found for perception 
of interestingness, and animateness. Th e robot animal is found in the uncanny valley for 
almost all the variables along with the zombie, except for perception of interestingness, 
and animateness.

3.2.6 disCussion

Unexpectedly, the robot panda (virtual robot) is found in the uncanny valley for the 
properties familiarity, commonality, attractiveness, and naturalness. Contrary to our 
expectations, these results show that robot animals are perceived less familiar, common, 
attractive, natural, animate, and interesting when compared to photorealistic and real 
animals. Th e robot animal is interesting and animate to users, but no big diff erences with 
the other images are found. Th is result may be explained by the fact that although many 
researchers are investigating how to increase the empathy and emotional connection of 
social interaction with robots for long term interaction, this relationship is not resolved 
yet (Yang et al., 2018). Th e robots still lack the social interaction skills of humans because 
machines cannot operate perfectly natural under the diff erent real-world conditions. 
Additionally, these robots require more natural or biological appearances due to the 
uncanny valley eff ect. Th is fi nding, while preliminary, suggests that is better to use a 
virtual robot animal with natural appearance than an artifi cial appearance
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3.2.7	F uture work 

Applications for the human-(animal) robot interaction as tutorial 
agents

Previous research developed by Li et al. (2016) found that students who watched 
video lectures with an animated robot (virtual NAO robot) had a better knowledge 
recall compared with a recording with a real robot (NAO robot). They concluded that 
video instructions can be affected by the appearance of the tutor (human or virtual 
appearance). For this reason, in future investigations, we are interested in using dynamic 
images (e.g., animations) compared to static images of the virtual animals to analyze 
whether the movement of virtual robot has similar uncanny valley effects for the user. 
Moreover, we are curious to understand how this research can be applied practically 
on robotics in education. For instance, we can use different versions of virtual animals 
(in particular robot animals) as virtual tutors in video instruction (Chen et al., 2007), 
where they may lead to different effects on affective and cognitive outcomes (see Figure 
3.2.3) depending of their visual appearance. In these future investigations, the animal 
robot can have other types of effect to that we found in this study of uncanny valley of 
virtual animals.

Virtual animal robots in serious games and virtual reality

The results of the uncanny valley appearance of the robot animal extend our knowledge 
of the empathic reactions of users towards robots (Mori et al., 2012). Previous studies 
have explored the relationships between empathy and robots, especially in uncanny 
valley studies (Misselhorn, 2009; Riek et al., 2009; Zlotowski et al., 2018). These 
investigations are limited to physical prototypes of social robots, however, less is 
known of digital prototypes. Serious games and virtual reality simulations can 
be an attractive alternative as it provides interactive experiences that are similar to 
the real world but with robots animals. Further research should focus on determining 
whether users can have empathic reactions towards robots in virtual environments. This 
may have a number of important implications for future practice in new technology 
environments for teaching with robots in the classroom.
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Figure 3.2.3: Example of a future application of the images into animal-likeness scale as virtual tutors.

Simulation robot labs: virtual animals

Simulation labs are fundamental tools in robotics education. In these simulation 
labs, students perform laboratory exercises, including mathematical models, electrical, 
mechanical, hydraulic systems, robotic models, physics, automated systems, and others. 
The android and mechanical robots are currently the major area of interest within the 
field of simulation lab (Balamuralithara and Woods, 2009). Up to now, too little 
attention has been paid to investigate the benefits of employing robot animals. As such, 
further investigation and experimentation into simulation robot labs with animal 
models is strongly recommended.

Interactive robotic avatars with tion real-time facial animal

One of the latest advances in technology is the “modeling for real-time facial animation” 
(Bouaziz et al., 2013). This software allows the natural use of avatars. Facial recognition 
software tracks the eyes, mouth and face posture of a human and maps this onto the 
interface (an image of humans, robots, animals, or objects). This software can be used by 
students and teachers, where they can create robotic avatars to make class presentations 
or interactive activities more engaging with more motivating effects (see Figure 3.2.4). 
These interactive robotic avatars can have a great potential in human-robot interaction. 
However, users should experience these avatars as human or animal like.
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Figure 3.2.4: Example of a future application robotic panda as a real-time facial interactive animation.

3.2.8	 Conclusion

In this investigation, the aim was to explore the presence of the uncanny valley effect 
associated to virtual animals, especially in robot animals. The results of this study 
indicate that robot animals fall into uncanny valley on the properties of perception of 
familiarity, commonality, naturalness, and attractiveness. One unanticipated finding 
was that for the robot animal no uncanny valley effect is found for the properties 
of perception of interestingness, and animateness. The generalizability of these results 
is subject to certain limitations. For instance, in our experiment, we analyzed the 
perception of a panda as a virtual animal, but we are not sure whether similar uncanny 
valley effects are found when other types of animals are used. Keeping the knowledge 
of the uncanny valley effects into account, further research should explore the effects 
of virtual animal robot interaction when used as tutorial agents, in video games, 
simulation labs, and used for real-time facial animation.
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3.3	T he uncanny valley of a virtual animal

3.4	 Abstract

Virtual robots, including virtual animals, are expected to play a major role within affective 
and aesthetic interfaces, serious games, video instruction, and the personalization of 
educational instruction. Their actual impact, however, will very much depend on user 
perception of virtual characters as the uncanny valley theory has shown that the design 
of virtual characters determines user experiences. In this article, we investigated whether 
the uncanny valley effect, which has already been found for the human-like appearance 
of virtual characters, can also be found for animal-like appearances. We conducted an 
online study (N = 163) in which six different animal designs were evaluated in terms 
of the following properties: familiarity, commonality, naturalness, attractiveness, 
interestingness, and animateness. The study participants differed in age (under 10-60 
years) and origin (Europe, Asia, North America, and South America). For the evaluation 
of the results, we ranked the animal-likeness of the character using both expert opinion 
and participant judgments. Next to that, we investigated the effect of movement and 
morbidity. The results confirm the existence of the uncanny valley effect for virtual 
animals, especially with respect to familiarity and commonality, for both still and moving 
images. The effect was particularly pronounced for morbid images. For naturalness and 
attractiveness, the effect was only present in the expert-based ranking, but not in the 
participant-based ranking. No uncanny valley effect was detected for interestingness and 
animateness. This investigation revealed that the appearance of virtual animals directly 
affects user perception and thus, presumably, impacts user experience when used in 
applied settings.

3.4.1	R elated work

Technological advances in animation over the past decade have brought upon new 
challenges regarding the design of virtual characters (in robotic, animal, or human 
forms). In particular, a high quality, realistic appearance can negatively impact user 
acceptability (Schwind et al., 2018a). This negative effect has been described by the 
widely known uncanny valley theory (Mori, 1970). According to the theory, human-
like appearance of artificial objects (e.g., robots) can, in some cases, have a detrimental 
impact on their perceived familiarity and affinity towards them. The uncanny valley 
theory provides a useful account of which features of the appearance give rise to a low 
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user acceptance. This theory has been used in robotics, video games, virtual reality, and 
computer-animated movies in which virtual character appearance serves to establish 
emotional connection with the audience.
	 Past studies of the uncanny valley theory clearly demonstrate the importance of 
human-like properties. In this context, researchers have evaluated the impact of virtual 
humans used as pedagogical agents, bots, chatbots, virtual android robots, and avatars 
(Ciechanowski et al., 2019; Lugrin et al., 2018). Recent work by Schwind et al. (2018a) 
established the possibility to analyze the uncanny valley theory for virtual animals as 
well. However, in their work, a human-likeness scale was employed rather than an 
animal-likeness scale. Arguably, when studying the perception of virtual animals, an 
animal-likeness scale would be more appropriate.
	 To investigate the uncanny valley effect for virtual animals using an animal-likeness 
scale, we designed a virtual panda with different features, building on previous work 
including the scale originally developed by Mori (1970). Next to that, we explored 
the effect of using either still or moving (animated) images and of morbid appearance 
features. Below, we first summarize existing research findings and subsequently report 
on the outcomes of our online experiment in which characters were ranked for animal 
likeness both by experts and by naive participants.

3.4.2	T he uncanny valley theory

The uncanny valley model, as visualized in the well-known graph presented by Mori 
(1970) and Mori et al. (2012), captures the relation between the appearance of robots 
and the sense of “shinwakan” a person feels towards them. “Shinwakan” is a Japanese 
word that can be translated with terms such as “familiarity”, “affinity”, and “comfort 
level” (Ho and MacDorman, 2010). The uncanny valley theory describes how the 
feeling of familiarity increases steadily when an artificial object obtains more human-
like aspects. However, at some point, the familiarity suddenly drops, creating what is 
known as the uncanny valley effect. After this dip, the familiarity rises again sharply 
when the character’s appearance approaches the resemblance of a the uncanny valley 
effect (the “dip”) is most likely to occur when it is difficult to determine whether an 
object is alive/animate or dead/inanimate, for example, in the case of a zombie or an 
extremely realistic human-robot (Tinwell et al., 2011).
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	 Mori et al. (2012), in a translation of Mori’s original article, described the shape of 
the uncanny valley as follows:
	 “The mathematical term monotonically increasing function describes a relation in 
which the function y=f(x) increases continuously with the variable x. [. . . ] An 
example of a function that does not increase continuously is climbing a mountain—
the relation between the distance (x) traveled by a hiker toward the summit and the 
hiker’s altitude (y)—owing to the intervening hills and valleys. I have noticed that, in 
climbing toward the goal of making robots appear like a human, our affinity for them 
increases until we come to a valley [. . . ] which I call the uncanny valley ” (See Figure 
3.4.1, pp. 98).

	 Despite some inconclusive evidence, the effect has been demonstrated both for 
robots and virtual characters. While some studies in the past did not find an uncanny 
valley effect for familiarity, strangeness, and eeriness (Bartneck et al., 2009; MacDorman, 
2006), a number of recent articles describe the effect in likability and eeriness for the 
appearance of android robots (Li, 2015; Zlotowski et al., 2018) and familiarity for 
computer-generated characters (Dill et al., 2012).

3.4.3	T he uncanny valley in virtual animals

Previously published studies on the uncanny valley theory have been limited to robots 
or virtual characters resembling humans, such as androids or virtual humans. Virtual 
animals, however, are currently quite popular in the entertainment industry and have 
only received limited attention in the area of human-computer interaction studies. To 
our knowledge, there are only two studies that explore the uncanny valley effect for 
virtual animals. The first study, by Schneider et al. (2007), reported that non-human 
characters (e.g., animals and robots) are perceived favorably if they display human-like 
features. The second study, developed by Schwind et al. (2018a), noted that it is possible 
to avoid the uncanny valley for a virtual animal when it is completely natural or 
when it has a stylized appearance. Their study concentrated on how realism has an effect 
on a virtual animal (e.g., a cat). As far as we know, no studies analyzed in depth whether 
animal-like appearance leads to an uncanny valley effect. In this sense, a systematic 
understanding of how the uncanny valley theory contributes to the perception of virtual 
animals and their possible effect on the users’ experience is still lacking.
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Figure 3.4.1: Original graph of the uncanny valley (reproduced from Mori et al. (2012)).

3.4.4	 Current study

In our previous study (Sierra Rativa et al., 2019) we investigated whether the uncanny 
valley effect observed for human-like objects can be found for virtual animals. In 
particular, we determined that there is an uncanny valley effect for the user’s perception 
towards still images of avirtual animal with respect to familiarity, commonality, 
naturalness, attractiveness, interestingness, and animateness. The current study first sets 
out to replicate this result and confirm that the uncanny valley theory can be applied 
to virtual animals using the original scales. Second, we tested the so-called ‘movement 
hypothesis’ according to which the movement of the object can influence affinity 
because bodily activity is important for the perception of live entities (Kätsyri et al., 
2015). For this aim, we included dynamic stimuli in our experimental material. Finally, 
we explored the effect of morbid virtual character features in combination with other 
character traits Kätsyri et al., 2015).
	 Figure 3.4.2 shows a simulation graph of the expected uncanny valley effect for 
animal-likeness when directly related to the original human likeness uncanny valley 
graph presented by Mori (1970). To determine the existence of the uncanny valley 
for the animal-likeness scale, we propose that four conditions need to be met: (1) the 
graph decreases when x is between points (a) and (c); (2) the uncanny valley (point c) 
must be found near the maximum value of x; (3) there are significant differences on 
the y-axis when varying on the x-axis; and (4) the real animal (at the right side of the 
graph) compared to uncanny valley images of the animal at point c, are on opposite 
extremes in the plot.
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 According to Kätsyri et al. (2015, pp. 4–7), fi ve main hypotheses can infl uence 
the uncanny valley eff ect. Of these hypotheses, we are interested in the movement 
hypothesis, which indicates that movement in the stimuli can amplify the uncanny 
valley curve (both in positive and negative direction), and the morbidity hypothesis, 
which states that morbid characters lead to a more negative perception compared to 
other characters. Based on these hypotheses, we expect to fi nd an uncanny valley graph 
that can be aff ected by ranking the animal likeness scale, the movement of stimuli and 
the morbidity of images. To our knowledge, these hypotheses have not previously been 
tested on virtual animals.

Figure 3.4.2: Expected  uncanny valley graph relating participant’s perception to the animal-likeness scale. Th e uncanny 
valley occurs between points a and c.

 Th e overarching research question addressed in this article is as follows:

Which conditions infl uence the existence of an uncanny valley eff ect for virtual animals?

 In order to answer this question, in our experiment, we focused on three design 
features likely to infl uence the uncanny valley eff ect, two of which movement and 
morbidity are based on the fi ndings of Kätsyri et al. (2015). Th e following research sub-
questions were investigated:
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	 1. �Ranking. Does the expert-based ranking of virtual animals lead to different 
uncanny valley effects than the participant-based ranking of virtual animals? 

	 2. �Movement. Does movement of the virtual animals amplify the affinity responses 
(changes in familiarity, commonality, naturalness, attractiveness, interestingness, 
and animateness) compared to still images of the virtual animals? 

	 3. �Morbidity. Does a morbid virtual animal (e.g., one with zombie features) 
elicit more negative familiarity, commonality, naturalness, attractiveness, 
interestingness, and animateness than other characters?

	 In the sections below, we first describe our experimental methods followed by the 
quantitative and qualitative results of the study and their discussion.

3.4.5	M ethods

This study aimed to collect information on the perception of familiarity, attractiveness, 
commonality, naturalness, interestingness, and animateness using six still images as 
well as six moving videos of virtual pandas. Participants ranked the pandas on their 
level of animal-likeness using a scale adapted from Mori’s original human-likeness scale. 
The participant-based ranking was compared to expert-based ranking.

Participants

In total, 163 participants were recruited via the University of Gran Colombia 
(Colombia), High School “I.E.D Quiroga Alianza” (Colombia), High School “I.E.D 
Almirante Padilla” (Colombia), and directly from the student population of Tilburg 
University (the Netherlands). We provide demographic information of the participants 
in Table 3.4.1.

Survey procedure

The survey was developed in Qualtrics (a web-based platform for distributing surveys). 
Participants accessed the online survey using a hyperlink. For the participants younger 
than 18 years old, informed consent was obtained from their parents and caretakers. The 
survey, which contained 79 questions, took approximately 10 minutes to complete. We 
collected participants’ information about their age, gender, the country where they lived 
longest, the highest educational degree they received, and how frequently they played 
video games. 
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Table 3.4.1: Demographic data of the participants.

Variable Description n=163 %

Age under 10 2 1.2

10-19 65 39.9

20-29 78 47.9

30-39 16 9.8

40-50 1 0.6

over 50 1 0.6

Gender Female 81 49.7

Male 82 50.3

Geographic location Asia 8 4.9

Asia/Europe 2 1.2

Europe 73 44.7

North America 1 0.7

South America 79 48.5

Frequency of playing
video games

Daily 27 16.6

Several times a week 43 26.4

Several times a month 18 11

Several times a year 35 21.5

Never 40 24.5

Highlest grade or school level

Primary school 21 12.9

Highschool 60 36.8

MBO 7 4.3

HBO/University of Applied Sciences 8 4.9

University Bachelor 32 19.6

University Master 32 19.6

PhD 3 1.8

	 Each participant was presented all six (different) still images and movies of the 
pandas in a random order. For each image and movie, they answered questions using 
semantic differential scales anchored at the following poles: familiar/strange, common/
unusual, attractive/ugly, interesting/boring, natural/artificial, and animate/inanimate. 
Data preprocessing and analysis were performed using SPSS version 27.0 (a software 
package used to perform statistical analysis on quantitative data).
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Stimuli

The panda is considered a charismatic species (Ducarme et al., 2013; Kandel et al., 
2015) and is perceived as attractive, cute, and charming by most respondents. As 
such, we expected the panda to stimulate a sense of familiarity in participants of the 
study. Researchers have explored the relationship between the uncanny valley effect on 
familiarity (MacDorman, 2006; Schwind et al., 2018a; Tinwell et al., 2011). However, 
here we extend this work and use the panda to investigate not only its familiarity aspect, 
but also attractiveness, commonality, naturalness, interestingness, and animateness traits 
in a virtual setting.
	 In this study, we use six versions of the virtual panda: 1. mechanical panda (own 
design), 2. stuffed toy panda (own design), 3. robot panda (own design), 4. zombie 
panda (own design), 5. photo-realistic panda (MotionCow, 2018), and 6. real panda 
(World, 2013). The original images were 1024 x 768 pixels, and Qualtrics automatically 
resized the images to 551 x 301 pixels.
	 The moving panda images used in this study are based on the still images and have 
been animated using software called “Crazy animator 8” (https://www.reallusion.com/
crazytalk/download.html). 
	 Figure 3.4.3 shows the fitting face editor used in Crazy Animator 8 to control the 
facial points of the animal’s face that are used to animate it. All pandas have a neutral 
expression. Each animation has a 10 second duration. In total this means that six still 
images and six animated versions of the virtual pandas are used as stimulus material in 
this study. The videos of the virtual pandas can be found via the following links:

1.	 Mechanical panda (https://youtu.be/6SrCiUxszuY)
2.	 Robot panda (https://youtu.be/W-D2fLekMd8)
3.	 Stuffed toy panda (https://youtu.be/2ULKk4-CX98)
4.	 Zombie panda (https://youtu.be/O3pzsEVu-Ys)
5.	 Photorealistic  panda  (https://youtu.be/hpSN9l2fsZ0)
6.	 Real panda (https://youtu.be/tL2WJTO272E)
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F igure 3.4.3: Face fi tting of the still images of the pandas to create animated pandas.

meAsurement of AnimAL-Likeness sCALe

exPert-bAsed rAnking

We ranked the six diff erent faces of a panda according to the animallikeness scale, which 
is based on the human-likeness scale developed by Mori (1970) (see Figure 3.4.4, left 
column). Masahiro Mori, a Japanese roboticist and the author of the uncanny valley 
theory proposed a human-likeness scale on which he placed thirteen types of stimuli in 
the original graph (see Figure 3.4.1): an industrial robot, a humanoid robot, a stuff ed 
toy animal, a zombie, a bunraku puppet, and a healthy human. Following the same 
expert-based ranking, we ordered the panda characters as follows:

1.  Mechanical panda (i.e., a simulation of the industrial robot in Mori’s studies);
2.  Stuff ed toy panda (i.e., a simulation of the stuff ed animal in Mori’s studies);
3.  Robot panda (i.e., a simulation of the humanoid robot in Mori’s studies);
4.  Zombie panda (i.e., a simulation of the zombie in Mori’s studies);
5.  Photo-realistic panda (i.e., a simulation of the bunraku puppet in Mori’s 

studies) (MotionCow 2018);
6.  Real panda (i.e., a simulation of the healthy person in Mori’s studies) (World 

2013).

Here, panda 1 represents the least animal-like panda, whereas panda 6 represents the 
most animal-like panda. We call this ranking the expert-based ranking in this article as 
it follows the ranking proposed in Mori’s research.
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Participant-based ranking

Since it is possible that non-experts perceive the animal-likeness of the pandas differently 
from the expert-based ranking, participants were instructed to rank the six panda images 
based on animal-likeness with the value of 1 representing the most animal-like and 
6 the least animal-like character. The order of the presentation of the images in the 
questionnaire was randomized. To align the participant-based ranking with the expert-
based ranking (x-axis in the figures), the participant scale was subsequently inverted in 
the analysis.

Questionnaire of perception regarding virtual characters

Following the ranking, each participant was presented with six still images of the 
pandas (randomized) as shown in Figure 3.4.4a and for each image answered the 
questions provided in Table 3.4.2. Next, the participants were presented with six 
animations of the pandas (randomized) as shown in Figure 3.4.4b and answered the 
same questions as for the still images. A reliability analysis using Cronbach’s alpha 
revealed that the questions were answered consistently (α=0.948).

Figure 3.4.4: A still image of the mechanical panda (a) and the interface of the mechanical panda as a moving image (b).

Ethics Approval

Ethics approval was received from the Research Ethics Committee of the Tilburg School 
of Humanities with the reference REDC#2019/89. The data that support the findings 
of this study are openly available in the Dataverse repository name “Data of uncanny 
valley of a virtual animal” at  https://doi.org/10.34894/JIBXBU.



77

3

3.4.6	R esults

In the analysis below, we first compared the expert-based ranking to the participant-
based ranking. Next, we investigated the relation between the judgments of familiarity, 
commonality, naturalness, attractiveness, interestingness, and animateness, as well as the 
effect of movement and morbidity.

Table 3.4.2: Perception of virtual characters questionnaire.

What do you think of the animal’s appearance?

Familiarity Strange 1 2 3 4 5 6 7 8 9 Very familiar

Commonality Very unusual 1 2 3 4 5 6 7 8 9 Very common

Attractiveness Very ugly 1 2 3 4 5 6 7 8 9 Very attractive

Interestingness Very boring 1 2 3 4 5 6 7 8 9 Very interesting

Naturalness Very artificial 1 2 3 4 5 6 7 8 9 Very natural

Animateness Very inanimate 1 2 3 4 5 6 7 8 9 Very animate

Raking

Figure 3.4.5 provides an overview of the participant-based ranking in terms of animal-
likeness. The real panda was ranked to be most animal-like by 134 (82%) respondents. 
The photorealistic panda was ranked second by 127 respondents (77%). The stuffed toy 
panda was ranked next on the scale by 110 respondents (67%), followed by the zombie 
panda 76 respondents (46%) and the mechanical panda 67 respondents (41%). Finally, 
the robot panda was ranked as least animal-like by 65 respondents (40%). Note that 
participants agreed mostly on the ranking of the real, photorealistic, and stuffed toy 
panda, but were less consistent in their ranking of the other characters. Overall, this 
resulted in the following ranking from most to least animal-like: 
real —photorealistic —stuffed toy —zombie —mechanical —robot.

	 Comparing the expert-based ranking to the participant-based ranking (as illustrated 
in Figure 3.4.6), we see that the rankings of the real and photo-realistic pandas are the 
same, but the other pandas are ranked differently. In particular, participants ranked the 
stuffed toy panda as more animal-like compared to the expert-based ranking and the 
robot and mechanical pandas swapped places in the ranking. This means that the expert-
based ranking is different from the participant-based ranking.
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 Figure 3.4.5: Result of the animal-likeness ranking of the pandas chosen by participants (1 is least animal-like and 6 is 
most animal-like).

unCAnny vALLey

Below, we present the analysis of the uncanny valley scales for perceived familiarity, 
commonality, naturalness, attractiveness, interestingness, and animateness.
 Figure 3.4.7a plots the mean values of the diff erent properties assigned to the 
diff erent still panda images according to the expert-based ranking. Th e familiarity 
perception starts with the mechanical panda (M=3.62, SD=2.311) and moves up 
toward the stuff ed toy panda (M=5.54, SD=2.335). After this, familiarity drops toward 
the robot panda (M=3.49, SD=2.330) and zombie panda (M=2.67, SD=2.000).

Fi gure 3.4.6: Expert-based ranking and participant-based ranking (1 is least animal-like and 6 is most animal-like).
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Next, the familiarity rises gradually from the photorealistic panda (M=6.89, SD=2.316) 
to the real panda (M=7.88, SD=2.044).
	 Likewise, the perception of commonality starts from the mechanical panda 
(M=3.23, SD=2.157) and rises toward the stuffed toy panda (M=4.98, SD=2.252). After 
the stuffed toy panda, the commonality value decreases for the robot panda (M=3.09, 
SD=1.823) and zombie panda (M=2.70, SD=1.995). After that, the commonality 
increases progressively from the photorealistic panda (M=6.61, SD=2.247) to the real 
panda (M=7.71, SD=1.922).
	 The attractiveness perception shows similar behavior to familiarity and commonality. 
There is a lower value in attractiveness perception for the mechanical panda (M=4.65, 
SD=2.121). Next, it increases toward the stuffed toy panda (M=5.31, SD=2.320). Then 
attractiveness decreases from the robot panda (M=4.32, SD=2.190) to the zombie panda 
(M=3.70, SD=2.348). Following these low values, the attractiveness increases gradually 
from the photorealistic panda (M=5.98, SD=2.206) to the real panda (M=7.18, 
SD=2.197).
	 The perception of naturalness follows the same behaviour as the previous perceptions. 
The perception of naturalness begins with the mechanical panda (M=2.93, SD=2.390), 
and increases to the stuffed toy panda (M=4.88, SD=2.332). After that, it decreases to 
the robot panda (M=2.51, SD=1.974) and zombie panda (M=2.94, SD=2.239). Next, 
the naturalness rises gradually from the photorealistic panda (M=6.62, SD=2.382) to 
the real panda (M=7.74, SD=2.215).
	 In contrast, interestingness and animateness do not show the similar trends as 
familiarity, commonality, attractiveness and naturalness. The interestingness values 
show only moderate changes from the mechanical panda (M=5.76, SD=2.212) to the 
real panda (M=6.46, SD=2.353). The animateness perception also shows moderate 
changes between the mechanical panda (M=5.42, SD=2.818) and the real panda 
(M=5.32, SD=3.107). Summarizing, we find an uncanny valley effect for the measures 
of familiarity, commonality, attractiveness, and naturalness toward still images when 
organized according to the expert-based ranking, but no such effects are found for the 
measures of interestingness and animateness.
	 Figure 3.4.7b plots the mean familiarity assigned to the different still panda images 
where the pandas are organized by the participant-based ranking. The familiarity 
perception starts with the robot panda (M=3.49, SD=2.330) and moves toward the 
mechanical panda (M=3.62, SD=2.311). After this, the familiarity decreases toward 
the zombie panda (M=2.67, SD=2.83), after which the familiarity increases again 
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gradually from the stuffed toy panda (M=5.54, SD=2.335) to the real panda (M=7.88, 
SD=2.044).
	 Similarly, the perception of commonality starts with the robot panda (M=3.09, 
SD=1.823), then decreases from the mechanical panda (M=3.23, SD=2.157) to the 
zombie panda (M=2.70, SD=1.995). After this, the commonality increases gradually 
from the stuffed toy panda (M=4.98, SD=2.252) to the real panda (M=7.71, SD=1.922).
	 The attractiveness perception follows similar behavior of familiarity and 
commonality, where there is a decrease in attractiveness starting with the robot panda 
(M=4.32, SD=2.190) and decreasing from the mechanical panda (M=4.65, SD=2.121) 
to the zombie panda (M=3.70, SD=2.348).
	 Next, the attractiveness increases gradually from the stuffed toy panda (M=5.31, 
SD=2.320) to the real panda (M=7.18, SD=2.197). In contrast, naturalness, 
interestingness, and animateness show different behavior. The naturalness perception 
shows a steady rise from the robot panda (M=2.51, SD=1.974) to the real panda 
(M=7.74, SD=2.215). The interestingness perception shows moderate changes between 
the robot panda (M=5.30, SD=2.303) to the real panda (M=6.46, SD=2.323) and the 
animateness perception also shows moderate changes between the robot panda (M=4.90, 
SD=2.846) to the real panda (M=5.32, SD=3.107). Summarizing, we find an uncanny 
valley effect for the measures of familiarity, commonality, and attractiveness toward still 
images organized on the participant-based ranking, but no such effects are found for the 
measures of naturalness, interestingness, and animateness.
	 When considering the perception of the moving images according to the expert-
based ranking (as shown in Figure 3.4.8a), we see that the familiarity perception shows 
the lowest value for the mechanical panda (M=3.66, SD=2.279), increases to the stuffed 
toy panda (M=4.80, SD=2.188). After this, familiarity drops toward the robot panda 
(M=3.76, SD=2.297) and zombie panda (M=2.83, SD=2.050). Next, the familiarity 
rises steadily from the photorealistic panda (M=5.90, SD=2.525) to the real panda 
(M=6.49, SD=2.551).
	 The commonality scores reveal similar behavior to familiarity with the mechanical 
panda (M=3.51, SD=2.074), then rising to the stuffed toy panda (M=4.38, SD=2.055). 
After this, the score decreases to the robot panda (M=3.54, SD=2.068) and zombie 
panda (M=2.80, SD=1.922). The commonality score then increases gradually from the 
photorealistic panda (M=5.77, SD=2.441) to the real panda (M=6.04, SD=2.429).
	 The perception of familiarity and commonality of moving images had the same 
behavior as that of the still images by expert-based ranking. The attractiveness perception 
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values follow similar behavior to that of familiarity and commonality, where we fi nd a 
decrease in attractiveness starting with the mechanical panda (M=4.79, SD=2.236) and 
increasing to the stuff ed toy panda (M=5.84, SD=2.079). After this the scores decrease 
to the robot panda (M=4.72, SD=2.296) and zombie panda (M=3.46, SD=2.197). 
Next, the attractiveness increases gradually from the photorealistic panda (M=5.63, 
SD=2.241) to the real panda (M=6.52, SD=2.077).

Figur e 3.4.7: Graphs of the perceived familiarity, commonality, naturalness, attractiveness, interestingness, and 
animateness for the six moving stimuli organized on the x-axis according to (a) expert-based ranking and (b) participant-
based ranking of animal-likeness.
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	 Likewise, the naturalness perception begins with the mechanical panda (M=3.25, 
SD=2.327) and increases with the stuffed toy panda (M=4.05, SD=1.981). After dropping 
to the robot panda (M=3.01, SD=2.193) and zombie panda (M=2.84, SD=1.915), the 
naturalness score rises gradually from the photorealistic panda (M=5.93, SD=2.420) to 
the real panda (M=6.43, SD=2.420).
	 The perception of interestingness only shows slight changes between the mechanical 
panda (M=5.50, SD=2.239) and the real panda (M=6.24, SD=2.199). Similarly, the 
animateness perception values show moderate variation between the mechanical panda 
(M=5.80, SD=2.531) and the real panda (M=5.68, SD=2.491). To summarize, uncanny 
valley effects can be found for familiarity, commonality, attractiveness, and naturalness, 
but no such effects are found for interestingness and animateness for the moving images 
when considering the expert-based ranking.
	 Looking at the perception values for the moving images ordered according to 
the participant-based ranking, we see that the familiarity perception shows the lowest 
value for the robot panda (M=3.76, SD=2.297), moving toward the mechanical 
panda (M=3.66, SD=2.279). After this, familiarity decreases toward the zombie panda 
(M=2.80, SD=1.922). Next, the familiarity increases progressively from the stuffed toy 
panda (M=4.38, SD=2.055) to the real panda (M=6.04, SD=2.429).
	 The commonality perception shows similar behavior to that of familiarity. As 
can be seen from Figure 3.4.8b, commonality starts with the robot panda (M=3.54, 
SD=2.068), showing a decrease from the mechanical panda (M=3.51, SD=2.074) to the 
zombie panda (M=2.80, SD=1.922). After this, commonality increases gradually from 
the stuffed toy panda (M=4.38, SD=2.055) to the real panda (M=6.04, SD=2.429). 
The perception of familiarity and commonality of moving images has similar behavior 
to that of the still images.
	 Likewise, the naturalness perception starts with the robot panda (M=3.01, 
SD=2.193), then showing a decrease from the mechanical panda (M=3.25, SD=2.327) 
to the zombie panda (M=2.84, SD=1.915). Next, the naturalness increases gradually 
from the stuffed toy panda (M=4.05, SD=1.981) to the real panda (M=6.43, SD=2.420). 
In contrast, attractiveness shows significant variation between the stuffed toy (M=5.84, 
SD=2.079) and photorealistic pandas (M=5.63, SD=2.241) and we expected the 
photorealistic panda to have a higher score than the stuffed toy panda.
	 The perception of interestingness toward the moving images has moderate 
variation between the robot panda (M=5.21, SD=2.275) and the real panda (M=6.24, 
SD=2.199). Also, the animateness perception has moderate changes between the robot 



83

3

panda (M=5.75, SD=2.541) and the real panda (M=5.68, SD=2.491). To summarize, 
uncanny valley effects are found for the perception of familiarity, commonality, and 
naturalness, but no such effects are found for attractiveness, interestingness, and 
animateness for the moving images when considering the participant-based ranking.
	 We can observe the different orders of animal-likeness (participant-based ranking 
versus expert-based ranking) in relation to the uncanny valley effects by comparing 
the graphs of Figures 3.4.7a and 3.4.8b as well as 3.4.8a and 3.4.9b. Overall, we see  
consistent patterns: perception of familiarity, commonality, attractiveness, and 
naturalness display an uncanny valley effect. However, for naturalness in the participant-
based ranking, the uncanny valley effect is unclear and the shape of the graph for 
attractiveness for the still images is slightly different in the participant-based ranking. 
In contrast, measures of interestingness and animateness do not show such effects. This 
holds for both still as well as moving images. The differences between the participant-
based and expert-based ranking are consistent as well. Due to the differences in ranking, 
the uncanny valley effects are already found with less animal-like pandas (to the left of 
the graph) for the participant-based ranking. To sum up, the ranking of animal-likeness 
does not seem to affect the main characteristics of the uncanny valley line graphs. The 
only difference is in the naturalness case, which cannot be found for the participant-
based ranking. Similar patterns are also found comparing still and moving images.

Movement

The second research question focuses on whether the movement of the virtual animals 
can amplify the affinity responses (familiarity, commonality, naturalness, attractiveness, 
interestingness, and animateness) compared to still images of the virtual animal. Figure 
3.4.9 provides graphs of both still and moving images for the perception of familiarity, 
commonality, naturalness, attractiveness, interestingness, and animateness. This 
representation shows small changes in the participant’s perceptions when the virtual 
animal is still versus when the virtual animal is moving. We can observe that the values 
for the moving pandas are slightly amplified for familiarity and commonality. Similarly, 
for the expert-based ranking, we see an amplification for naturalness, but this is less 
clear for the participant-based ranking. In contrast, for attractiveness, we see that the 
still images have more extreme values. Given that interestingness and animateness do 
not have uncanny valleys, no clear effect on the affinity responses can be established.
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Figure 3.4.8: Graphs of the perceived familiarity, commonality, naturalness, attractiveness, interestingness, and 
animateness for the six moving stimuli organized on the x-axis according to (a) expert-based ranking and (b) participant-
based ranking of animal-likeness.

Morbidity

In line with previous literature, we hypothesized that a morbid virtual animal (e.g., one 
with zombie features) will elicit more negative familiarity, commonality, naturalness, 
attractiveness, interestingness, and animateness than other characters.
		  The Kruskal-Wallis tests2 (data not normally distributed) show that there were 
significant differences for the familiarity of still images (χ2(5) = 412.310, p ≤ 0.001), 
familiarity of moving images (χ2(5)=227.446, p ≤ 0.001), commonality of still images 
(χ2(5)=434.438, p ≤ 0.001), commonality of moving images (χ2(5)=222.322, p ≤ 0.001), 

2 Additional Median information about statistics analysis can be found in Appendix E.
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attractiveness of still images (χ2(5)=210.907, p ≤ 0.001), attractiveness of moving images 
(χ2(5)=163.988, p ≤ 0.001), naturalness of still images (χ2(5)=419.731, p ≤ 0.001), 
naturalness of moving images (χ2(5)=275.973, p ≤ 0.001), interestingness of still images 
(χ2(5)=30.473, p ≤ 0.001), and interestingness of moving images (χ2(5)=21.448, p ≤ 
0.001). However, no significant differences were found for animateness of still images 
(χ2(5)=3.362, p ≤ 0.644) and animateness of moving images (χ2(5)=2.316, p ≤ 0.804).
	 The differences between the panda images were further explored using post-hoc 
tests for familiarity, commonality, attractiveness, naturalness, and interestingness (see 
Figure 3.4.10). We will first consider the still images. 
	 Most of the combinations between images for the familiarity perception were 
significantly different (p ≤ 0.001), except for the robot and mechanical versions of the 
panda (p = 0.712). The majority of the combinations between images for the perception 
of commonality were significantly different (p < 0.001), except for the zombie and robot 
versions of the panda (p = 0.125), and the photorealistic and real versions (p = 0.699). 
Similarly, most of the combinations between images in the attractiveness perception 
were significantly different (p ≤ 0.001), except for the robot and mechanical versions of 
the panda (p = 0.291).
	 For naturalness, we found that the majority of the combinations were significantly 
different, except of the robot and mechanical versions of the panda (p = 0.228), the robot 
and zombie versions of the panda (p = 0.194), and the mechanical and zombie versions 
of the panda (p = 0.925). In contrast, for interestingness many of the combinations were 
not significantly different and the only combinations that were significantly different 
were the robot, mechanical,  zombie, and stuffed toy pandas with respect to the real 
panda (p ≤ 0.001).
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Figure 3.4.9: Graphs of the perceived fa miliarity, commonality, attractiveness, naturalness, interestingness, and 
animateness of the virtual pandas for still and moving images according to the expert-based and participant-based 
rankings.
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	 We now consider the differences between the values of the moving images. The 
majority of the combinations between the images for the familiarity perception were 
significantly different (p ≤ 0.001), except for the robot and mechanical versions of the 
panda (p=0.730) and the photorealistic and real versions (p=0.068). Most of the 
combinations between images for the commonality perception were significantly different 
p ≤ 0.001, except for the mechanical and robot versions of the panda (p=0.905), and the 
photorealistic and real versions (p=0.382). Similarly, the majority of the combinations 
between images for the attractiveness perception were significantly different ( p ≤ 
0.001), except for the robot and mechanical versions of the panda (p=0.886), and 
the photorealistic and stuffed toy versions (p=0.488). For naturalness, we found that the 
majority of the combinations were significantly different, except for the zombie and 
robot versions of the panda (p=0.650), the zombie and mechanical versions of the 
panda (p=0.196), the mechanical and robot versions of the panda (p=0.402), and 
the photorealistic and real version (p=0.132). In contrast, for interestingness many of 
the combinations were not significantly different. The only combinations that were 
significantly different were the robot, zombie, and stuffed toy versions with respect to 
the real version ( p ≤ 0.001).
	 We compared the results of the current study to those of our previous study 
(Sierra Rativa et al., 2020) where we used the identical still images with the exception 
of the color of the zombie panda (green as opposed to white in the current study). To 
investigate the effect of color, we performed a series of independent-samples t-tests 
(Figure 3.4.11). These demonstrated significant differences for commonality, t(324) 
= -3.983, p ≤ 0.001 and attractiveness, t(324) = -1.973, p=0.049. No significant 
differences for familiarity, t(324) = -1.249, p=0.212; naturalness, t(324) =-1.850, 
p=0.065; interestingness, t(324) = 1.090, p=0.276, and animateness, t(324) = 
-1.042, p=0.298 were found.

3.4.7	D iscussion

This study investigated the existence of the uncanny valley effect for virtual animals. The 
original publication on the theory of the uncanny valley by Mori (1970) and Mori et 
al. (2012) does not mention explicitly how the ordering on the human-likeness scale 
was established. However, Mori (1970) and Mori et al. (2012) notes that characters 
higher on the human-likeness scale have more anthropomorphic characteristics and 
characters lower on the scale have more object-like characteristics. In another study 
conducted by (Burleigh et al., 2013) participants were instructed to rate a face on a 
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Likert scale of human-likeness. In general, the human-likeness scale is associated with 
the perception of realism by participants (Schwind et al., 2018b; Burleigh et al., 
2013). According to Kätsyri et al. (2015), human likeness perception can be 
influenced by aspects of the appearance or aesthetics of the character (e.g., a healthy or 
morbid appearance). Our study assumed that the human likeness scale can be converted 
into animal-likeness. We first compared two rankings of animal-likeness, one based 
on expert judgment and the other one participant-based. Building on our previous 
study, we explored the concept of animal-likeness in more detail using six subscales 
representing the properties of familiarity, commonality, naturalness, attractiveness, 
interestingness, and animateness. In order to test the effect of movement, participant 
responses were collected for both still images and moving images of virtual pandas. 
Finally, we examined the impact of morbid features given that morbidity has been 
assumed to influence the uncanny valley effect in the literature.
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Figure 3.4.10: Summary graphs of familiarity, commonalit y, naturalness, attractiveness, interestingness, and animateness 
perception of the six stimuli of the virtual panda. Dashed lines indicate signifi cant diff erences at p<0.05 and solid lines 
indicate signifi cant diff erences at p ≤ 0.001. Th e absence of lines indicates no signifi cant diff erences.
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Fi gure 3.4.11: Graphs comparing the results of our earlier study (study I) and the current study (study II) for still images, 
where all results are ordered on participant-ranked animal likeness.
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Ranking

The first research question of this study investigated the shape of an animal-likeness 
scale. We compared an expert-based ranking (which was based on Mori’s ranking) 
with the ranking provided by the participants. Both groups of respondents considered 
the photorealistic and real animals the most animal-like. One unanticipated finding 
is that the mechanical, stuffed toy, robot, and zombie pandas were ordered differently 
by participants compared to the expert-based ranking. For the experts, the mechanical 
panda was the lowest on the animal-likeness scale, whereas this was the robot panda 
for the participants.
	 The results show that the different rankings do not affect the properties of familiarity 
and commonality. However, participant-based ranking eliminates the uncanny valley 
effect of naturalness for still and moving images when compared to the expert-based 
ranking. Also, the uncanny valley effect of attractiveness in participant-based ranking 
for moving images has a slightly different shape. Interestingness and animateness show 
no uncanny valley, no matter which ranking. Overall, this shows that ranking of the 
virtual animals has an effect on uncanny valley studies. This means that the way the 
animals are ranked should be taken into account in the analysis for the future studies of 
the uncanny valley effect.

Uncanny valley effect on familiarity

The results of the study show that an uncanny valley effect can be found for familiarity, 
both for still and moving images and for both rankings. This demonstrates that the 
results reported by Mori (1970) and Mori et al. (2012), which focus on human-likeness, 
can also be applied to virtual animals, specifically in the area of familiarity perception. 
The results also show that the participants feel less familiar with a zombie and a robot 
panda when using the expert-based ranking and with a zombie panda for participant-
based ranking.
	 It is possible that familiarity can be related to certain aesthetic characteristics 
that are conventionally associated with a given entity. However, in the results on the 
perception of familiarity, we did not find a significant difference between the zombie 
rendered in two different colors (green as opposed to white).

Uncanny valley effect on commonality

The commonality dimension describes how much the viewer recognizes characteristics of 
an object or living being frequently or rarely occurring in nature (Intons-Peterson, 1981). 
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In virtual reality technology, some experiments reported that when the virtual human 
image is more unusual (meaning its features are less anthropomorphic), this affects the 
presence, engagement, and interest of the participants (Lanier, 1992; Nowak and Biocca, 
2003). This means that the sense of unusualness relates to the anthropomorphic features 
of a virtual character. Another example of models of strange living creatures (e.g., reptile, 
beast, and alien) applied to uncanny valley theory can be found in the study by Burleigh 
and Schoenherr (2015). This study confirmed an uncanny valley phenomenon in non-
human characters for both still and moving images. When we relate that result to our 
study, we see that the perception of commonality can be associated with the animal-like 
features. Interestingly, our results also confirm an association between familiarity and 
commonality.

Uncanny valley effect on attractiveness

A possible uncanny valley effect on attractiveness of the virtual character can form a 
crucial factor in the desirability for a large number of users. According to Kim et al. 
(2012), users preferred to play with an attractive virtual character rather than an ugly 
one. Likewise, Royse et al. (2007) suggested that users, especially women, do not want 
to play with ugly characters, which is likely a reaction to the players’ desire to look 
attractive in the virtual world. Schneider et al. (2007) showed there is a second highest 
mean attraction towards non-human virtual characters (e.g., animals or robots) when 
they present mild human-like features. The results on attractiveness in this study are 
interesting in that we observed an uncanny valley effect for still but not for moving 
images, independently of whether the ranking on animal-likeness was done by experts 
or by non-experts.

Uncanny valley effect on naturalness

The appearance of naturalness is an essential component for representing biological 
systems. Participants experience a lack of naturalness when, for example, the image of 
the animal has some missing traits or there is a perceptual mismatch with the real animal 
(Schwind et al., 2018a). Moreover, Schwind et al. (2018a) described that three factors 
can affect humans’ reactions toward virtual animals: “the violations of the naturalness 
of the virtual animal, the facial expression, and body pose, as well as how the animal fits 
into the scene” (pp. 58). Likewise, LÖffler et al. (2020) identified the animal-likeness 
scale from extreme values as machine-like to animal-like, artificial to natural, and 
inanimate to living. They found an uncanny valley effect for zoomorphic robots, where 
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the robot animals located in the middle level of animal-likeness were perceived as less 
attractive or likeable. The authors conclude that mismatching between the realistic and 
natural appearance of the animal at the same time can foster an unfavourable reaction 
in the users.
	 We found that in our data, there was an uncanny valley effect on the perception 
of naturalness for still and moving images with expertbased ranking, but this was not 
the case for still and moving images with participant-based ranking.

Uncanny valley effect on interestingness, and animateness

Surprisingly, no uncanny valley effect was found for aspects of interestingness and 
animateness. This holds for the expert-based ranking and the participant-based ranking 
alike with both still and moving images. Put differently, participants considered all of 
the six animal images to be similarly interesting and animate. This finding suggests that 
despite there being a clear conceptual relation between all the uncanny valley subscales, 
the subscales for interestingness and animateness may behave differently. To our 
knowledge, there has not yet been any detailed investigation of the relationship between 
the perception of interestingness and animateness in the context of the uncanny valley 
in regard to virtual humans or virtual animals.

Movement

According to the original hypothesis of Mori and the hypothesis proposed by Kätsyri 
et al. (2015), the uncanny valley effect can be amplified by movement of the virtual 
character. In particular, movement can provide an artificial object with an unnatural 
quality and thus magnify its creepiness. Therefore, in our stimulus material, we included 
stimuli depicting a subtle movement of the virtual figure. In line with the expectation 
formulated in previous studies, the movement slightly amplified the perception 
responses for the less animal-like virtual characters (i.e., the robot, zombie, mechanical, 
and stuffed toy panda).

Morbidity

On the one hand, we might expect a zombie virtual character to be attractive to 
participants, as zombies are a common staple in popular culture. On the other hand, 
according to the morbidity hypothesis of Kätsyri et al. (2015), a morbid virtual character 
should give rise to negative affinity, in line with a human “revulsion to death” (Criscuolo, 
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2019). Indeed, in our study, we found that the zombie panda was considered to be 
unattractive, as well as less familiar, common, and natural.

3.4.8	 Conclusion

The current study investigated the existence of the uncanny valley effect for virtual 
animal characters. Considering an expert-based ranking of animal-likeness, we found 
uncanny valley effects for familiarity, commonality, naturalness, and attractiveness. 
For participant-based ranking, we found uncanny valley effects for familiarity and 
commonality for both still and moving images, attractiveness for still images and 
naturalness for moving images. In both rankings, no uncanny valley effect was found 
for the perception of interestingness and animateness.
	 The results of this investigation show that the uncanny valley effect can generally 
be observed not just for human likeness but also for animal likeness (Mori, 1970). 
The findings contribute to our understanding of uncanny valley theory of non-human 
virtual characters and provide a basis for further animal-likeness studies. Taken together, 
they suggest that design features of virtual animals can have a direct impact on the user 
experience.
	 The generalized of these results is subject to certain limitations. In particular, we 
observed that the expert-based ranking of animal-likeness is different from that of the 
participants. More research is needed to fully understand these discrepancies. Also, it 
seems to be the case that movement has an effect on the animal-likeness, possibly leading 
to a new ranking. The color of the animals (in a way a property of the visualization of 
the animal) can influence the uncanny valley effect as well and more research into the 
visual appearance of the virtual animals is thus needed. Finally, it remains to be seen to 
what extent the results concerning virtual pandas as stimuli carry over to other virtual 
animals (e.g., fish, birds, worms, beavers, insects, spiders, etc) (Cenydd and Teahan, 
2013; Sierra Rativa et al., 2020). Future studies should concentrate on testing the 
uncanny valley effect on other species and their virtual visualizations.
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chapter 4
The influence of game character 

appearance on empathy and 
immersion: virtual non-robotic  

versus robotic animals



98

This chapter tackles research question RQ3 and RQ4.

Research Question

3.	� Can a virtual animal’s visual appearance influence the level of empathy of users?
4.	� Can a virtual animal’s visual appearance influence the level of immersion of users?

Published Work: Sierra Rativa, A., Postma, M., & Van Zaanen, M. (2020). 
The influence of game character appearance on empathy and immersion: Virtual 
nonrobotic versus robotic animals. Simulation & Gaming, 51(5), 685–711. https://
doi.org/10.1177/1046878120926694

4.1	 Abstract

In this Chapter 4, we examine empathetic interactions with animated game characters 
can help improve user experience, increase immersion, and achieve better affective 
outcomes related to the use of the game.We used a 2x2 between-participant design and 
a control condition to analyze the impact of the visual appearance of a virtual game 
character on empathy and immersion. The four experimental conditions of the game 
character appearance were: Natural (virtual animal) with expressiveness (emotional facial 
expressions), natural (virtual animal) with non- expressiveness (without emotional facial 
expressions), artificial (virtual robotic animal) with expressiveness (emotional facial 
expressions), and artificial (virtual robotic animal) with non-expressiveness (without 
emotional facial expressions). The control condition contained a baseline amorphous 
game character. 100 participants between 18 to 29 years old (M=22.47) were randomly 
assigned to one of five experimental groups. Participants originated from several 
countries: Aruba (1), China (1), Colombia (3), Finland (1), France (1), Germany (1), 
Greece (2), Iceland (1), India (1), Iran (1), Ireland (1), Italy (3), Jamaica (1), Latvia (1), 
Morocco (3), Netherlands (70), Poland (1), Romania (2), Spain (1), Thailand (1), Turkey 
(1), United States (1), and Vietnam (1). We found that congruence in appearance and 
facial expressions of virtual animals (artificial + non-expressive and natural + expressive) 
leads to higher levels of self-reported situational empathy and immersion of players in a 
simulated environment compared to incongruent appearance and facial expressions. The 
results of this investigation showed an interaction effect between artificial/natural body 
appearance and facial expressiveness of a virtual character’s appearance. The evidence 
from this study suggests that the appearance of the virtual animal has an important 
influence on user experience.
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4.2	R elated work

The term empathy tends to be used to refer to the ability to share the feelings and 
thoughts of other people and take another person’s perspective, in order to facilitate the 
process of social interactions (Azevedo et al., 2013; Håkansson and Montgomery, 2003; 
Kalisch, 1973). It is defined as “a combination of interrelated components of emotion 
recognition (in oneself and others), affective responsiveness (sharing the emotional 
experience of others), and perspective taking (cognitively assuming the perspective of 
others)” (Rodriguez, 2013, p. 494) or as “the capacity to (a) be affected by and share the 
emotional states of another, (b) assess the reasons for the other’s state, and (c) identify 
with the other, adopting his or her perspective” (Aaltola, 2014, pp. 243-244; De Waal, 
2008, p. 281). We also differentiate between cognitive empathy, as the capacity to 
perceive and predict the feelings of others, and affective empathy, as the capacity to 
recognize emotional reactions when witnessing the suffering of another person (Patient 
and Skarlicki, 2010).
	 Empathy is associated with both positive and negative feelings. On the one hand, 
it can be triggered by feelings of happiness, achievement, excitement, and celebration 
(Keen, 2006). On the other hand, empathy is often experienced by an observer 
of another person in a distress situation or in pain. It can also arise while observing 
antisocial behaviors and aggression (Batson et al., 1987a; Clark et al., 2019a; Stanger et 
al., 2012; Sterzer et al., 2007). There is some terminological confusion with respect to 
the terms of empathy and sympathy. Sympathy is interpreted as the ability to pity and 
understand the suffering of others, that is to care for the suffering of others, where it 
can have a reaction tied to negative emotion (Eisenberg and Strayer, 1990). In contrast, 
empathy, as a broader concept, is the possibility of experiencing positive and negative 
situations or emotions as if they are one’s own (Davis, 2018; Keen, 2006). Although the 
term sympathy is older than empathy, both terms are associated with compassion, which 
is the understanding of the situation of the other.
	 It is important to realize that some people may be more predisposed to empathic 
reactions than others (Adams, 2019; Eisenberg et al., 1994). Dispositional empathy 
indicates the manner in which a person tends to respond toward the experiences of other 
people in general (Konrath et al., 2011). It is a multidimensional construct that includes 
both cognitive and affective facets (Davis et al., 1994, p. 370).
	 In general, empathy is understood as the ability to “put yourself in someone else’s 
shoes” (Faulkner, 2018, p. 218), however, “the others” is typically expected to be a fellow 
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human being rather than a technological object (e.g., a robot) or a virtual character 
(Matravers, 2017, p. 86). An interesting issue that can be studied in the context of 
simulation games is to investigate what happens when we replace (virtual) humans by 
any (other) kind of character including virtual animals. Non-human characters in the 
form of virtual animals are mostly met with violence in computer games, where people 
can hunt animals as bears, deer or sharks. It has been shown that the use of violent video 
games can stimulate aggression, decrease pro-social behavior, increase mood changes, 
and impulsivity in young learners (Greitemeyer (2018, 2019); Sherry, 2001) although 
for a summary of an opposing view, see the discussion in Kühn et al. (2019). Arguably, 
they can also lead to apathy towards the fate of similar characters in the real world.
	 Referencing empathic virtual agents, Ochs et al. (2008) proposed that empathy in 
human-machine interaction can be developed in two ways:

1.	 �Virtual agents (in this case, virtual characters) can manifest empathic 
emotions toward a player (also called “empathetic virtual characters” that 
foster immersion by McQuiggan et al. (2008, p. 1511),

2.	� and players express empathic emotions toward a virtual agent (which Paiva 
et al. (2005)) named “empathic synthetic characters”).

	 In our study, we focus on the second type of relation. In line with Paiva et al. 
(2005, p. 265), we make use of “distress-inducing stimuli” (Belman, 2016, p, 64; 
Eisenberg et al., 1989, p. 42) to create conditions favorable to experiencing possible 
empathic reactions toward virtual characters. We vary the game character appearance 
(expressiveness and artificiality) to investigate its influence.
	 Past research showed that simulation games can be used as powerful tools to 
develop learning and social skills through virtual characters (Hofstede et al., 2010; Ke 
and Moon, 2018). Moreover, simulation games are typically considered well-suited to 
support educational programs fostering empathy, because they allow players to adopt 
new perspectives in an immersive way (Bachen et al., 2012; Belman and Flanagan, 
2010). Research on human-computer interaction (HCI) (Pan and Hamilton, 2018; 
Scassellati et al., 2018), human robot interaction (HRI) (Ishiguro and Nishio, 2018), 
and video games (Wu et al., 2018) has led to a proliferation of studies using human 
characters. In contrast, recent research, such as that conducted by Schwind et al. (2018a), 
has shown a lack of systematic studies on the effect of different design features for non-
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human artificial characters, such as animal-like characters or virtual robots, despite their 
growing popularity in simulated environments including learning applications.
	 A few studies analyzed empathy toward non-human characters like virtual pets. 
Virtual pets are defined by Tsai (2008) as the simulations of “life-like agents” and could 
possibly be used to build relationships with players (pp. 49). Tsai and Kaufman (2014, 
p. 149) used a “real-time pet simulation videogame” called Nintendogs and reported 
a positive effect of interacting with virtual pets on users’ relationship to pets in real 
life, suggesting that children playing the game developed an empathic disposition 
toward the virtual characters. This result supports the conclusion that empathic feelings 
toward a virtual animal are, in principle, possible. However, non-human characters 
often have human characteristics, such as movement, expressiveness, behavior, and 
personality (Tinwell et al., 2011; Yamane et al., 2010) and it is not clear what the effect 
of these properties on the users. For example, does the “uncanny valley effect” (Ho and 
MacDorman, 2017, p. 129; Mori, 1970) apply to the same extent to virtual animals? 
Which design features are necessary for the user to establish an emotional bond with a 
virtual animal?
	 According to the uncanny valley theory, an object with human-like traits can fail 
to elicit affinity when it is very realistic to its human counterpart (Mori, 1970; Mori et 
al., 2012). Aesthetic and other features of the inanimate objects can have a direct effect 
on their acceptation or rejection by contributing to the uncanny valley effect (Hodgins 
et al., 2010; Misselhorn, 2009; Riek et al., 2009). Here, a clear link to empathy can be 
found as it originally stems from the German word “Einfühlung”, i.e., the appreciation 
of the aesthetics of an object as an observer projection (Eisenberg and Strayer, 1990, 
pp. 18–20). One of the few investigations that have been carried out on virtual animals 
in relation to the uncanny valley effect concerned the appearance of the character, 
in particular the effects of realism, stylization, and facial expressions (Schwind et al., 
2018a). According to the outcomes of the study, the naturalness of the virtual animal 
was fundamental to create the sensation of realism with the user.
	 An important aspect of simulated environments involving virtual characters 
concerns immersion. Even though immersion is one of the most significant concepts 
in game design, little is known about the relationship between immersion and the 
empathic disposition toward a virtual character in a game environment. Arguably, 
empathy-centered design can improve the affective experience and emotional response 
of the player with respect to the virtual game character (Belman and Flanagan, 2010; 
Brown and Cairns, 2004a). Next to that, several studies convincingly show that the 
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affective experience increases immersion in the game (Jennett et al., 2008; Nacke and 
Lindley, 2008; Nacke et al., 2011). Given the link between emotional response and 
empathy on the one hand, and immersion on the other hand, we might expect empathy 
and immersion to be strongly related to each other.
	 The relationship between dispositional empathy and situational empathy plays a 
critical role in the measurement of empathy concerning a virtual character. Eisenberg 
et al. (1994) describes that situational and dispositional measures can be correlated 
occasionally. It depends on the hypothesis of the study and their different methods 
of vicarious emotional responding (e.g., emotions and sensations experienced through 
the stories of others by watching or reading). The dispositional empathy can describe 
the current level of empathy of the participant, but cannot describe whether a stimulus 
affects the measure of empathy in the person. Likewise, the situational empathy can 
help to clarify if the stimulus (e.g., virtual character) can affect the empathy of the 
participant and possible relationships. For this reason, many studies used dispositional 
and situational empathy measures to identify relationships between both sub-constructs 
of empathy to have a better measure of empathy (Adams, 2019; Eisenberg et al., 1994; 
Holmgren et al., 1998; McQuiggan et al., 2008; Rosenthal-von der Pütten et al., 2013). 
To date, no previous studies have investigated whether the situational empathy toward 
a virtual character can be affected by the dispositional empathy of the users.
	 One of the most well-known approaches for assessing dispositional empathy 
(however, see Eisenberg and Strayer (1990), for a discussion of potential weaknesses 
of this approach) is to use a self-reported questionnaire, such as Davis’s Interpersonal 
Reactivity Index (also known as the IRI questionnaire), which is the most frequently 
used (Davis, 1983; Garcia-Barrera et al., 2017; Hojat, 2016; Otterbacher et al., 2017; 
Rivers et al., 2016). Measurement of dispositional empathy may be affected by self-
representation concerns, but the IRI questionnaire has an acceptable validity and 
reliability confirmed in studies with Dutch (De Corte et al., 2007), Chinese (Siu and 
Shek, 2005), and French population (Gilet et al., 2013). This questionnaire appears to 
be suitable for experiments concerning fictional characters, due to the inclusion of a 
fantasy measure scale.
	 Contrary to empathy as a trait, situational empathy (i.e., context dependent 
empathic reactions) can be induced through specific stimuli or situations. Many 
researchers have utilized situational empathy to measure empathy-related responses 
(Eisenberg et al., 1994; Holmgren et al., 1998). To capture the concept of empathy in 
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its entirety, self-reported measures based on existing questionnaires should be combined 
with measurements of psycho-physiological responses.
	 Situational empathy in the context of simulated environments appears to be 
very closely related to the concept of engrossment and presence (or, total immersion), 
both sub-concepts of immersion. Immersion is the illusion of experiencing a virtual 
environment as if it were akin to the real world (Hou et al., 2012; Mäyrä and Ermi, 
2011) and can be enhanced by realistic elements within the virtual game experience. In 
the same way, the term immersion can be defined as a mental process (Hou et al., 2012; 
Mäyrä and Ermi, 2011) or intrinsic human characteristic (Hou et al., 2012), which can 
be affected by different elements of game design (e.g., size screen, viewing angle, audio, 
character’s aesthetics, or story) (Domsch, 2017; Hou et al., 2012; Mäyrä and Ermi, 
2011).
	 One of the most well-known ways of assessing immersion within a computer 
interface is a questionnaire developed by Jennett et al. (2008). The questionnaire 
contains 31 questions on both game elements and experience. Brown and Cairns 
(2004a) proposed that game qualities can be described in three distinct levels of 
immersion: engagement, engrossment, and total immersion. Whereas engagement can 
be measured using factors that include time, attention, and energy required from the 
player, engrossment, is associated with gamers’ emotions. Total immersion is associated 
with “presence”. At this stage, the impact of player’s feelings and thoughts are affected by 
their level of empathy and game’s atmosphere (e.g., graphics, plot, and sounds). Brown 
and Cairns (2004a) offer anecdotal support for the idea that empathy and immersion 
have a strong relationship that is fostered by the game character and its interaction with 
the environment (character appearance and first-person player perspective).
	 To sum up, existing literature suggests that empathy and immersion are two 
strongly related concepts (engrossment and engagement) that are both affected by the 
game character’s appearance. Likewise, the game character’s appearance (artificiality/
expressiveness) influences the level of self-reported situational empathy. Finally, the 
empathic tendency of the participants (dispositional empathy) and their possible 
empathetic reactions toward the virtual character (situational empathy) can influence 
to different levels of immersion. However, the empirical evidence supporting these 
conclusions is currently mainly based on anecdotal accounts.
	 The expected relations are shown in Figure 4.2.1, based on reports found in the 
literature discussed above. The purpose of the current study is to explore the effect 
of different design features pertaining to the virtual game character (artificiality and 
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expressiveness) on situational empathy and immersion of the user in the simulated 
environment. In terms of artificiality, the body appearance of the virtual character in our 
experiment was manipulated using a distinction made by Coeckelbergh (2011, p. 199), 
who proposed that animals are “natural” and “biological” entities, a living organism 
in an ecosystem, while robots are “artificial” and “technological” articles and objects. 
Referring to a game character appearance, a natural appearance is understood to be 
closer to the biological animal in the real world in terms of important characteristics 
such as the animal’s color or body shape. An artificial appearance, on the other hand, 
has characteristics akin to the appearance of a robot. With respect to characters’ 
expressiveness, virtual characters can display human-like facial expressions (Beer et al., 
2015; Paiva et al., 2005; Thomas et al., 1995). According to Dyck et al. (2008), it 
is possible to enrich virtual faces of an avatar with expressions of happiness, sadness, 
fear, disgust, anger, and a neutral state. Dyck et al. (2008) and colleagues found that 
recognition of the virtual expressions was comparable to natural facial displays of 
emotion. Interestingly, in their study, neutral expressions were most frequently confused 
with the emotion of sadness (both in human and virtual faces) but were also chosen 
when participants were uncertain about the emotion displayed. In contrast to Dyck et 
al. (2008) and Hoffmann et al. (2010), studying human expressions only, considered the 
neutral face to be a facial expression of its own right, but not an expression of emotion. 
Likewise, Tinwell et al. (2011) used basic universal emotions (happiness, anger, fear, 
sadness, and disgust) as described by Ekman (1992) and used the neutral expression 
as a kind of control state in virtual character (91.47%) and human images (89.92%), 
with surprisingly high recognition rates. In our study, we made use of three basic facial 
expressions: happiness, sadness, and neutral. These facial expressions were chosen due to 
their high and consistent recognition rates for virtual faces Dyck et al. (2008).
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Figure 4.2.1: Expected relationships between the game character’s appearance, empathy, and immersion.

	 Our hypothesis was that an expressive virtual character with animal-like features 
(i.e., low artificiality) would lead to a higher level of subjective immersion and situational 
empathy compared to a robotic character without emotional facial expressions. The 
main research questions addressed in the experimental design were as follows:

1.	� Does game character appearance (artificiality and expressiveness) influence 
the level of self-reported situational empathy?,

2.	� Does game character appearance (features pertaining to artificiality and 
expressiveness) influence the level of immersion?, and

3.	� Does self-reported situational empathy correlate with immersion?
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4.3	M ethods

We used a 2x2 between-participant design and a control condition. The four 
experimental conditions of the game character appearance were: Natural (virtual animal) 
with expressiveness (emotional facial expressions), natural (virtual animal) with non-
expressiveness (without emotional facial expressions), artificial (virtual robotic animal) 
with expressiveness (emotional facial expressions), and artificial (virtual robotic animal) 
with non-expressiveness (without emotional facial expressions). The control condition 
contained a baseline amorphous game character. Participants were videotaped while 
accomplishing the experimental task. The task consisted of taking care of a virtual 
character by supplying it with energy, break time, and fun in a simulation game lasting 
10.16 minutes (609.6 seconds). Before playing the game, the participants filled out the 
IRI questionnaire (Davis, 1983). After playing the game the participants filled out an 
“Immersion Questionnaire” (Jennett et al., 2008, p. 644), and a situational empathy 
question about the experiment.

4.3.1	 Participants

We recruited 100 participants between 18 to 29 years old (M=22.47, SD=2.914).  
The participant sample was balanced for gender, with 50 females (50%) and 50 males 
(50%), drawn from a university student population in the Netherlands. The participants 
were randomly assigned to one of five experimental groups. Each condition had 20 
participants (10 female and 10 male). The participants received a course credit for 
their participation and their participation was voluntary. They originated from several 
countries: Aruba (1), China (1), Colombia (3), Finland (1), France (1), Germany (1), 
Greece (2), Iceland (1), India (1), Iran (1), Ireland (1), Italy (3), Jamaica (1), Latvia (1), 
Morocco (3), Netherlands (70), Poland (1), Romania (2), Spain, Thailand (1), Turkey 
(1), United States (1), and Vietnam (1). The participants reported playing videogames: 
daily (10%), several times per week (19%), several times per month (19%), several times 
per year (31%), and never (18%).

4.3.2	S timulus

The beaver is not considered a worldwide charismatic wild species, compared to other 
species such as the panda, polar bear, wolve, tiger, dolphin, whale, or ape (Albert et 
al., 2018; Ducarme et al., 2013). Since the beaver is not perceived as very attractive, 
cute, and charming by default, we expected that it would not directly stimulate a 
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sense of empathy in the participants of the study. The beaver was depicted in a virtual 
setting with two different body design features; a natural body (virtual animal) and an 
artificial body (virtual robotic animal). Both designs are shown in Figure 4.3.1. We 
chose an amorphous figure as a control character, since it does not contain a body easily 
recognized by the user, such as any geometric figure used in other studies (Heider and 
Simmel, 1944).

Figure 4.3.1: Modeling in 3D design of the natural beaver (left side) and artificial robot beaver (right side).

	 Artificiality and expressivity were combined into four experimental conditions 
and one control condition (as shown in Figure 4.3.2):

1.	� Natural body with expressiveness [experimental]: This condition showed a 
beaver with a natural body in 3D. The character had three facial expressions: 
sadness, happiness, and neutral.

2.	� Natural body with non-expressiveness [experimental]: This condition showed 
a beaver with a natural body in 3D. However, it had no human-like facial 
expressions.

3.	� Artificial body with expressiveness [experimental]: This condition showed a 
beaver with an artificial robot body without any biological traits. The character 
had three facial expressions: sadness, happiness, and neutral.

4.	� Artificial body without non-expressiveness [experimental]: This condition 
showed a beaver with an artificial robot body without any biological traits. 
However, it had no human-like facial expressions.
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5.	� Amorphous figure as a virtual character [control]: This condition had no clearly 
defined kind of character. Its shape was indeterminate, and lacking a definite 
form (marshmallow-like).

4.3.3	 Procedure

For the purposes of our experiment, we designed an experimental game called “Justin 
Beaver” (as shown in Figure 4.3.3). This game environment was inspired by the 
virtual pet game Tamagotchi, which also had an autonomous virtual character, but in 
a 2D environment (Higuchi and Troutt, 2004). Our game has a virtual simulation 
environment in 3D graphics, where the virtual character (animal or robot-animal 
beaver) explores a natural habitat. The virtual character moves randomly in the game 
environment. The player is instructed to take care of the character by supplying it with 
energy, break time, and fun during 10.16 minutes (609.6 seconds) through a “drag & 
drop” system. The players’ performance was indicated by increasing or decreasing level 
bars on the screen.

Figure 4.3.2: Five conditions of the game character.
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Figure 4.3.3: Screenshot of the game environment used in this study.

On the initial screen of the game, five virtual characters were displayed which allowed 
the researcher to choose with which character the participant would play.  Then, to 
start playing the game, the participant had to press the “F9” key which saved an initial 
timestamp on the computer used later to synchronize different streams of data. The 
virtual characters in the experimental conditions (1) and (3) (the beaver or robot beaver) 
displayed facial expressions in the following order: 3 minutes of sadness, 3 minutes of 
neutral, 3 minutes of happiness, and 1 minute and 16 seconds of neutral (as shown 
in Figures 4.3.4 and 4.3.5). As the virtual characters in the other two experimental 
conditions (2) and (4) did not show emotional facial expressions, their appearance did 
not change during the game.
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Figure 4.3.4: Timeline of emotional facial expressions of the natural beaver (virtual animal).

Figure 4.3.5: Timeline of facial expressions for the artificial beaver (virtual robotic animal).

	 After 10 minutes, a “distress-inducing stimuli” was evoked in the game when 
another character (a hunter) came out from behind a bush and shot the beaver.  After 
the distress situation, there was a delay of 16 seconds and then a screen appeared with 
the message: “Game Over”.
	 Our control group (5) played with an amorphous figure as their virtual character. 
This virtual character had no emotional facial expressions, artificial or natural properties, 
or any particular kind of character. Its shape was indeterminate, and lacking a definite 
form (somewhat comparable to a marshmallow). The player took care of the character 
by supplying it with energy, break time, and fun during 10.16 minutes and they watched 
the same distress event as in the experimental situations and a message “Game Over”.

4.3.4	E thics approval

Ethics approval was obtained from the Research Ethics Committee of the Tilburg School 
of Humanities with the reference REC#2017/01. We found that this experimental game 
did no harm to the participants, other than feeling perhaps a little uncomfortable when 
the virtual character found itself in the distress situation. However, this situation was 
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necessary for the successful induction of a distressful event in the experiment. After the 
experiment, the researcher explained to the participant that it was a virtual character and 
that no harm was actually done to any characters in the real world. Data and experimental 
game are publicly available on the Dataverse platform at Tilburg University (see https://
dataverse.nl/dataset.xhtml?persistentId= hdl:10411/NJJATW).

4.3.5	I nstrumentation

The participants took part in the task individually in front of a computer screen. Before 
of the game, IRI questionnaire was administrated online. After playing the game, the 
participants filled out an online Immersion Questionnaire and answered the Self-
reported situational empathy about the character. Finally, the researcher conducted a 
semistructured individual interview with the participant, taking between 3 to 7 minutes. 
In total, the experiment took approximately 1 hour.

Self-reported situational empathy

We measured self-report situational empathy with a single item: “To what extent did 
you really empathize with the character (animal/robotanimal/amorphous figure)? The 
participants indicated the answer on a 5-point scale where the extremes were labeled 
(1=Not at all and 5=Very much).

Dispositional empathy

To measure dispositional empathy, the participants filled out the IRI questionnaire 
(Davis, 1983, p 1) which measures empathy on four subscales: perspective taking (“the 
tendency to spontaneously adopt the psychological point of view of others”), fantasy 
(“taps respondents’ tendencies to transpose themselves imaginatively into the feelings 
and actions of fictitious characters in books, movies, and plays”), empathic concern 
(“assesses ‘other-oriented’ feelings of sympathy and concern for unfortunate others”), 
and personal distress (“measures ‘self-oriented’ feelings of personal anxiety and unease 
in tense interpersonal settings”). The participants indicated answers on a 5-point scale 
where the extremes were labeled (A=Does not describe me well and E=Describes very 
well). The test has 28 items (see supplemental material #3). The items (1–2, 4–6, 8–11, 
16–17, and 20–28) were scored: A=0, B=1, C=2, D=3, E=4. The reversed-scored items 
of this test were: 3, 7, 12, 13, 14, 15, and 19 (see Appendix B). The Cronbach’s alpha 
for the IRI questionnaire was reliable with α=0.809. The principal component analysis 
(PCA) of the IRI questionnaire indicates a possible reduction from a larger number of 
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variables of the IRI questionnaire to a smaller number of factors. The Keiser-Meyer-Olkin 
measure of sampling adequacy was 0.706 and the Bartlett test of Sphericity was highly 
significant, suggesting the data were suitable for PCA. The scree plot (as shown in Figure 
4.3.6) of the PCA shows that four groups (factors) appear stacked and separated from 
the rest. Factor 1 was labeled “fantasy”, factor 2 “personal distress”, factor 3 “perspective 
taking”, and factor 4 “empathy concern”(see supplemental material #1). The outcomes 
of the PCA were in line with the sub-scales of the IRI questionnaire as they have been 
used in the past. In the data analysis below, we, therefore, treated dispositional empathy 
both as a single complex concept (validated by the Cronbach’s alpha value) and in terms 
of the four sub-scales (validated by the PCA).

Figure 4.3.6: Scree plot showing four groups (factors) of the IRI test.
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Immersion

We measured immersion using a questionnaire that was originally developed by Jennett 
et al. (2008) (see Appendix B). Participants indicated their answers on a 5-point scale 
where the extremes were labeled (see supplemental material #2). The test had 31 items. 
The items (1–5, 7, 11–17, 19, and 21–31) was scored: 1 to 5. The reversed-scored 
items of this test were: 6, 8, 9, 10, 18, and 20. The Cronbach’s alpha for the Immersion 
questionnaire was reliable with α=0.906.
	 The principal component analysis (PCA) of the Immersion questionnaire indicates 
a possible reduction from a larger number of variables of the Immersion questionnaire 
to a smaller number of factors. The Keiser-Meyer-Olkin measure of sampling adequacy 
was 0.787 and the Bartlett test of Sphericity was highly significant, suggesting the data 
were suitable for PCA. The scree plot of the PCA (illustrated in Figure 4.3.7) shows that 
two groups (factors) appear stacked and separated from the rest. Factor 1 was labeled 
“engrossment”, and factor 2 “engagement” (Brown and Cairns (2004), pp. 1297–1298; 
see supplemental material #2).
	 The outcomes of the PCA of the results of the Immersion Questionnaire was 
associated with two labels, which were used on the construct of immersion developed by 
Brown and Cairns (2004a). Engagement was considered the first phase of immersion in 
which the players show their “effort, invest time, and attention” (p. 1298). Engrossment 
was considered the second phase of immersion in which the players show their “emotional 
investment in the game” (p. 1299). Total immersion was considered the total score of 
the immersion which the players are totally involved in the game.
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Figure 4.3.7: Scree plot showing two groups (factors) of the Immersion test.

Semi-structured interview

During the debriefing the participants answered three open question in the form of a 
short semi-structured interview. This was used to collect additional information about 
experiment. The questions were:

1.	� Did you feel any emotional attachment to the character (animal/
robotanimal/amorphous figure)? Why?,

2.	� How did you feel when the character was in a distress situation?, and
3.	� What aspect could we improve in the video game to improve the emotional 

link to the character?

	 We analyzed whether the level of immersion of participants in the game correlated 
with their level of situational empathy answer. In addition, we compared the results of 
the IRI questionnaire with the Immersion Questionnaire and self-reported situational 
empathy. To identify whether the virtual character’s artificiality and expressiveness 
influenced the level of immersion and situational empathy of a participant, we compared 



115

4

the average results of the Immersion Questionnaire and self-reported situational 
empathy of the participants in the experimental conditions using two-way ANOVA. 
Moreover, we compared the results with the control group consisting of 20 participants. 
Data collected in the semi-structured interviews with open questions was used to gain 
qualitative insight and to acquire additional information about the experiment. Data 
preprocessing and analysis was performed using SPSS 24.0.

4.4	R esults

4.4.1	�I nteraction effect between artificiality and expressiveness 
toward self-report situational empathy

The first question of this study aimed to explore if the game character appearance 
(artificiality/expressiveness) influenced the self-reported situational empathy of the 
participants. A two-way ANOVA showed that there was no statistically significant 
interaction between the effect of artificiality and self-reported situational empathy 
F(1, 95)=.698, p=.405, ηp2=.007. Likewise, there was no statistically significant 
interaction between the effect of expressiveness and self-reported situational empathy 
F(1, 95)=.393, p=.532 ηp2=.004. There was, however, a statistically significant 
interaction between the effects of game character appearance (artificiality and 
expressiveness) and self-reported situational empathy, F(1,95)=11.171, p=.001, 
ηp2=.105, as shown in Figure 4.4.1.

Interaction Effect Between Artificiality and Expressiveness Toward 
Immersion

The second question of this study ex-plored whether game character appearance 
(artificiality/expressiveness) influenced the immersion level of the participants. A 
two-way ANOVA showed no statistically significant effect of artificiality: F(1, 95) 
= .116, p = .734, ηp2=.001. Likewise, there was no statistically significant effect of 
expressiveness: F(1, 95)= .055, p= .815 ηp2=.001. However, there was a statistically 
significant interaction between the game character appearance and immersion, F(1, 
95) = 5.965, p=.016, ηp2=0.059, as shown in Figure 4.4.2.
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Relationship Between Dispositional Empathy, Self-Reported 
Situational Empathy and Immersion

	 The third question of this study was to explore whether dispositional empathy and 
self-reported situational empathy were correlated with immersion. A Pearson product 
moment correlation coefficient was computed to assess the relationship between the 
dispositional empathy, self-reported situational empathy, and immersion. There was a 
positive correlation between the dispositional empathy and immersion level, r=0.249, 
n=100, p=0.012. There was also a positive correlation between the dispositional 
empathy and self-reported situational empathy variables, r = 0.384, n = 100, p < 
0.001. Finally, there was a positive correlation between the self-reported situational 
empathy and immersion level, r=0.593, n=100, p < 0.001. Table 4.4.1 summarizes 
the results of the correlation analysis. For example, other significant relationships 
were found: There was also a positive correlation between the dispositional empathy 
and their four sub-scales: empathic concern (r=0.736, n=100, p < 0.001), fantasy 
(r=0.692, n=100, p < 0.001), perspective taking (r=0.588, n=100, p < 0.001), and 
personal distress (r=0.438, n=100, p < 0.001). There was a positive correlation between 
the dispositional empathy and a sub-scale of immersion level: engrossment (r=0.270, 
n=100, p=0.007). There was a positive correlation between fantasy with empathy 
concern (r=0.316, n=100, p=0.001), self-reported situational empathy (r=0.293, 
n=100, p=0.003), immersion engrossment (r=0.240, n=100, p=0.016), perspective 
taking (r=0.220, n=100, p=0.028), and immersion (r=0.213, n=100, p=0.033). 
There was a positive correlation between perspective taking with empathy concern 
(r=0.395, n=100, p < 0.001), self-reported situational empathy (r=0.271, n=100, 
p=0.006), immersion (r=0.238, n=100, p=0.017), immersion engagement (r=0.217, 
n=100, p=0.030), and immersion engrossment (r=0.216, n=100, p=0.032). There was 
a positive correlation between empathy concern and self-reported situational empathy 
(r=0.293, n=100, p=0.003). There was a positive correlation between self-reported 
situational empathy with immersion engrossment (r=0.599, n=100, p < 0.001) and 
immersion engagement (r=0.398, n=100, p < 0.001). There was a positive correlation 
between immersion with immersion engrossment (r=0.962, n=100, p < 0.001) and 
immersion engagement (r=0.782, n=100, p < 0.001). Finally, there was a positive 
correlation between immersion engrossment and immersion engagement (r=0.582, 
n=100, p < 0.001). Overall, increases in dispositional empathy and self-reported 
situational empathy were positively correlated with increases in ratings of immersion.
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Figure 4.4.1: Differences between mean values of self-reported situational empathy for artificiality/naturality and 
expressiveness/non-expressiveness (game character appearance). An interaction effect was found between game character 
appearance and self-reported situational empathy. Standard errors are represented in the figure by error bars attached to 
each column.

Figure 4.4.2: Mean difference values representing immersion for artificiality/naturality and expressiveness/non-
expressiveness (game character appearance). Standard errors are represented in the figure by error bars attached to each 
column.
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4.5	D iscussion

The general aim of this study was to investigate if the appearance of the virtual animal 
character can be adapted to foster empathy and immersion. The game character 
appearance was systematically manipulated in terms of (1) artificiality (robotic or 
natural), and (2) expressiveness (with or without emotional facial expressions). Next to 
that, we measured dispositional empathy, situational empathy, and immersion in the 
game.
	 The first aim of this study was to explore whether game character appearance 
(manipulated in terms of its artificiality and expressiveness) can influence the level of 
self-reported situational empathy toward the character. Referring just to expressiveness, 
the present study set out with the aim of assessing whether emotional facial expressions 
of the virtual character can foster empathy in the user. In reviewing the literature, Ochs 
et al. (2008) described that a virtual character or agent can be called empathic when 
there are two situations: (1) users can feel empathy toward the virtual character/agent, 
or (2) the virtual character/agent shows empathic emotions concerning the users. For 
situation (1), previous studies have used facial expressions onto virtual characters to 
develop empathetic towards virtual agents or characters (Niewiadomski et al., 2008; 
Prendinger et al., 2005; Vinayagamoorthy et al., 2006). For instance, Ochs et al. (2008) 
used facial expressions in the virtual human characters to simulate the perception of 
emotions in agents. This means that a virtual character was perceived as being more 
empathetic when it had positive and negative emotions than when it was non-
expressive. Can an emotionally expressive virtual character also foster the user’s empathy 
towards itself? The aim of the present study was to examine if a user would display 
more empathetic reactions towards virtual agents with facial expressions. We found that 
emotional facial expressions of the virtual character by itself cannot foster the empathy 
of users, as there was no statistically significant effect of expressiveness on self-reported 
situational empathy.
	 Another important aspect of the appearance of the game character is artificiality 
and naturality, with the theoretical construct of artificiality being based on the work of 
Coeckelbergh (2011), who defined a robot as an “artificial” and “technological objects” 
object (p. 199). In robotics, artificiality plays a very important role in realism and its 
effects with the emotional connection with the users. Andrews (2013) has suggested some 
concerns about artificiality of the robots when he described that modern robots look 
more like machines than live animals in natural environments such as a zoo. He noted 
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that due to advances in technology in a virtual environment, it is easier to design realistic 
robot animals that simulate fine motor movement, appearance, and unpredictable 
behavior of a live animal. Previous studies investigating the uncanny valley have shown 
how artificiality (more or less human-like) of robots can affect the familiarity or affinity 
of the users (Mori, 1970; Mori et al., 2012). Riek et al. (2009) showed that appearance 
of a robot can affect the empathy of the users. They found that humanlike robots foster 
more empathy in the users compared to mechanicallooking robots. However, they did 
not associate the mechanical looks of robots with artificiality but with the absence of 
anthropomorphic (human-like) traits. In reference to zoomorphic (animal-like) traits, 
there is a study that shows how a video where a dinosaur robot was tortured can affect 
self-reported empathy (Rosenthal-von der Pütten et al., 2013). This study showed that 
participants had a significant main effect on self-reported empathy related to “Pity for 
robot/angry at torturer”, but not “empathy with the robot” (pp. 24–25). This dinosaur 
robot had a more biological appearance than mechanical, which was called naturality 
in this study. For this study, the “natural” condition was designed through a virtual 
animal with a “natural” and “biological” body appearance (Coeckelbergh, 2011, p. 
199). Contrary to expectations, this study did not find that the virtual character was 
perceived with more empathy when it was manipulated only in terms of its artificiality 
or naturality as it did not increase situational empathy in users. The most interesting 
finding of the current study was that the impact of artificiality/naturalness depended 
on the expressiveness of the character in that congruent appearances gave rise to the 
highest levels of situational empathy. We found that an artificial (virtual robotic animal) 
body appearance with absence of expressiveness and a natural (virtual animal) body 
appearance with expressiveness appeared to generate most empathetic reactions. We 
assume that these effects were due to participants preferring congruent virtual characters. 
In fact, similar choices can be found outside of the research domain. For example, in the 
movie WALL·E (film produced by Pixar Animation Studios), the animators designed a 
robot character called “Eve” with harmonic characteristics where the eyes of a robot were 
more mechanical (two blue moving lights) than human (e.g., an iris and a pupil).
	 The second aim of this study was to determine how the game character appearance 
(features pertaining to artificiality and expressiveness) influenced the level of immersion. 
The results for immersion were comparable to those for situational empathy: Immersion 
levels were higher for expressiveness when the game character’s appearance was natural 
(virtual animal). However, immersion was higher for non-expressiveness when game 
character’s appearance was artificial (virtual robotic animal).
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	 The third aim of this study was to identify the relationship between empathy and 
immersion produced by the game character’s appearance. Our findings were consistent 
with the expected relationship between game character appearance, empathy, and 
immersion presented in the literature review. We found a moderately positive correlation 
(see Figure 4.5.1) between self-reported situational empathy and immersion, in line 
with the conclusions of Brown and Cairns (2004a) who observed that players who were 
not completely immersed, experienced a lack of empathy with respect to some game 
design features (such as the appearance of the virtual character). Self-reported situational 
empathy was significantly correlated with both sub-concepts of immersion: engrossment 
and engagement. Interestingly, engrossment had a greater correlation with situational 
empathy (r=.599) compared to engagement (r=.398). This result may be explained by 
the fact that engrossment is associated with the emotional investment of the player in 
the game (Brown and Cairns, 2004a; Jennett et al., 2008).

Figure 4.5.1: Results of the expected relationship between game character appearance, empathy, and immersion.
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Finally, we examined if dispositional empathy had any relation to situational empathy 
and immersion. The results of our study further support the idea that dispositional 
empathy is likely related to situational empathy towards a virtual character in simulated 
environments. This finding is in line with the proposal of Eisenberg et al. (1994). 
Participants with a high level of dispositional empathy are more likely to empathically 
respond to the virtual stimuli, though the response may differ depending on the stimulus 
or circumstances suitable for it (Adams, 2019). With respect to immersion, the results 
of our study showed a low significant correlation between dispositional empathy and 
immersion. This finding, while preliminary, suggests that there is a relationship between 
dispositional empathy, situational empathy and immersion, which is an important 
aspect for future research.

4.6	 Limitations and recommendations

In our research, we found that the appearance of a virtual animal character can be 
manipulated to foster empathic and immersion reactions in users of simulated 
environments. However, there are other aspects of these environments than need to be 
examined in future research, such as possible negative effects of empathy on players. An 
interesting example was discussed by Happ et al. (2013) in relation to a game character 
who was considered to be a victim of circumstances, generating empathy and justifying a 
high level of acceptance towards violence perpetrated by the character. One should thus 
be cautious when employing empathy in simulated environments as there is something 
inherently dangerous to people’s emotions being manipulated through game characters.
	 From a methodological point of view, our measure of situational empathy relied 
on a single-item instrument. A single item can give us a general idea about participants’ 
empathic feelings towards the character in an exploratory manner, however only one 
item is not sufficient to check the reliability and validity of the concept. For future 
studies, we intend to develop a multi-item measurement of situational empathy in 
simulated environments and to test its construct validity. Next to that, we aim to include 
socio-demographic variables such as the participants’ age, gender, and cross-cultural 
background, in the experimental design. Finally, in future research, we will examine more 
closely the links between self-reports of situational empathy and psychophysiological 
measurements (e.g., heart rate and facial expressions) to externally validate the construct.
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4.7	 Conclusion

The purpose this study was to determine how a virtual character’s visual appearance 
affects players’ experiences of empathy and immersion in virtual environments. In our 
experiment, the body appearance and facial expressions of the virtual character were 
manipulated in terms of (1) artificiality (robotic or natural), and (2) expressiveness (with 
or without facial expressions). The major finding of this study was the discovery that the 
interaction between the artificial/natural appearance and the expressiveness of a virtual 
character — particularly, their congruence — affects self-reported situational empathy 
of a player, as well as the level of immersion experienced in a simulation game. We 
found a positive correlation between dispositional empathy, self-reported situational 
empathy, and immersion, thereby empirically confirming the link between empathy 
and immersion previously proposed on conceptual grounds. The findings shed new light 
on studies of non-human characters (e.g., virtual animal/virtual robotic animals) and 
their effect on user experience. Further research might explore other types of situational 
empathy reactions. These may include but are not limited to measuring the emotions 
of participants using facial recognition software or psychophysiological measures during 
the same virtual interactive experience developed in this study.
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Try walking in my paws:  
empathy, immersion, and  

perceived pain in virtual reality 
environments by manipulating 
animal character appearance?
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This chapter tackles research questions RQ3, RQ4, RQ5, and RQ6.

Research Question
3.	� Can a virtual animal’s visual appearance influence the level of empathy of users?
4.	� Can a virtual animal’s visual appearance influence the level of immersion of users?
5.	� Can a virtual animal’s visual appearance influence the level of perceived pain of users?
6.	� Can a virtual animal’s visual appearance influence the level of embodiment of users?

This chapter is based on:
1.	� Sierra Rativa, A. S., Postma, M., & Van Zaanen, M. (2020). Can virtual reality 

act as an affective machine? The wild animal embodiment experience and the 
importance of appearance. In Urrea C. (Eds.). Proceedings of the MIT LINC 
2019 Conference, Vol 3. EPiC Series in Education Science

	 https://doi.org/10.29007/dc7s
2.	� Sierra Rativa, A. S., Postma, M., & Van Zaanen, M. (2022). Try walking in 

my paws: Is it possible to increase empathy, immersion, and perceived pain in 
virtual reality environments by manipulating animal character appearance?. 
Manuscript submitted to Virtual Reality for a journal publication.

5.1	 Abstract

Empathy towards a virtual character is an essential component of digital simulations due to 
that an empathetic virtual character can stimulate user immersion in a virtual environment 
and the sharing of another perspective of a non-human character. Past research indicates 
that the appearance of a character plays an important role to foster emotional reactions in 
users. To explore the effect of virtual animal appearance on induced perceived pain, empathy, 
embodiment, immersion, and con- servation tendencies, we created a simulation in virtual 
reality called “Justin Beaver VR”. In the virtual world, the participants experienced the 
natural environment of a beaver from a first-person perspective. To facilitate immersion, users 
received physical feedback through a haptic vest with vibration motors, which conveyed the 
sensations of touching trees, swimming in a lake past virtual fish, and being shot at by a 
hunter. The appearance of the virtual character was manipulated to be either natural or robot-
like. The results indicate that visual appearance has an important effect on perceived pain and 
immersion during the simulated experience. Participants reported that the sensation of pain 
through pressure in the haptic vest was stronger in the natural body appearance condition 
than in the robot-like body and control conditions. Similar effects were associated with 
immersion during the game. No effects on situational empathy, avatar embodiment or animal 
conservation tendencies were found.
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5.2	R elated work

As humans, we can experience feelings of pain that are comparable to direct pain when 
observing another person hurting (Singer et al., 2004). The ability to empathize with 
others comes about by means of reasoning about the perspective of the other (cognitive 
empathy) or by a direct emotional experience akin to the emotion felt by the other 
(affective empathy) (Shen, 2010).3 Interestingly, empathetic reactions can be evoked not 
just by witnessing within species suffering (Kelly et al., 2020) but also the suffering of 
members of other species (Akerman, 2019; Angantyr et al., 2016) and even inanimate 
objects (Paiva et al., 2017). Previous research has established that the degree of empathy 
an observer experiences in a particular situation is largely determined by an individual 
disposition for empathy (Bujic et al., 2020; Davis et al., 1980). When evaluating the 
impact of a particular intervention, it is thus important to measure both situational and 
dispositional empathy in order to take into account individual differences. The effects 
can be measured by means of self-reports using validated questionnaires in combination 
with biofeedback (Spreng et al., 2009), which is considered to be an objective measure 
of situational empathy (Alimardani et al., 2020).
	 Empathy has been the subject of many classical studies in humancomputer 
interaction and empathetic characters or agents (Becker-Asano et al., 2005; Kober and 
Neuper, 2013; Kors et al., 2020; Fisher, 2017; Hoorn et al., 2004; Paiva et al., 2017; 
Parmar et al., 2022; Milcent et al., 2022; Moroz and Krol, 2018; Salminen et al., 2019). 
One of the reasons to include empathy in HCI design is the assumption that using 
characters or agents with cognitive and emotional traits increases their believability from 
the point of view of the users (Becker-Asano et al., 2005). Milcent et al. (2022) and Paiva 
et al. (2017) discussed five main factors that can foster empathy in HCI simulations: 
(1) context & situation where the user becomes a witness of a simulated situation with 
an affective component that is perceived by the user; (2) empathy mechanisms when 
the user interacts and possibly imitates an agent that has the ability to display emotions, 
for example, by means of facial expressions (see also Wang and Ruiz (2021)); (3) user 
characteristics such as personal history, age, gender, and other relevant factors; (4) 
empathy modulation, i.e., lowering or heightening the empathic reaction of the user 
due to mechanisms such as perceived similarity with the agent, the affective relationship 
between the user and the agent, or mood and personality of the user; and (5) virtual 

3 �While empathy and sympathy are closely related, they likely refer to two distinct processes. With respect to sympathy, the observer does not experience the 

emotion observed in another person but rather the feeling of caring for or loving the other person (Ramirez, 2017, p. 510).	
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agent characteristics such as appearance, experience, behavior, and intellectual ability 
(Van Vugt et al., 2006; van Vugt et al., 2009a). With respect to the last factor, it is 
important to note that relatively little is known about empathy towards virtual agents 
that produce the Uncanny Valley effect which is likely to have a negative impact (Diel 
and MacDorman, 2021).
	 The goal of this study was to examine the possibility of eliciting empathetic 
reactions towards animals in distress in a simulated environment. The advantage of using 
a simulation rather than original material is that the user can be provided with a first-
person perspective, the features of the environment can be manipulated to achieve the 
desired impact, and the experience can be controlled in terms of its emotional intensity. 
Virtual reality environments that can be used to evoke cross-species empathy have a high 
potential to be employed for educational purposes in the domain of nature conservation 
and environmentalism.

5.3	B ackground

5.3.1	E mpathy and virtual reality

Virtual reality technology has been referred to as an “empathy machine” (Bujic et al., 
2020) due to its potential for enabling users to embody another character in a highly 
immersive setting, thus shutting out the influence of the outside world and perceptions 
of self that are associated with it. According to Fairclough et al. (2020), virtual reality 
can even produce an analgesic effect supported by the illusion of spatial presence, top-
down attention, as well as the engagement of auditory and visual senses. Different 
kinds of VR experiences can result in distinct levels of immersion, with head-mounted 
display, (such as Oculus Rift or Quest 2) applications typically being considered as 
high-immersive, and 360-degree videos as less or non-immersive (Kim and Lee, 2022). 
Additional features can support the degree of embodiment and immersion, including, 
but not limited to, the format of the simulation, the virtual character’s appearance, the 
content of the narrative presented in the environment, the degree of user control, design 
quality, and any accompanying music.
	 Three different main formats of virtual reality simulations have been used in the 
past to explore empathy: (1) realistic 360-degree videos, (2) narrative or storytelling, 
and (3) animation. In the first format, 360-degree videos are used to show dramatic or 
sensitive situations to examine whether participants can connect with virtually presented 
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characters in these situations (Schutte and Stilinović, 2017). The second format refers to 
environments that represent VR renderings of written stories (Pianzola et al., 2019). This 
allows for an additional type of empathy to be measured, namely associative empathy, 
defined in terms of identification of the character with the message of the story (Shen, 
2010). Finally, the third format refers to simulations of animated characters. Examples 
include a meditation scenario, where participants were represented by two illuminated 
statue-like avatars (Salminen et al., 2019).

5.3.2	 Perceived pain and empathy

Most studies of empathy focus on situations that involve personal distress, including 
pain, anxiety, concern, and confusion, since these lead to clearly identifiable and 
measurable reactions in the observer (Ickes and Decety, 2009; Nickerson et al., 2009). 
Pain, in particular, is a powerful reaction to discomforting sensations, which might be 
of a physical, emotional, or cognitive nature (Niharika et al., 2018). This experience 
appears to be translatable into virtual environments, as demonstrated by Cheetham et 
al. (2009), who analyzed the effect of an avatar in relation to pain (Cheetham et al., 
2009) and by Das et al. (2005), Matamala-Gomez et al. (2019), Niharika et al. (2018), 
Patel et al. (2020), Sullivan et al. (2000), Wiederhold et al. (2014) who focused on 
how virtual reality can help alleviate pain in patients. To assess perceived pain, scales 
involving emotional expressions, which are associated with a specific score, have been 
utilized, comparable to the Wong-Baker Face Pain Rating Scale (Niharika et al., 2018) 
or a pain assessment scale for children developed by Das et al., (2005), who applied this 
to virtual reality games.
	 Eliciting the illusion of pain in a virtual world without actually affecting the 
physical body requires that the boundary between the user’s biological body and 
virtual body is blurred. Past studies convincingly demonstrate that certain conditions 
can lead to an illusory ownership of a virtual body or a body part (e.g., a hand or a 
leg). This has been repeatedly demonstrated in the well-known Rubber Hand illusion 
experiments (Botvinick and Cohen, 1998; Slater et al., 2008) and the outcomes are 
presumably generalizable to other limbs (Kokkinara and Slater, 2014). In another study, 
painful, neutral and pleasant stimulations of a virtual hand were performed, in order to 
examine behavioral and psychological reactions in the participants (Fusaro et al., 2016). 
Participants who recognized the painful stimuli of the virtual hand reported a more 
significant illusory ownership compared with pleasure and neutral stimulations. To our 
knowledge, the illusion has not been tested with nonhumanoid avatars.
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	 Virtual reality allows for a first-person perspective embodied experience, i.e., 
the ability to experience a virtual body as one’s own biological body. With the studies 
of Vinayagamoorthy et al. (2004) and Kilteni et al. (2012), we can identify two key 
elements that must be considered for the naturalness of the virtual experience, namely, 
the appearance of the avatar, and the sensory feedback that the user usually observes in 
their biological body (Kilteni et al., 2012; Vinayagamoorthy et al., 2004). A visual and 
auditory simulation combined with a virtual haptic experience can offer internal body 
sensations such as temperature, vibration, pressure, and texture (Gibbs et al., 2022). 
These elements can even be used with virtual bodies of non-human life forms, as in the 
study of Liu et al. (2017) who designed a virtual tree storytelling, where users were able 
to achieve a first-person perspective embodied experience of being a tree. Arguably, the 
illusion of acceptance of the virtual body as a person’s own is more likely to occur with 
robotic and cartoon bodies compared to virtual human bodies (Lugrin et al., 2015) due 
to the Uncanny Valley effect (Mori et al., 2012), particularly when an “imperfection of 
the recreation becomes highly disturbing, or even repulsive” (Vinayagamoorthy et al., 
2004, pp. 87). Also, similarity, realism, and idealistic characteristics of the embodied 
characters can affect the engagement reactions of users (Van Vugt et al., 2006; van Vugt 
et al., 2009a,b; Vugt et al., 2008).
	 The effects of imperfection of the representation of the natural world in virtual 
designs can also be detected when users interact with virtual characters or avatars that 
depict animals (Schwind et al., 2017). Our previous studies on the character appearance 
of a virtual animal roughly distinguish between two kinds: (1) the natural appearance, 
where the virtual design representation is similar to the biological animal in reality (e.g., 
similarities to the biological color), and (2) the artificial appearance, where the virtual 
design was easily differentiated from the real-life appearance of the biological animal 
(e.g., significantly different from the biological color). However, it is not clear if users 
consider the naturalness or artificiality of an animal character to be of importance in 
virtual environments.
	 One of the greatest challenges is developing avatar control for animal characters in 
virtual reality is due to their shapes, skeletons, and postures which differ from those of 
a human agent (Krekhov et al., 2019b; Škola and Liarokapis, 2021). For example, as 
demonstrated by Pimentel and Kalyanaraman (2021), there are technological limitations 
to visuomotor synchrony in virtual reality when the user attempts to control a virtual tail 
of a turtle. A possible solution lies in providing virtual animals with anthropomorphic 
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properties that differ from their original biological characteristics (Krekhov et al., 2019a), 
such as an erect posture which may also help to decrease the occurrence of cybersickness.
	 The main purpose of this study is to investigate how the embodiment of a life form, 
namely a virtual wild animal, can affect the user’s own perception of pain, empathy, 
embodiment, and immersion, as well as their animal conservation tendencies, thus 
providing a basis on which to improve our relationship with nature with the help of 
immersive technologies. Furthermore, this research can contribute to our understanding 
of virtual reality avatar technology, which is primarily designed as a mirror of the human 
body, and mostly disregards the possibilities of other types of physiognomies.

5.3.3	R esearch questions

The main research questions addressed in this article are:

1.	� Can the visual body appearance (artificiality/naturality) of an animal or robot 
animal influence perceived pain, situational empathy, avatar embodiment, 
immersive experience, and animal conservation tendency in virtual reality?

2.	� What are the relationships between dispositional empathy, situational empathy, 
perceived pain, immersion, avatar embodiment, immersive experience, and 
animal conservation tendency in this virtual reality simulation?

3.	� Which emotions are felt by participants when their virtual character dies during 
such a virtual reality simulation?

5.4	M ethods

The principal objective of this study is to explore the effect of virtual appearance on 
immersion in a virtual world, i.e., the degree to which users would feel personally affected 
by virtual events experienced from a first-person perspective. The study followed the 
recommendations and procedures of the institutional Ethics Review Board and received 
an ethical approval (reference Addendum RECD#2017/01).

5.4.1	 Participants

Ninety undergraduate students (38 female, 18–35 years old, Mage=22.63, SD=3.682) 
from Tilburg University. They participated in the experiment in exchange for course 
credits. All participants had a good command of English. The participants reported their 
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frequency of playing (34.5%), occasionally or several times a month (21.1%), and rarely 
or never  (44.4%).

5.4.2 mAteriAL

virtuAL environment 
We adapted the virtual reality environment of the game on the basis of previous research 
conducted into the appearance of virtual characters in a computer game environment 
in a game called “Justin Beaver”. Th e simulation for this study in virtual reality is called 
“Justin Beaver VR” (see Figure 5.4.1). For the new version of the game, we made a 
number of modifi cations in relation to the previous version concerning the appearance 
of the animal, the game perspective (fi rst person view), we reduced the time duration 
of the game, we added the possibility for a participant to see themselves in a mirror at 
the beginning of the game to enhance the embodiment of the character, and, fi nally, we 
added sensory feedback through an external vest.

Figure  5.4.1: Th e virtual reality simulation used in this study is called “Justin Beaver VR”. In this simulation, the 
participant wears VR glasses, touch controllers and a VR vest.
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VR apparatus

Participants were invited to sit individually in front of a computer and were accompanied 
by a researcher throughout the simulation. They wore a Head-Mounted Display device 
(Oculus Rift S), two touch controllers, and a haptic virtual reality vest (TactSuit 
bHaptics; see Figure 5.4.1).

Haptic vest

The vest makes it possible to create the illusion of touch in a virtual reality environment 
through a total of 40 Haptic Feedback Points (vibration motors). It is adjustable to the 
size of the wearer, and supports a wireless connection. In Figure 5.4.2, we show how the 
vest’s sensory feedback was automatically activated in the following situations:

1.	� The sensation of eating or transforming trees into pieces of wood was created by 
the activation of four frontal motors with a slight intensity (Figure 5.4.2a);

Figure 5.4.2: Activation of feedback sensations of the beaver: (a) sensation of eating; (b) sensation of receiving a shot; (c) 
sensation of swimming with the vest.
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2.	� The sensation of being shot was created with the activation of four 
frontal motors with high intensity (Figure 5.4.2b);

3.	� The sensation of swimming was created with the horizontal linear 
sequential activation of four frontal motors with moderate intensity (Figure 
5.4.2c).

Appearance of the virtual character

In this study, the primary virtual character (a virtual beaver) was presented with 
three different body appearances to different groups of participants, with the first 
two conditions presenting a natural or an artificial appearance and the third being a 
control condition:

1.	� Natural appearance: The body of the beaver had a brown color with a 
humanoid cartoon manifestation of the biological beaver (Figure 5.4.3a). In 
the scenes where only the beaver’s ‘hands’ were observed, they were designed 
with a brown color and claws resulting in a more naturalistic appearance 
(Figure 5.4.3d).

2.	� Artificial appearance: The body of the beaver had a gray color with a 
humanoid cartoon manifestation of the robotic beaver (Figure 5.4.3b). In 
scenes where only the robotic beaver’s ‘hands’ were seen, they were rendered 
with a metallic color and claws (Figure 5.4.3e).

3.�	� Amorphous figure: The character had no particular shape, and a white color 
(Figure 5.4.3c). In scenes where only the ‘hands’ are observed, they appeared 
similar to the amorphous figure itself (Figure 5.4.3f ).

	 After the pilot tests of the experiment, the participants reported feeling dizzy when 
they had walked on four legs. For this reason, we decided to provide the virtual 
character with a more humanoid body. In the first minute, the participant could see 
the complete body of the virtual character in front of the mirror. After that, the 
participants only saw their virtual hands, in order to reduce potential symptoms of 
sickness when they walked in the virtual environment, and to make the simulation more 
pleasant.
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5.4.3	 Procedure

Prior to the experiment, the participants were informed that they would be placed 
in a virtual reality environment with sensory feedback. We excluded students with a 
history of epilepsy, migraines, and the possibility of being pregnant. Once in the lab, 
the experimental leader informed participants that they could possibly observe some 
stressful events in the game, and only if they agreed, were they presented with further 
instructions and the consent form. Participants could stop the game at any time without 
providing an explanation. After signing the consent form, the participants filled out 
an online questionnaire called the Interpersonal Reactivity Index (IRI) and a pretest 
questionnaire of self-reported animal conservation tendencies, which took about 10 
minutes to complete. The experimental leader explained that the participant’s task 
was to care for their virtual character and keep it alive until the end of the game. The 
experimental leader also informed the participant that they would not be left alone 
during the entire simulation, which would last 5 minutes and 16 seconds. After that, the 
participant was randomly assigned to one of the three conditions (natural appearance, 
virtual appearance, or control). The participant received instructions about how to 
move their virtual character with the touch controllers, and was equipped with the VR 
headset, two controllers, and a virtual reality vest.
	 The game consisted of three main parts. The first part involved presentation of the 
character in a virtual mirror (see Figures 5.4.3a, 5.4.3b, and 5.4.3c), and had a duration 
of 1 minute. In this part, the participants could visually explore their virtual body 
(natural, artificial or control) in mirror. A countdown timer was visible to the participant, 
showing when the game would begin. The second part was contained interaction with 
the virtual habitat of the character (see Figures 5.4.3d, 5.4.3e), and had a duration of 4 
minutes. In this part participants explored a virtual forest, provided the character with 
energy by “eating” wood from the ground and fish from the river, had a break time while 
napping in a wooden house, and experienced fun activities such as swimming in the river, 
walking in the habitat, and transforming trees into logs. Participants received visual and 
haptic feedback when their game character was eating, playing with trees and swimming 
in the river. The third part of the simulation involved the actual distress situation (see 
Figures 5.4.3g, 5.4.3h, and 5.4.3i), and had a duration of 16 seconds. The purpose of this 
scene was to create a context where a virtual character could perceive pain and to induce 
empathy towards the character. During the scene, the participants observed another 
virtual character, a hunter, heard the sound of a gunshot, and saw “blood” in their virtual 
abdomen. At the same time, the vibration motors were activated in that particular area 
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of the haptic vest. Their virtual body fell to the ground and participants could conclude 
that another virtual character caused pain to their avatar. After the distress situation, an 
on-screen message appeared stating that the game was over.

Figure 5.4.3: Scenes of the experiment with the three different virtual appearances: (a) virtual beaver in front of the 
mirror, (b) virtual robot beaver in front of the mirror, (c) amorphous figure in front of the mirror, (d) virtual beaver’s 
hands during the experimental task, (e) virtual robot beaver’s hands during the experimental task, (f ) amorphous figure’s 
hands during the experimental task, (g) virtual beaver’s scene in the distress situation, (h) virtual robot beaver’s scene in the 
distress situation, and (i) amorphous figure’s scene in the distress situation.

Once the virtual reality simulation was completed, the participants filled out an online 
post-test of self-reported animal conservation tendencies, two situational empathy 
questionnaires, an immersion questionnaire, avatar embodiment questionnaire, a 
questionnaire concerning self-reported emotions about the distressing event, perceived 
pain questionnaire, and virtual reality sickness symptoms questionnaire (see below for 
more information about the instruments). The participants generally took 20 minutes to 
complete these. Finally, the experimenter conducted a semi-structured verbal interview 
about the level of emotional discomfort that the participant experienced due to the 
distress event. The interview took 5 minutes on average and provided the participants 
with the opportunity to report potential emotional distress and to receive help if needed. 
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Before leaving the lab, the participants obtained a letter that explained that their virtual 
character was in good condition, and that they could contact the university psychologist 
at any time if they suffered any discomfort as a result of this experiment. In total, the 
experiment took 40 minutes on average.

5.4.4	I nstruments

Perceived pain questionnaire

In order to measure the sensation of pain during the virtual distress event, we used a 
perceived pain rating scale based on the face scale proposed by Das et al. (2005). As is 
illustrated in Figure 5.4.4, the questionnaire employs a 5-point scale for participants to 
assess the level of pain they felt (see Appendix C). The simple question used was: Q1. 
‘Which picture best depicts how the virtual shot made you feel?’.

Dispositional empathy

Dispositional empathy was measured using the Interpersonal Reactivity Index (IRI) 
questionnaire (Davis et al., 1980). This questionnaire consists of four subcomponents: 
perspective taking, fantasy, empathic concern, and personal distress. It contains 28 items 
with responses based on a 5-point scale (A=‘Does not describe me well’ to E=‘Describes 
me very well’). The twenty items (Q1–Q2, Q4–Q6, Q8–Q11, Q16–Q17, and Q20–
Q28) were scored: A=0, B=1, C=2, D=3, E=4. The seven reverse-scored items of this 
questionnaire were: Q3, Q7, Q12, Q13, Q14, Q15 and Q19 (See Table 5.4.1 and 
Appendix C).
	 The Keiser-Meyer-Olkin was 0.700 and the Bartlett test of Sphericity was 
highly significant, suggesting the data were suitable for PCA. The analysis and the 
accompanying scree plot (as illustrated in Figure 5.4.5) of the PCA revealed four major 
factors corresponding to the original IRI test. Factor 1 was categorized as ‘Fantasy’, 
factor 2 was ‘Personal Distress’, factor 3 stood for ‘Perspective Taking’, and factor 4 for 
‘Empathic Concern’ (see Appendix C).

Figure 5.4.4: Faces of Perceived-Pain Questionnaire.
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Table 5.4.1: Interpersonal Reactivity Index (IRI).

Question Description

Q1	 I daydream and fantasize, with some regularity, about things that might happen to me.(FANTASY) 
Q2	 I often have tender, concerned feelings for people less fortunate than me. (EMPATHIC CONCERN)

Q3	� I sometimes find it difficult to see things from the “other guy’s” point of view. (PERSPECTIVE 
TAKING)

Q4	� I sometimes I don’t feel very sorry for other people when they are having problems. (EMPATHIC 
CONCERN) 

Q5	 I really get involved with the feelings of the characters in a novel. (FANTASY)

Q6	 In emergency situations, I feel apprehensive and ill-at-ease. (PERSONAL DISTRESS)

Q7	� I am usually objective when I watch a movie or play, and I don’t often get completely caught up in it. 
(FANTASY) 

Q8	� I try to look at everybody’s side of a disagreement before I make a decision. (PERSPECTIVE 
TAKING)

Q9	� When I see someone being taken advantage of, I feel kind of protective towards them. (EMPATHIC 
CONCERN) 

Q10	� I sometimes feel helpless when I am in the middle of a very emotional situation. (PERSONAL 
DISTRESS)

Q11	� I sometimes try to understand my friends better by imagining how things look from their 
perspective. (PERSPECTIVE TAKING) 

Q12	 Becoming extremely involved in a good book or movie is somewhat rare for me. (FANTASY)

Q13	 When I see someone get hurt, I tend to remain calm. (PERSONAL DISTRESS)

Q14	 Other people’s misfortunes do not usually disturb me a great deal. (EMPATHIC CONCERN) (-)

Q15	� If I’m sure I’m right about something, I don’t waste much time listening to other people’s arguments. 
(PERSPECTIVE TAKING) 

Q16	 After seeing a play or movie, I have felt as though I were one of the characters. (FANTASY)

Q17	 Being in a tense emotional situation scares me. (PERSONAL DISTRESS)

Q18	� When I see someone being treated unfairly, I sometimes don’t feel very much pity for them. 
(EMPATHIC CONCERN) 

Q19	 I am usually pretty effective in dealing with emergencies. (PERSONAL DISTRESS)

Q20	 I am often quite touched by things that I see happen. (EMPATHIC CONCERN)

Q21	� I believe that there are two sides to every question and try to look at them both. (PERSPECTIVE 
TAKING) 

Q22	 I would describe myself as a pretty soft-hearted person. (EMPATHY CONCERN)

Q23	� When I watch a good movie, I can very easily put myself in the place of a leading character. 
(FANTASY) 

Q24	 I tend to lose control during emergencies. (PERSONAL DISTRESS)

Q25	� When I’m upset at someone, I usually try to “put myself in his shoes” for a while.(PERSPECTIVE 
TAKING)

Q26	� When I am reading an interesting story or novel, I imagine how I would feel if the events in the story 
were happening to me. (FANTASY) 

Q27	� When I see someone who badly needs help in an emergency, I go to pieces. (PERSONAL 
DISTRESS)

Q28	� Before criticizing somebody, I try to imagine how I would feel if I were in their place. 
(PERSPECTIVE TAKING)
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Figure 5.4.5: Scree plot showing four groups (factors) of the IRI test.

The scales of the IRI questionnaire were calculated after of a factor analysis (rotated 
component matrix) as:

1.	 Perspective taking = Q8+Q9+Q15+Q21+Q25+Q28 
2.	 Fantasy = Q1+Q5+Q7+Q12+Q16+Q23+Q26
3.	 Empathic concern = Q3+Q4+Q10+Q14+Q18+Q20
4.	� Personal distress = Q2+Q6+Q11+Q13+Q17+Q19+Q22+Q24+Q27 

The Cronbach’s α for the IRI questionnaire was reliable with α = 0.848.

Self-reported situational empathy

Two questions were used to measure the situational empathy toward the virtual 
character: Q1. ‘To what extent did you empathize with the character (animal/robot-
animal/amorphous figure)?’, and Q2. ‘To what extent did you empathize with the game 
character?’. We used a 5-point scale where the extremes were scored (1=‘Not at all’ and 
5=‘Very much’). The Self-reported situational empathy was calculated as the mean score 
of the two questions (see Appendix C).There was a positive correlation between the 
two questions, r = 0.713, n = 90, p = 0.001. The Cronbach’s α for the Self-reported 
situational empathy was reliable with α = 0.832.
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Self-reported emotions in the distressing event

We evaluated self-reported emotions when the virtual animal was placed in the distressing 
event. The single item asked participants to answer the question ‘What did you feel 
when the game character died?’ The list of the emotions was as follows: joy or happiness, 
surprise, anger, sadness, fear or scared, disgust, nothing, and other (see Appendix C). 
The participants had the possibility to select more than one answer.

Immersion

Immersion was measured using a questionnaire constructed by Jennett et al. (2008). This 
questionnaire contains 31 items, with responses based on a 5-point scale (1=‘Not at all’ 
to 5=‘Very much’). The twentyfive items Q1-Q5, Q7, Q11-Q17, Q19 and Q21-Q31 
were scored from 1 to 5. The six reverse-scored items of this test were: Q6, Q8, Q9, 
Q10, Q18 and Q20 (See Table 5.4.2 and Appendix C). The Cronbach’s alpha for the 
Immersion questionnaire was reliable with α=0.883

Avatar embodiment questionnaire

The avatar embodiment from a first-person perspective was measured using a 
questionnaire based on Gonzalez-Franco and Peck (2018) with some questions adapted 
to the purpose of this study. The questionnaire is based on six scales: body ownership, 
agency and motor control, tactile sensations, location of the body, external appearance, 
and response to external stimuli. It contains 25 items, with responses based on a 7-point 
scale (1 (strongly disagree), 2 (disagree), 3 (somewhat disagree), 4 (neither agree nor 
disagree), 5 (somewhat agree), 6 (agree), 7 (strongly agree)). Subsequently, the items 
were recoded in line with the previous use of the questionnaire. The twenty-three items 
(Q1, Q3 to Q4, Q6 to Q25) were recoded as: 7=3, 6=2, 5=1, 4=0, 3=−1, 2=−2, and 
1=−3.
	 The seven reverse-scored items were: Q2 and Q5: 7=−3, 6=−2, 5=−1, 4=0, 3=1, 
2=2, and 1=3 (See Table 5.4.3 and Appendix C).
	 The Keiser-Meyer-Olkin was 0.860 and the Bartlett test of Sphericity was highly 
significant, suggesting the data were suitable for PCA. The scree plot (as illustrated 
in Figure 5.4.6) and the accompanying analysis revealed six factors. Factor 1 was 
categorized as ‘Response to external stimuli’, factor 2 as ‘Body ownership’, factor 3 as 
‘Tactile Sensations’, factor 4 as ‘Location of the body’, factor 5 as ‘Agency and motor 
control’, and factor 6 as ‘External appearance’ (see Appendix C).
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Table 5.4.2: Immersion questionnaire.

Question Description

Q1	 To what extent did the game hold your attention? (ENGAGEMENT)

Q2	� To what extent did you feel you were focused on the game? (ENGAGEMENT) 

Q3	 How much effort did you put into playing the game? (ENGAGEMENT)

Q4	� To Did you feel that you were trying you best? (ENGAGEMENT) 

Q5	 To what extent did you lose track of time? (ENGROSSEMENT)

Q6	� what extent did you feel consciously aware of being in the real world whilst playing? 
(ENGROSSEMENT) (-) 

Q7	 To what extent did you forget about your everyday concerns? (ENGROSSEMENT)

Q8	 To what extent were you aware of yourself in your surroundings? (ENGROSSEMENT ) (-) 
Q9	 To what extent did you notice events taking place around you? (ENGROSSEMENT) (-)

Q10	� Did you feel the urge at any point to stop playing and see what was happening around you? 
(ENGROSSEMENT) (-) 

Q11	� To what extent did you feel that you were interacting with the game environment? 
(ENGROSSEMENT)

Q12	� To what extent did you feel as though you were separated from your real-world environment? 
(ENGROSSEMENT)

Q13	� To what extent did you feel that the game was something you were experiencing, rather than 
something you were just doing? (ENGROSSEMENT) 

Q14	� To what extent was your sense of being in the game environment stronger than your sense of being 
in the real world? (ENGROSSEMENT)

Q15	� At any point did you find yourself become so involved that you were unaware you were even using 
controls? (ENGROSSEMENT) 

Q16	� To what extent did you feel as though you were moving through the game according to you own 
will? (ENGAGEMENT)

Q17	 To what extent did you find the game challenging? (ENGROSSEMENT)

Q18	� Were there any times during the game in which you just wanted to give up? (ENGAGEMENT) (-) 

Q19	 To what extent did you feel motivated while playing? (ENGAGEMENT)

Q20	 To what extent did you find the game easy? (ENGROSSEMENT) (-)

Q21	� To what extent did you feel like you were making progress towards the end of the game? 
(ENGAGEMENT ) 

Q22	 How well do you think you performed in the game? (ENGAGEMENT)

Q23	 To what extent did you feel emotionally attached to the game? (ENGROSSEMENT)

Q24	� To what extent were you interested in seeing how the game’s events would progress? 
(ENGROSSEMENT) 

Q25	 How much did you want to “win” the game? (ENGROSSEMENT)

Q26	 Were you in suspense about whether or not you would win or lose the game? (ENGROSSEMENT)

Q27	� At any point did you find yourself become so involved that you wanted to speak to the game 
directly?( ENGROSSEMENT) 

Q28	 To what extent did you enjoy the graphics and the imagery? (ENGROSSEMENT)

Q29	 How much would you say you enjoyed playing the game? (ENGROSSEMENT)

Q30	� When interrupted, were you disappointed that the game was over? (ENGROSSEMENT) 

Q31	 Would you like to play the game again? (ENGROSSEMENT)
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Table 5.4.3: Avatar embodiment questionnaire.

Question Description

Q1	 I felt as if the virtual body I saw when I looked down was my body (BODY OWNERSHIP) 
Q2	 It felt as if the virtual body I saw was someone else (-) (BODY OWNERSHIP)
Q3	 It seemed as if I might have more than one body (BODY OWNERSHIP)
Q4	� I felt as if the virtual body I saw when looking in the mirror was my own body (BODY 

OWNERSHIP)
Q5	� I felt as if the virtual body I saw when the game character looked in the mirror was another 

person (-) (BODY OWNERSHIP) 
Q6	� It felt like I could control the virtual body as if it was my own body (AGENCY AND 

MOTOR CONTROL)
Q7	� The movements of the virtual body were caused by my movements (AGENCY AND 

MOTOR CONTROL)
Q8	� I felt as if the movements of the virtual body were influencing my own movements 

(AGENCY AND MOTOR CONTROL) 
Q9	� I felt as if the virtual body was moving by itself (AGENCY AND MOTOR 

CONTROL)
Q10	� It seemed as if I felt the touch of water when the game character was swimming (TACTILE 

SENSATIONS) 
Q11	� It seemed as if I felt the trees when the game character touched them (TACTILE 

SENSATIONS)
Q12	� It seemed as if I felt the virtual shot when I was felt the vibrations in the vest (TACTILE 

SENSATIONS) 
Q13	� It seemed as if I felt the virtual shot when I was felt the vibrations in the vest (TACTILE 

SENSATIONS) 
Q14	� I felt as if my body was located where I saw the virtual body (LOCATION OF THE 

BODY)
Q15	 I felt out of my body (LOCATION OF THE BODY)
Q16	� I felt as if my (real) body was drifting towards the virtual body or as if the virtual body was 

drifting towards my (real) body” (LOCATION OF THE BODY) 
Q17	� I felt as if my (real) body was turning into an ‘avatar’ body (EXTERNAL 

APPEARANCE)
Q18	� At some point it felt as if my real body was starting to take on the posture or shape of the 

virtual body that I saw (EXTERNAL APPEARANCE)
Q19	� At some point it felt that the virtual body resembled my own (real) body, in terms of shape, 

skin tone or other visual features (EXTERNAL APPEARANCE) 
Q20	� I felt like I was wearing different skin from when I came to the laboratory (EXTERNAL 

APPEARANCE)
Q21	� I felt as if my own body could be affected by the virtual shot (RESPONSE TO EXTERNAL 

STIMULI) 
Q22	� I felt a distress sensation in my body when I saw the shooter (RESPONSE TO EXTERNAL 

STIMULI) 
Q23	 When the virtual shot happened, I felt the instinct to escape (BODY OWNERSHIP)
Q24	� I felt as if my virtual body had vibration sensations (RESPONSE TO EXTERNAL 

STIMULI)
Q25	� I had the feeling that I might be harmed by the virtual shot (RESPONSE TO 

EXTERNAL STIMULI)
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Figure 5.4.6: Scree pl ot showing six groups (factors) of the Avatar Embodiment Questionnaire.

 Th e scales of the avatar embodiment questionnaire were subsequently calculated as 
follows:

1. Body ownership = (Q1−Q2)+(Q4−Q5)
2. Agency and motor control = Q6+Q7
3. Tactile sensations = (Q10−Q11)+Q12+Q13+Q18
4. Location of the body = Q8+Q14−Q15+Q16+Q17
5. External appearance = Q3+Q9
6  Response to external stimuli = Q19+Q20+Q21+Q22+Q23+Q24+Q25
7.    Total Avatar Embodiment = ((Ownership/4) * 2 + (Agency/2) 

* 2 + Tactile Sensation/5 + (Location/5) *2 + Appearance/2 + Response/7)) / 9

 Th e Cronbach’s alpha for the Avatar Embodiment Questionnaire was reliable with 
α = 0.922.

AnimAL ConservAtion tendenCy

Participants’ animal conservation tendencies were measured using four items: I1. ‘I am 
really fond of (like) animals’, I2. ‘I am interested in protecting endangered species’, I3. 
‘I like the animal in the picture’, and I4. ‘I am interested in protecting the animal in 
the picture’. Th e responses were measured on a 7-point scale (1=‘Strongly disagree’ to 
7=‘Strongly agree’). We employed this questionnaire before (pre-test) and after (post-test) 
the game. Th e animal conservation tendency score was calculated with the diff erence 
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of the average: Post-test((Q1+Q2+Q3+Q4)/4) − Pre-test((Q1+Q2+Q3+Q4)/4) (see 
Appendix C). The Cronbach’s alpha for the self-reported animal conservation tendency 
was reliable with α = 0.872.

Virtual reality sickness symptoms

We measured the virtual reality sickness symptoms on the basis of an original 
questionnaire developed by Lu (2016), which used six items: (1). General 
discomfort during the game, (2). Boredom, (3). Nausea (dizziness), (4). Headache, 
(5). Disorientation, and (6). Stomach awareness. The responses were measured on 
a 5-point scale (1=‘None’ to 5=‘Severe’) (see Appendix C). The Cronbach’s alpha for 
the Virtual Reality Sickness Symptoms was reliable with α = 0.802.

5.5	R esults

5.5.1	D ispositional empathy

The first series of ANOVA analyses examined a potential difference with respect to 
dispositional empathy tendencies in the three experimental conditions. As illustrated 
in Table 5.5.1, the results showed no significant difference concerning dispositional 
empathy (IRI) and its sub-scales (perspective taking, fantasy, empathic concern, and 
personal distress) in the two experimental and one control conditions. Therefore, 
dispositional empathy was not included as a factor in the subsequent analyses of the 
effects of the experimental conditions on situational empathy and other variables.

Table 5.5.1: One-way ANOVA on the effects of character appearance on empathy.

Source Sum of Squares Df F	 η2	 p

Dispositional Empathy 0.119 2 0.286 0.007 0.752

Perspective Taking 1.119 2 1.537 0.034 0.221

Fantasy 1.030 2 1.053 0.024 0.353

Empathic Concern 0.406 2 0.546 0.012 0.581

Personal Distress 0.267 2 0.363 0.008 0.696
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5.5.2	�V irtual reality sickness symptoms

Prior to the testing of experimental hypotheses, we ran a one-way MANOVA and found 
no significant difference in effect between character appearances on Virtual Reality 
Sickness Symptoms F (2, 87) = 0.823, p = 0.443, η2 = 0.019.

5.5.3	E ffect of virtual appearance

The first question of this study aimed to explore if the visual bodily appearance 
(artificiality/naturality) of an animal or robot animal can influence perceived pain, 
situational empathy, avatar embodiment, immersion experience, and animal conservation 
tendencies in virtual reality. A multivariate analysis of variance (MANOVA) revealed a 
statistically significant difference in character appearance with respect to these variables; 
F (10, 166) = 2.113, p = 0.003; Wilks ^=0.787, η2 = 0.170.
	 We found a statistically significant effect of appearance on perceived pain, F (2, 
87) = 8.904, p = 0.001, η2 = 0.170. Follow-up comparisons (Tukey’s HSD) indicated a 
significant difference between the condition with a natural appearance (M = 2.73, SD 
= 1.202) and the condition with the amorphous figure (M = 1.60, SD = 0.855, p = 
0.001), but no significant difference between the natural appearance and the artificial 
appearance (M = 2.37, SD = 1.098, p = 0.378), see Figure 5.5.1). Moreover, we found 
a significant difference between the condition with an artificial appearance (M = 2.37, 
SD = 1.098) and the condition with the amorphous figure (M = 1.60, SD = 0.855), p 
= 0.017.
	 As shown in Figure 5.5.2, we found a statistically significant effect of character 
appearance on immersion, F (2, 87) = 3.284, p = 0.042, η2 = 0.070. Follow-up 
comparisons (Tukey’s HSD) indicated a significant difference between the condition 
with the natural appearance (M = 3.67, SD = 0.47) and the amorphous figure (M = 
3.35, SD = 0.43), p = 0.050.
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Figure 5.5.1: A bar chart of the mean perceive d pain in relation to character appearance. Asterisks (*) represent statistical 
signifi cance in this graph (* = p < 0.05).

Th ere was no signifi cant diff erence between the artifi cial appearance (M = 3.40, 
SD = 0.62) and the amorphous fi gure (M = 3.35, SD = 0.43), p = 0.950, and between 
the artifi cial appearance (M = 3.40, SD = 0.62) and the natural appearance (M = 3.67, 
SD = 0.47), p = 0.106.
 No signifi cant eff ect of character appearance was found for self-reported Situational 
Empathy F (2, 87) = 2.057, p = 0.134, η2 = 0.045, or avatar embodiment F (2, 87) = 
2.277, p = 0.252, η2 = 0.031. For animal conservation tendency, we calculated a new 
variable as the diff erence between the postand pre-test of the conservation animal. Also 
for this variable, we found no signifi cant eff ect of the character appearance F (2, 87) = 
0.299, p = 0.742, η2 = 0.007.

5.5.4 CorreLAti ons with embodiment

Th e second question of this study aimed to explore the relationships between dispositional 
empathy, situational empathy, perceived pain, immersion, avatar embodiment, 
immersion experience, and animal conservation tendency to embodiment in virtual 
reality.
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Figure 5.5.2: A bar chart of the mean immersion in re lation to character appearance. Asterisk (*) represents statistical 
signifi cance on this graph (* = p < 0.05).

A Pearson product-moment correlation coeffi  cient was computed to assess the 
relationship between perceived pain and visual body appearance (see Table 5.5.2). 
Th ere was a signifi cant positive association between perceived pain and dispositional
empathy (r(90) = 0.318, p = 0.002), and with three sub-scales of dispositional empathy: 
perspective- taking (r(90) = 0.307, p = 0.003), personal distress (r(90) = 0.217, p
= 0.040), and empathic concern (r(90) = 0.240, p = 0.023). Th e association with 
fantasy was not signifi cant (r(90) = 0.169, p = 0.110). Likewise, there was a signifi cant 
correlation between perceived pain and situational empathy (r(90) = 0.467, p = 0.001), 
and immersion (r(90) = 0.434, p = 0.001). Th ere was also a positive correlation 
between perceived pain and avatar embodiment (r(90) = 0.346, p = 0.001). Perceived 
pain had a positive correlation with four sub-scales of avatar embodiment: Response 
to external stimuli (r(90) = 0.494, p = 0.001), Tactile sensations (r(90) = 0.271, p = 
0.010), Location of the body (r(90) = 0.248, p = 0.019), and Agency and motor control 
(r(90) = 0.240, p = 0.023). Th e associations with body ownership (r(90) = 0.163, p = 
0.123) and external appearance (r(90) = −0.008, p = 0.940) were not signifi cant.
 As is to be expected, situational empathy toward a character had a signifi cant 
positive correlation with dispositional empathy (r(90) = 0.259, p = 0.014), and with 
one sub-scale of dispositional empathy, namely personal distress (r(90) = 0.202, p = 
0.005). Th ere was a signifi cant correlation between situational empathy and perceived 
pain (r(90) = 0.467, p = 0.001), and also between situational empathy and immersion 
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(r(90) = 0.567, p = 0.001). Situational empathy also had a positive significant 
correlation with avatar embodiment (r(90) = 0.399, p = 0.001) and three sub-scales 
of avatar embodiment: location of the body (r(90) = 0.446, p = 0.001), response to 
external stimuli (r(90) = 0.426, p = 0.001), and tactile sensations (r(90) = 0.422, p = 
0.001). No significant correlation was found for body ownership (r(90) = 0.114, p = 
0.286), agency and motor control (r(90) = 0.174, p = 0.100), and external appearance 
of the avatar (r(90) = 0.106, p = 0.322).
	 Immersion had a significant positive correlation with avatar embodiment (r(90) 
= 0.522, p = 0.001), and the five sub-scales of avatar embodiment: Body ownership 
(r(90) = 0.281, p = 0.007), Agency and motor control (r(90) = 0.471, p = 0.001), Tactile 
sensations (r(90) = 0.283, p = 0.007), Location of the body (r(90) = 0.495, p = 0.001), 
and Response to external stimuli (r(90) = 0.330, p = 0.001). No correlation was found 
for External appearance of the avatar (r(90) = 0.082, p = 0.441).
	 Finally, animal conservation did not correlate with any of the following variables: 
Perceived pain, self-reported situational empathy, animal conservation tendency, 
immersion, and avatar embodiment questionnaire). There was a small positive correlation 
with tactile sensations (r(90) = 0.240, p = 0.023) and location of the body (r(90) = 
0.252, p = 0.017).
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5.5.5	�S elf-reported emotions during the distressing event

The third aim of this study was to explore which emotions were experienced by 
participants when the virtual character died. The bar chart in Figure 5.5.3 represents 
the degree to which each emotion was reported by participants, split into conditions by 
the appearance of the character (natural appearance, virtual appearance, or amorphous 
figure). Overall, it can be seen that the emotions most frequently reported during the 
distressing event were surprise (48 times) and sadness (31 times). Following these were 
neutral emotion (14 times), fear (12 times), happiness (9 times), disgust (8 times), anger 
(7 times), and other emotions (3 times). In terms of conditions, sadness, surprise, and 
neutral emotion were reported with similar frequency in the two natural and artificial 
appearance conditions. Interestingly, happiness and fear were reported more frequently 
in the artificial appearance condition compared to the amorphous figure and natural 
appearance. The participants reported significantly more anger in the natural appearance 
condition compared to the artificial appearance condition, while the anger emotion was 
absent for the amorphous figure. In contrast, the participants reported significantly more 
frequently disgust in the artificial appearance condition compared with the amorphous 
figure and natural appearance.

5.6	D iscussion

The general aim of our study was to explore whether the visual appearance of a virtual 
animal can be used to foster empathy by eliciting the perception of pain in a simulated 
environment providing first-person view. We assumed that it is possible to elicit virtual 
pain since pain has a considerable psychological component (Panda, 2017; Wismeijer 
and Vingerhoets, 2005, p. 268, p. 280). In our experimental design, we included the 
impact of character appearance on situational empathy, avatar embodiment, immersion 
experience, and animal conservation tendency, and we also took into account potentially 
confounding variables such as dispositional empathy and VR sickness symptoms. The 
virtual character appearance was systematically manipulated in terms of naturalness 
versus artificiality, with an amorphous figure included as a control condition.
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Fig ure 5.5.3: Bar chart of the frequency of each emotion reported by participants during a distress situation.

 Th e most important fi nding was that the naturalistic appearance of the virtual 
character resulted in a higher degree of perceived pain compared to the artifi cial 
appearance and the control condition. A possible explanation of this result is that at the 
beginning of the game, the users could more easily identify with a character that was 
more familiar to them. Th is explanation is supported by the overall positive correlation 
between perceived pain and avatar embodiment.
 According to Bujic et al. (2020), a fi rst-person view of tragic situations promotes 
empathy. Contrary to previous fi ndings of this research (Sierra Rativa et al., 2020), the 
appearance of the virtual character did not aff ect situational empathy in our study. We did, 
however, fi nd a relatively strong positive relation between perceived pain and situational 
empathy, as well as a correlation with dispositional empathy. It is worth noting that the 
questionnaire used to assess situational empathy only consisted of two items. Despite a 
high internal consistency, it is possible that including additional items could improve 
the assessment of empathy users experience in a particular context. Next to that, the self-
reported situational empathy measure could be enriched by psychophysiological and 
EEG data. It would also be interesting to compare the eff ects of fi rst-person versus third-
person view on situational empathy in relation to the distinction between ‘imagine-self ’ 
and ‘imagine-other’ that is sometimes made in the literature (See Figure 5.6.1).
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Figure 5.6.1: Third-person view versus first-person with a virtual animal (e.g., beaver).

	 Virtual reality simulations typically lead to high immersion due to their visual, 
auditory and other sensory stimulation (Bowman and McMahan, 2007). The outcomes 
of this study revealed that a naturalistic appearance results in a higher degree of 
immersion, compared to artificial appearance and the control condition. Immersion 
was, in turn, strongly correlated with situational empathy, which raises the question if 
there is a potential causal relation between the two constructs. This result is in line with a 
previous observation of (Kober and Neuper, 2013), who suggested that there is a strong 
relationship between the degree of immersion, presence, and empathy.
	 According to Banakou et al. (2013), users in virtual reality environments can adopt 
a body different to their biological one and this may affect their perceptual processes. 
For instance, Banakou et al. (2013) found that if a user embodies a child body, they can 
develop an overestimation of the sizes of objects in virtual reality (Banakou et al., 2013). 
Another study developed by Schloss et al. (2021). Schloss showed that children prefer 
to embody a child body compared with animal and anthropomorphise fictional 
Muppet virtual body in virtual reality. However, children wanted to touch an animal 
compared with other features. The interesting results of this study are that children 
showed great curiosity and engagement regardless of body type in virtual reality. We 
analyzed avatar embodiment from a first person perspective using a questionnaire based 
on one developed by Gonzalez-Franco and Peck (2018). While our study seems to 
confirm that adopting the body of a virtual animal is possible, as demonstrated by the 
outcome that users can feel virtual pain when the animal is attacked, surprisingly, 
the appearance of the virtual animal did not seem to have an effect on the avatar 
embodiment. Perhaps additional sensory feedback could further enhance the adoption 
of a virtual body as one’s own and reveal potential impact of character appearance.



153

5

	 We did not find any significant impact on participants’ animal conservation 
tendency. Even though the questionnaire appeared to have a high internal consistency 
and we did observe a small positive correlation between situational empathy, immersion, 
and conservation we think that further work is required to develop and validate a 
questionnaire that could be used in experimental settings. Next to that, the game 
developed for the purposes of this study was relatively short and as such the experience 
may not have been sufficient to bring about an attitude change.
	 Finally, we explored which emotions were experienced by the participants in 
relation to the virtual distressing event. The participants most frequently reported 
feeling surprised and sad. In a follow-up study, it would be interesting to combine the 
VR headsets with a measurement of muscle movements in the participants facial area 
in order to combine the self-reports with behavioral data.

5.7	 Conclusion

The current study aimed to determine if the visual bodily appearance (artificiality/
naturality) of an animal virtual character can lead to empathy towards the character 
including a perception of virtual pain. The results showed that a naturalistic visual 
bodily appearance had the strongest effect on perceived pain and immersion during 
the virtual reality experience. We found no statistically significant effect for situational 
empathy, avatar embodiment, and animal conservation tendencies. However, there was 
a positive correlation between perceived pain and dispositional empathy, situational 
empathy, immersion and avatar embodiment. Finally, the emotions of sadness and 
surprise were heightened within participants when their virtual character died during 
the virtual reality simulation. These results have vital implications for understanding 
how the visual design of the virtual animals influences users’ reactions during a virtual 
reality simulation. In future research, it would be interesting to explore if empathetic 
responses can be affected by the user perspective (first or third-person view) within the 
virtual reality environment. Moreover, other concepts such as compassion, sympathy, 
or character identification could provide additional insights into the effect of virtual 
appearance.





chapter 6
The effectiveness of a robot animal  

as a virtual instructor 
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This chapter tackles research question RQ7.
Research Question

7. 	� How can different versions of virtual animals be used as virtual tutors in 
video instruction, which may have different effects on affective and cognitive 
outcomes, depending on their visual appearance?

Published Work: Sierra Rativa A., Vasquez C.C., Martinez F., Orejuela Ramirez 
W., Postma M., & van Zaanen M. (2021).The Effectiveness of a Robot Animal as 
a Virtual Instructor. In Lepus- chitz W., Merdan M., Koppensteiner G., Balogh R., 
& ObdrŽálek D. (Eds.), RiE 2020: Robotics in Education. Advances in Intelligent 
Systems and Computing,,1316, 329-–338.Springer.  https:
//doi.org/10.1007/978-3-030-67411-3_30

6.1 	 Abstract

In this Chapter 6, we study the use of virtual robot animals (VRAs) can have a 
potential impact on applications with affective and aesthetic interfaces. In particular, 
VRAs can be used in instructional videos in order to develop new ways to engage 
young learners and to foster personalization of educational instruction. In this 
paper, we explore the perception of the virtual instructor appearance and its effect 
on knowledge recall outcomes for young learners. We conducted an experiment with 
three different virtual instructor appearances: (1) robot animal, (2) animal, and (3) 
human. The content of the video instruction had two themes: (A) A topic related 
to robotics (e.g., introductory concepts about robotics), and (B) a topic unrelated 
to robotics (e.g., Dutch culture). A total of 131 students participated in this study. 
They originated from two secondary public schools in Bogota, Colombia. Our 
results showed that the robot animal as a virtual instructor was perceived as the 
least familiar, common, attractive, interesting, and natural compared with the virtual 
instructors with the animal and human appearance. Moreover, learners in the 
condition with the virtual robot animal scored significantly lower on knowledge 
recall for both topics. A follow-up study can focus on ways to increase positive 
reactions toward robotic animals as virtual instructors. Video about this research:  
(https://youtu.be/PY1CN0DoKF4).
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6.2	R elated work

New trends, challenges, and developments in robotics have led to the question whether 
a robot could become an effective teacher. In past studies, social robots have been used, 
for example, to foster language acquisition, and in support of science education, and 
technology education (Mubin et al., 2013). In this pedagogical process, the robots were 
used as a tool, a peer, a tutor or teacher (Causo et al., 2016; Mubin et al., 2013). While 
actual robots can be employed in direct physical interactions with students, there is 
also a possibility of developing virtual agents with robotic appearance to be used in 
simulated environments. For instance, Li et al. (2016) showed that it is possible to use 
an embodied pedagogical character with a robotic appearance as a virtual instructor. Li 
et al. (2016) suggest that the use of a virtual robot could have almost the same effect 
on students’ recall compared to a human teacher in instructional video content. To test 
this claim, we examined whether a virtual robot with non-human traits could replace a 
human instructor in pre-recorded instructional video’s. The result of our investigation 
significantly contributes to research on pedagogical agents that can be used in the area 
of educational robotics.

Robot instructors

One of the important goals in the field of social robotics is to design robots to be used 
as education companions and tutors (Causo et al., 2016). The decision on whether a 
robot design is useful for educational purposes is highly dependent on its impact on 
learning outcomes. For example, Belpaeme et al. (2018) showed than the Nao (human 
appearance with arms and legs) and Keepon (yellow snowman appearance without arms 
and legs) robots had a medium-sized effect on cognitive learning gains in students. A 
virtual prototype of the Nao robot was used in an instructional video by Li et al. (2016), 
who found that a Nao as a virtual robot agent can have a positive effect on students’ 
knowledge recall compared to a non-virtual robot, and a similar effect to a non-virtual 
human teacher. This study offers some important insights into the effect of robotic 
appearances as a virtual instructor and their wide possibilities in the pedagogical context.
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6.2.1	R obotic appearance and the uncanny valley effect

Research in robotics on the effect of robot appearances has primarily been based on the 
“uncanny valley theory” (Mori et al., 2012). This theory explores the effect of human-
like appearance on the affinity and/or familiarity of the users towards the character. An 
interesting aspect of the theory is that when the robot comes closer to having human 
traits, it may be perceived with an increasing revulsion. This effect is called the 
“uncanny valley” and it is found when the robot is close to but fails to attain a 
realistic appearance Mori et al. (2012). While anthropomorphic features have been the 
subject of many classic studies in robotic appearance, recently, the focus has begun 
to shift toward animal appearances. For example, Schneider et al. (2007) suggested 
that a safe strategy preventing the uncanny valley effect is to design virtual animals 
with non-anthropomorphized appearance, in such a way that they could emote and 
communicate as a human. However, Schwind et al. (2018a) note that, similarly to 
virtual/robotic humans, the level of realism of the virtual animal-like characters could 
generate negative reactions.

6.2.2	S ummary

To sum up, the literature shows that the theory of the uncanny valley can be 
applied to robots both with a human and non-human appearance, such as animals. 
However, currently very little is known on whether the familiarity’s perception described 
in uncanny valley theory can also affect a robot with animal appearance when it acts as a 
virtual instructor. In our experiment, we tested different appearances of a virtual animal 
instructor, compared to a human instructor, on students’ perception of the character 
and its possible effect on cognitive learning outcomes.

6.3	M ethod

In our previous research on the uncanny valley effect toward virtual animals (Sierra 
Rativa et al., 2019), we designed virtual pandas both with a robotic and a natural 
appearance. This study used the same virtual character appearances in order to explore 
if the robotized and natural version of the panda, when used as a virtual instructor have 
(1) a different effect on users’ perception of the appearance of these characters, and (2) if 
the appearance of the virtual character has an effect on the cognitive learning outcomes, 
particularly, knowledge recall.
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6.3.1	D esign and material

We conducted an experiment with three different renditions of the instructor appearance, 
(1) virtual robot animal, (2) virtual animal, and (3) (video recorded) human, each 
presented in an instructional video. The content of each video instruction focused 
on one two themes: (A) A topic related to robotics (e.g., introduction concepts about 
robotics), and (B) a topic unrelated to robotics (e.g., the Netherlands and Dutch 
culture). This resulted in a 3 × 2 design with six experimental conditions (three 
virtual instructors and two topics), see Figure 6.3.1. As the native language of the 
participants was Spanish, all experimental material was in Spanish.

Figure 6.3.1: Participants viewed a video featuring: (A1) Robotics with robot panda instructor, (A2) Robotics with 
panda instructor, (A3) Robotics with a human instructor, (B1) The Netherlands with robot panda instructor, (B2) The 
Netherlands with panda instructor, and (B3) The Netherlands with human. Video about this research:  https://youtu.
be/PY1CN0DoKF4.

6.3.2	 Procedure

Prior to the experimental sessions, participants were asked to fill out a pre-test called 
“domain knowledge”. The pre-test contained questions related to robotics and Dutch 
culture, to ensure that participants were not already knowledgeable on the content of 
the instructional videos.
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At the start of the experimental session, participants were asked about their age, gender, 
and nationality. Each participant watched one of the six (different) video instructions 
for 10 min. After the video, participants answered questions about: (1) knowledge recall 
of the presentation, (2) social presence, (3) interpersonal attraction, (4) presentation 
skills, (5) enthusiasm, (6) overall experience, (7) concentration, and (8) a questionnaire 
on the perception of virtual instructors. This questionnaire was administrated online 
and its completion took approximately 10 min. In total, the experiment took less than 
30 min to complete by each participant.

6.3.3	 Participants

Ethics approval was obtained from the Research Ethics and Data Management 
Committee of the Tilburg School of Humanities and Digital Sciences with the reference 
REC2019/89. The experiment was conducted in two secondary public schools in 
Bogota, Colombia (see Figure 6.3.2). A total of 131 students participated in this study. 
All students have either given their written consent or received consent by their legal 
representatives for participants younger than 18 years. The directors of the schools 
I.E.D Almirante Padilla and I.E.D Prado Veraniego gave permission to the teacher and 
researcher to conduct the study on the school premises. We recruited a total of 68 students 
from the Almirante Padilla School, and a total of 63 students from the School Prado 
Veraniego. Participants ranged in age from 11–17 years (M=13.6). The sample included 
56 females (42.7%) and 75 male (57.3%) participants. The participants’ courses were 
distributed between the seventh (59.5%) and eighth (40.5%) grade. The participants 
were more or less evenly distributed between the six experimental conditions.
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Figure 6.3.2: Student participants (a. Prado Veraniego School and b. Almirante Padilla School).

6.3.4	I nstrumentation

To measure domain knowledge and knowledge recall, we designed a pre-test and post-
test for this study. The pre-test ‘domain knowledge’ consisted of 10 items with four 
multiple-choice answers on topics related to the Netherlands and to robotics. In order 
to test if the pre-tests questions are not easy or intuitive to answer by participants, we 
analyzed the pre-test results before to do the experiment. We found that the majority of 
participants had a low percentage of assertiveness in their answers on the pretest for all 
questions except question (3) “Which of these words are associated with robotics?” on 
the topic of robotics. For this reason, question (3) was modified in the post-test to have a 
higher level of difficulty in this question compared to the pre-test to ensure that the post-
test depended on the video instruction stimulus and not for other reasons. The post-test, 
which we referred to as ‘knowledge recall’, consisted of the pre-test questions apart from 
question on the topic of robotics (which was replaced by another question). Domain 
knowledge and knowledge recall of the same topic were measured as the number of 
correct responses where the maximum possible score was 5 (see Table 6.3.1 below).
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Table 6.3.1: Pre-test and post-test questionnaires.

Robotics The Netherlands

1. �DATA: How many robots are there in the 
world?
a. 1.2 million (Correct answer
b. 1.8 million
c. 5 million
d. 5.8 million

1. �DATA: How man people live in the 
Netherlands?
a. 17 million (Correct answer)
b. 10 million
c. 40 million
d. 47 millions

2. CURIOUS DATA: The first robot was: 
a. Vacuum cleaner
b. A toothbrush
c. A pigeon (Correct answer)
d. A mouse

2.�CURIOUS DATA: The Netherlands is famous for 
having many:
a.Houses
b. Building
c. Bikes (Correct answer)
d. Cars

3. �CURIOUS WORDS: Which of these words are 
associated with robotics and these are correctly 
written? (Post-test)
a. Nanotenologic, zomorphic, mecatronic
b. �Nanotechnology, zoomorphic, mechatronics 

(Correct answer)
c. �Nanotecnology, zoomorphic, mechatronics 

Nanotechnology, zomorphic, mecathronics
4. LIST: What robot names do you remember?

a. Nao, Asimo, Mariana, Aibo, Walker
b.�Nao, Asimo, Paro, Aibo, Walker (Correct answer)
c. John, Victor, Caxi, Porto, Mili
d. John, Fox, Caxi, Porto, Mili

5.� �LIST: What names of the Netherlands do you 
remember?
a. Tilburg, Rotterdam, Barcelona, Haya
b. �Tilburg, Rotterdam, Amsterdam, Haya 

(Correct answer) 
c. Berlin, Hamburg, Munich, Cologne
d. Berlin, Bremen, Munich, Cologne

5. �INTERESTING PEOPLE: What is the name 
of the engineer who created a robot equal to 
himself?
a. Tanmay Bakshi
b. Tanmay Baksshyn
c. Hiroshi Hoshiguros
d. Hiroshi Ishiguro (Correct answer)	

5. �INTERESTING PEOPLE: What are the names 
of the King and Queen of the Netherlands?
a. Harry and Meghan
b. Harry II and Meghan
c. William II and Maxima
d. Willem-Alexander and Maxima (Correct answer)

6.3.5	 Liking

Li et al. (2016) developed a set of questions that measure participants’ affinity towards 
the virtual instructor. The questionnaire consisted of three sub-components: social 
presence, interpersonal attraction, and presentation skills. Social presence was measured 
using five items. The reliability for social presence was good (standardized Cronbach’s 
alpha α=0.707). Interpersonal attraction was measured using four items with good 
reliability (standardized Cronbach’s alpha α=0.787). Presentation skills were measured 
using three questions, with good reliability (standardized Cronbach’s alpha α=0.748). 
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Finally, a question about concentration of the participant was assessed using a single-
item question with a scale from 1 to 5 (with 1: Not at all, and 5: Absolutely).

6.3.6	 Appearance perception questionnaire

We used a questionnaire from our previous study with virtual animals (Sierra Rativa 
et al., 2019). It contains semantic differential questions that are designed to measure 
participant perception of the familiarity, commonality, naturalness, attractiveness, 
interestingness, and animateness of the virtual instructor. All measures were assessed 
using fivepoint Likert scales. This scale corresponds with the evaluation used in the 
scholar system of Colombia (see Table 6.3.2 below). The appearance perception was 
measured using six items with good reliability (standardized Cronbach’s alpha α=0.771).

6.4	R esults

Data preprocessing and analysis was performed using SPSS 25. In the first set of analyses, 
we examined the impact of the virtual instructor appearance on the participant’s 
perception. Since the variables obtained in the data collection phase all showed non-
normal distributions, we made use of non-parametric tests. A Kruskal-Wallis H test4 

showed that there was a statistically significant effect of the virtual instructor appearance 
on participants’ perception of familiarity: (χ2(2) = 9.109, p ≤ 0.011), attractiveness: 
(χ2(2) = 8.576, p ≤ 0.014), interestingness: (χ2(2) = 6.322, p ≤ 0.042), naturalness: 
(χ2(2) = 20.478, p ≤ 0.001), and animateness: (χ2(2) = 6.942, p ≤ 0.031) (see Figure 
6.4.1). The mean rank of the familiarity score was 53.70 for the virtual robot panda, 
66.59 for the virtual panda and 77.38 for the human instructor. The mean rank of the 
attractiveness score was 57.58 for the virtual robot panda, 61.57 for the virtual panda 
and 78.97 for the human instructor. The mean rank of the interestingness score was 
58.96 for the virtual robot panda, 62.23 for the virtual panda and 76.91 for the human 
instructor. The mean rank of the naturalness score was 51.44 for the virtual robot panda, 
60.52 for the virtual panda and 86.08 for the human instructor. The mean rank of the 
animateness score was 62.89 for the virtual robot panda, 58.11 for the virtual panda 
and 77.48 for the human instructor. There was no significant effect of appearance on 
commonality (χ2(2) = 2.190, p ≤ 0.335).

4. Additional Median information about statistics analysis can be found in Appendix F.
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Table 6.3.2: The appearance perception toward virtual instructor questionnaire.

1. What do you think of the virtual instructor’s appearance?

Familiarity Very strange 1 2 3 4 5 Very familiar

Commonality Very unusual 1 2 3 4 5 Very common

Attractiveness Very ugly 1 2 3 4 5 Very attractive

Interestingness Very boring 1 2 3 4 5 Very interesting

Naturalness Very artificial 1 2 3 4 5 Very natural

Animateness Very inanimate 1 2 3 4 5 Very animate

Figure 6.4.1: Mean scores of participants’ perception of familiarity, commonality, attractiveness, interestingness, 
naturalness, and animateness in relation to the appearance of the instructors.
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The second set of analyses examined the impact of the appearance knowledge 
recall and concentration5. There was no significant difference in domain knowledge 
(pre-test) between the experimental conditions with different virtual instructors: 
(χ2(2) = 0.006, p ≤ 0.997). A Kruskal-Wallis H test was conducted to measure the 
potential effect of on domain knowledge (pre-test), knowledge recall (post-test), 
and concentration (see Figure 6.4.2). There was a statistically significant effect of 
appearance on knowledge recall (post-test): (χ2(2) = 6.533, p ≤ 0.038), with a mean 
rank of the knowledge recall score of 55.39 for the virtual robot panda, 67.83 for 
the virtual panda and 72.81 for the human instructor. Finally, there was no effect of 
appearance on concentration:(χ2(2) = 0.382, p ≤ 0.826).

Figure 6.4.2: Participants’ domain knowledge (pre-test) and knowledge recall (post-test) in relation to the appearance 
of the instructors.

5. �No learning gain was calculated based on pre and post-test because according with (Boud, 2018, pp. 56–57), ”For the purposes of identification of learning gains 

this implies that...assessments need to be directly related to explicitly articulated course/program learning outcomes, not unit or module outcomes.”



166

6.5	D iscussion

The first goal of the current study was to explore the relationship between the appearance 
of the virtual instructor and participants’ perception. The results showed a significant 
effect of the appearance on familiarity, attractiveness, interestingness, naturalness, and 
animateness, with no significant effect on commonality. Contrary to expectations, 
the virtual robot animal instructor was considered to be the least familiar, attractive, 
interesting, and natural virtual character, compared to the natural version of the animal 
instructor and the human instructor. These results corroborate the findings of much of 
the previous work on the uncanny valley of virtual animals, where the robot animal led 
to a less pronounced ‘uncanny’ feeling compared with the natural version (Sierra Rativa 
et al., 2019). This finding, however, is contrary to previous studies which have suggested 
that using a virtual animal that has more animal-likeness but emotes and communicates 
like a human is a good strategy (Schneider et al., 2007). In our study, the virtual character 
retained its animal appearance, while it had the human role of being an instructor. 
However, students considered a human teacher more familiar, interesting and natural. 
This result may be explained by the fact that the learners who participated in the study 
are not in contact with robots during a normal school day. Another possible explanation 
for this is that humans tend to feel more attracted to objects with anthropomorphic 
properties in their appearance, such as androids or humanoid robots that have more 
typically been explored in the theory of the uncanny valley (Mori et al., 2012).
	 The second goal of this study was to determine if the appearance of the virtual 
instructor influences knowledge recall and another learning outcomes. The results 
indicate that the appearance of the virtual instructor indeed had a significant effect on 
knowledge recall, also when taking into account their previous knowledge about the 
topics. We found no effect of the appearance of the virtual instructor on concentration. 
On the one hand, these results are consistent with the outcomes of Li et al. (2016), who 
showed that the appearance of a virtual character had a recall effect on participants. On 
the other hand, the results showed that the virtual robot had less effect on knowledge 
recall compared to the animal and human instructors. In the results of Li et al. (2016), the 
virtual robot had a similar effect on knowledge recall compared to the human instructor, 
although the android appearance of their instructor could have affected the results. This 
study supports evidence from previous observations (e.g., Belpaeme et al. (2018)) that 
robotic appearances can affect learning outcomes, also in a virtual environment. One of 
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the issues that emerge from these findings is that a virtual robot animal does not appear 
to be a suitable virtual instructor (yet) in instructional video content.
	 This study was performed in Colombia. We do not know if the type of the animal 
(e.g., panda) would be made a difference with an animal that the pupils have more 
familiarity within this country. However, the panda animal was used because we wanted 
to make continuity with the study of “uncanny valley of the virtual animals” where the 
panda animal was the main character in this previous study (Sierra Rativa et al., 2019). 
Current findings are consistent with the previous study where the panda robot had a 
low score in familiarity (which fell into the uncanny valley) compared with real panda. 
Likewise, these findings are consistent when it comes to an instructional video.
	 In future investigations, we may want to focus on virtual robotic animals or humans 
with different designs of virtual instructors in order to increase positive reactions by the 
users.

6.6	 Conclusion

The purpose of the current study was to determine if a virtual robot animal can be 
used effectively as a virtual instructor. Our results show that a virtual robot animal 
does not elicit particularly positive reactions in terms of familiarity, interestingness, 
and naturalness compared with virtual animal and human instructors. These findings 
confirms our previous findings on the uncanny valley of the virtual animals, where the 
users had a more positive reaction toward the animal with natural traits compared to 
the robotic version. One of the more significant findings to emerge from this study is 
that the appearance of the virtual instructor had a significant effect on knowledge recall. 
This finding offers some insight into the design of other agents to be used as virtual 
instructors. To further investigate these relationships, the study should be repeated using 
other designs of virtual robot instructors (e.g., using other animals or humans, improving 
the realisticness of the animation, adding the full body, manipulating emotional facial 
expressions, etc.) to establish whether it will have the same effects as in this study.6

6. An example of a smart virtual tutor can be observed in Appendix D
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7.1	M ain findings

In this dissertation, we primarily researched whether virtual animals’ visual appearances 
can affect users’ perception. This thesis has provided a deeper insight into eight research 
questions, which can help answer the general problem statement.
	 RQ1: How can we measure 21st Century Learning Skills (creativity, collaboration, 
communication, and critical thinking skills) with existing tests and what is the reliability 
and validity of these tests?
	 The answer to this question lies in the exploration of a variety of tests available 
to measure 21st Century Learning Skills in Chapter 2. We conducted a systematic 
review of the literature on the assessment of 21st Century Learning Skills to analyze 
their characteristics in terms of assessment, such as type, educational level, and test 
reliability and validity. The results have shown that personality, aptitude, and achievement 
tests are unequally used to assess learning. While personality tests are primarily 
used to measure collaboration and creativity skills, aptitude tests are mostly used to 
assess critical thinking and collaboration skills, and achievement tests are mainly used to 
evaluate communication skills. Critical thinking, creativity, and collaboration tests 
are primarily used at the university level, showing evidence of the distribution of tests 
by educational level. The secondary level uses all four learning skill tests, primary level 
uses communication and creativity skills tests, and the kindergarten educational level 
lacks tests to measure all four learning skills. Some studies do not specify the educational 
level for creativity and collaboration skills tests. Likewise, we discovered that 42.5% of 
the tests are valid and reliable, while for the other tests validity and reliability remain 
undetermined. We collected a list of possible tests to measure all four learning skills 
to be used for future research. However, we found an evident lack of tests focusing on 
collaborative and critical thinking skills. Likewise, some tests measure the simultaneity 
of multiple learning skills or measure subscales of the learning skills individually.
	 These findings contribute to our understanding of concepts such as collaboration, 
communication, critical thinking and creativity skills, and provide a basis for future 
advances of intelligent virtual agents, which can stimulate these skills in the users in 
conventional or immersive technologies. However, before considering the idea of 
giving properties of artificial intelligence to a virtual agent that stimulates these 21st 
Century Learning Skills, and especially collaboration skills, in the virtual world, it is 
essential to address the design, in order to ensure that it is effective and motivational 
for users when they engage in social interactions with it.
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	 RQ2: Does a virtual animal (e.g. panda) also adhere to the uncanny valley effect?
	 The answer to this question is, put simply, yes. In Chapter 3, we explored whether 
the visual design of virtual animals can influence the uncanny valley effect in some 
properties such as familiarity, commonality, naturalness, attractiveness, interestingness, 
and animateness. We observed that virtual animals can evoke an uncanny valley effect 
on familiarity, commonality, naturalness, and attractiveness. However, there is no 
effect on interestingness and animateness. Likewise, other factors can influence our 
results regarding the uncanny valley effect on virtual animals. For instance, ranking 
on animal-likeness, morbidity, and movement of the virtual animal can be crucial 
factors in evoking likeability or mismatch in the user’s perception. We conclude that it 
is possible to find an uncanny valley effect on familiarity, commonality, naturalness, and 
attractiveness when virtual animals were ranked by an expert-based ranking. Likewise, 
we observed uncanny valley effects for familiarity, commonality, and attractiveness for 
still images for virtual animals ranked by participant-based ranking, and we discovered 
uncanny valley effects for familiarity, commonality, and naturalness for moving images. 
Moreover, the morbidity appearance of the virtual animal showed lower levels of 
familiarity, commonality, naturalness, and attractiveness, except for interestingness and 
animateness. The movement of a virtual animal does not amplify the user’s perceptions 
of the properties analyzed in this study, except with minor variations. The study 
contributes to our understanding that the uncanny valley effect, already well-studied in 
humans and robots, can also be observed in virtual animals.
	 RQ3: Can a virtual animal’s visual appearance influence the level of empathy of 
users?
	 The answer to this question is both, yes and no. In Chapter 4, we designed 
a computer game simulation to examine the effects of the visual appearance of a 
virtual animal character in a third person view upon empathy. The results of 
this investigation show a congruence interaction between the artificial and natural 
appearance and the expressiveness of a virtual character influence self-reported 
situational empathy of participants in this study. Likewise, we observed a positive 
correlation between dispositional and self-reported empathy toward the character. 
These findings suggest that, in general, the visual appearance of virtual animals has 
a significant effect on the level of empathy of users in computer game simulations.
	 On the contrary, in Chapter 5, we expand the study of Chapter 4 to 
explore this previous effect on empathy in virtual reality simulation. One of the 
more significant findings to emerge from this study is that the naturality/artificiality 
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of the visual appearance of the virtual animal had no significant effect on the 
situational empathy of the participants. It is difficult to explain this result, but it 
might be related to the perspective view, which can be a primary factor that can 
influence empathy. For instance, the computer game employed a third perspective 
view, and in the virtual reality setting a first perspective view was used. Therefore, 
further study with a greater focus on how empathy can be affected by perspective in 
virtual reality simulation on virtual animals is recommended.
	 RQ4: Can a virtual animal’s visual appearance influence the level of immersion of 
users?
	 The answer to this question is yes. As is illustrated in Chapter 4, we discovered 
that virtual animals’ congruence between visual appearance and expressiveness 
(artificial + non-expressive and natural + expressive) can significantly influence 
players’ immersion compared to incongruent appearance and facial expressions of the 
virtual character (artificial + expressive and natural + non-expressive). Likewise, in 
the virtual reality simulation in Chapter 5, we saw that a virtual animal appearance 
with a natural body provoked the highest level of immersion in a first-person view. 
These findings have significant implications for understanding how engagement, 
engrossment, and total immersion can be affected by the visual appearance of the 
virtual animal.
	 RQ5: Can a virtual animal’s visual appearance influence the level of perceived 
pain of users?
	 The answer to this question is yes. In Chapter 5, we designed a virtual 
reality simulation where the participants received physical feedback through haptic 
virtual reality suits that simulate a hunter shooting their virtual animal body. One of the 
more significant findings from this study is that people who had a natural virtual body 
appearance perceived more pain than those with artificial virtual body appearances. 
We concluded that a virtual animal’s visual appearance can affect the level of perceived 
pain of users during the distressing event; where a virtual body looks more natural, the 
intensity of pain is greater. The research also showed that perceived pain was experienced 
in the two experimental conditions and the control. The findings reported here shed 
new light on virtual reality’s impact on individuals’ perceptions of uncomfortable 
feelings like psychological pain generated in a virtual world and stimulated by haptics 
systems.
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	 RQ6: Can a virtual animal’s visual appearance influence the level of embodiment of 
users?
	 The answer to this question is no. In the study in Chapter 5, we expected that the 
visual appearance of virtual animals would affect the embodiment of the participants 
due to this study’s use of a first-person view character. However, the results showed a not 
significant effect of visual appearance upon the embodiment.
	 RQ7: How can different versions of virtual animals be used as virtual tutors in video 
instruction, where they may lead to different effects on affective and cognitive outcomes, 
depending on their visual appearance? 
	 In Chapter 6, we used three different virtual animals’ appearances as virtual 
instructors to answer this question. This study was designed to explore the effect of 
the visual appearance of the virtual instructor in knowledge recall and user perception 
among young learners. The results showed that human and virtual animal appearance 
had higher positive reactions in familiarity, interestingness, and naturalness than virtual 
robot animal appearance. This study validates the idea that those virtual animals with 
natural characteristics had a major positive response compared with artificial traits. One 
of the more significant findings in this study was that the visual appearance of the virtual 
instructor had a significant effect on the knowledge recall of students who participated 
in this study. An example of a smart virtual tutor can be observed in Appendix 
D.

7.2	U sefulness of this research

7.2.1	R obotics

Uncanny Valley Theory was a concept first identified by (Mori, 1970), which came 
to have a major impact on the discipline of robotics. Mori explained that a robot 
with human-like traits could trigger an effect of repulsion and unfamiliarity in an 
observer. However, different designs and characteristics would lead to different levels of 
reactions among people. A significant amount of research has focused on introducing 
anthropomorphic traits to robots, using different materials and advancing technological 
research to create robots with capabilities similar to humans. However, our planet has 
other types of living things that are also arguably worthy of study in this regard, with 
such research and investigation also being conducted in the field of robotics.
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	 Robots resembling animals in the form are termed ‘zoomorphic robots’. While 
studies of zoomorphic robots in human-robot interaction, computergraphics animation 
and social robots are limited to date, based on the studies of (Schwind et al., 2018a). 
It can be seen that there is a necessity to study the uncanny valley effect of virtual 
animals in greater depth. We explored if the studies of Schwind et al., (2018a) can be 
applied to virtual robot animals. In this research, we found that virtual robot animals 
with characteristics that we visually associate with artificiality have a greater possibility 
of ‘falling into the uncanny valley’ or evoking feelings of repulsion within a user when 
compared to a more natural representation. However, we also found that people find 
virtual animal robots interesting. These findings contribute in several ways to our 
understanding of virtual robot animals and provide a basis for future studies to reduce 
the uncanny valley effect.
	 One of the most significant current discussions in robotics is that of whether 
humans can have empathic reactions to these artificial machines. This dissertation 
demonstrated the possibility of generating empathy toward a robot virtual animal in a 
computer game. For instance, in Chapter 6, the virtual robot animal with an artificial 
body and lacks facial expressions can foster an empathic reaction on users. These results 
showed that the artificial characteristics of the body of the virtual robot animal do not 
combine with human emotional expressions. Likewise, in this dissertation, we prove 
that it is possible to generate empathy towards a virtual robot, but this is affected by 
its visual appearance. However, we also proved that the generation of such empathy 
associated with visual appearance is not possible in immersive environments, such as 
virtual reality.
	 One of the more significant findings to emerge from this study is that the 
participants felt a great intensity of pain with the virtual animal robot in our experiment 
within a virtual reality situation when their character was subjected to a distress situation. 
These results and this dissertation open the doors to virtual robot animals in immersive 
technologies such as virtual reality that could pose other challenges in HCI studies. 
Further, such research could take into account the great amount of variety in animals 
that could be transposed into robotic counterparts, allowing the exploration of other 
important facets that to date has not been considered in regard to virtual robot animals
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7.2.2	E ducation of the natural conservation

Education about the conservation of nature is of great importance, given the urgent 
need to protect animal species from extinction caused by human behavior. It is essential 
to develop simulation games that promote empathy towards animals and stimulate the 
ability to respond in an ethically appropriate way in different types of distress situations 
(Pedwell, 2014). In this dissertation, our research aim was to design a non-human 
animal-like character as a virtual animal that was likeable for users, and to discover 
possibilities for fostering empathic reactions toward virtual animals. We hope that this 
research can contribute to our understanding of empathetic responses from the virtual 
world and their transferal to their biological manifestations in the real world. Moreover, 
we aimed to design an immersive virtual environment with engagement properties to 
improve the potential for users that wish so to explore natural avatar agents in the virtual 
world, become inspired, and be motivated to discover more about animals.
	 In the experimental context, this dissertation has identified that virtual animals with 
natural traits have avoided the uncanny valley effect. These results showed that users, 
although the characters are artificial or digital entities if they have a natural appearance 
(e.g., same colour, body appearance, movement, and others) and are similar to their 
antagonist in real life, tend to see it more familiar (e.g., such as the rabbits and turtles 
in picture books, (de Droog et al., 2014, 2017)). We also found that virtual animals 
in a computer game scenario can generate empathetic reactions in users when their 
appearance is more natural and also when they express human emotional traits. It can be 
explained in the research by Miralles et al. (2019), who showed that empathy reactions 
change a species to another. A possible response to empathetic and compassion reactions 
is determined if the animals are similar to human traits. The external appearance of the 
animal or virtual animal can display an essential aspect in the emotional effect to users. 
This research can help people feel or perceive the animal’s life by the first perspective 
view of virtual reality simulation. For this virtual reality simulation instance, we opted 
to design a virtual animal that would not be perceived as an aggressor in the simulated 
environment but was rather intended to be perceived in the role of a victim that 
generates empathy in the player. We explored distress situations in Chapters 4 and 5 to 
understand the possible emotional connection with such animals. We did not find such 
empathetic reactions of users when using virtual animal avatars in virtual reality settings. 
However, we considered that results on pain perception in this distress situation might 
help us to allow users to be able to ‘step into the shoes’ of nature and it can be associated 
with an emotional connection with the virtual animal that is not necessary empathy. 
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A natural progression of this work would be to analyze other aspects or combinations 
of the findings of the experiments developed in Chapters 4 and 5 in a future phase of 
experimental research allows users the generation of immersive learning and empathetic 
reactions toward nature and animals. For instance, the results of this research can be 
used to teach about Climate Change and Global Warming from the perspective of the 
animals through the interactive virtual reality movie “Justin Beaver Survivor”. Children 
and the general public can explore this virtual reality film version, which “can be a great 
ally in teaching children and young people and inspiring environmental awareness and 
love of science” (University, 2021).

7.2.3	 Artificial intelligence in education

Following the principal theoretical implication of the study relating to the appearance 
of virtual animals and their impact on both, visual and emotional user perception, 
we considered the possibility of developing a virtual animal with artificial intelligence 
properties. One of the most relevant achievements during this dissertation was obtaining 
an award for revolutionary research at Laval Virtual in France. We proposed that the 
virtual animal studied in the chapters could become a conversational agent through 
immersive technology in the future. In the next step of this research, we are interested 
in using artificial intelligence methods and applying them to virtual animals so that 
users can actively interact with them. Our virtual animal could be capable of vocal 
interaction, creating interactive stories, becoming involved in intelligent conversations 
about science topics, nature, or describing objects or animals of a particular environment 
in the role of a guide, virtual instructor, or virtual animal. The proposal for this is 
outlined in Appendix D. We intend to continue to develop experimental studies about 
this intelligent virtual animal. We can use this intelligent virtual animal in education, 
and we will foster 21st Century Learning Skills through their interactions with children 
and young learners.

7.3	I mprovements

The generalizability of these findings of uncanny valley effect is subject to certain 
limitations. Statistics of the National geographic (Geographic, 2019) estimated that 
there are more than a total of 8.7 million species in plant and animals on Earth, 
meaning a wide variety of types of animals in the world. In this research, we used both 
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charismatic and non-charismatic animals, a panda and beaver, respectively. However, 
we are currently unsure how well these results would carry over to other virtual animals 
(e.g., fish, birds, worms, insects, spiders). Therefore, future research should also focus on 
applying this methodology to other types of animals, in order to provide an overview 
of such results.
	 The results relating to empathy toward virtual animals in this dissertation 
is also subject to certain limitations. For instance, other aspects that could potentially 
interfere with the experience of empathy towards virtual animals might include the 
human perception of the animal’s abilities (e.g., fish), how threatening they are assumed 
to be (e.g., wolves) or the level of charisma that the animal has in real life (e.g., 
beaver, panda, jaguar) (Kupsala et al., 2013; Albert et al., 2018; Bautista et al., 2019).
	 In this dissertation, an exciting aspect was the results obtained about empathy 
and perception of pain in Chapters 4 and 5. Thanks to advances in virtual reality 
simulation, we were able to perform the experiment in the first-person view and explore 
our research questions from this perspective. However, we consider that there are other 
key aspects that could potentially affect the results: the person view and haptics vest. 
In future studies, we propose that the experiment of the Chapter 5 can be expanded 
to include a third-person view and with and without haptics, in order to explore the 
empathy and pain perception concepts.

7.4	 Conclusion

Problem Statement: Which is the more effective visual design in the virtual characters 
that can invite users to foster communication and collaborative skills within virtual 
environments?
	 Throughout several studies in this dissertation, we explored the naturalness (or 
biological traits) vs. artificiality in the visual appearance of a virtual character in various 
technologies. We discovered a major significant effect of the natural visual appearance of 
the virtual animals on cognition (e.g., knowledge recall) and affectation (e.g., empathy, 
immersion, pain perception and the uncanny valley phenomenon) outcomes on the users 
compared to such avatars’ artificial visual appearance. However, the visual appearance 
does not affect the user’s perception in specific situations, such as the uncanny valley 
effect and situational empathy. This dissertation proves that it is essential to intelligently 
design virtual environments, because each element of a design can have a cognitive or 
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emotional effect upon users. For example, we focused on the main character of a virtual 
environment, and we explored animals as non-human virtual characters and their impact 
on users. We discovered and identified certain elements of virtual animals’ design that 
impact upon human-computer interactions, and we presume that other elements exist 
that have not yet been studied. In this dissertation, we explored two visual appearances, 
i.e., those of a panda and a beaver, but more than a million species of animals that live 
upon this planet give rise to a wide field for future research. Further research could also 
be conducted to determine the effectiveness of artificial intelligence in virtual animals to 
develop conversational agents for the fostering of 21st Century Learning Skills.
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A	 List of 21st Century Leaning Skill Tests and Quotations

A.1 	 List of tests

Table A.1.1: Collaboration Tests

Name of the test	 Reference

1.	 Belbin Team Inventory	 Vaida (2019)
2.	 Big five personality traits	 Bar et al. (2018); Soni and Bakhru (2019)
3.	 Collaboration and Satisfaction About Care Decisions	 Dougherty and Larson (2005)
4.	 Collaboration Survey	 Broadleaf (2020)
5.	 Collaborative Practice Assessment Tool	 Broadleaf (2020)
6.	 Collective Impact	 Broadleaf (2020)
7.	 Collaborative Practice Scale	 Dougherty and Larson (2005)
8.	 Connor Davidson Resilience scale	 Bar et al. (2018); Smith and Gregg (2020)
9.	 Decision about Transfer Scale	 Broadleaf (2020)
10.	 Eudaimonic wellbeing	 Soni and Bakhru (2019)
11.	 Gallup Clifton Strengths test	 Smith and Gregg (2020)
12.	 IDEA Partnership Success Rating Scale	 Broadleaf (2020)
13.	 Index of Interdisciplinary Collaboration (IIC)	 Thannhauser et al. (2010)
14.	 Interangency Collaboration Activities Scale (IACAS)	 Broadleaf (2020)
15.	 Interdisciplinary Education Perception Scale	 Thannhauser et al. (2010); Bar et al. (2018)
16.	 Interprofessional Perceptions Scale (IPS)	 Thannhauser et al. (2010)
17.	 Jefferson Scale of Attitudes Toward Physician  

Nurse Collaboration	 Dougherty and Larson (2005) 
18.	 Keirsey Temperament Sorter	 Holton (2001); Sfetsos et al. (2006)
19.	 Ladder of Participation Scale	 Broadleaf (2020)
20.	 Levels of Collaboration Scale	 Broadleaf (2020)
21.	 Modified Belbin Group Role Questionnaire	 Holton (2001)
22.	 Modified Index of Interdisciplinary Collaboration (MIIC)	 Thannhauser et al. (2010) 
23.	 Multidisciplinary Collaboration instrument (MDC)	 Thannhauser et al. (2010)
24.	 MyersBrigg Type Indicator Test	 Sfetsos et al. (2006); Vaida (2019)
25.	 National standardized science test (SIMCE)	 S´anchez and Olivares (2011)
26.	 Nurse-Physician Questionnaire	 Dougherty and Larson (2005)
27.	 Nurses Opinion Questionnaire	 Dougherty and Larson (2005)
28.	 Nursing Relationship Scale (NRS)	 Broadleaf (2020)
29.	 Organization Trust Survey	 Broadleaf (2020)
30.	 PATNERS	 Broadleaf (2020)
31.	 Readiness for Interprofessional Learning Scale	 Thannhauser et al. (2010)
32.	 Riso-Hudson Enneagram Type Indicator test	 Vaida (2019)
33.	 Role Perceptions Questionnaire (RPQ)	 Thannhauser et al. (2010)
34.	 Scale for the perception of collaborative skills	 S´anchez and Olivares (2011)
35.	 Scale for the perception of problem solving skills	 S´anchez and Olivares (2011) 
36.	 Strategic Alliance Formative Assessment Rubric (SAFAR)	 Broadleaf (2020)
37.	 Team Fitness Test	 Holton (2001)
38.	 University of Western England Interprofessional Questionnaire (UWEIQ)	 Thannhauser et al. (2010) 
39.	 Wilder Collaboration Factor Inventory	 Broadleaf (2020)
40.	 Work-life balance	 Soni and Bakhru (2019)
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Table A.1.2: Communication Tests

Name of the test	 Reference

1.	 Active Empathetic Listening Scale (AELS)	 Brown et al. (2020)
2.	 Affective Communication Test	 �Matsumoto et al. (2000) 
3.	 American-Speech-Language-Hearing-Association– 

Functional-Assessment of Communication  
Skills for Adults (ASHA-FACS)	 Spell and Frank (2000)

4.	 Arizona Articulation Proficiency Scale	 Morrison and Shriberg (1992) 
5.	 Assessment Link Between Phonology and Articulation	 Morrison and Shriberg (1992) 
6.	 Assessment of Phonological Processes	 Morrison and Shriberg (1992)
7.	 Behavioral Indicants of Immediacy Scale	 Ellis et al. (2016); Klebig et al. (2016)
8.	 Big Five Inventory	 Klebig et al. (2016)
9.	 Big-Five personality Scale	 Hullman et al. (2010)
10.	 Brief Test of Head Injury (BTHI)	 Spell and Frank (2000)
11.	 Brigance K&1 Screen	 Liu (1998)
12.	 California Achievement Test	 Charmello (1993) 
13.	 Carolina Older Adults Test of Nonverbal  

Communication (COAT-NC) 	 Spell and Frank (2000) 
14.	 Collaborative Strategy Reading (CSR)	 Liu (1998)
15.	 Communication Competency Assessment Instrument	 Castleberry and Shepherd (1993)
16.	 Communication and Reception of Affect  

Test (CARAT)	 Matsumoto et al. (2000) 
17.	 Comprehensive Test of Basic Skills (CTSB)	 Liu (1998)
18.	 Compton-Hutton Phonological Assessment	 Morrison and Shriberg (1992)
19.	 Contextual and Affective Sensitivity test (CAST)	 Matsumoto et al. (2000) 
20.	 Diagnostic Analysis of Nonverbal Accuracy  

Scale (DANVA)	 Matsumoto et al. (2000); Rosip and Hall (2004) 
21.	 Diagnostic Assessment of Nonverbal  

Affect-2 (DANVA-2)	 Spell and Frank (2000) 
22.	 English Language Testing Service (ELTS)	 Afzali et al. (2011)
23.	 Feldstein Affect Judgment Test	 Matsumoto et al. (2000)
24.	 Gates-MacGinitie Reading Comprehension Test	 Charmello (1993)
25.	 Gates-MacGinitie Reading Tests	 Charmello (1993); Liu (1998)
26.	 Generalized immediacy scale	 Ellis et al. (2016)
27.	 Glasgow Coma Score (GCS)	 Spell and Frank (2000)
28.	 Goldman-Fristoe Test of Articulation	 Morrison and Shriberg (1992) 
29.	 Goldman-Fristoe-Woodcock Test of Auditory  

Discrimination	 Ting et al. (2006)
30.	 Incivility Twenty-three behaviors	 Klebig et al. (2016)
31.	 Interpersonal Communication Competence  

Scale (ICCS)	 Hullman et al. (2010); Brown et al. (2020) 
32.	 Kentucky Comprehensive Listening Test	 Castleberry and Shepherd (1993)
33.	 Languages Assessment Scales (LAS)	 Liu (1998)
34.	 Listening Styles Profile	 Brown et al. (2020)
35.	 MIDAS questionnaire	 Afzali et al. (2011)
36.	 Phonological Process Analysis	 Morrison and Shriberg (1992)
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37.	 Photo Articulation Test	 Morrison and Shriberg (1992)
38.	 Profile of Nonverbal Sensitivity (PONS)	 Matsumoto et al. (2000)
39.	 Receptive Facial Expressions (Faces) Subtest	 Spell and Frank (2000)
40.	 Receptive Paralanguage (Voices) Subtest	 Spell and Frank (2000)
41.	 Resilience at University scale (RAU)	 Brown et al. (2020)
42.	 Resilience Scale in Adults (RSA)	 Brown et al. (2020)
43.	 Self-Efficacy Questionnaire for Social Skills	 Hullman et al. (2010)
44.	 Self-disclosure	 Klebig et al. (2016)
45.	 Social Interpretations Test	 Matsumoto et al. (2000)
46.	 Social Skills Inventory (SSI)	 Matsumoto et al. (2000)
47.	 Templin Test of Auditory Discrimination	 Ting et al. (2006)
48.	 Templin-Darley Test of Articulation	 Morrison and Shriberg (1992)
49.	 Test of Emotion Styles (TES)	 Matsumoto et al. (2000)
50.	 Test of English as a Foreign Language (TOEFL)	 Afzali et al. (2011)
51.	 Test of Nonverbal Cue Knowledge (TONCK)	 Rosip and Hall (2004)
52.	 Trained rater’s perception of immediacy scale	 Ellis et al. (2016)
53.	 Understanding our Feelings test	 Matsumoto et al. (2000)
54.	 Verbal Immediacy Scale (VIS)	 Ellis et al. (2016)
55.	 Washington Speech Sound Discrimination Tes	 Ting et al. (2006)
56.	 Watson-Barker Listening Test	 Castleberry and Shepherd (1993)
57.	 Weiss Comprehensive Articulation Test	 Morrison and Shriberg (1992)
58.	 Wepman Auditory Discrimination Test	 Ting et al. (2006)
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Table A.1.3: Critical Thinking Tests.

Name of the test	 Reference

1.	 Academic Aptitude Test (AAT)	 Van der Merwe (2002)
2.	 American Critical-Thinking Assessment Test (CAT)	 Sustekova et al. (2019)
3.	 APIL instrument	 Maloa and Bux (2015)
4.	 AT-20 ambiguity tolerance scale	 Taube (1997)
5.	 California Critical Thinking Disposition Inventory  

(CCTDI)	 Stone et al. (2001); Rear (2019) 
6.	 California Critical Thinking Skills Test (CCTST)	 Ennis (1993); Stone et al. (2001); 

	 Bataineh and Zghoul (2006);  
	 Ku (2009); Behar-Horenstein and  
	 Niu (2011); Huhn et al. (2011)  
	 Tiruneh et al. (2017); Rear (2019); 
	 Sustekova et al. (2019)

7.	 Career Path Appreciation (CPA)	 Van der Merwe (2002)
8.	 Checklist of Educational Views (CLEV)	 Taube (1997)
9.	 Computerized Adaptive Test	 Maloa and Bux (2015)
10.	 Cornell Conditional Reasoning Test	 Ennis (1993)
11.	 Cornell Critical Thinking Test (CCTT)	 Ennis (1993); Bataineh and Zghoul  

	 (2006); Ku (2009); Behar-Horenstein 
	 and Niu (2011); Tiruneh et al. (2017);  
	 Rear (2019); Sustekova et al. (2019)

12.	 Critical Reasoning Test Battery	 Maloa and Bux (2015)
13.	 Deductive Logic and Assumption Recognition	 Ennis (1993)
14.	 Dover/Vienna Test System (DOVER)	 Van der Merwe (2002)
15.	 Dynamic assessment APIL B (SV)	 Maloa and Bux (2015)
16.	 Ennis-Weir Critical Thinking Essay Test	 Ennis (1993); Taube (1997); 

	 Ku (2009); Tiruneh et al. (2017); 
	 Rear (2019); Sustekova et al. (2019)

17.	 General Aptitude Test Battery (GATB)	 Kuncel et al. (2005)
18.	 Graduate Management Admission Test (GMAT)	 Kuncel et al. (2005)
19.	 Graduate Record Examination (GRE)	 Kuncel et al. (2005)
20.	 Group Interaction Exercise (GI Exerc)	 Van der Merwe (2002)
21.	 HEIghten Critical Thinking Assessment	 Rear (2019)
22.	 Halpern Critical Thinking Assessment (HCTA)	 Ku (2009); Bensley et al. (2016);  

	 Tiruneh et al. (2017); Rear (2019); 
	 Sustekova et al. (2019)

23.	 Health Science Reasoning Test (HSRT)	 Huhn et al. (2011)
24.	 High Level Battery (HL Bat)	 Van der Merwe (2002)
25.	 High Level Figure Classification Test (HL FCT)	 Van der Merwe (2002)
26.	 Intermediate Battery (INT Bat)	 Van der Merwe (2002) 
27.	 International Critical Thinking Reading and  

Writing Test (ICTRWT) 	 Lu and Xie (2019) 
28.	 Law School Admission Test (LSAT)	 Kuncel et al. (2005)
29.	 Learner Autonomy Questionnaire	 Lu and Xie (2019)
30.	 Learning Potential Computerized Adaptive Test	 Maloa and Bux (2015)
31.	 Logical Reasoning	 Ennis (1993)
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32.	 Lopez Critical Thinking Test (CEU)	 Sustekova et al. (2019)
33.	 Managerial and Graduate Item Bank	 Maloa and Bux (2015)
34.	 Medical College Admission Test (MCAT)	 Kuncel et al. (2005)
35.	 Metacognitive Assessment Inventory (MAI)	 Bensley et al. (2016)
36.	 Miller Analogies Test (MAT)	 Kuncel et al. (2005) 
37.	 Minnesota Multiphasic Personality Inventory (MMPI)	 Van der Merwe (2002) 
38.	 Myers-Briggs Type Indicator (MBTI)	 Van der Merwe (2002)
39.	 Need For Cognition Scale (NCS)	 Taube (1997)
40.	 New Jersey Test of Reasoning Skills	 Ennis (1993)
41.	 Nineteen Field Interest Inventory (19 FII)	 Van der Merwe (2002)
42.	 Normal Battery (NORM Bat)	 Van der Merwe (2002)
43.	 Numerical Critical Reasoning (NMG3)	 Maloa and Bux (2015)
44.	 Numerical aptitude Person job score (PJS)	 Maloa and Bux (2015)
45.	 Occupational Personality Questionnaire	 Maloa and Bux (2015)
46.	 Perceptual Battery (Blox)	 Van der Merwe (2002)
47.	 Programmer Aptitude Battery (PAB)	 Van der Merwe (2002) 
48.	 Psychological Critical Thinking Exam (PCTE)	 Bensley et al. (2016) 
49.	 Raven’s Progressive Matrices	 Van der Merwe (2002)
50.	 Ross Test of Higher Cognitive Processes	 Ennis (1993)
51.	 SHL Critical Reasoning Test Battery (CRTB)	 Van der Merwe (2002) 
52.	 SHL Customer Contact Aptitude Series (CCAS)	 Van der Merwe (2002) 
53.	 SHL Customer Contact Styles Questionnaire (CCSQ)	 Van der Merwe (2002) 
54.	 SHL Management and Graduate Item Bank (MGIB)	 Van der Merwe (2002) 
55.	 SHL Occupational Personality Questionnaire (OPQ)	 Van der Merwe (2002) 
56.	 SHL Personnel Test Battery (PTB)	 Van der Merwe (2002)
57.	 SHL Technical Test Battery (TTB)	 Van der Merwe (2002)
58.	 SHL test battery	 Maloa and Bux (2015)
59.	 Self-Directed Search Questionnaire (SDS)	 Van der Merwe (2002)
60.	 Senior Aptitude Tests (SAT)	 Van der Merwe (2002) 
61.	 Sixteen Personality Factor Questionnaire (16 PF)	 Van der Merwe (2002) 
62.	 South African Wechsler Adult Intelligence  

Scale (SAWAIS) 	 Van der Merwe (2002) 
63.	 Structured-Objective Rorschach Test (SORT)	 Van der Merwe (2002) 
64.	 Test of English as a Foreign Language (TOEFL)	 Lu and Xie (2019) 
65.	 Test of Enquiry Skills	 Ennis (1993)
66.	 Test of Inference Ability in Reading Comprehension	 Ennis (1993) 
67.	 Test on Appraising Observations	 Ennis (1993)
68.	 Thematic Apperception Test (TAT)	 Van der Merwe (2002)
69.	 Thomas Personal Profile Analysis (PPA)	 Van der Merwe (2002)
70.	 Verbal Critical Reasoning (VMG3)	 Maloa and Bux (2015)
71.	 Wagner Assessment Test (WAT)	 Wagner and Harvey (2006)
72.	 Wonderlic Test	 Kuncel et al. (2005)
73.	 Watson Glaser Critical Thinking Appraisal (WGCTA)	 Ennis (1993); Taube (1997); Bataineh and 

	 Zghoul (2006); Wagner and Harvey (2006);  
	 Ku (2009); Behar-Horenstein and Niu  
	 (2011); Huhn et al. (2011); Bensley et al. 
	 (2016); Tiruneh et al. (2017); Rear (2019); 
	 Sustekova et al. (2019)
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Table A.1.4: Creativity Tests.

Name of the test	 Reference

1.	 Abbreviated Torrance Test for Adults (ATTA)	 Fee and Gray (2012)
2.	 Abedi-Schumacher Creativity Test	 Cropley (2000)
3.	 Adaptation-Innovation Inventory (KAI)	 Cropley (2000)
4.	 Adjective Check List (ACL)	 Cropley (2000); Soto and John (2009); 

	 Ziv and Keydar (2009)
5.	 Alpha Biographical Inventory (ABI)	 Venable (1994); Cropley (2000)
6.	 Alternative Uses task (AUT)	 Cheung et al. (2003); Ritter and Mostert (2017)
7.	 Assessment of creative products	 Baer and Kaufman (2008) 
8.	 Assessment of creativity of graduate students  

by their professors 	 Baer and Kaufman (2008) 
9.	 Assessment of various creative products	 Baer and Kaufman (2008)
10.	 Associational fluency	 Baer and Kaufman (2008)
11.	 Attitude and interest inventories	 Karpova et al. (2011)
12.	 Barron–Welsh Art Scale (BWAS)	 Furnham and Bachtiar (2008); Acar and Runco (2012)
13.	 Basadur Preference Scale	 Cropley (2000)
14.	 Battery of creativity tests	 Cheung et al. (2003)
15.	 Big Five Inventory	 Soto and John (2009)
16.	 Big Five Personality Traits	 Kaufman et al. (2016) 
17.	 Biographical Inventory of Creative Behaviours (BICB)	 Batey and Furnham (2008);  

	 Furnham and Bachtiar (2008);  
	 Furnham et al. (2011)

18.	 Biographical inventories	 Karpova et al. (2011)
19.	 California Psychological Inventory (CPI)	 McCrae et al. (1993); Venable (1994);  

	 Soto and John (2009)
20.	 Circle test	 Baer and Kaufman (2008)
21.	 Cognitive Risk Tolerance Survey	 Charyton et al. (2008)
22.	 Composite Creativity Index	 Arden et al. (2010)
23.	 Comprehensive Ability Battery	 Acar and Runco (2012)
24.	 Consequences Test	 Furnham et al. (2011)
25.	 Covington Attitudinal Inventory for  

Problem Solving	 Venable (1994) 
26.	 Create a story task using words presented  

on a screen	 Arden et al. (2010)
27.	 Creative Achievement Questionnaire (CAQ)	 Kaufman et al. (2016)
28.	 Creative Activities Checklist	 Cropley (2000)
29.	 Creative Attitude Survey (CAS)	 Venable (1994); Pastor and David (2017)
30.	 Creative Behavior Disposition Scale	 Venable (1994)
31.	 Creative Behavior Inventory	 Cropley (2000)
32.	 Creative Functioning Test	 Arden et al. (2010)
33.	 Creative Personality Scale (CPS)	 Cropley (2000); Wolfradt and Pretz (2001);  

	 Chen  et al. (2006); Batey and Furnham (2008);  
	 Ziv and Keydar (2009)

34.	 Creative Problem-Solving	 Ritter and Mostert (2017)
35.	 Creative Product Inventory	 Cropley (2000)
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36.	 Creative Product Semantic Scale	 Cropley (2000)
37.	 Creative Reasoning Test (CRT)	 Cropley (2000)
38.	 Creative Scientific Ability Test (C-SAT)	 Huang and Wang (2019)
39.	 Creative Temperament Scale	 Charyton et al. (2008)
40.	 Creative personality scales	 Dollinger et al. (2004)
41.	 Creative personality traits list	 Cheung et al. (2003)
42.	 Creative-thinking abilities	 Fee and Gray (2012)
43.	 Creativity Assessment Packet	 Cropley (2000)
44.	 Creativity Behavior Inventory	 Dollinger et al. (2004)
45.	 Creativity Checklist (CCL)	 Cropley (2000)
46.	 Creativity Personality Scale (CPS)	 Charyton et al. (2008)
47.	 Creativity Styles Questionnaire (CSQ)	 Cropley (2000)
48.	 Creativity Test	 Venable (1994)
49.	 Creativity assessment by teachers and peers	 Baer and Kaufman (2008)
50.	 Creatrix Inventory (C & RT)	 Cropley (2000)
51.	 Different components of openness to experience factor	 Baer and Kaufman (2008) 
52.	 Divergent Movement Ability Test	 Baer and Kaufman (2008)
53.	 Divergent Thinking (DT)	 Furnham and Bachtiar (2008)
54.	 Divergent Thinking Tasks	 Arden et al. (2010) 
55.	 Divergent thinking abilities and personality traits	 Baer and Kaufman (2008) 
56.	 Divergent thinking and creativity ratings	 Baer and Kaufman (2008)
57.	 Divergent thinking test	 Baer and Kaufman (2008) 
58.	 Divergent thinking test to predict  

scientific creativity	 Baer and Kaufman (2008) 
59.	 Domain-General Creativity Test (DGCT)	 Huang and Wang (2019)
60.	 Domino Creativity Scale	 Cropley (2000)
61.	 Eight different divergent thinking tests	 Baer and Kaufman (2008)
62.	 Evaluative thinking	 Baer and Kaufman (2008); Runco et al. (2011)
63.	 Eysenck Personality Questionnaire	 Acar and Runco (2012)
64.	 Five-factor model of personality	 McCrae et al. (1993); Dollinger et al. (2004)
65.	 Fluency	 Baer and Kaufman (2008)
66.	 Group Inventory for Finding Creative Talent (GIFT)	 Cropley (2000) 
67.	 Group Inventory for Finding Interests (GIFFII)	 Cropley (2000)
68.	 How Do You Really Feel About Yourself?	 Cropley (2000) 
69.	 Imagine a new design for a Pen while inside the scanner	 Arden et al. (2010) 
70.	 Independence of Judgment Scale	 Venable (1994)
71.	 Iowa Inventiveness Inventory	 Cropley (2000)
72.	 Khatena Torrance Creative Perception Inventory	 Baer and Kaufman (2008) 
73.	 Life Experience Inventory (LEI)	 Cropley (2000)
74.	 Manifest needs questionnaire	 Baer and Kaufman (2008)
75.	 Match problems	 Arden et al. (2010)
76.	 Measure of creativity thinking in music	 Baer and Kaufman (2008) 
77.	 Medhi’s verbal and figural divergent thinking tests	 Baer and Kaufman (2008) 
78.	 Mednick’s RAT and study-specific divergent  

thinking task	 Arden et al. (2010) 
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79.	 Methods of fostering classroom creativity	 Baer and Kaufman (2008)
80.	 Mini-Markers	 Soto and John (2009)
81.	 Minnesota Multiphasic Personality Inventory  

Schizophrenia scale	 Acar and Runco (2012) 
82.	 Multidimensional Personality Questionnaire (MPQ)	 McCrae et al. (1993) 
83.	 Multidimensional inventories	 Karpova et al. (2011)
84.	 Multidimensional stimulus fluency measure	 Baer and Kaufman (2008)
85.	 NEO Five Factor Inventory	 Wolfradt and Pretz (2001); Furnham et al. (2011)
86.	 NEO Personality Inventory (NEO-PI)	 McCrae et al. (1993); Soto and John (2009)
87.	 Newly Creativity Test (NCT)	 Huang et al. (2017)
88.	 Novel Creativity Test	 Arden et al. (2010)
89.	 Omnibus Personality Inventory	 Venable (1994)
90.	 Openness to experience	 Baer and Kaufman (2008)
91.	 Opinion, Attitude, and Interest Survey	 Venable (1994)
92.	 Performance-based assessments	 Han (2003)
93.	 Personality inventories	 Karpova et al. (2011)
94.	 Problem-solving Scale	 Wolfradt and Pretz (2001)
95.	 Processing novel metaphors	 Arden et al. (2010)
96.	 Publications in creativity journals	 Baer and Kaufman (2008)
97.	 Real World Divergent Thinking Test	 Han (2003)
98.	 Realistic creative problem solving	 Runco et al. (2011)
99.	 Relationship of creativity to academic achievement)	 Baer and Kaufman (2008)
100.	 Remote Associates Test (RAT)	 Venable (1994); Marsh et al. (1996);  

	 Cropley (2000); Baer and Kaufman (2008); 
	 Ritter and Mostert (2017)

101.	 Rorschach Ambiguous Figures	 Arden et al. (2010)
102.	 Runner Studies of Attitudinal Patterns	 Venable (1994)
103.	 Schaefer’s Biographical Inventory	 Venable (1994)
104.	 Schaefer’s Biographical Inventory Creativity	 Ziv and Keydar (2009)
105.	 Science Performance Test (SPT)	 Huang and Wang (2019)
106.	 Scientific Creativity Test (SCT)	 Hu and Adey (2002); Baer and Kaufman (2008); 		

	 Hu et al. (2013); Huang et al. (2017); 
	 Huang and Wang (2019)

107.	 Scientific Structure Creativity Model (SSCM)	 Hu and Adey (2002)
108.	 Self-Rating of Creativity (SR)	 Furnham and Bachtiar (2008)
109.	 Self-assessments of creativity	 Baer and Kaufman (2008)
110.	 Self-rated creativity	 Batey and Furnham (2008); Furnham et al. (2011)
111.	 Self-report measures of creativity and self-esteem	 Baer and Kaufman (2008) 
112.	 Self-report of creative activities involving scores 

of quality and quantity 	 Baer and Kaufman (2008) 
113.	 Self-reported creative activities and achievements	 Karpova et al. (2011)
114.	 Self-reported creative products	 Cheung et al. (2003)
115.	 Self-reports in different domains of creativity	 Baer and Kaufman (2008)
116.	 Sixteen Personality Factor Questionnaire	 Venable (1994)
117.	 Square test	 Baer and Kaufman (2008)

Name of the test	 Reference
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118.	 Sternberg’s Triarchic Abilities Test	 Cropley (2000)
119.	 Story generation task	 Arden et al. (2010)
120.	 Tel-Aviv Creativity Test (TACT)	 Ziv and Keydar (2009)
121.	 Temperament and Character Inventory	 Arden et al. (2010)
122.	 Test of Creative Thinking	 Cropley (2000)
123.	 Test of Creative Thinking–Drawing Production 

(TCT-DP) 	 Dollinger et al. (2004) 
124.	 Test of divergent thinking	 Runco et al. (2011)
125.	 The Creativity Tests for Children	 Cropley (2000)
126.	 The figural DT	 Runco et al. (2011)
127.	 Thematic Apperception Test (TAT) story	 Dollinger et al. (2004) 
128.	 Thinking creatively with sounds and words test	 Baer and Kaufman (2008)
129.	 Torrance Test of Creative Thinking (TTCT)	 Venable (1994); Cropley (2000); 

	 Hu and Adey (2002); Chen et al. (2006); 
	 Baer and Kaufman (2008); Arden et al. (2010);  
	 Karpova et al. (2011); Lee and Kim (2011);  
	 Fee and Gray (2012); Hu et al. (2013); 
	 Kaufman et al. (2016); Huang et al. (2017)

130.	 Torrance repeated figures circle test	 Baer and Kaufman (2008)
131.	 Torrence battery	 Marsh et al. (1996)
132.	 Turing Test and Computational Creativity	 Pease and Colton (2011)
133.	 Unusual Uses Tests of objects	 Huang et al. (2017)
134.	 Verbal DT	 Runco et al. (2011)
135.	 Verbal and nonverbal divergent thinking	 Baer and Kaufman (2008)
136.	 Verbal creativity using caption writing task	 Baer and Kaufman (2008)
137.	 Verbal creativity using poetry writing task	 Baer and Kaufman (2008)
138.	 Verbal creativity using storytelling task	 Baer and Kaufman (2008)
139.	 Verbal divergent production	 Cheung et al. (2003)
140.	 Villa and Auzmendi Creativity Test	 Cropley (2000)
141.	 Wallace-Kogan Creative Thinking Test	 Chen et al. (2006) 
142.	 Wallach and Kogan creativity battery in Hebrew	 Ziv and Keydar (2009) 
143.	 Wallach-Kogan Creativity Test (WKCT)	 Han (2003); Baer and Kaufman (2008);  

	 Pastor and David (2017)
144.	 Wallach-Kogan ideational fluency test	 Baer and Kaufman (2008)
145.	 Wonderlic intelligence test	 Runco et al. (2011) 
146.	 Word Association Rare Response Test (WARRT)	 Acar and Runco (2012)
147.	 Word Association Test	 Chen et al. (2006); Lee and Kim (2011)
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Table A.2.1: This table with quotations about Validity and Reliability: +R: Positive Reliability, -R: Negative Reliability, 
+V: Positive Validity, and -V: Negative Validity.

Name Test Codes Quotation Content

Affective Communication Test +R “Results indicated that the lack of nonverbal encoding ability is a 
strong correlate of communication anxiety for both males and 
females. Also, males and females tend to make the some distinctions 
of nonverbal affect; therefore, different scales are not necessary for 
the two  genders. The shortened scale, the ACT-10, is brief enough to 
be administered quickly yet reliable enough to assess accurately the 
self-report of nonverbal encoding ability.” 
(Hensley, 1986, p. 1)

Big Five Personality traits +V “Results based on a sample of 105 sales representatives supported the 
2 hypotheses tested. First, supervisor, coworker, and customer ratings 
of the 2 job-relevant personality dimensions—conscientiousness and 
extraversion were valid predictors of performance ratings, and the 
magnitude of the validities were at least as large as for self-ratings. 
Second, supervisor, coworker, and customer ratings accounted for 
significant variance in the criterion measure beyond self-ratings 
alone for the relevant dimensions. Overall, the results suggest that 
validities of personality measures based on self-assessments alone 
may underestimate the true validity of personality constructs.” 
(Mount et al., 1994, p. 272)

Big Five Personality traits -R “The corrected (p) and uncorrected (rxy) correlations between 
the Big Five personality scales for the four rating sources and the 
supervisor and coworker performance ratings are also shown in 
Table 1. There was only one supervisor rating of performance for 
each sales representative. Therefore, we corrected the validities (p) 
for unreliability in the criterion by using the average single-rater 
reliability of .50 obtained by Rothstein (1990), which was based on 
9,975 first-line supervisors. The true validities when using coworker 
performance ratings as the criterion were corrected based on the 
correlation between two randomly selected coworkers’ performance 
ratings for each sales representative. On the basis of 105 pairs of 
performance ratings, the reliability of a single coworker’s ratings was 
.53. To avoid problems associated with common method variance for 
coworker ratings, we randomly selected one coworker’s ratings as the 
predictor and used the average of the remaining coworkers’ ratings as 
the criterion measure. Because there was an average of 1.6 coworkers 
for each sales representative, the Spearman- Brown prophecy formula 
was used to adjust the reliability upward. Consequently, we used .55 
as the reliability of the composite of the coworkers’ performance 
ratings. The validities for the two job-relevant.” 
(Mount et al., 1994, p. 275)

Big Five personality traits +V “In summary, there is a distinction between the validity of personality 
constructs based on self-reports and the validity of the constructs 
based on observer ratings. Our results show that supervisor, 
coworker, and especially customer ratings of conscientiousness and 
extroversion are valid predictors of sales performance. They also 
show that observer ratings account for significant variance beyond 
that of self-ratings for the job relevant personality constructs. The 
substantive message here is that the validity of personality constructs 
may be understated through reliance on the self-report method 
alone.” 
(Mount et al., 1994, p. 279)

A.2	Q uotations
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Biographical Inventory Creativity +V “The inventory was found to have high concurrent validity in 
differentiating the cross-validation groups of creative and control 
students (Schaefer & Anastasi, 1968; Anastasi & Schaefer, 1969).” 
(Schaefer, 1972, p. 471)

California Critical Thinking +R “FINDINGS: The test reliable coefficient was 0.62%. 
Factor analysis indicated that CCTST has been formed 
from 5 factors (elements) namely: analysis, evaluation, 
inference, inductive and deductive reasoning.” 
(Khalili and Soleymani, 2003, p. 84)

California Critical Thinking +R 
and 
+V

“Findings showed the range of content validity between %80 and 
%96.87, denoting a proper amount. Coefficients of correlation 
for each subscale were 0.71 for analysis,0.77 for evaluation, 0.71 
for inference, 0.77 for inductive reasoning, and 0.71 for deductive 
reasoning. These indicated a positive and significant correlation of 
subscales with one another as well as with the total score of the test 
(r=0.86). The correlation between test-retest results was 0.90 with 
Kappa coefficient equal to 0.81.” 
(Khoda et al., 2007, p. 12)

California Critical Thinking +R 
and 
+V

“Conclusion: Findings showed a proper validity and reliability of the 
test.” 
(Khoda et al., 2007, p. 12)

California Critical Thinking +R “Results: The test coefficient for reliability was 0.62. Factor Analysis 
indicated that CCTST has been formed from 5 factor (element) 
namely: Analysis, Evaluation, inference, Inductive and Deductive 
Reasoning. Internal consistency method shows that All subscales 
have been high and positive correlation with total test score.” 
(Khalili and Soleymani, 2003, p. 29)

California Critical Thinking +R “The Results revealed that the questions test is sufficiently reliable as 
a research tool, and all subscales measure a single construct (Critical 
Thinking) and are able to distinguished the persons with different 
level’s CT.” 
(Khalili and Soleymani, 2003, p. 29)

California Critical Thinking 
Disposition Inventory

+R 
and 
+V

“the results indicate that evidence for construct validity existed for 
truth-seeking, open-mindedness, systematicity, and maturity for the 
Chinese CCTDI. After allowing some error to exist and deleting 
three items, evidence for construct validity existed for the remaining 
subscales. The results of the psychometric equivalencies across 
Chinese and English CCTDI showed similarity for content validity 
and reliability for inquisitiveness. In terms of multi-sample analysis, 
there were equal forms across all subscales of the two versions... 
Consequently, although the translation adequacy of the Chinese 
CCTDI needs to be improved, there is evidence that it is useful for 
evaluating critical thinking dispositions.” 
(Yeh, 2002, p. 123)

California Critical Thinking 
Disposition Inventory

+R “Bollen’s reliability estimation was the same as the original reliability 
of 0.68. Consequently, the error variances between items 10 and 40 
and between items 18 and 49 were allowed to correlate.” 
(Yeh, 2002, p. 129)
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Name Test Codes Quotation Content

California Critical Thinking 
Disposition Inventory

+R “the estimation reliability value in terms of Bollen’s method decreased 
from 0.73 to 0.66.” 
(Yeh, 2002, p. 129)

California Critical Thinking 
Disposition Inventory

+V “In conclusion, evidence for the construct validity of the English 
CCTDI existed for truth-seeking, open-mindedness systematicity, 
inquisitiveness, self-confidence and maturity. When items 6 and 42 
were deleted from analyticity, evidence for construct validity existed.” 
(Yeh, 2002, p. 130)

California Psychological Inventory +R “Results support the validity of some of the subscales as indicators of 
the role-taking construct underlying the So scale.” 
(Rosen and Schalling, 1974, p. 757)

Collaboration and Satisfaction 
about Care Decisions

+R “The CSACD-T had a Cronbach’s alpha value above the desirable 0.80 
(Polit & Beck, 2017) and demonstrated a good internal consistency. 
Result from the previous study of the nine items CSACD showed 
alpha value over 0.90 (Sapnas et al., 2006). Tavakol and Dennick 
(2011) argue that the maximum value to be recommended is 0.90, 
which means that the alpha value of item 1–9 was maybe too high.” 
(Aaberg et al., 2019, p. 647)

Collaboration and Satisfaction 
about Care Decisions

-V “Regarding sample size, the recommended sample size for EFA in 
validation studies is disputed and no consensus exists (Polit & Yang, 
2016). Some suggest a minimum
of 300, but emphasize that if there is strong correlations and few 
distinct factors, a smaller sample is adequate (Tabachnick & Fidell, 
2013). Others  offer  guidance  on the number of respondents per 
items, ranging from 5–40 or 50 per item, with the most common 
recommendation as a minimum of 10 cases per item (Polit & Yang, 
2016). The sample size of 247 in the current study was thereby 
considered satisfactory with 27 number of respondents per item. 
Multiple types of healthcare personnel from multiple types of hospital 
units were represented in the sample; hence, a heterogeneous study 
sample was obtained, as recommended for testing questionnaires 
(Taber,2017). ” 
(Aaberg et al., 2019, p. 647)

Cornell Critical Thinking -R “This suggests that the CCTT and the HCTA are-at least partially-
measuring the same constructs and that the
lack of correlation is partly due to the lack of reliability.” (Verburgh 
et al., 2013, p. 11)

Cornell Critical Thinking +V “Based on our findings and on the dearth of support in general 
for the factorial validity of the CCTT, an exploratory EFAESEM 
analysis was justified in consideration of the interdependency of the 
CT dimensions in which the Level X is based. Based on the relatively 
poor fit of the CFA models and lack of existing factorial validity 
evidence, we might have also expected the confirmatory five-factor 
ESEM model C1 not to meet our fit criteria; however, we conducted 
the analysis to demonstrate the preferred steps a researcher might 
take in an ESEM analysis when an a priori factor structure exists
(e.g., Morin et al., 2013).” 
(Leach et al., 2020, p. 12)

Creative Achievement Questionnaire +V “This study was designed to provide multiple sources of evidence of 
the validity of the Creative Achievement Questionnaire (CAQ) and 
to clarify the hierarchy of
creative achievement using Rasch analyses.” 
(Wang et al., 2014, p. 62)
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Creative Achievement Questionnaire +V “Content and structural validity. The Rasch model was used to 
examine the one-dimensionality of each of the 10 CAQ subscales. 
The results revealed that all items in each domain had acceptable 
infit MNSQs  (Table  1).  Data from each domain fit the Rasch 
model well, indicating that the items in each subscale measured a 
unidimensional construct. The multidimensional Rasch analysis 
conducted within the 10 domains of the CAQ indicated that not 
all items in each domain fit the Rasch model well (Table 1). the 
hierarchy of creative achievement using Rasch analyses.” 
(Wang et al., 2014, p. 64)

Creative Achievement Questionnaire +R “The person separation reliabilities of the 10 subscales, shown in 
Table 2, ranged from .63 to .77. Of these subscales, the person 
separation reliability in the dance domain (.63) was lower than were 
those in the other” 
(Wang et al., 2014, p. 64)

Creative Attitude Survey -V “However, only’ one of the 14 comparisons was at a significant level. 
No differences were found on either the critical thinking test or the 
creative attitude survey. A listing of packages used by each group and 
a table displaying statistical data are appended.” 
(Bonk, 1988, p. 1)

Creative Attitude Survey -V “Critical thinking was not significantly affected by the convergent 
treatment. There are several possible reasons for the lack of the 
expected treatment effects for this group.
First, the reading level of the Cornell tests might have been too 
difficult for these children. Almost half of the subjects were 4th-
graders, the lowest applicable age group for this test. Secondly, 
none of the convergent packages directly addressed the credibility of 
sources or the assumption identification sub-tests.” 
(Bonk, 1988, p. 22)

Creative Product Semantic Scale +V “Results indicated that judgments of Novelty made by naive judges 
were consistent with those of experts. The validity of Novelty, and 
to a lesser degree, that of Elaboration and Synthesis, were verified 
by Study 2.
The validity of Resolution is yet to be established (no significant 
differences among products were observed). In both studies, Novelty 
and Resolution were independent, but Elaboration and Synthesis 
subscales migrated between loading with Novelty and Resolution” 
(O’Quin and Besemer, 1989, p. 267)

Creative Product Semantic Scale +V “Confirmatory factor analyses provided strong support for construct 
validity of the questionnaire and the three-dimensional creativity 
model. Participant judges were able to detect differences perceived in 
Novelty, Resolution, and Elaboration and Synthesis of the 4 stimulus 
items.” 
(Besemer and O’Quin, 1999, p. 287)

Creative scientific ability test +R 
and 
+V

“In this article, we discussed scientific creativity and reviewed the 
Creative Scientific Ability Test (C-SAT), and then we presented 
research carried out with 693 sixth grade students to investigate its 
psychometric properties. The C-SAT measures fluency, flexibility 
and creativity in hypothesis generation, experiment design and 
evidence evaluation infeed areas of science. Overall, the findings 
provided empirical evidence for its reliability and validity, supporting 
its use as a criterion variable in research and identification practices 
for scientifically creative students.” 
(Ayas and Sak, 2014, p. 202)
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Name Test Codes Quotation Content

Creative scientific ability test +V “Criterion validity Pearson product-moment correlations were 
calculated to examine relationships between students’ C-SAT total 
fluency, total flexibility and total creativity scores and their grades in 
mathematics and science and TMT scores. Findings are presented 
in Table 4. Correlation coefficients ranged from .31 to .59, with the 
highest correlation between the total fluency and the TMT and with 
all the correlations being significant (p <.01).”
(Ayas and Sak, 2014, p. 202)

Creative scientific ability test +R “The Cronbach’s Alpha for internal consistency and interscorer 
reliability were investigated. The Cronbach’s Alpha coefficient value 
was found to be .87. For the interscorer reliability, approximately 
14% of the students’ papers (n = 164) were randomly selected.
Two independent scorers who were trained in the C-SAT scoring 
procedures scored these papers using the C-SAT standard scoring 
procedures. Interscorer reliability ranged from .87 to .96 for the five 
subtests and for the total fluency, total flexibility, and total creativity, 
with a mean of .92 (see Table 3). Alpha levels from .80 to .89 are 
considered to be good and from .90 and above are thought to be 
excellent (George & Mallery, 2003).” 
(Ayas and Sak, 2014, p. 201)

Critical Reasoning Test Battery +R 
and 
+V  

“The GRT2showed that they were all above 0.8, demonstrating 
a high level of reliability of the test. Furthermore, test–retest 
coefficients were all above 0.7. In order to test the validity of the 
GRT2, its sub-scales and total score were compared to the subscales 
and total score of the Alice Heim reasoning test (AH5)... Correlation 
coefficients ranged from 0.56 to 0.76 for the subscales, and for the 
total scores of the two tests it was 0.82(N = 81), demonstrating 
that the GRT2measures the same trait of reasoning ability which 
is assessed by the AH5, although the discriminant validity of the 
subscales is not very high.” 
(Moutafi et al., 2005, p.1024)

Diagnostic Analysis of Nonverbal 
Accuracy

+V “The authors report constructs validity evidence from 6 additional 
studies. Future applications of the DANVA2-POS test are described.” 
(Pitterman and Nowicki Jr, 2004, p. 146)

Diagnostic Analysis of Nonverbal 
Accuracy

+V “Convergent validity: Association between two tests of postures. 
A final piece of construct validity evidence from the initial 
study involved data related to convergent validity. A sample of 
undergraduate students (n = 30) completed both the original 
DANVA posture test and the DANVA2-POS scale. The correlation 
between the two scales was significant, r (29) = .41, p <.05, providing 
support for convergent validity.” 
(Pitterman and Nowicki Jr, 2004, p. 156)

Diagnostic Analysis of Nonverbal 
Accuracy

+V “Only one study has been completed with children (Pitterman, 
2002) and, although it provided findings supportive of construct 
validity, additional work needs to be completed with a wider
age range, especially younger participants. Such information would 
be helpful for developmental researchers in evaluating the
trajectory and impact of the ability to identify emotions in postures 
throughout childhood.”
 (Pitterman and Nowicki Jr, 2004, p. 159)
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Diagnostic Analysis of Nonverbal 
Accuracy

+V “In summary, it appears that the DANVA2-POS has met preliminary 
requirements of construct validity and is ready to be used with a 
variety of populations so that its worth can be established. Additional 
research will help to complete the picture of its utility in studying 
individual differences in the ability to read emotions in adult 
postures.” 
(Pitterman and Nowicki Jr, 2004, p. 160)

Diagnostic Analysis of Nonverbal 
Accuracy

+R “The coefficient alpha for college students was .92. Data regarding 
the test-retest reliability and validity for Version 3 have not been 
published” 
(Pitterman and Nowicki Jr, 2004, p. 152)

Gallup Clifton Strengths Test +V “A total of 128 (93.4%) of these predictions were confirmed by 
significant correlation coefficients, providing strong evidence for the 
construct validity of the CSF (the full table of these results can be 
found in Table 3).” 
(Schreiner, 2006, p. 7)

Gallup Clifton Strengths Test +R “The second way of estimating reliability is through “internal 
consistency,” as measured by coefficient alpha. This statistic assesses 
the extent to which all the items on a theme are related to each other 
rather than to items on another theme. A perfect score of 1.00 would 
indicate that all of the items on a theme are related only to the other 
items on that theme and not to any other items, something that is 
statistically improbable. Since the CSF was designed so that some 
items intentionally appear on more than one theme, this makes a 
high internal consistency score unlikely. Coefficient alphas in this 
sample ranged from α = .42 for the Activator theme to α = .80 for 
the Discipline theme, with a mean alpha of .61 and a median alpha 
of .63.” 
(Schreiner, 2006, p. 6)

Gates- MacGinitie Reading Tests +V “The technical manual of the Gates- MacGinitie (MacGinitie et 
aI., 1978) presents concurrent correlations for Levels D and E with 
corresponding subtests of the fifth edition of the MAT. These are 
between.79 and .92, with the higher correlations for total test scores 
(Stahl, 1989).In describing the validity of the 1972 edition of the 
Gates MacGinitie, Salvia and Ysseldyke (1978) stated, “The authors 
of the Gates-MacGinitie do report the results of an unpublished 
doctoral dissertation by Davis (1968) in which the subtests of the 
Gates-MacGinitie were found to correlate in the .70 to .85 range 
with four other standardized reading tests” (p. 154). In addition, 
Ryckman (1982) reported correlations between the Gray Oral 
Reading Test and the Gates-MacGinitie that ranged from.48 to .69. 
In our study, the correlations of .82 to .85 (overall) and .60 to .76 
(specific grade levels) between the BASS Reading subtest and the 
Gates-MacGinitie Reading Tests appeared to be of a magnitude 
comparable to those reported in this somewhat sparse literature” 
(Jenkins and Jewell, 1993, p. 423)
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Name Test Codes Quotation Content

Generalized immediacy Scale and 
Behavioral Indicants of Immediacy 
Scale

+R 
and 
+V

“Andersen et al combined several different non-verbal behaviors to 
operationalize nonverbal immediacy. Andersen et al’s work resulted 
in the simultaneous development of three instruments: 1) generalized 
immediacy scale, 2) behavioral indicants of immediacy scale, and 
3) trained rater’s perception of immediacy scale. These scales were 
developed to address measurement concerns in establishing both 
subjective and objective measures, as well as a means to establish 
construct validity... The behavioral indicants of immediacy scale 
has been considered problematic because learners are asked to 
compare their teacher against another teacher and the scale has item 
redundancy. Building on these limitations, Gorham and Zakahi 
generated a 14-item instrument combining items from Andersen’s 
early work and researcher-generated items to balance positively 
and negatively worded items. This revised instrument, nonverbal 
immediacy measure, was later reduced to ten items and was used 
primarily across the last decade. Use of these instruments indicated 
some potential reliability problems, with reliability estimates ranging 
from 0.67 to 0.89. As a result, the non-verbal immediacy scale was 
constructed. This newer scale includes a self-report and observer 
versions and has since 24b0een used in communication research, 
with reliability estimates of 0.90.”
(Ellis et al., 2016, p. 13)

Gough’s Creative Personality Scale +V 
and 
+R 

“The participants took Gough’s Creativity Personality Scale for the 
Adjective Check List. There is a list of 30 adjectives, 18 of them being 
indicative of creativity (positive) and 12 of them being indicative of 
a lack of creativity (negative). An example of a positive adjective is 
“snobbish,” and an example of a negative adjective is “honest”. The 
CPS-ACL is a unidimensional scale. The total of negative points and 
positive points gives a score between -12 and +18, indicating the 
participant’s creativity level. This scale is acceptably reliable, with 
coefficient alphas ranging from 0.73 to 0.81. Validity is r = 0.35 with 
Welsh’s A-48” 
(Perry, 2020, p. 825)

Graduate Management Admission 
Test

+V “Results based on over 402 independent samples across 64,583 
students indicate that the GMAT is a superior predictor to UGPA 
and that the two combined yield a high level of validity for predicting 
student” 
(Kuncel et al., 2007, p. 51)

Graduate Management Admission 
Test

+V “The data obtained indicate that the validity of the GMAT is quite 
likely to generalize across situations”
(Kuncel et al., 2007, p. 64)

Graduate Management Admission 
Test

+V “Validity estimates for full-time students for GMAT-Verbal (N=705, 
k=7), GMAT- Quantitative (AT = 541, Jc = 6), and UGPA (N = 705, 
k = 7) were .32, .32, and .37, respectively.
For part-time students, the validity estimates for GMAT-Verbal 
(N=735, k=10), and GMAT-Quantitative (AT = 799, Jc = 10) were
.41 and .39, respectively, while the validity estimate for UGPA 
(N = 1,102, i: = 14) was .27. Confidence intervals did not overlap 
for these groups. The validity estimates for students with business 
undergraduate degrees and those with nonbusiness undergraduate 
degrees were almost identical.” 
(Kuncel et al., 2007, p. 60)
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Halpern Critical Thinking -R “Nine exploratory items were developed to assess the respondents’ 
tendency to think critically or their critical thinking disposition. 
Overall, the scale did not achieve sufficient reliability (Cronbach’s 
alpha .58).”
(Butler, 2012, p. 724)

Halpern Critical Thinking -R “Overall, those with higher critical thinking scores reported fewer 
negative life events than those with lower critical thinking scores, r 
(131) =.38, p <.001.” 
(Butler, 2012, p. 721)

Halpern Critical Thinking Halpern 
Critical Thinking

-V “negative life events—avoided. The strength of the relationship 
between scores on the HCTA and the inventory of real-world 
outcomes was similar to other measures that have established the 
criterion validity of critical thinking assessments. Compared with 
past studies that used academic measures to establish the criterion 
validity of the HCTA (Halpern, 2010a), the strength of the 
relationship between HCTA scores and real-world outcomes was not 
as strong as some of the academic measures (e.g. SAT-Verbal r = .58, 
SAT-Math r = .50) but was stronger than others (GRE-Verbal r = .12, 
GRE- Quantitative r = .20; class grades ranged from r = .17 to .41).” 
(Butler, 2012, p. 725)

Halpern Critical Thinking Halpern 
Critical Thinking

-R “Neither of the two tests shows a high overall reliability.” 
(Verburgh et al., 2013)

Halpern Critical Thinking Halpern 
Critical Thinking

+V “Results show a higher content validity and preference by students 
for the HCTA”
(Verburgh et al., 2013, p. 1)

HEIghten Critical Thinking +V “This meta-analysis supports the validity of the GMAT for predicting 
grades at earlier and later stages in business school and persisting 
through the program across the general population of students. In 
addition, the combination of GMAT scales is a better predictor 
than prior grades with the combination of GMAT and UGPA likely 
yielding the best predictive validity.” 
(Kuncel et al., 2007, p. 65)

HEIghten Critical Thinking +R “The test has shown adequate total score reliability at both the group 
and individual levels, and adequate subscale reliability at the group 
level.” 
(Liu et al., 2016, p. 690)

HEIghten Critical Thinking +V “In summary, our analyses provided preliminary validity evidence 
for the HEIghten critical thinking assessment regarding adequate 
internal structure, positive relations to other related variables and 
favorable feedback from examinees.” 
(Liu et al., 2016, p. 691)

HEIghten Critical Thinking +R “Individual-level reliability was not high due to the low discriminating 
items, but institution-level reliabilities for total and subscores were 
satisfactory.” 
(Liu et al., 2018, p. 1011)

HEIghten Critical Thinking +R “In addition, there was a small difference in total score reliability 
between the two delivery modes: the reliability in Cronbach’s 
alpha for the paper test was .60 for the experiment sample of 278 
students, the reliability for the online test for the 257 students in the 
experiment was .64.” 
(Liu et al., 2018, p. 1005)
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Index of Interdisciplinary 
Collaboration

+R “Modified Index of Interdisciplinary Collaboration (Oliver, 
Wittenberg-Lyles, & Day, 2006, 2007) Internal consistency: 
r=0.935; subscales: interdependence and flexibility: r=0.867; newly 
created activities: r=0.767; collective ownership: r=0.795; reflection 
on process” 
(Thannhauser et al., 2010, p. 349)

Index of Interdisciplinary 
Collaboration

+V “Face validity” 
(Thannhauser et al., 2010, p. 348)

Interdisciplinary Education 
Perception Scale

+R “Interdisciplinary Education Perception Scale (Luecht, Madsen, 
Taugher, Petterson, 1990) Internal consistency (r=0.51–0.87); 
(Factor 1: r=0.82; Factor 2: r=0.56; Factor 3: r =0.54; Factor 4: 
r=0.52)–lower reliabilities contributed to small number of items” 
(Thannhauser et al., 2010, p. 348)

Interdisciplinary Education 
Perception Scale

+V “Content-validated by 5 faculty in nursing and allied health; factor 
analysis” 
(Thannhauser et al., 2010, p. 347)

International Critical Thinking 
Reading and Writing

+R The test was also shown to have good internal reliability, and to 
correlate with scores on a comparison test thus demonstrating it 
assesses the same CT construct.” 
(Hollis et al., 2020, p. 25)

International Critical Thinking 
Reading and Writing

+V “This study showed the test to be a valid instrument for testing CT.” 
(Hollis et al., 2020, p. 24)

Interpersonal Communication 
Competence Scale

+V “We found that self-efficacy mediated the effect of past experience 
and situation difficulty on interpersonal communication 
outcomes. Interpersonal communication competence directly 
effected rewarding, satisfying communication. The study also 
provided concurrent validity information on the Interpersonal 
Communication Competence Scale, a skills measure of competence 
that taps 10 dimensions of the construct” 
(Rubin et al., 1993, p.210)

Interpersonal Communication 
Competence Scale

-R “The second goal of this study was to examine the concurrent validity 
of the ICCS. The 10-item scale was moderately correlated (ranging 
from .26 to .55) with the 10 other measures of interpersonal 
constructs, indicating concurrent validity. Clearly the new interaction 
management scale created for this study was not reliable; it had a low 
coefficient alpha and it was not related to the other measures and 
ICC as the remaining nine were”
(Rubin et al., 1993, p. 217)

Interpersonal Communication 
Competence Scale

+V “The results also showed that the 10 dimensions thought to comprise 
ICC are closely related; all the measures were related to one another. 
Perhaps this is why Wiemann (1977) found one factor for his 
Communicative Competence Scale. The results suggest, then, that 
for greater content validity, ICC measures should include as many 
facets of ICC that can be identified. In this study, for instance, 
we thought it important to measure as many aspects of ICC as 
possible to obtain a global measure of ICC skill attainment. Previous 
measures have focused narrowly on only one or two dimensions 
(Rubin & Martin, 1992).”
(Rubin et al., 1993, p. 217)

Keirsey Temperament Sorter +R “On this evidence, the KTSII has reasonable reliability, but the level 
is more appropriate for research than for individual use.”
(Dodd and Bayne, 2007, p. 71)
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Keirsey Temperament Sorter +V “There is little information available to support the validity of the 
KTS-II. Concurrent measures of the KTS-II and Myers-Briggs 
Type Indicator were attained for 203 first-semester college freshmen 
without declared academic majors. There were strong positive 
correlations between the concurrent MBTI and KTS-II measures 
of psychological type. The relevance of these findings for career 
counsellors’ use of this online assessment is discussed.”
(Kelly and Jugovic, 2001, p. 49)

Keirsey Temperament Sorter +V “The results have provided tentative support for the validity of the 
KTS II.”
(Kelly and Jugovic, 2001, p. 57)

Kentucky Comprehensive Listening 
Test

-V “However, some degree of correlation has been reported between 
certain sections of the Kentucky Comprehensive Listening Test and 
sections of the Watson-Barker test (Applegate & Campbell, 1985). 
Evaluation of discriminant validity appears very infrequently in 
listening research reports. Notable exceptions are Kelly (1965) and 
Bostrom and Waldhart (1983). Kelly (1965) found high correlations 
between various listening scores and an IQ measure, indicating a lack 
of discriminate validity. Bostrom and Waldhart (1983) compared 
their listening test with tests of mental ability. They found low 
correlations between scores on their listening test and reading skills 
and ACT scores, which measure cognitive concepts thought to be 
related to the listening concept. Their findings suggest a distinction 
between what they termed “short-term listening” and “short-term 
memory.”
(Fitch-Hauser and Hughes, 1992, p. 10)

Management and Graduate Item 
Bank

+R “In terms of the reliability of the ability tests, high alpha coefficients 
(between 0.82 and 0.91) have been obtained (SHL, June 2003:12; 
Saville et al.,1996:260-261). In terms of the reliability of the 
OPQ32, the alpha coefficients for the 32 scales vary between 0.65 
and 0.88 (SHL, March 2001:3 November 2001:5-6; March
2002:1-2).”
(Kotz´e and Griessel, 2008, p. 68)

Multidisciplinary Collaboration 
instrument

+R “Multidisciplinary Collaboration (Carroll, 1999) Internal 
consistency across vignettes: r=0.67– 0.81; within vignettes: r=0.42–
0.98; low reliabilities only for vignette #3, 7, 16.”
(Thannhauser et al., 2010, p. 347)

Multidisciplinary Collaboration 
instrument

+V “Face validity (items drawn from the literature); construct validity 
(convergent & discriminant)”
(Thannhauser et al., 2010, p. 345)

Omnibus Personality Inve tory +V “Although initial validation results indicated that certain OPI 
scales might be predictive of attrition in the naval aviation training 
program, the cross-validation study showed that the relationship 
was due to chance variance. The application of regression weights 
to a second population resulted in a significant cross-validation 
correlation coefficient for each subsample.” 
(Griffin and Hopson, 1978, p. 14)
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Name Test Codes Quotation Content

Omnibus Personality Inventory -R Therefore, it must be concluded that the Omnibus Personality 
Inventory is not sufficiently related to naval training success to be 
of value in the prediction of aviator motivational attrition. These 
results show the importance of going beyond the cross-validation 
correlation coefficient in the interpretation of variable significance. 
When numerous prediction variables are being evaluated, a 
significant cross-validation result may be due to a subset, rather 
than to all predictor variables. For example, in this study, the U. S. 
Naval and Marine Aviation Selection Test scores, which are known 
predictors, were responsible for the significant effect.” (Griffin and 
Hopson, 1978, p. 14)

Readiness for Interprofessional 
Learning Scale

+R “Revised Readiness for Interprofessional Learning Scale (McFadyen, 
Webster, Strachan, Figgins, Brown, & McKechnie, 2005, 2006) 
Internal consistency: teamwork and collaboration: r=0.79–0.88; 
roles & responsibilities: r=0.40–0.43; negative professional identity: 
r= 0.60–0.76; positive professional identity: r=0.76–0.81”
(Thannhauser et al., 2010, p. 348)

Readiness for Interprofessional 
Learning Scale

+V “Face, content, and construct validity based on Parsell & Bligh 
(1998, 1999)” 
(Thannhauser et al., 2010, p. 347)

Riso-Hudson Enneagram Type 
Indicator Test

+V “This investigation was conducted 10 estimates the reliability and 
validity of scores on the Riso-Hudson Enneagram Type Indicator 
(D. R. Riso di R. Hudson. 1999a). Results of 2H7 participants were 
analyzed. Alpha suggests an adequate degree of internal consistency 
Evidence provides mixed support for construct validity using 
correlational and canonical analyses but strong support for heuristic 
value.” 
(Newgent et al., 2004, p. 226)

Role Perceptions Questionnaire +R “Role Perception Questionnaire (generic) (MacKay, 2004) Test- 
retest (r ¼ 0.7)” 
(Thannhauser et al., 2010, p. 347)

Role Perceptions Questionnaire +V “Content validity verified through consultation with sample group” 
(Thannhauser et al., 2010, p. 347)

Scientific creativity Ability test +R 
and 
+V 

“In this article, we discussed scientific creativity and reviewed the 
Creative Scientific Ability Test (C-SAT), and then we presented 
research carried out with 693 sixth-grade students to investigate its 
psychometric properties. The C-SAT measures fluency, flexibility 
and creativity in hypothesis generation, experiment design and 
evidence evaluation in five areas of science... Overall, the findings 
provided empirical evidence for its reliability and validity, supporting 
its use as a criterion variable in research and identification practices 
for scientifically creative students.” 
(Ayas and Sak, 2014, p. 202)

Templin Test of Auditory 
Discrimination

-V “The fourth discrimination test used was the Templin Test of 
Auditory Discrimination (1957), a measure that involves several 
phonemes. The subjects were children, eight years of age or older, 
who made articulation errors only on /r/. The authors reported 
correlations of 0.93, 0.94, and 0.95 for relationships among their 
three discrimination tests, but correlations between each of those 
tests and the Templin measure ranged from 0.21 through 0.26. 
Correlation coefficients of 0.69, 0.59, and 0.66 were obtained for 
the Aungst-Frick discrimination scores and scores on McDonald’s 
(1964) deep test for /r/. However, the Templin test scores did not 
correlate well with the articulation measure (r=0.03).” 
(Shelton et al., 1977, p. 705)
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Torrance Test of Creative Thinking +V “In conclusion, the TTCT appears to be a good measure, not only 
for identifying and educating the gifted but also for discovering and 
encouraging everyday life creativity in the general population. When 
used appropriately, the TTCT is an important part of Torrance’s 
legacy and dream: to nurture and enhance creativity among students.” 
(Kim, 2006, p. 11)

Watson-Barker Listening Test +V “The significant relationships were curvilinear in nature, as expected, 
based on the relevant literature. It was concluded that the claims of 
validity for the Watson-Barker Listening Test are partially supported 
by this data. The study concludes with a discussion of the status of 
listening research and suggests directions for further research in the 
listening field.” 
(Roberts, 1986, p. 115)

Watson-Glaser Critical Thinking 
Appraisal

+v “The confirmatory factor analysis provided data on the construct 
validity of the WGCTA.” 
(Gadzella and Baloğlu, 2003, p. 1256)

Watson-Glaser Critical Thinking 
Appraisal

+R “The purposes of this study were to determine (a) the various 
reliabilities and validities of the Watson-Glaser Critical Thinking 
Appraisal, WGCTA, for students majoring in Education and (b) 
which variable(s) best predicted their Educational Psychology course 
grades. The data showed that the WGCTA is a reliable and valid 
test measuring critical thinking for students majoring in Education.” 
(Gadzella and Baloğlu, 2003, p. 1256)

Watson-Glaser Critical Thinking 
Appraisal

+V “The standardization sample was used in the factor structure validity 
analysis. Three models were compared: a unidimensional factor 
model, a three-factor model, and a five-factor model. The results 
supported a three-factor model (goodness-of-fit statistic GFI=.97, 
adjusted goodness of-fit statistic AGFI=.96, root mean square error 
approximation RMSEA= .03), providing justification for three 
scales.” 
(Sternod and French, 2016, p. 609)

Watson-Glaser Critical Thinking 
Appraisal

+R “The Watson–Glaser short form. In 1994 and 2006, reliability 
values were reported as .81 and .89, respectively. The test developers 
highlighted the fact that cognitive abilities, such as critical thinking, 
are stable trait for adults, therefore they refer to the research 
previously conducted. Although there may be evidence to suggest 
traits such as these are stable, empirical evidence is still required to 
show that the measurements used to assess these traits are stable as 
well. This is especially the case here as the changes made to the test 
were significant, producing a different test altogether. Therefore, 
updated reliability estimates are critical.” 
(Sternod and French, 2016, p. 608)
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B	 Supplemental Material of the Chapter 4

B.1	E mpathy Questionnaire (IRI)

The following statements inquire about your thoughts and feelings in a variety of 
situations. For each item, indicate how well it describes you by choosing the appropriate 
SCORE. When you have decided on your answer, fill in the letter next to the item 
number. READ EACH ITEM CAREFULLY BEFORE RESPONDING. Answer as 
honestly as you can. Thank you.

1.	� I daydream and fantasize, with some regularity, about things that might happen to me.
	 (FANTASY)
	 Does not describe me well 0 1 2 3 4 Describe me very well

2.	� I often have tender, concerned feelings for people less fortunate than me. 
	 (EMPATHIC CONCERN)
	 Does not describe me well 0 1 2 3 4 Describe me very well

3.	 I sometimes find it difficult to see things from the “other guy’s” point of view.
 	 (PERSPECTIVE TAKING) (-)
	 Does not describe me well 0 1 2 3 4 Describe me very well

4.	� I sometimes I don’t feel very sorry for other people when they are having problems.  
(EMPATHIC CONCERN) (-)

	 Does not describe me well 0 1 2 3 4 Describe me very wellll

5.	 I really get involved with the feelings of the characters in a novel.  
	 (FANTASY)
	 Does not describe me well 0 1 2 3 4 Describe me very well

6.	� In emergency situations, I feel apprehensive and ill-at-ease.  
(PERSONAL DISTRESS)

	 Does not describe me well 0 1 2 3 4 Describe me very well
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7.	� I am usually objective when I watch a movie or play, and I don’t often get completely 
caught up in it. 

	 (FANTASY) (-)
	 Does not describe me well 0 1 2 3 4 Describe me very well

8.	� I try to look at everybody’s side of a disagreement before I make a decision. 
(PERSPECTIVE TAKING)

	 Does not describe me well 0 1 2 3 4 Describe me very well

9.	� When I see someone being taken advantage of, I feel kind of protective towards 
them. (EMPATHIC CONCERN)

	 Does not describe me well 0 1 2 3 4 Describe me very well

10.	� I sometimes feel helpless when I am in the middle of a very emotional situation. 
(PERSONAL DISTRESS)

	 Does not describe me well 0 1 2 3 4 Describe me very well

11.	� I sometimes try to understand my friends better by imagining how things look 
from their perspective. 

	 (PERSPECTIVE TAKING) 
	 Does not describe me well 0 1 2 3 4 Describe me very well

12.	� Becoming extremely involved in a good book or movie is somewhat rare for me. 
	 (FANTASY) (-)
	 Does not describe me well 0 1 2 3 4 Describe me very well

13.	� When I see someone get hurt, I tend to remain calm. 
	 (PERSONAL DISTRESS) (-)
	 Does not describe me well 0 1 2 3 4 Describe me very well

14.	� Other people’s misfortunes do not usually disturb me a great deal. 
	 (EMPATHIC CONCERN) (-)
	 Does not describe me well 0 1 2 3 4 Describe me very well
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15.	� If I’m sure I’m right about something, I don’t waste much time listening to other 
people’s arguments. 

	 (PERSPECTIVE TAKING) (-)
	 Does not describe me well 0 1 2 3 4 Describe me very well

16.	� After seeing a play or movie, I have felt as though I were one of the characters. 
(FANTASY)

	 Does not describe me well 0 1 2 3 4 Describe me very well

17.	� Being in a tense emotional situation scares me. 
	 (PERSONAL DISTRESS)
	 Does not describe me well 0 1 2 3 4 Describe me very well

18.	� When I see someone being treated unfairly, I sometimes don’t feel very much pity 
for them. 

	 (EMPATHIC CONCERN) (-)
	 Does not describe me well 0 1 2 3 4 Describe me very well

19.	� I am usually pretty effective in dealing with emergencies. 
	 (PERSONAL DISTRESS) (-)
	 Does not describe me well 0 1 2 3 4 Describe me very well

20.	� I am often quite touched by things that I see happen. 	
	 (EMPATHIC CONCERN)
	 Does not describe me well 0 1 2 3 4 Describe me very well

21.	� I believe that there are two sides to every question and try to look at them both. 
(PERSPECTIVE TAKING)

	 Does not describe me well 0 1 2 3 4 Describe me very well

22.	� I would describe myself as a pretty softhearted person. 
	 (EMPATHY CONCERN)
	 Does not describe me well 0 1 2 3 4 Describe me very well
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23.	� When I watch a good movie, I can very easily put myself in the place of a leading 
character. 

	 (FANTASY)
	 Does not describe me well 0 1 2 3 4 Describe me very well

24.	� I tend to lose control during emergencies. 
	 (PERSONAL DISTRESS)
	 Does not describe me well 0 1 2 3 4 Describe me very well

25.	� When I’m upset at someone, I usually try to “put myself in his shoes” for a while. 
	 (PERSPECTIVE TAKING)
	 Does not describe me well 0 1 2 3 4 Describe me very well

26.	� When I am reading an interesting story or novel, I imagine how I would feel if 
the events in the story were happening to me. 

	 (FANTASY)
	 Does not describe me well 0 1 2 3 4 Describe me very well

27.	� When I see someone who badly needs help in an emergency, I go to pieces. 
(PERSONAL DISTRESS)

	 Does not describe me well 0 1 2 3 4 Describe me very well

28.	� Before criticizing somebody, I try to imagine how I would feel if I were in their 
place.

	 (PERSPECTIVE TAKING)
	 Does not describe me well 0 1 2 3 4 Describe me very well
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B.2 	I mmersion Questionnaire

Your experience of the game. Please answer the following questions by circling the 
relevant number. In particular, remember that these questions are asking you about how 
you felt at the end of the game.

1.	 To what extent did the game hold your attention?
	 (ENGAGEMENT)
	 Not at all 1 2 3 4 5 A lot

2.	 To what extent did you feel you were focused on the game?
	 (ENGAGEMENT)
	 Not at all 1 2 3 4 5 A lot

3.	 How much effort did you put into playing the game? 
	 (ENGAGEMENT)
	 Very little 1 2 3 4 5 A lot

4.	� To Did you feel that you were trying you best?
	 (ENGAGEMENT)
	 Not at all 1 2 3 4 5 Very much so

5.	 To what extent did you lose track of time?
	 (ENGROSSEMENT)
	 Not at all 1 2 3 4 5 A lot

6.	� What extent did you feel consciously aware of being in the real world whilst playing?
	 (ENGROSSEMENT) (-)
	 Not at all 1 2 3 4 5 Very much so

7.	� To what extent did you forget about your everyday concerns?
	 (ENGROSSEMENT)
	 Not at all 1 2 3 4 5 A lot
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8.	� To what extent were you aware of yourself in your surroundings? 
	 (ENGROSSEMENT) (-)
	 Not at all 1 2 3 4 5 Very aware

9.	� To what extent did you notice events taking place around you? 
	 (ENGROSSEMENT) (-)
	 Not at all 1 2 3 4 5 A lot

10.	� Did you feel the urge at any point to stop playing and see what was happening 
around you? 

	 (ENGROSSEMENT) (-)
	 Not at all 1 2 3 4 5 Very much so

11.	� To what extent did you feel that you were interacting with the game environment? 
	 (ENGROSSEMENT)
	 Not at all 1 2 3 4 5 Very much so

12.	� To what extent did you feel as though you were separated from your real-world 
environment? 

	 (ENGROSSEMENT)
	 Not at all 1 2 3 4 5 Very much so

13.	� To what extent did you feel that the game was something you were experiencing, 
rather than something you were just doing? 

	 (ENGROSSEMENT)
	 Not at all 1 2 3 4 5 Very much so

14.	� To what extent was your sense of being in the game environment stronger than 
your sense of being in the real world? 

	 (ENGROSSEMENT)
	 Not at all 1 2 3 4 5 Very much so
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15.	� At any point did you find yourself become so involved that you were unaware you 
were even using controls? 

	 (ENGROSSEMENT) 
	 Not at all 1 2 3 4 5 Very much so

16.	� To what extent did you feel as though you were moving through the game according 
to you own will? 

	 (ENGAGEMENT)
	 Not at all 1 2 3 4 5 Very much so

17.	� To what extent did you find the game challenging?
	 (ENGROSSEMENT)
	 Not at all 1 2 3 4 5 Very difficult

18.	� Were there any times during the game in which you just wanted to give up?
	 (ENGAGEMENT) (-)
	 Not at all 1 2 3 4 5 A lot

19.	� To what extent did you feel motivated while playing? 
	 (ENGAGEMENT)
	 Not at all 1 2 3 4 5 A lot

20.	� To what extent did you find the game easy?
	 (ENGROSSEMENT) (-)
	 Not at all 1 2 3 4 5 Very much so

21.	� To what extent did you feel like you were making progress towards the end of the game? 
	 (ENGAGEMENT)
	 Not at all 1 2 3 4 5 A lot

22.	� How well do you think you performed in the game?
	 (ENGAGEMENT)
	 Very Poor  1 2 3 4 5 Very well
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23.	� To what extent did you feel emotionally attached to the game? 
	 (ENGROSSEMENT)
	 Not at all 1 2 3 4 5 Very much so

24.	� To what extent were you interested in seeing how the game’s events would progress?
	 (ENGROSSEMENT)
	 Not at all 1 2 3 4 5 A lot

25.	� How much did you want to “win” the game?
	 (ENGROSSEMENT)
	 Not at all 1 2 3 4 5 Very much so

26.	� Were you in suspense about whether or not you would win or lose the game? 
	 (ENGROSSEMENT)
	 Not at all 1 2 3 4 5 Very much so

27.	� At any point did you find yourself become so involved that you wanted to speak to 
the game directly?

	 (ENGROSSEMENT) 
	 Not at all 1 2 3 4 5 Very much so

28.	� To what extent did you enjoy the graphics and the imagery?
	 (ENGROSSEMENT)
	 Not at all 1 2 3 4 5 A lot

29.	� How much would you say you enjoyed playing the game?
	 (ENGROSSEMENT)
	 Not at all 1 2 3 4 5 A lot

30.	� When interrupted, were you disappointed that the game was over?  	
	 (ENGROSSEMENT)
	 Not at all 1 2 3 4 5 Very much so

31.	� Would you like to play the game again? 
	 (ENGROSSEMENT)
	 Definitely not 1 2 3 4 5 Definitely yes
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B.3 �	� Principal component analysis of the Interpersonal Reactivity 
Index questionnaire.

Table B.3.1: Principal component analysis of the Interpersonal Reactivity Index Questionnaire. 
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B.4	� Principal component analysis of the immersion questionnaire.

Table B.4.1: Principal component analysis of the Immersion Questionnaire.
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C	 Supplemental Material of the hapter 5

C.1 	D ispositional Empathy Questionnaire (IRI)
(Standardized Cronbach’s α = 0.848) 
The following statements inquire about your thoughts and feelings in a variety of 
situations. For each item, indicate how well it describes you by choosing the appropriate 
SCORE. When you have decided on your answer, fill in the letter next to the item 
number. READ EACH ITEM CAREFULLY BEFORE RESPONDING. Answer as 
honestly as you can. Thank you.

1.	� I daydream and fantasize, with some regularity, about things that might happen to me.
	 (FANTASY)
	 Does not describe me well 0 1 2 3 4 Describe me very well

2.	� I I often have tender, concerned feelings for people less fortunate than me. 
	 (EMPATHIC CONCERN)
	 Does not describe me well 0 1 2 3 4 Describe me very well

3.	� I I sometimes find it difficult to see things from the “other guy’s” point of view. 
	 (PERSPECTIVE TAKING) (-)
	 Does not describe me well 0 1 2 3 4 Describe me very well

4.	� I I sometimes I don’t feel very sorry for other people when they are having problems. 
	 (EMPATHIC CONCERN) (-)
	 Does not describe me well 0 1 2 3 4 Describe me very well

5.	� I I really get involved with the feelings of the characters in a novel.
	 (FANTASY)
	 Does not describe me well 0 1 2 3 4 Describe me very well

6.	� In emergency situations, I feel apprehensive and ill-at-ease. 
	 (PERSONAL DISTRESS)
	 Does not describe me well 0 1 2 3 4 Describe me very well
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7.	� I am usually objective when I watch a movie or play, and I don’t often get completely 
caught up in it. 

	 (FANTASY) (-)
	 Does not describe me well 0 1 2 3 4 Describe me very well

8.	� I try to look at everybody’s side of a disagreement before I make a decision. 
	 (PERSPECTIVE TAKING)
	 Does not describe me well 0 1 2 3 4 Describe me very well

9.	� When I see someone being taken advantage of, I feel kind of protective towards 
them. 

	 (EMPATHIC CONCERN)
	 Does not describe me well 0 1 2 3 4 Describe me very well

10.	� I sometimes feel helpless when I am in the middle of a very emotional situation. 
	 (PERSONAL DISTRESS)
	 Does not describe me well 0 1 2 3 4 Describe me very well

11.	� I sometimes try to understand my friends better by imagining how things look 
from their perspective. 

	 (PERSPECTIVE TAKING) 	
	 Does not describe me well 0 1 2 3 4 Describe me very well

12.	� Becoming extremely involved in a good book or movie is somewhat rare for me.
	 (FANTASY) (-)
	 Does not describe me well 0 1 2 3 4 Describe me very well

13.	� When I see someone get hurt, I tend to remain calm. 
	 (PERSONAL DISTRESS) (-)
	 Does not describe me well 0 1 2 3 4 Describe me very well

14.	� Other people’s misfortunes do not usually disturb me a great deal. 
	 (EMPATHIC CONCERN) (-)
	 Does not describe me well 0 1 2 3 4 Describe me very well
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15.	� If I’m sure I’m right about something, I don’t waste much time listening to other 
people’s arguments. 

	 (PERSPECTIVE TAKING) (-)
	 Does not describe me well 0 1 2 3 4 Describe me very well

16.	� After seeing a play or movie, I have felt as though I were one of the characters. 
	 (FANTASY)
	 Does not describe me well 0 1 2 3 4 Describe me very well

17.	� Being in a tense emotional situation scares me. 
	 (PERSONAL DISTRESS)
	 Does not describe me well 0 1 2 3 4 Describe me very well

18.	� When I see someone being treated unfairly, I sometimes don’t feel very much pity 
for them. 

	 (EMPATHIC CONCERN) (-)
	 Does not describe me well 0 1 2 3 4 Describe me very well

19.	� I am usually pretty effective in dealing with emergencies. 
	 (PERSONAL DISTRESS) (-)
	 Does not describe me well 0 1 2 3 4 Describe me very well

20.	� I am often quite touched by things that I see happen.	
	 (EMPATHIC CONCERN)
	 Does not describe me well 0 1 2 3 4 Describe me very well

21.	� I believe that there are two sides to every question and try to look at them both. 
	 (PERSPECTIVE TAKING)
	 Does not describe me well 0 1 2 3 4 Describe me very welll

22.	� I would describe myself as a pretty soft-hearted person. 
	 (EMPATHY CONCERN)
	 Does not describe me well 0 1 2 3 4 Describe me very well
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23.	� When I watch a good movie, I can very easily put myself in the place of a leading 
character. 

	 (FANTASY)
	 Does not describe me well 0 1 2 3 4 Describe me very well

24.	� I tend to lose control during emergencies. 
	 (PERSONAL DISTRESS)
	 Does not describe me well 0 1 2 3 4 Describe me very well

25.	� When I’m upset at someone, I usually try to “put myself in his shoes” for a while. 
	 (PERSPECTIVE TAKING)
	 Does not describe me well 0 1 2 3 4 Describe me very well

26.	� When I am reading an interesting story or novel, I imagine how I would feel if the 
events in the story were happening to me. 

	 (FANTASY)
	 Does not describe me well 0 1 2 3 4 Describe me very well

27.	� When I see someone who badly needs help in an emergency, I go to pieces. 	
	 (PERSONAL DISTRESS)
	 Does not describe me well 0 1 2 3 4 Describe me very well

28.	� Before criticizing somebody, I try to imagine how I would feel if I were in their 
place. 

	 (PERSPECTIVE TAKING)
	 Does not describe me well 0 1 2 3 4 Describe me very well
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C. 2	I mmersion Questionnaire

(Standardized Cronbach’s α = 0.883)
Your experience of the game. Please answer the following questions by circling the 
relevant number. In particular, remember that these questions are asking you about 
how you felt at the end of the game.

1.	� To what extent did the game hold your attention? 
	 (ENGAGEMENT)
	 Not at all 1 2 3 4 5 A lot

2.	� To what extent did you feel you were focused on the game? 
	 (ENGAGEMENT)
	 Not at all 1 2 3 4 5 A lot

3.	� How much effort did you put into playing the game? 
	 (ENGAGEMENT)
	 Very little 1 2 3 4 5 A lot

4.	� To did you feel that you were trying you best?
	 (ENGAGEMENT)
	 Not at all 1 2 3 4 5 Very much so

5.	� To what extent did you lose track of time?
	 (ENGROSSEMENT)
	 Not at all 1 2 3 4 5 A lot

6.	� What extent did you feel consciously aware of being in the real world whilst playing?
	 (ENGROSSEMENT) (-)
	 Not at all 1 2 3 4 5 Very much so

7.	� To what extent did you forget about your everyday concerns?
	 (ENGROSSEMENT)
	 Not at all 1 2 3 4 5 A lot
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8.	� To what extent were you aware of yourself in your surroundings? 
	 (ENGROSSEMENT) (-)
	 Not at all 1 2 3 4 5 Very aware

9.	� To what extent did you notice events taking place around you? 
	 (ENGROSSEMENT) (-)
	 Not at all 1 2 3 4 5 A lot

10.	� Did you feel the urge at any point to stop playing and see what was happening 
around you? 

	 (ENGROSSEMENT) (-)
	 Not at all 1 2 3 4 5 Very much so

11.	� To what extent did you feel that you were interacting with the game environment? 
	 (ENGROSSEMENT)
	 Not at all 1 2 3 4 5 Very much so

12.	� To what extent did you feel as though you were separated from your real-world 
environment? 

	 (ENGROSSEMENT)
	 Not at all 1 2 3 4 5 Very much so

13.	� To what extent did you feel that the game was something you were experiencing, 
rather than something you were just doing? 

	 (ENGROSSEMENT)
	 Not at all 1 2 3 4 5 Very much so

14.	� To what extent was your sense of being in the game environment stronger than 
your sense of being in the real world? 

	 (ENGROSSEMENT)
	 Not at all 1 2 3 4 5 Very much so
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15.	� At any point did you find yourself become so involved that you were unaware you 
were even using controls? 

	 (ENGROSSEMENT)
	 Not at all 1 2 3 4 5 Very much so

16.	� To what extent did you feel as though you were moving through the game according 
to you own will? 

	 (ENGAGEMENT)
	 Not at all 1 2 3 4 5 Very much so

17.	� To what extent did you find the game challenging? 
	 (ENGROSSEMENT)
	 Not at all 1 2 3 4 5 Very difficult

18.	� Were there any times during the game in which you just wanted to give up? 
	 (ENGAGEMENT) (-)
	 Not at all 1 2 3 4 5 A lot

19.	� To what extent did you feel motivated while playing? 
	 (ENGAGEMENT)
	 Not at all 1 2 3 4 5 A lot

20.	� To what extent did you find the game easy? 
	 (ENGROSSEMENT) (-)
	 Not at all 1 2 3 4 5 Very much so

21.	� To what extent did you feel like you were making progress towards the end of the game? 
	 (ENGAGEMENT)
	 Not at all 1 2 3 4 5 A lot

22.	� How well do you think you performed in the game? 
	 (ENGAGEMENT)
	 Very Poor 1 2 3 4 5 Very well
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23.	� To what extent did you feel emotionally attached to the game? 
	 (ENGROSSEMENT)
	 Not at all 1 2 3 4 5 Very much so

24.	� To what extent were you interested in seeing how the game’s events would progress? 
	 (ENGROSSEMENT)
	 Not at all 1 2 3 4 5 A lot

25.	� How much did you want to “win” the game?	
	 (ENGROSSEMENT)
	 Not at all 1 2 3 4 5 Very much so

26	� Were you in suspense about whether or not you would win or lose the game? 
	 (ENGROSSEMENT)
	 Not at all 1 2 3 4 5 Very much so

27.	� At any point did you find yourself become so involved that you wanted to speak to 
the game directly?

	 (ENGROSSEMENT) 
	 Not at all 1 2 3 4 5 Very much so

28.	� To what extent did you enjoy the graphics and the imagery? 
	 (ENGROSSEMENT)
	 Not at all 1 2 3 4 5 A lot

29.	� How much would you say you enjoyed playing the game? 
	 (ENGROSSEMENT)
	 Not at all 1 2 3 4 5 A lot

30.	� When interrupted, were you disappointed that the game was over?  
	 (ENGROSSEMENT)
	 Not at all 1 2 3 4 5 Very much so

31.	 Would you like to play the game again?
	 (ENGROSSEMENT)
	 Definitely not 1 2 3 4 5 Definitely yes
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C. 3	 Avatar Embodiment Questionnaire

(Standardized Cronbach’s α = 0.922)
Please select your level of agreement with the following statements: “During the 
experiment there were moments in which. . .

1.	� I felt as if the virtual body I saw when I looked down was my body 
	 (BODY OWNERSHIP)
	 Strongly disagree 1 2 3 4 5 6 7 Strongly agree

2.	� It felt as if the virtual body I saw was someone else 
	 (-) (BODY OWNERSHIP)
	 Strongly disagree 1 2 3 4 5 6 7 Strongly agree

3.	� It seemed as if I might have more than one body 
	 (BODY OWNERSHIP)
	 Strongly disagree 1 2 3 4 5 6 7 Strongly agree

4.	� I felt as if the virtual body I saw when looking in the mirror was my own body 
	 (BODY OWNERSHIP)
	 Strongly disagree 1 2 3 4 5 6 7 Strongly agree

5.	� I felt as if the virtual body I saw when the game character looked in the mirror was 
another person 

	 (-) (BODY OWNERSHIP) 
	 Strongly disagree 1 2 3 4 5 6 7 Strongly agree

6.	� It felt like I could control the virtual body as if it was my own body 
	 (AGENCY AND MOTOR CONTROL)
	 Strongly disagree 1 2 3 4 5 6 7 Strongly agree

7.	� The movements of the virtual body were caused by my movements 
	 (AGENCY AND MOTOR CONTROL)
	 Strongly disagree 1 2 3 4 5 6 7 Strongly agree
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8.	� I felt as if the movements of the virtual body were influencing my own movements 
	 (AGENCY AND MOTOR CONTROL) 
	 Strongly disagree 1 2 3 4 5 6 7 Strongly agree

9.	� I felt as if the virtual body was moving by itself 
	 (AGENCY AND MOTOR CONTROL)
	 Strongly disagree 1 2 3 4 5 6 7 Strongly agree

10.	� It seemed as if I felt the touch of water when the game character was swimming 
	 (TACTILE SENSATIONS)
	 Strongly disagree 1 2 3 4 5 6 7 Strongly agree

11.	� It seemed as if I felt the trees when the game character touched them 
	 (TACTILE SENSATIONS)
	 Strongly disagree 1 2 3 4 5 6 7 Strongly agree

12.	� It seemed as if I felt the virtual shot when I was felt the vibrations in the vest 
	 (TACTILE SENSATIONS)
	 Strongly disagree 1 2 3 4 5 6 7 Strongly agree

13.	� It seemed as if I felt the virtual shot when I was felt the vibrations in the vest 
	 (TACTILE SENSATIONS)
	 Strongly disagree 1 2 3 4 5 6 7 Strongly agree

14.	� I felt as if my body was located where I saw the virtual body 
	 (LOCATION OF THE BODY)
	 Strongly disagree 1 2 3 4 5 6 7 Strongly agree

15.	� I felt out of my body 
	 (LOCATION OF THE BODY)
	 Strongly disagree 1 2 3 4 5 6 7 Strongly agree
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16.	� I felt as if my (real) body was drifting towards the virtual body or as if the virtual 
body was drifting towards my (real) body” 

	 (LOCATION OF THE BODY)
	 Strongly disagree 1 2 3 4 5 6 7 Strongly agree

17.	� I felt as if my (real) body was turning into an ‘avatar’ body 
	 (EXTERNAL APPEARANCE)
	 Strongly disagree 1 2 3 4 5 6 7 Strongly agree

18.	� At some point it felt as if my real body was starting to take on the posture or shape 
of the virtual body that I saw 

	 (EXTERNAL APPEARANCE)
	 Strongly disagree 1 2 3 4 5 6 7 Strongly agree

19.	� At some point it felt that the virtual body resembled my own (real) body, in terms 
of shape, skin tone or other visual features 

	 (EXTERNAL APPEARANCE)
	 Strongly disagree 1 2 3 4 5 6 7 Strongly agree

20.	� I felt like I was wearing different skin from when I came to the laboratory 
	 (EXTERNAL APPEARANCE)
	 Strongly disagree 1 2 3 4 5 6 7 Strongly agree

21.	� I felt as if my own body could be affected by the virtual shot 
	 (RESPONSE TO EXTERNAL STIMULI)
	 Strongly disagree 1 2 3 4 5 6 7 Strongly agree

22.	� I felt a distress sensation in my body when I saw the shooter 
	 (RESPONSE TO EXTERNAL STIMULI)
	 Strongly disagree 1 2 3 4 5 6 7 Strongly agree

23.	� When the virtual shot happened, I felt the instinct to escape 
	 (BODY OWNERSHIP)
	 Strongly disagree 1 2 3 4 5 6 7 Strongly agree
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24.	� I felt as if my virtual body had vibration sensations 
	 (RESPONSE TO EXTERNAL STIMULI)
	 Strongly disagree 1 2 3 4 5 6 7 Strongly agree

25.	� I had the feeling that I might be harmed by the virtual shot
	 (RESPONSE TO EXTERNAL STIMULI)
	 Strongly disagree 1 2 3 4 5 6 7 Strongly agree

C.4	V irtual Reality Sickness Symptoms

(Standardized Cronbach’s α = 0.802) 
Please, tell us about your experience with the game!:

1.	� General discomfort during the game
	 None 1 2 3 4 5 Severe

2.	� Boredom
	 None 1 2 3 4 5 Severe

3.	� Nausea (dizziness)
	 None 1 2 3 4 5 Severe

4.	� Headache
	 None 1 2 3 4 5 Severe

6.	� Disorientation
	 None 1 2 3 4 5 Severe

6.	� Stomach awareness
	 None 1 2 3 4 5 Severe
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C.5	S elf-reported situational empathy

(Standardized Cronbach’s α = 0.832)
Please, tell us about your experience with the game!:

1.	� To what extent did you empathize with the character (animal/robot animal/
amorphous figure)?

	 Not at all 1 2 3 4 5 Very much
2.	� To what extent did you empathize with the game character?
	 Not at all 1 2 3 4 5 Very much

C.6 	 Perceived pain questionnaire

Please, tell us about your experience with the game!:

1.	 Which picture best depicts how the virtual shot made you feel?

Figure C.6. 1. Perceived pain images.

C.7	 Animal conservation tendency

(Standardized Cronbach’s α = 0.872; Pre and Post Test) Please, tell us about your 
experience with the game!:

1.	 I am really fond of (like) animals
	 Strongly disagree 1 2 3 4 5 6 7 Strongly agree

2.	 I am interested in protecting endangered species
	 Strongly disagree 1 2 3 4 5 6 7 Strongly agree

3.	 I like the animal in the picture
	 Strongly disagree 1 2 3 4 5 6 7 Strongly agree

4.	 I am interested in protecting the animal in the picture
	 Strongly disagree 1 2 3 4 5 6 7 Strongly agree
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Figure C.7.1. Beaver image.

C.8 	S elf-reported emotions in the distressing event

What did you feel when the game character died? (You can choose more than one)
1.	 Joy or happy

2.	 Surprise

3.	 Angry

4.	 Sad

5.	 Fear or scared

6.	 Disgust

7.	 Nothing

8.	 Other



231231

C

C.9	� PCA of the Questionnaire Interpersonal Reactivity Index

Table C.9.1: Principal component analysis of the Dispositional Empathy (IRI) Questionnaire.

 

 

C.1.8 PCA of the Questionnaire Interpersonal Reactivity Index    
Table C.1.1: Principal component analysis of the Dispositional Empathy (IRI) Questionnaire. 

 
Factor A prior  
classification 

Items 1 2 3 4 

Factor 1:  
Fantasy 

Q23: When I watch a good movie, I can very easily put myself in 0.795    

the place of a leading character. (FS)     

Q16: After seeing a play or movie, I have felt as though I were one 0.789    

of the characters. (FS)     

Q26: When I am reading an interesting story or novel, I imagine 0.625    

how I would feel if the events in the story were happening to me.     

(FS)     

Q7: I am usually objective when I watch a movie or play, and I 0.621   0.357 
don’t often get completely caught up in it. (-) (FS)     

Q12: Becoming extremely involved in a good book or movie is some- 0.600    

what is  rare for me. (-)(FS)     

Q1: I daydream and fantasize, with some regularity, about things 0.579   -0.314 
that might happen to me. (FS)     

Q5: I really get involved with the feelings of the characters in a 0.576    

novel. (FS)     

Factor   2:  
Personal 
Distress 

Q24: I tend to lose control during emergencies. (PD)  0.725   

Q6: In emergency situations, I feel apprehensive and ill-at-ease  0.630   

(awkward). (PD)     

Q2: I often have tender, concerned feelings for people less fortunate  0.584   

than me. (EC)     

Q19: I am usually pretty effective in dealing with emergencies. (-)  0.582 -0.464  

(PD)     

Q27: When I see someone who badly needs help in an emergency, I  0.563   

go to pieces. (PD)     

Q22: I would describe myself as a pretty soft-hearted person. (EC) 0.438 0.492   

Q13: When I see someone get hurt, I tend to remain calm. (-) (PD)  0.429   

Q11: I sometimes try to understand my friends better by imagining  0.416   

how things look from their perspective. (PT)     

Q17: Being in a tense emotional situation scares me.  (PD)  0.392  -0.495 
Factor  3:   
Perspective 
Taking 

Q8: I try to look at everybody’s side of a disagreement before I   0.712  

make a decision. (PT)     

Q21: I believe that there are two sides to every question and try to   0.697  

look at them both. (PT)     

Q9: When I see someone being taken advantage of, I feel kind of   0.652  

protective towards them. (EC)     

Q28: Before criticizing somebody, I try to imagine how I would feel  0.489 0.597  

if I were in their place. (PT)     

Q15: If I’m sure I’m right about something, I don’t waste much   0.593  

time listening to other people’s arguments. (-) (PT)     

Q25: When I’m upset at someone, I usually try to “put myself in  0.626 0.313  

his shoes” for a while. (PT)     

Factor  4:     
Empathic 
Concern 

Q20: I am often quite touched by things that I see happen. (EC) 0.543 0.443  0.374 
Q4: Sometimes I don’t feel very sorry for other people when they  0.374 0.446 0.343 

are having problems. (-) (EC)     

Q3: I sometimes find it difficult to see things from the “other guy’s”    0.634 
point of view. (-) (PT)     

Q18: When I see someone being treated unfairly, I sometimes don’t    0.585 
feel very much pity for them. (-)(EC)     

Q14: Other people’s misfortunes do not usually disturb me a great 0.304 0.422  0.513 
deal. (-) (EC)     

Q10: I sometimes feel helpless when I am in the middle of a very    -0.448 
emotional situation. (PD)     

Note. Extraction Method: Principal Component Analysis.  Rotation Method: Varimax with Kaiser Normalization. a. 
Rotation converged in 7 iterations. We suppressed a small coefficient (0.30). 
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C.10	� PCA of the Avatar Embodiment Questionnaire

Table C.10.1: Principal component analysis of the Avatar Embodiment Questionnaire.

 

 

 

C.1.9 PCA of the Avatar Embodiment Questionnaire   
Table C.1.2: Principal component analysis of the Avatar Embodiment Questionnaire. 

 
Factor A prior  
classification 

Items 1 2 3 4 5 6 

Factor 1: 
Response to 
 external  
stimuli 

Q23:When the virtual shot happened, I felt the instinct to escape 
(OW) 
Q25:I had the feeling that I might be harmed by the virtual shot 

0.786 
 

0.712 

 0.133 
 

0.361 

   

(RE) 
Q22:I felt a distress sensation in my body when I saw the shooter 

 
0.655 

   
0.338 

  

(RE) 
Q21:I felt as if my own body could be affected by the virtual shot 

 
0.647 

     

(RE) 
Q24:I felt as if my virtual body had vibration sensations (RE) 

 
0.624 

   
0.464 

  

Q19:At some point it felt that the virtual body resembled my own 
(real) body, in terms of shape, skin tone or other visual features 
(AP) 
Q20:I felt like I was wearing different skin from when I came to the 

0.559 
 
 

0.507 

0.403 
 
 

0.438 

0.428    

laboratory (AP)       

Factor 2: 
Body  
owner ship 

Q2:It felt as if the virtual body I saw was someone  
else (-) (OW) 
Q5:I felt as if the virtual body I saw when the game character looked 

 0.813 
 

0.708 

    
 

-0.352 
in the mirror was another person (-) (OW) 
Q4:I felt as if the virtual body I saw when looking in the mirror 

  
0.675 

   
0.382 

 

was my own body (OW) 
Q1: I felt as if the virtual body I saw when I looked down was my 

  
0.665 

   
0.497 

 

body (OW)       

Factor 3: 
Tactile 
Sen sations 

Q11:It seemed as if I felt the trees when the game character touched 
them (TS) 
Q10:It seemed as if I felt the touch of water when the game char- 
acter was swimming. (TS) 
Q13:It seemed as if I felt the virtual shot when I was felt the vibra- 

  0.791 
 

0.780 
 

0.722 

   

tions in the vest (TS) 
Q18:At some point it felt as if my real body was starting to take 

  
0.360 

 
0.489 

 
0.384 

  
0.325 

on the posture or shape of the virtual body that I saw (AP) 
Q12:It seemed as if I felt the virtual shot when I was felt the vibra- 

 
0.481 

  
0.483 

 
0.383 

  

tions in the vest (TS)       

Factor 4: 
Location of 
 the body 

Q8:I felt as if the movements of the virtual body were influencing 
my own movements (AG) 
Q16:I felt as if my (real) body was drifting towards the virtual body 

  
 

0.335 

0.371 0.675 
 

0.655 

  
 

0.334 
or as if the virtual body was drifting towards my (real) body” (LO) 
Q15:I felt out of my body (LO) 

 
0.413 

   
0.636 

  

Q14:I felt as if my body was located where I saw the virtual body 
(LO) 
Q17:t felt as if my (real) body was turning into an ‘avatar’ body 

0.433  
 

0.447 

 0.530 
 

0.552 

  

(AP)       

Factor 5: 
Agency and  
motor control 

Q7:The movements of the virtual body were caused by my move- 
ments (AG) 
Q6:It felt like I could control the virtual body as if it was my own 

  
 

0.302 

  0.837 
 

0.707 

 

 body (AG)       

Factor 6: 
 External appearance 

Q9:I felt as if the virtual body was moving by itself (AG)  −0.303 0.323   0.639 

Q3:It seemed as if I might have more than one body (OW)      0.835 
Note. Extraction Method: Principal Component Analysis. Rotation Method: Varimax with Kaiser Normalization. a. Rotation converged 

in 15 iterations. We suppressed a small coefficient (0.30). 
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D	� Justin Beaver Stories: A conversational and empathic 
virtual animal in mixed reality technology

In this Appendix D, this work describes a framework for the creation of a conversational 
character in a mixed reality empathetic experience. The framework allows for the 
synchronization of emotional animations of the virtual character in line with the 
character’s dialogue text, with the aim to improve the users’ empathetic experience. 
The dialogue is driven by a Natural Language Processing (NLP) pipeline, including 
automatic speech recognition, chatbot, and text to speech generation micro-services. 
Within this framework, we present a holographic experience called “Justin Beaver 
Stories” using the Magic Leap one, Hololens or Nreal mixed reality goggles to project 
the virtual character into the user’s field of vision. This can be used to evaluate the 
impact of bringing a beaver to the user’s environment instead of bringing the user to 
the beaver’s natural environment. Interaction occurs by humanizing the beaver through 
human communications abilities, resulting in a conversational virtual beaver. The 
storyline describes the beaver’s lifestyle and problems, represented in a situation of 
distress. Positive experiences show the practical usability of the framework in the area 
of HCI.

D.1	I ntroduction

As animals do not communicate as humans do, people are incapable of speaking with 
animals, creating a language barrier between species. However, here we propose a 
framework that allows for the development of conversational virtual characters in a Mixed 
Reality (MR) environment, also allowing for animal shaped characters. The framework 
allows the generation and visualization of emotional responses in the virtual character to 
elicit empathetic reactions in humans towards the animal in an affective way (Zhao et 
al., 2019) using mixed reality devices. We describe the construction of a communication 
system for a virtual agent, which is capable of communicating, adapting, customizing, 
and offering a new “reality” to the users in their own environment. The effectiveness of 
the framework relies heavily on whether empathetic behavior can be realized or not. 
Empathy is defined here as the ability to share the feelings and thoughts of other people, 
including their psychological states of pain or distress (Batson et al., 1987b; Clark et al., 
2019b). It facilitates the process of social interactions and can repress antisocial behavior 
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and aggression towards others (Stanger et al., 2012). In recent years, a new construct, 
“dispositional empathy with nature” (Tam, 2013), has been defined in terms of the 
dispositional tendency to understand and share the emotional experience of the natural 
world. The development of this tendency plays a crucial role in environmentalism and 
in the assessment of environmental educational programs.

D.2	 Previous work

Recent evidence suggests that one may experience empathy not just towards humans 
or animals in real life, but also towards virtual agents or virtual characters (Paiva, 2011; 
Kano and Morita, 2019).On the one hand, studies investigate the use of virtual agents 
for emotional and social support for mental health of users. For instance, de Gennaro 
et al. (2020) investigated effects of an empathetic chatbot, which had more sensitive 
responses, such as “I’m sorry that this happened to you” compared to a control condition, 
and using more neutral responses as “Thank you for your feedback”. The results show 
that the empathetic chatbot, compared to the control condition, elicited a more positive 
mood in the users. On the other hand, studies investigated the use of virtual agents 
in education. In a study with a virtual tutor called “Alice” (Oker et al., 2020), which 
uses empathetic feedback to stimulate motivation to learn, the conversational agent 
was manipulated on facial expressions and the textual feedback to the user on their 
learning performance. It showed that verbal feedback that was coherent with the agent’s 
face resulted in higher levels of empathy towards the agent. The effect of expression of 
emotions in conversational character behavior with human forms has received much 
interest (Egges et al., 2004). It has been demonstrated that people respond more positively 
to agents that express emotions compared to those that do not (De Melo et al., 2014; 
de Gennaro et al., 2020). To improve the emotional appearance of the conversational 
agents in mixed and virtual reality setups, one should consider three key aspects, (Mensio 
et al., 2018): textual interaction, vocal interaction, and embodied agents. For textual 
interaction, the agent should simulate emotions related to the text in a coordinated style, 
allowing the interlocutor to generate meaningful responses, for instance, by extracting 
emotions from text. Regarding vocal interaction, the emotion should be recognized 
(speech-to-text) and manipulated (text-to-speech) while emphasizing human imitation 
of the tone modulation, and aiming to recreate human voice expressions. Embodied 
agents control the movements of the body to mimic emotions that are expressed in the 
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agent’s conversation. It is relevant to consider that, although these aspects have shown 
effective empathetic interactions in virtual human agents, it is unclear whether this has 
the same effect on virtual animal agents.

D.3	G eneral Framework

We propose a framework to enable investigation in the effectiveness of emotional 
appearance in interactive narratives with empathetic virtual conversational characters. 
This allows for a wide range of interaction channels, such as voice or text to interact with 
the conversational characters, but also other (sensory) inputs such as video, temperature 
measurements, and eye tracking (Haag et al., 2004; Mirsamadi et al., 2017; Marinoiu 
et al., 2018). Using multiple input sources might help detect user’s emotions during the 
experience, which in turn may improve the character’s emotional response and delivery 
of the narrative.
	 The framework is designed to support interactive narratives. Interactive 
narratives should provide textual interaction, expressive speech synthesis, and 
animated embodied agents. With respect to the textual interaction, emotions can 
be delivered together with the text of the narrative (as illustrated in Table D.3.1). 
Furthermore, vocal interaction is ensured through expressive speech synthesis, which 
modulates the voice of the character by adjusting pitch, tone, cadence, or accent 
(Valle et al., 2020), adding a more natural expression. The virtual embodied character is 
also capable of expressing emotions using animations of the body synchronized with 
the narrative text.

Table D.3.1: Relation of emotions and text in the narrative.

Emotion Sentence

Surprise Ohhhh a beginner in this a job

Angry The river is drying because of the humans

Neutral Have you noticed the temperature change?

Fear It is impossible! The forest is burning!

Sad I want to cry! The trees are burning!

Happy I can eat a willow tree and you?

Disgust You are a very strange beaver
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 Th e framework consists of a pipeline of interchangeable conceptual modules that 
detect and deliver emotions as represented in Figure D.3.1. Th e pipeline starts with 
the user input acquisition, followed by the parallel execution of emotion extraction 
and Automatic Speech Recognition (ASR). At this point, the pipeline obtains a text 
tagged with emotions that serves as input to the Natural Language Processing (NLP) 
module. (Note that the framework supports multiple emotions per text fragment as 
illustrated in Figure D.3.2.) Th e NLP module produces a synchronized sequence of 
texts and corresponding emotions to send to the user. Th is is converted using a Text-to-
Speech (TTS) module maintaining the synchronization of emotions. Finally, it delivers 
the voice to the user, synchronized with emotion animations with the aim to reinforce 
the users’ experience and provide natural human-to-machine interaction. Th is pipeline 
can be understood as an extension to conversational AI pipelines solutions like Nemo 
(Kuchaiev et al., 2019) from NVidia or Par-LAI (Miller et al., 2017). Th e modular 
setup of the framework allows for the continuous improvement by incorporating new 
software pieces once they are available.

Fi gure D.3.1: Conversational virtual character pipeline, which is divided into fi ve stages: source inputs, emotions 
extraction, emotions normalization, chatbot, response, and synchronized output. Th e fi rst three handle input emotions 
and the last two handle output emotions.

Figure D.3.2: Tagging of multiple emotions per text fragment.
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D4	 Case Study

While the overall framework is important for the overall emotional experience, the 
delivery system plays a crucial role in its effectiveness. Here, we present a case study that 
implements the framework which includes the delivery of emotions using an augmented 
reality device.
	 The case study fits in the larger Justin Beaver project. The main objective of this 
project is to educate people in the beaver’s environmental problems by developing an 
empathetic relationship with the users. Justin is a virtual beaver that inhabits several 
virtual universes with different capabilities. Two versions already existed: a “regular” 
computer version gamifying the experiences and a virtual reality version.
	 In the “regular” computer version, the appearance of the beaver is manipulated 
in terms of emotional facial expressions and body appearance. The results show that 
people reacted empathetically when the animal had a biological body and displayed 
emotional facial expressions, and with a robot representation without facial expressions. 
This indicates that body shape, and facial expressions have an effect on empathy towards 
virtual animal characters.
	 Experiments in the “Justin Beaver VR” virtual reality environment bring users to the 
beaver’s natural environment. In first person view, users perform beavers’ daily activities 
embodied as Justin. The experience then highlights two problems: deforestation and 
hunting (in the form of a virtual shooting, emphasized through haptic feedback). This 
study shows that the appearance of the animal is important when it comes to immersion 
and the perception of pain (during the virtual shooting). This effect was stronger when 
users embodied a beaver with natural appearance, compared to conditions of more 
artificial appearances (e.g., robot beavers, or amorphous figures like a marshmallow). The 
results, however, show that in this version no empathetic response is illicited compared 
to the “regular” computer version.
	 Finally, in the “Justin Beaver MR” mixed reality environment, proposed here, we 
allow users to interact with Justin Beaver in its natural environment as a conversational 
virtual character (Smid and Pandzic, 2002). Through interactive story-telling, Justin 
provides information on the nutritional behavior of beavers and also talks about wildfires 
due to global warming. This allows, for instance, experimentation on the effects of two 
aspects: emotional expression (of the character), and language interaction.  Emotional 
expressions are implemented as animations with both facial and bodily movements. 
These animations are synchronized with the narrative of Justin. The language interaction 
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relates to the communication pipeline that allows users to communicate with Justin via 
speech, using Natural Language Processing (NLP) micro-services. As a whole, these 
capabilities are used to induce empathetic reactions in the users, with the aim to expand 
the results of the Justin “regular” computer and VR experiences.

Figure D.4.1: Virtual ani mal character simulation with Magic Leap.

d4.1 imPLementAtion

“Justin Beaver Stories” follows the pipeline using only voice as conversational input. 
Functionality is implemented using IBM Watson’s micro-services, while including 
automatic speech recognition (Anusuya and Katti, 2010), and generating input to 
its chatbot (Setiaji and Wibowo, 2016), which simultaneously generates text for its 
text-to-speech system (Allen, 1976). Th e output is represented as a three dimensional 
hologram, placing the character in the user’s real world. Th e hologram is projected 
using the Magic Leap mixed reality device (Bradski et al., 2019) utilizing its development 
framework. Th is device is capable of combining a virtual layer over the user’s reality and 
providing real-time interaction, taking into account the environment (registered in 
three dimensions through motion detection and 3D reconstruction) (Molyneaux et al., 
2019). Th e character’s dialog delivery is enriched with the synchronization between 
emotional expressions and the generated speech (see Figure D.4.1).
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Figure D.4.2: Interaction h andling process.

 Practically, the experience is implemented using three tiers (see Figure D.4.2). 
Th is fi rst tier is implemented using a unity application that runs on the Magic Leap 
one device, which presents a virtual layer and captures user’s voice interactions. Th e 
second tier is an Electron web server, which receives the interactions and passes them 
through the third tier that relies on IBM Watson’s natural language micro-services: 
Natural Language Understanding, Dialog Management, and Natural Language 
Generation modules (Park and Jeong, 2019). Th e results are sent back to the virtual 
agent. Finally, the agent outputs the audio combined with emotion animations.
 Note that the animations of the face and the body of the animal (projecting the 
emotional content of the message) are synchronized in time with the dialogue. Table 
D.3.1 illustrates how the emotions are annotated in the dialog text. Animations 
corresponding to the emotions synchronize the movement of the virtual character’s 
eyebrows and diff erent body parts. Th e transition between emotions is performed using 
an automatically interpolated transition between the diff erent animations. A natural 
transition between emotions is pivotal for a more empathetic experience.

d4.2 vi suALiZAtion

In order to place the character in a virtual scene within the user’s environment, we use 
the native 3D data framework from Magic Leap. Th e device recognizes the environment 
and builds a forest taking the physical constrains into account. Th e virtual world scales 
with respect to two constraints: the minimum size possible to facilitate control during 
the experience, and the maximum size of the hologram to fairly visualize the emotional 
body and facial expression animations.
 Th e experience has been tested on fi ve diff erent scales (where scale indicates height, 
width, and depth in cm of the virtual world): 30, 50, 70, 100, and 150. After informal 
testing using laboratory members, an arbitrary selection of 70cm for the scale was made 
(as illustrated in Figure D.4.1).
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D4.3	 Communication capabilities

The virtual character is capable of communicating, by using the multitier 
architecture described earlier, and relying on several NLP microservices combined 
with an experience narrative that guides the user through an educational story on 
the beaver’s life. Due to the interchangeability of the NLP modules, Justin can 
speak English and Spanish and can be easily ported to other languages by adding 
the relevant narrative.
	 As the aim of the narrative is to try to build a relationship between the beaver 
and the user to enable sharing information on the beaver’s environment and dietary 
description. Each step in the narrative is composed of text (in the form of voice) and 
corresponding emotiondriven animations. Internally, the text is tagged with emotions 
(happy, sad, angry, disgusted, fear, surprised, and neutral) which are converted into 
corresponding animations.

D5	 Award Recognition as the Best Research in VR/MR

As is illustrated in Figure D.5.1, the demonstration of this project had the award 
recognition of the best revolution research in immersive technology (2021) in Laval 
Virtual, France.

Figure D.5.1: Award recognition Laval Virtual.
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D6 	 Conclusions and Future Work

We introduced a flexible framework that allows the development of interactive 
storytelling applications with a conversational character (in animal form) which 
incorporates emotional synchronization of visual and language channels. We have 
shown the effectiveness of the framework through a case study, “Justin Beaver Stories”, 
which extends earlier computer and virtual reality versions. This allows for research 
on the impact of both visual and emotional choices on the immersion and emotional 
impact. For future work, we will focus on the effects of manipulations of different 
communication channels, (e.g., to investigate the effect of aligned versus misaligned, or 
presence versus absence of emotional animation related to the text). As the framework 
allows experiments in a mixed reality, we can also compare these results to the computer 
and virtual reality experiments.
	 We can improve virtual animals’ performance using artificial intelligence. Artificial 
Intelligence could help this virtual animal be seen as a smart virtual agent capable of 
vocal interaction and creating interactive stories. Further research could be beneficial 
in exploring how such a virtual animal might help foster 21st-century learning skills in 
education through its active interactions with learners and empathetic reactions toward 
nature.
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Table E.0.3: Kruskal-Wallis H for Participants-based ranking (Virtual Character appearance).

Variable Kruskal-Wallis H df Asymp. Sig.

Familiarity still 412.310 5 <,001

Commonality still 434.438 5 <,001

Attractiveness still 210.907 5 <,001

Interestingness still 30.473 5 <,001

Naturalness still 419.731 5 <,001

Animateness still 3.362 5 .644

Familiarity moving 227.446 5 <,001

Commonality moving 222.322 5 <,001

Attractiveness moving 163.988 5 <,001

Interestingness moving 21.448 5 <,001

Naturalness moving 275.973 5 <,001

Animateness moving 2.316 5 .804

Table E.0.4: Test of Normality.

Tests of Normality  
Kolmogorov-Smirnovna Shapiro-Wilk Statistic

Statistic df Sig Statistic df Sig

Familiarity  still 0,139 984 0,000 0,889 984 0,000

Commonality still 0,129 984 0,000 0,903 984 0,000

Attractiveness still 0,103 984 0,000 0,940 984 0,000

Interestingness still 0,129 984 0,000 0,937 984 0,000

Naturalness still 0,158 984 0,000 0,869 984 0,000

Animateness still 0,122 984 0,000 0,907 984 0,000

Familiarity moving 0,128 984 0,000 0,919 984 0,000

Commonality moving 0,149 984 0,000 0,928 984 0,000

Attractiveness moving 0,112 984 0,000 0,947 984 0,000

Interestingness moving 0,135 984 0,000 0,947 984 0,000

Naturalness moving 0,143 984 0,000 0,909 984 0,000

Animateness moving 0,120 984 0,000 0,926 984 0,000 n

a.Lilliefors Significance Correction.
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Figure E.0.1: Graphs of the perceived familiarity, commonality, naturalness, attractiveness, interestingness, and 
animateness for the six still stimuli organized on the x-axis according to expert-based ranking.

Figure E.0.2: Graphs of the perceived familiarity, commonality, naturalness, attractiveness, interestingness, and 
animateness for the six still stimuli organized on the x-axis according to participant-based ranking.



249249

E

Figure E.0.3: Graphs of the perceived familiarity, commonality, naturalness, attractiveness, interestingness, and 
animateness for the six moving stimuli organized on the x-axis according to participant-based ranking.

Figure E.0.4: Graphs of the perceived familiarity, commonality, naturalness, attractiveness, interestingness, and 
animateness for the six moving stimuli organized on the x-axis according to expert-based ranking.
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Table F.0.2: Median, minimum, and maximum values for conditions of the Topic.

Topic

Netherlands Robotic

Median Minimum Maximum Median Minimum Maximum

Domain knowledge (pre-test) 1,0 0,0 4,0 2,0 0,0 4,0

Knowledge recall (post-test) 4,0 2,0 5,0 4,0 1,0 5,0

Concentration 4,0 2,0 5,0 4,0 2,0 5,0

Social presence 3,7 1,6 5,0 3,6 2,0 5,0

Interpersonal attraction 4,0 1,3 5,0 3,8 1,5 5,0

Presentation skills 4,7 2,7 5,0 4,3 2,0 5,0

Familiarity 3,0 1,0 5,0 4,0 1,0 5,0

Commonality 3,0 1,0 5,0 3,0 1,0 5,0

Attractiveness 4,0 1,0 5,0 4,0 1,0 5,0

Interestigness 4,0 1,0 5,0 4,0 2,0 5,0

Naturaless 4,0 1,0 5,0 4,0 1,0 5,0

Animateness 4,0 1,0 5,0 4,0 2,0 5,0

Table F.0.3: Test of Normality.

Tests of Normality

Kolmogorov-Smirnovna Shapiro-Wilk

Statistic df Sig. Statistic df Sig.

Domain knowledge (pre-test) 0,258 130 0,000 0,857 130 0,000

Knowledge recall (post-test) 0,273 130 0,000 0,834 130 0,000

Concentration 0,311 130 0,000 0,787 130 0,000

Social presence 0,111 130 0,000 0,970 130 0,006

Interpersonal attraction 0,129 130 0,000 0,951 130 0,000

Presentation skills 0,199 130 0,000 0,855 130 0,000

Familiarity 0,207 130 0,000 0,884 130 0,000

Commonality 0,210 130 0,000 0,902 130 0,000

Attractiveness 0,205 130 0,000 0,886 130 0,000

Interestigness 0,242 130 0,000 0,804 130 0,000

Naturaless 0,198 130 0,000 0,871 130 0,000

Animateness 0,259 130 0,000 0,820 130 0,000

a. Lilliefors Significance Correction
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Figure F.0.1: Median Participants’ domain knowledge (pre-test) and knowledge recall (post-test) in relation to the 
appearance of the instructors.

Table F.0.4: Kruskal-Wallis H for Appearance of the Instructor.

Test Statisticsna,nb

Kruskal-Wallis H df Asymp. Sig.

Domain knowledge (pre-test) 0,006 2 0,997

Knowledge recall (post-test) 6,533 2 0,038

Concentration 0,382 2 0,826

Social presence 3,830 2 0,147

Interpersonal attraction 5,506 2 0,064

Presentation skills 2,011 2 0,366

Familiarity 9,109 2 0,011

Commonality 2,190 2 0,335

Attractiveness 8,576 2 0,014

Interestigness 6,322 2 0,042

Naturaless 20,478 2 0,000

Animateness 6,942 2 0,031

a .  Kruskal Wallis Test
b. Grouping Variable: Appearance of the instructor
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Figure F.0.2: Median scores of participants’ perception of familiarity, commonality, attractiveness, interestingness, 
naturalness, and animateness in relation to the appearance of the instructor.

Table F.0.5: Kruskal-Wallis H for Topic

Test Statisticsna,nb

Kruskal-Wallis H df Asymp. Sig.

Domain knowledge (pre-test) 0,002 1 0,964

Knowledge recall (post-test) 7,243 1 0,007

Concentration 0,079 1 0,779

Social presence 0,060 1 0,807

Interpersonal attraction 1,088 1 0,297

Presentation skills 0,729 1 0,393

Familiarity 2,469 1 0,116

Commonality 0,324 1 0,569

Attractiveness 0,183 1 0,669

Interestigness 0,018 1 0,893

Naturaless 0,413 1 0,521

Animateness 1,574 1 0,210

a. Kruskal Wallis Test

b. Grouping Variable: Topic
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Moderated Mediation Model of Social Innovation, and Enterprise Governance 
of IT

2017-30 Wilma Latuny (UVT) The Power of Facial Expressions 2017-31 Ben Ruijl 
(UL) Advances in computational methods for QFT calculations

2017-32 Thaer Samar (RUN) Access to and Retrievability of Content in Web Archives
2017-33 Brigit van Loggem (OU) Towards a Design Rationale for Software 

Documentation: A Model of Computer-Mediated Activity
2017-34 Maren Scheffel (OUN) The Evaluation Framework for Learning Analytics
2017-35 Martine de Vos (VU) Interpreting natural science spreadsheets
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2017-36 Yuanhao Guo (UL) Shape Analysis for Phenotype Characterisation from High-
throughput Imaging

2017-37 Alejandro Montes Garca (TUE) WiBAF: A Within Browser Adaptation 
Framework that Enables Control over Privacy

2017-38 Alex Kayal (TUD) Normative Social Applications
2017-39 Sara Ahmadi (RUN) Exploiting properties of the human auditory system and 

compressive sensing methods to increase noise robustness in ASR
2017-40 Altaf Hussain Abro (VUA) Steer your Mind: Computational Exploration of 

Human Control in Relation to Emotions, Desires and Social Support For 
applications in human-aware support systems”

2017-41 Adnan Manzoor (VUA) Minding a Healthy Lifestyle: An Exploration of 
Mental Processes and a Smart Environment to Provide Support for a Healthy 
Lifestyle

2017-42 Elena Sokolova (RUN) Causal discovery from mixed and missing data with 
applications on ADHD datasets

2017-43 Maaike de Boer (RUN) Semantic Mapping in Video Retrieval 2017-44 Garm 
Lucassen (UU) Understanding User Stories - Computational Linguistics in 
Agile Requirements Engineering

2017-45 Bas Testerink (UU) Decentralized Runtime Norm Enforcement
2017-46 Jan Schneider (OU) Sensor-based Learning Support
2017-47 Yie Yang (TUD) Crowd Knowledge Creation Acceleration 2017-48 Angel 

Suarez (OU) Collaborative inquiry-based learning

==== 2018 ====
2018-01 Han van der Aa (VUA) Comparing and Aligning Process Representations
2018-02 Felix Mannhardt (TUE) Multiperspective Process Mining 2018-03 Steven 

Bosems (UT) Causal Models For Well-Being: Knowledge Modeling, Model-
Driven Development of Context-Aware Applications, and Behavior Prediction

2018-04 Jordan Janeiro (TUD) Flexible Coordination Support for Diagnosis Teams in 
Data-Centric Engineering Tasks

2018-05 Hugo Huurdeman (UVA) Supporting the Complex Dynamics of the 
Information Seeking Process

2018-06 Dan Ionita (UT) Model-Driven Information Security Risk Assessment 
of Socio-Technical Systems

2018-07 Jieting Luo (UU) A formal account of opportunism in multiagent systems
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2018-08 Rick Smetsers (RUN) Advances in Model Learning for Software Systems
2018-09 Xu Xie (TUD) Data Assimilation in Discrete Event Simulations
2018-10 Julienka Mollee (VUA) Moving forward: supporting physical activity 

behavior change through intelligent technology
2018-11 Mahdi Sargolzaei (UVA) Enabling Framework for Service- oriented 

Collaborative Networks
2018-12 Xixi Lu (TUE) Using behavioral context in process mining 2018-13 Seyed 

Amin Tabatabaei (VUA) Using behavioral context in process mining: 
Exploring the added value of computational models for increasing the 
use of renewable energy in the residential sector 2018-14 Bart Joosten 
(UVT) Detecting Social Signals with Spatiotemporal Gabor Filters

2018-15 Naser Davarzani (UM) Biomarker discovery in heart failure 2018-16 
Jaebok Kim (UT) Automatic recognition of engagement and emotion in 
a group of children

2018-17 Jianpeng Zhang (TUE) On Graph Sample Clustering 2018-18 Henriette 
Nakad (UL) De Notaris en Private Rechtspraak

2018-19 Minh Duc Pham (VUA) Emergent relational schemas for RDF
2018-20 Manxia Liu (RUN) Time and Bayesian Networks
2018-21 Aad Slootmaker (OUN) EMERGO: a generic platform for authoring 

and playing scenario-based serious games
2018-22 Eric Fernandes de Mello Arajo (VUA) Contagious: Modeling the Spread 

of Behaviours, Perceptions and Emotions in Social Networks 2018-23 Kim 
Schouten (EUR) Semantics-driven Aspect-Based Sentiment Analysis

2018-24 Jered Vroon (UT) Responsive Social Positioning Behaviour for Semi-
Autonomous Telepresence Robots

2018-25 Riste Gligorov (VUA) Serious Games in Audio-Visual Collections
2018-26 Roelof de Vries (UT) Theory-Based And Tailor-Made: Motivational 

Messages for Behavior Change Technology
2018-27 Maikel Leemans (TUE) Hierarchical Process Mining for Scalable Software 

Analysis
2018-28 Christian Willemse (UT) Social Touch Technologies: How they feel and 

how they make you feel
2018-29 Yu Gu (UVT) Emotion Recognition from Mandarin Speech 2018-30 

Wouter Beek (VU) The ”K” in ”semantic web” stands for ”knowledge”: 
scaling semantics to the web
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==== 2019 ====
2019-01 Rob van Eijk (UL) Web privacy measurement in real-time bidding systems. 

A graph-based approach to RTB system classification 2019-02 Emmanuelle 
Beauxis- Aussalet (CWI, UU) Statistics and Visualizations for Assessing Class 
Size Uncertainty

2019-03 Eduardo Gonzalez Lopez de Murillas (TUE) Process Mining on Databases: 
Extracting Event Data from Real Life Data Sources

2019-04 Ridho Rahmadi (RUN) Finding stable causal structures from clinical data
2019-05 Sebastiaan van Zelst (TUE) Process Mining with Streaming Data
2019-06 Chris Dijkshoorn (VU) Nichesourcing for Improving Access to Linked 

Cultural Heritage Datasets
2019-07 Soude Fazeli (TUD) Recommender Systems in Social Learning Platforms
2019-08 Frits de Nijs (TUD) Resource-constrained Multiagent Markov Decision 

Processes
2019-09 Fahimeh Alizadeh Moghaddam (UVA) Self-adaptation for energy efficiency in 

software systems
2019-10 Qing Chuan Ye (EUR) Multi-objective Optimization Methods for Allocation 

and Prediction
2019-11 Yue Zhao (TUD) Learning Analytics Technology to Understand Learner 

Behavioral Engagement in MOOCs
2019-12 Jacqueline Heinerman (VU) Better Together
2019-13 Guanliang Chen (TUD) MOOC Analytics: Learner Modeling and Content 

Generation
2019-14 Daniel Davis (TUD) Large-Scale Learning Analytics: Modeling Learner 

Behavior Improving Learning Outcomes in Massive Open Online Courses
2019-15 Erwin Walraven (TUD) Planning under Uncertainty in Constrained and 

Partially Observable Environments
2019-16 Guangming Li (TUE) Process Mining based on Object- Centric Behavioral 

Constraint (OCBC) Models
2019-17 Ali Hurriyetoglu (RUN) Extracting actionable information from microtexts
2019-18 Gerard Wagenaar (UU) Artefacts in Agile Team Communication
2019-19 Vincent Koeman (TUD) Tools for Developing Cognitive Agents 2019-20 

Chide Groenouwe (UU) Fostering technically augmented human collective 
intelligence
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2019-21 Cong Liu (TUE) Software Data Analytics: Architectural Model Discovery and 
Design Pattern Detection

2019-22 Martin van den Berg (VU) Improving IT Decisions with Enterprise Architecture
2019-23 Qin Liu (TUD) Intelligent Control Systems: Learning, Interpreting, 

Verification
2019-24 Anca Dumitrache (VU) Truth in Disagreement- Crowdsourcing Labeled Data 

for Natural Language Processing
2019-25 Emiel van Miltenburg (UVT) Pragmatic factors in (automatic) image 

description
2019-26 Prince Singh (UT) An Integration Platform for Synchro- modal Transport
2019-27 Alessandra Antonaci (OUN) The Gamification Design Process applied to 

(Massive) Open Online Courses
2019-28 Esther Kuindersma (UL) Cleared for take-off: Game-based learning to prepare 

airline pilots for critical situations
2019-29 Daniel Formolo (VU) Using virtual agents for simulation and training of social 

skills in safety-critical circumstances
2019-30 Vahid Yazdanpanah (UT) Multiagent Industrial Symbiosis Systems
2019-31 Milan Jelisavcic (VUA) Alive and Kicking: Baby Steps in Robotics
2019-32 Chiara Sironi (UM) Monte-Carlo Tree Search for Artificial General Intelligence 

in Games
2019-33 Anil Yaman (TUE) Evolution of Biologically Inspired Learning in Artificial 

Neural Networks
2019-34 Negar Ahmadi (TUE) EEG Microstate and Functional Brain Network Features 

for Classification of Epilepsy and PNES
2019-35 Lisa Facey-Shaw (OUN) Gamification with digital badges in learning 

programming
2019-36 Kevin Ackermans (OUN) Designing Video-Enhanced Rubrics to Master 

Complex Skills
2019-37 Jian Fang (TUD) Database Acceleration on FPGAs
2019-38 Akos Kadar (OUN) Learning visually grounded and multilingual representations

==== 2020 ====
2020-01 Armon Toubman (UL) Calculated Moves: Generating Air Combat Behaviour
2020-02 Marcos de Paula Bueno (UL) Unraveling Temporal Processes using Probabilistic 

Graphical Models
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2020-03 Mostafa Deghani (UvA) Learning with Imperfect Supervision for Language 
Understanding

2020-04 Maarten van Gompel (RUN) Context as Linguistic Bridges 2020-05 Yulong 
Pei (TUE) On local and global structure mining 2020-06 Preethu Rose Anish 
(UT) Stimulation Architectural Thinking during Requirements Elicitation - 
An Approach and Tool Support 2020-07 Wim van der Vegt (OUN) Towards 
a software architecture for reusable game components

2020-08 Ali Mirsoleimani (UL) Structured Parallel Programming for Monte Carlo Tree 
Search

2020-09 Myriam Traub (UU) Measuring Tool Bias Improving Data Quality for Digital 
Humanities Research

2020-10 Alifah Syamsiyah (TUE) In-database Preprocessing for Pro- cess Mining
2020-11 Sepideh Mesbah (TUD) Semantic-Enhanced Training Data 

AugmentationMethods for Long-Tail Entity Recognition Models
2020-12 Ward van Breda (VU) Predictive Modeling in E-Mental Health: Exploring 

Applicability in Personalised Depression Treatment 2020-13 Marco Virgolin 
(CWI) Design and Application of Gene-pool Optimal Mixing Evolutionary 
Algorithms for Genetic Programming 2020-14 Mark Raasveldt (CWI/UL) 
Integrating Analytics with Relational Databases

2020-15 Konstantinos Georgiadis (OU) Smart CAT: Machine Learning for Configurable 
Assessments in Serious Games

2020-16 Ilona Wilmont (RUN) Cognitive Aspects of Conceptual Modelling
2020-17 Daniele Di Mitri (OU) The Multimodal Tutor: Adaptive Feedback from 

Multimodal Experiences
2020-18 Georgios Methenitis (TUD) Agent Interactions Mechanisms in Markets with 

Uncertainties: Electricity Markets in Renewable Energy Systems
2020-19 Guido van Capelleveen (UT) Industrial Symbiosis Recommender Systems
2020-20 Albert Hankel (VU) Embedding Green ICT Maturity in Organisations
2020-21 Karine da Silva Miras de Araujo (VU) Where is the robot?: Life as it could 

be
2020-22 Maryam Masoud Khamis (RUN) Understanding complex systems 

implementation through a modeling approach: the case of e- government in 
Zanzibar

2020-23 Rianne Conijn (UT) The Keys to Writing: A writing analytics approach to 
studying writing processes using keystroke logging
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2020-24 Lenin da Nobrega Medeiros (VUA/RUN) How are you feeling, human? 
Towards emotionally supportive chatbots

2020-25 Xin Du (TUE) The Uncertainty in Exceptional Model Mining
2020-26 Krzysztof Leszek Sadowski (UU) GAMBIT: Genetic Algorithm for Model-

Based mixed-Integer opTimization
2020-27 Ekaterina Muravyeva (TUD) Personal data and informed consent in an 

educational context
2020-28 Bibeg Limbu (TUD) Multimodal interaction for deliberate practice: 

Training complex skills with augmented reality
2020-29 Ioan Gabriel Bucur (RUN) Being Bayesian about Causal Inference
2020-30 Bob Zadok Blok (UL) Creatief, Creatieve, Creatiefst
2020-31 Gongjin Lan (VU) Learning better – From Baby to Better 2020-32 Jason 

Rhuggenaath (TUE) Revenue management in online markets: pricing and 
online advertising

2020-33 Rick Gilsing (TUE) Supporting service-dominant business model 
evaluation in the context of business model innovation

2020-34 Anna Bon (MU) Intervention or Collaboration? Redesigning Information 
and Communication Technologies for Development

2020-35 Siamak Farshidi (UU) Multi-Criteria Decision-Making in Software 
Production

==== 2021 ====
2021-01 Francisco Xavier Dos Santos Fonseca (TUD) Location-based Games for 

Social Interaction in Public Space
2021-02 Rijk Mercuur (TUD) Simulating Human Routines: Integrating Social 

Practice Theory in Agent-Based Models
2021-03 Seyyed Hadi Hashemi (UVA) Modeling Users Interacting with Smart 

Devices
2021-04 Ioana Jivet (OU) The Dashboard That Loved Me: Designing adaptive 

learning analytics for self-regulated learning
2021-05 Davide Dell’Anna (UU) Data-Driven Supervision of Autonomous 

Systems
2021-06 Daniel Davison (UT) ”Hey robot, what do you think?” How children 

learn with a social robot
2021-07 Armel Lefebvre (UU) Research data management for open science
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2021-08 Nardie Fanchamps (OU) The Influence of Sense-Reason-Act Programming 
on Computational Thinking

2021-09 Cristina Zaga (UT) The Design of Robothings. Non-Anthropomorphic 
and Non-Verbal Robots to Promote Childrens Collaboration Through 
Play

2021-10 Quinten Meertens (UvA) Misclassification Bias in Statistical Learning
2021-11 Anne van Rossum (UL) Nonparametric Bayesian Methods in Robotic 

Vision
2021-12 Lei Pi (UL) External Knowledge Absorption in Chinese SMEs
2021-13 Bob R. Schadenberg (UT) Robots for Autistic Children: Understanding 

and Facilitating Predictability for Engagement in Learning 2021-14 Negin 
Samaeemofrad (UL) Business Incubators: The Impact of Their Support

2021-15 Onat Ege Adali (TU/e) Transformation of Value Propositions into Resource 
Re-Configurations through the Business Services Paradigm

2021-16 Esam A. H. Ghaleb (MU) BIMODAL EMOTION RECOGNITION FROM 
AUDIO-VISUAL CUES

2021-17 Dario Dotti (UM) Human Behavior Understanding from motion and 
bodily cues using deep neural networks

2021-18 Remi Wieten (UU) Bridging the Gap Between Informal Sense-Making 
Tools and Formal Systems - Facilitating the Construction of Bayesian 
Networks and Argumentation Frameworks

2021-19 Roberto Verdecchia (VU) Architectural Technical Debt: Identification and 
Management

2021-20 Masoud Mansoury (TU/e) Understanding and Mitigating Multi-Sided 
Exposure Bias in Recommender Systems

2021-21 Pedro Thiago Timb Holanda (CWI) Progressive Indexes 2021-22 Sihang 
Qiu (TUD) Conversational Crowdsourcing

2021-23 Hugo Manuel Proena (LIACS) Robust rules for prediction and 
description

2021-24 Kaijie Zhu (TUE) On Efficient Temporal Subgraph Query Processing
2021-25 Eoin Martino Grua (VUA) The Future of E-Health is Mobile: 

Combining AI and Self-Adaptation to Create Adaptive E-Health Mobile 
Applications

2021-26 Benno Kruit (CWI	 VU) Reading the Grid: Extending Knowledge 
Bases from Human-readable Tables
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2021-27 Jelte van Waterschoot (UT) Personalized and Personal Conversations: 
Designing Agents Who Want to Connect With You

2021-28 Christoph Selig (UL) Understanding the Heterogeneity of Corporate 
Entrepreneurship Programs

==== 2022 ====
2022-1 Judith van Stegeren (UT) Flavor text generation for role- playing video 

games
2022-2 Paulo da Costa (TU/e) Data-driven Prognostics and Logistics Optimisation: 

A Deep Learning Journey
2022-3 Ali el Hassouni (VUA) A Model A Day Keeps The Doctor Away: 

Reinforcement Learning For Personalized Healthcare
2022-4 Anal Aksu (UU) A Cross-Organizational Process Mining Framework
2022-5 Shiwei Liu (TU/e) Sparse Neural Network Training with In- Time Over-

Parameterization
2022-6 Reza Refaei Afshar (TU/e) Machine Learning for Ad Publishers in Real 

Time Bidding
2022-7 Sambit Praharaj (OU) Measuring the Unmeasurable? Towards Automatic 

Co-located Collaboration Analytics
2022-8 Maikel L. van Eck (TU/e) Process Mining for Smart Product Design
2022-9 Oana Andreea Inel (VUA) Understanding Events: A Diversitydriven 

Human-Machine Approach
2022-10 Felipe Moraes Gomes (TUD) Examining the Effectiveness of Collaborative 

Search Engines
2022-11 Mirjam de Haas (UT) Staying engaged in child-robot interaction, a 

quantitative approach to studying preschoolers engagement with robots 
and tasks during second-language tutoring

2022-12 Guanyi Chen (UU) Computational Generation of Chinese Noun Phrases
2022-13 Xander Wilcke (VUA) Machine Learning on Multimodal Knowledge 

Graphs: Opportunities, Challenges, and Methods for Learning on Real-
World Heterogeneous and Spatially-Oriented

2022-14 Michiel Overeem (UU) Evolution of Low-Code Platforms 2022-15 Jelmer 
Jan Koorn (UU) Work in Process: Unearthing Meaning using Process 
Mining

2022-16 Pieter Gijsbers (TU/e) Systems for AutoML Research
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2022-17 Laura van der Lubbe (VUA) Empowering vulnerable people with serious 
games and gamification

2022-22 Alexandra Sierra Rativa (UT) Virtual Character Design and its potential 
to foster Empathy, Immersion, and 21st Century Learning Skills in Video 
Games and Virtual Reality Simulations
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H	 Professional Biography

Alexandra Sierra Rativa was born in Bogota, Colombia. She obtained a bachelor’s in 
Electronics at Universidad Pedagogica Nacional, Colombia and a master’s in education 
at Universidad de Los Andes, Colombia.

H.1	M aster Professional Achievements

In 2012, she was recognized by the Colombian Ministry of Education as one of the best 
Technology and Informatics teachers in High School Education. For this reason, she 
was selected to participate in an ICT training course in South Korea. In 2015, she was 
nominated among the best ten proposals for the Teacher Award (Premio Compartir al 
Maestro) in Colombia with the project Robotics, Art, and Technology.

H.2	 PhD Professional Achievements

In 2014, she was selected among the first places for a doctoral scholar- ship abroad in 
Colciencias. From 2015 to 2022, she was a PhD student in Cognitive Sciences and 
Artificial Intelligence at Tilburg University, the Netherlands.
	 In 2016, she and her team won a Dutch Hackathon with an interactive boxing 
machine (i.e., car tires and Arduino) for children.
	 In 2019, her research “Justin Beaver VR” was presented at a conference on innovation 
in education called LINC 2019 conducted by the University of Massachusetts-MIT 
(Boston). One of the best universities in the world.
	 In 2021, she and her team received an award for revolutionary research in immersive 
technology at Laval Virtual, France, for her research project called “Justin Beaver 
Stories”. For Laval, she showed a new version of this immersive technology, a hologram 
in mixed reality. In this demonstration, users can interact with Justin Beaver. Justin was 
capable of voice interaction, making interactive stories and smart conversations about 
science topics, nature, or describing objects/animals of a place as a guide tour animal, 
virtual instructor, or virtual animal. In 2022, she was selected to present her virtual 
reality movie ”Justin Beaver Survivor” at Tokyo Sandbox in Japan.
	 In 2022, her PhD project was awarded 15.000 euros to transform a research idea 
into a video game. In the Crea Digital call, Justin Beaver Survivor’s video game was 
selected by the Ministry of Culture in Colombia. The following year, Justin Beaver will 
be in Spanish and exhibited in Bogota, Colombia.
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H.3 	 Collaboration between Colombia and The Netherlands

During her PhD Studies, she co-founded the Colombian Association of Immersive, 
Interactive, and Emerging Realities (XRCOL).
	 From 2020 to 2022, she was also responsible for organizing the Inter- national 
Conference on Immersive Technology (Virtual Reality, Augmented Reality, Mixed 
Reality, and AI) focus on education, research, and innovation companies. This 
conference is focus on teachers and researchers from Colombia and the Netherlands. 
These conferences were organized in an immersive virtual environment, where speakers 
had an avatar body. She found the possibility to work collaboratively with a Dutch 
University (Tilburg University), an Applied Sciences University (Breda University of 
Applied Sciences) and three Colombian Univerities (Pontificia Universidad Javeriana, 
Universidad El Bosque and Universidad EAFIT).
	 Finally, she is the Editor-in-Chief of the open-access publication “XR ACademia: 
Advances on Research in Virtual Reality, Augmented Reality, Mixed Reality, and 
Artificial Intelligence in Latin America and Europe”.
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SURPRISE! 
I will defend my thesis finally,  

and it will be soon!

It is my great pleasure to invite you  
to attend the public defense of  my 

PhD thesis entitled: 

Virtual Character Design 
- and - 

its potential to foster Empathy, 
Immersion, and 21st Century 

Learning Skills in Video Games 
and Virtual Reality Simulations

…which will be held on FRIDAY, 
SEPTEMBER 16TH 2022 at 10.00 

a.m., in the Auditorium of  the Tilburg 
University (Cobbenhagen Building, 

Warandelaan 5037, 5037 EN Tilburg), 
the Netherlands.

The defense will be followed by a 
private reception for close friends, 

colleagues, and family.

I will celebrate with everyone in our 
open workshop and catering a day 
before, and you are totally invited.  

It will be held on Thursday, September 
15th, from 14:30 to 16:30 in 
D152A+B (Dante Building).  

You can interact with our two Latin 
American guests, who are part of  my 

PhD committee😉😉.

Nos vemos pronto, a big hug  
and have a lovely day today! 

Alexandra Sierra Rativa

Note. My lovely paranimfen are 
Mariana van Riel,  
Julija Vaitonytė  
and lovely son  

Jorge Alejandro Ramirez Sierra
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