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Abstract. Nowadays, the sizes of databases in real-world applications
are around TeraByte or PetaByte. Therefore, training neural networks
in reasonable times is challenging and requires high-cost computational
architectures. OS-ELM is a variant of ELM, proposed for real-world ap-
plications. This algorithm allows training with new data using the previ-
ous results without reusing the previous dataset. In this work, we present
a parallel model of OS-ELM for classification problems using large-scale
databases. The model consists of training several OS-ELM using multi-
threaded programming. The training dataset is distributed according to
the number of working threads. Then, the test dataset is classified by all
pre-trained OS-ELMs. Finally, the test dataset is classified using a fre-
quency criterion. Preliminary results show that increasing the number
of threads decreases the training time without significantly affecting the
test accuracy of each OS-ELM.

Keywords: parallel computing · high performance computing · extreme
learning machine · fingerprint classification.

1 Introduction

Extreme learning machine (ELM) is an artificial neural network (ANN) algo-
rithm proposed for single hidden layer feedforward neural networks (SLFN). The
algorithm consists of assigning random weights and biases to the hidden layer and
analytically calculating the weights of the output layer using the Moore–Penrose
generalized inverse matrix [3]. ELM has increased its popularity and acceptance
in the scientific community due to the simplicity of the model and its general-
ization capacity in classification and regression problems. However, the increase
in database size has been a challenge for these networks, since training times
increase significantly and high-cost computational architectures are required.
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Online sequential extreme learning machine (OS-ELM) is a variant of ELM
proposed to address real-world problems where training data are obtained chunk-
by-chunk or one-by-one [6]. This model is trained with new samples using the
previous results. This methodology allows train with large-scale databases but
with a high training time. OS-ELM variants that decrease the training time with-
out affecting the accuracy were proposed in the literature. Lan et al. [5] proposed
an ensemble of online sequential extreme learning machine (EOS-ELM). This al-
gorithm constructs P OS-ELMs to form EOS-ELM, where each OS-ELM trains
with new data at each incremental step. Zhai et al. [9] proposed EOS-ELM for
large data set classification. Mirza et al. [7] proposed EOS-ELM for class imbal-
ance and concept drift. Finally, Huang et al. [4] proposed a parallel EOS-ELM
based on MapReduce. These previous works have inspired our proposal.

2 Online Sequential Extreme Learning Machine

In this section, we present a brief description of the preliminaries for this work
starting with ELM. Let ℵ be an arbitrary training set ℵ = {(xi, ti)|xi ∈ R

n, ti ∈
R

m} with i = 1, . . . , N , an activation function g : Rn → R
m, and L neurons in

the hidden layer with L < N [3], SLFN training algorithm is given by:

L∑
i=1

βig(wi · xj + bi) = tj , j = 1, . . . , N, (1)

wi and bi are the i-th weights and biases of the hidden layer, respectively, βi

is the i-th weight of the output layer, and wi ·xj represents the inner product of
wi and xj [3]. Equation (3) can be written in matrix form as Hβ = T , where
H matrix is the output matrix of the hidden layer of the neural network [3]. The
βi weights of the output layer are calculated analytically using β = H†T [1],
where H† is the Moore-Penrose generalized inverse matrix of H.

We now give a brief description of OS-ELM. This algorithm is a variant of
ELM for real-world applications [6]. OS-ELM has two phases: the initialization
phase and the sequential learning phase. The initial phase uses the initial chunk
of training data ℵ0 with N0 number of samples. Then, the initial weights β0 of
the output layer are computed using the following equation:{

P 0 = (H
T
0 H0 + I/C)

−1

β
0
= P 0H

T
0 T 0

, (2)

where H0 is the initial output matrix of the hidden layer and C is the regular-
ization parameter.

The sequential learning phase introduced the (k + 1)-th chunks of training
data. This phase makes sequential learning where βk+1 is calculated using the
following equation:{

P k+1 = P k − P kH
T
k+1(I + Hk+1P kH

T
k+1)

−1
Hk+1P k

β
k+1

= β
k
P k+1H

T
k+1(T k+1 − Hk+1β

k
)

, (3)

The OS-ELM training is completed when the chunks of training data are
finished.
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3 Materials and method

In this section, we present the materials and methods used in this work. All
previous experiments were carried out in a server with 2×Intel(R) Xeon(R)
Gold 6238R CPUs @ 2.20GHz and 128GB of RAM, using C++ programming
language and the OpenMP library for parallel programs with shared memory.
This server is part of the computer cluster of the Laboratory of Technological
Research in Pattern Recognition (LITRP) of the Universidad Católica del Maule,
Talca, Chile.

About the dataset, we used a synthetic fingerprint dataset. We employed
a feature extractor to transform the fingerprints into feature descriptors. As a
result of the feature extractor, vectors with 202 numerical values representing
the fingerprints were generated. In addition, each descriptor (vector) has a label
corresponding to the class (five fingerprint types) [8]. We balance the database
for the previous experiments. Thus, the frequency of occurrence of the classes is
the same (20% for class). On the other hand, we considered the neurons in the
hidden layer and the regularization parameter C as hyperparameters. For the
estimation, we used a data set with 60,000 samples. Experimental results show
that the best accuracy is obtained with 2,000 to 5,000 neurons in the hidden
layer and C = 10 [2]. The proposed model is presented below.

3.1 Parallel model of online sequential extreme learning machines

First, the model is related to the parallel training of a set of OS-ELM. This
model consists of independent OS-ELMs that train on several threads in parallel.
Then, the accuracy of each OS-ELM is averaged to compare the results using
different amounts of threads. In this model, we have used a dataset with 1,000,000
samples. We used 70% of the samples for training (700,000) and 30% for testing
(300,000). We divide the data set according to the number of OS-ELMs. We use
a multi-thread algorithm with a one-to-one relation between threads and cores
to avoid resource conflicts by the operating system [2]. Finally, we use a selection
criterion based on the results of each OS-ELM. We selected the highest frequency
as the selection criterion. A test dataset is introduced by each trained OS-ELM,
then the highest frequency label is selected from the OS-ELMs estimations.

4 Preliminary results

In this section, we present the preliminary results of the proposed model. We
used from 4 to 16 threads. The dataset was distributed according to the quantity
of threads used in the experiments. The results (time and accuracy) are averaged
using a simple mean to present an overview of the proposed model performance.
Fig. 1a shows the training and test accuracy as the number of threads increases.
The size of the datasets for each thread decreases as the threads increase since
the dataset is distributed according to the threads quantity. We can see that the
training accuracy increases as the threads quantity does, but the test accuracy
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decreases. However, the test accuracy goes from 93.79% with 4 threads to 93.56%
with 16, which does not reflect a significant change.

(a) (b)

Fig. 1: Preliminary results using 5,000 neurons in the hidden layer and the regu-
larity parameter C=10. (a) Training and testing accuracy with different numbers
of threads, and (b) training time in seconds with different numbers of threads.

Regarding the training time, Fig. 1b shows the results as the threads quan-
tity increases. Training time decreases as the threads increase. The decrease in
training time is due to the threads increase, as each OS-ELM is trained with a
smaller dataset size. Regarding the accuracy and training time results, we see
that it significantly decreases the training time without affecting the accuracy.
Finally, the accuracy is expected to increase as the threads quantity increase
using the frequency criterion.

5 Conclusions

This paper proposed a parallel model of online sequential extreme learning ma-
chines for classification problems with large-scale databases. This model dis-
tributed the dataset in various OS-ELMs trained in parallel. Then, the testing
dataset is classified using a frequency criterion according to the results of each
OS-ELM. The preliminary results show that the training time decreases when
the threads number increases. Testing accuracy also is not affected when the
threads quantity increases. The preliminary results suggest that it is appropiate
to increase the threads quantity to decrease the training time, since it does not
affect the accuracy of the test. However, it requires a computational architecture
with a suitable core quantity. Finally, we expected that the accuracy to increase
when applying the frequency criterion.

5.1 Future work

In future work, we plan to increase the threads number to identify the moment
that decreases the accuracy. In addition, we will analyze the results using this
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unbalanced data set, simulating a population in the real world. We will also use
other databases and ELM variants to test our model in different applications. In
addition, we will propose a parallel mathematical model to compute the Moore-
Penrose generalized inverse using multiple threads. This model aims to decrease
the training time of ELM and their variants since it is the slowest procedure.
Finally, computing the Moore-Penrose generalized inverse with a parallel model
will allow us to design an OS-ELM model based on a parallel processing strategy
as a pipeline.
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