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Abstract

Vision and Language are broadly regarded as cornerstones of intelligence. Even though
language and vision have different aims – language having the purpose of communication,
transmission of information and vision having the purpose of constructing mental repre-
sentations around us to navigate and interact with objects – they cooperate and depend on
one another in many tasks we perform effortlessly. This reliance is actively being stud-
ied in various Computer Vision tasks, e.g. image captioning, visual question answering,
image-sentence retrieval, phrase grounding, just to name a few. All of these tasks share
the inherent difficulty of the aligning the two modalities, while being robust to language
priors and various biases existing in the datasets. One of the ultimate goal for vision and
language research is to be able to inject world knowledge while getting rid of the biases
that come with the datasets. In this thesis, we mainly focus on two vision and language
tasks, namely Image Captioning and Scene-Text Visual Question Answering (STVQA).
In both domains, we start by defining a new task that requires the utilization of world
knowledge and in both tasks, we find that the models commonly employed are prone to
biases that exist in the data. Concretely, we introduce new tasks and discover several
problems that impede performance at each level and provide remedies or possible solu-
tions in each chapter: i) We define a new task to move beyond Image Captioning to Image
Interpretation that can utilize Named Entities in the form of world knowledge. ii) We
study the object hallucination problem in classic Image Captioning systems and develop
an architecture-agnostic solution. iii) We define a sub-task of Visual Question Answering
that requires reading the text in the image (STVQA), where we highlight the limitations
of current models. iv) We propose an architecture for the STVQA task that can point to
the answer in the image and show how to combine it with classic VQA models. v) We
show how far language can get us in STVQA and discover yet another bias which causes
the models to disregard the image while doing Visual Question Answering.

Keywords – Vision and Language, Captioning, VQA, Biases, World Knowledge, Com-
puter Vision, Pattern Recognition, Deep Learning
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Resum

La visió i el llenguatge són àmpliament considerats com a pedres angulars de la in-
tel·ligència. Tot i que el llenguatge i la visió tenen objectius diferents: el llenguatge té el
propòsit de la comunicació, la transmissió d’informació i la visió té el propòsit de con-
struir representacions mentals al nostre voltant per navegar i interactuar amb els objectes,
interactuen i depenen els uns dels altres en moltes tasques que fem sense esforç. . Aquesta
dependència està estudiant activament en diverses tasques de Computer Vision, p. subtí-
tols d’imatges, resposta visual a preguntes, recuperació d’oracions amb imatges, posada
a terra de frases, només per nomenar-ne alguns. Totes aquestes tasques comparteixen la
dificultat inherent d’alinear les dues modalitats, alhora que són robustes als llenguatges
previs i diversos biaixos existents als conjunts de dades. L’objectiu final de la investigació
de la visió i el llenguatge és poder injectar coneixement del món mentre s’eliminen els bi-
aixos que vénen amb els conjunts de dades. En aquesta tesi, ens centrem principalment en
dues tasques de visió i llenguatge, és a dir, subtítols d’imatge i resposta visual a preguntes
de text d’escena (STVQA). En tots dos dominis, comencem definint una nova tasca que
requereix la utilització del coneixement mundial i en ambdues tasques trobem que els
models comunament emprats són propensos als biaixos que hi ha a les dades. Concreta-
ment, presentem noves tasques i descobrim diversos problemes que impedeixen l’exercici
a cada nivell i proporcionem remeis o possibles solucions a cada capítol: i) Definim una
nova tasca per anar més enllà del subtitulat d’imatges a la interpretació d’imatges que pot
utilitzar entitats anomenades en forma de coneixement del món. ii) Estudiem el problema
de l’al·lucinació d’objectes als sistemes clàssics de subtítols d’imatges i desenvolupem
una solució independent de l’arquitectura. iii) Definim una subtasca de Visual Question
Answering que requereix llegir el text de la imatge (STVQA), on destaquem les limita-
cions dels models actuals. iv) Proposem una arquitectura per a la tasca STVQA que pot
apuntar a la resposta a la imatge i mostrar com combinar-la amb els models clàssics de
VQA. v) Mostrem fins on ens pot portar el llenguatge a STVQA i descobrim un altre
biaix més que fa que els models ignorin la imatge mentre realitzen la Resposta Visual a
Preguntes.

Paraules Clau – Vision and Language, Captioning, VQA, Biases, World Knowledge,
Computer Vision, Pattern Recognition, Deep Learning
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Resumen

La visión y el lenguaje son ampliamente considerados como piedras angulares de la in-
teligencia. Aunque el lenguaje y la visión tienen objetivos diferentes: el lenguaje tiene el
propósito de la comunicación, la transmisión de información y la visión tiene el propósito
de construir representaciones mentales a nuestro alrededor para navegar e interactuar con
los objetos, interactúan y dependen unos de otros en muchas tareas que realizamos sin
esfuerzo. . Esta dependencia se está estudiando activamente en varias tareas de Com-
puter Vision, p. subtítulos de imágenes, respuesta visual a preguntas, recuperación de
oraciones con imágenes, puesta a tierra de frases, solo por nombrar algunos. Todas estas
tareas comparten la dificultad inherente de alinear las dos modalidades, al mismo tiempo
que son robustas a los lenguajes previos y varios sesgos existentes en los conjuntos de
datos. El objetivo final de la investigación de la visión y el lenguaje es poder inyectar
conocimiento del mundo mientras se eliminan los sesgos que vienen con los conjuntos de
datos. En esta tesis, nos centramos principalmente en dos tareas de visión y lenguaje, a
saber, subtítulos de imagen y respuesta visual a preguntas de texto de escena (STVQA).
En ambos dominios, comenzamos definiendo una nueva tarea que requiere la utilización
del conocimiento mundial y en ambas tareas encontramos que los modelos comúnmente
empleados son propensos a los sesgos que existen en los datos. Concretamente, presen-
tamos nuevas tareas y descubrimos varios problemas que impiden el desempeño en cada
nivel y proporcionamos remedios o posibles soluciones en cada capítulo: i) Definimos
una nueva tarea para ir más allá del subtitulado de imágenes a la interpretación de imá-
genes que puede utilizar entidades nombradas en forma de conocimiento del mundo. ii)
Estudiamos el problema de la alucinación de objetos en los sistemas clásicos de subtítulos
de imágenes y desarrollamos una solución independiente de la arquitectura. iii) Defini-
mos una subtarea de Visual Question Answering que requiere leer el texto de la imagen
(STVQA), donde destacamos las limitaciones de los modelos actuales. iv) Proponemos
una arquitectura para la tarea STVQA que puede apuntar a la respuesta en la imagen y
mostrar cómo combinarla con los modelos clásicos de VQA. v) Mostramos hasta dónde
nos puede llevar el lenguaje en STVQA y descubrimos otro sesgo más que hace que los
modelos ignoren la imagen mientras realizan la Respuesta Visual a Preguntas.

Palabras Clave – Vision and Language, Captioning, VQA, Biases, World Knowledge,
Computer Vision, Pattern Recognition, Deep Learning
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Chapter 1

Introduction

We must know.
We shall know.

– David Hilbert

Mental representations are internal representations that encodes the semantic, spatial
and world knowledge properties of the physical world. From a philosophical perspective,
mental representations are studied from three main aspects. The first one being ontolog-
ical one where the question is whether mental representations exist or not. The second
one being format problem in which the task is to find the syntax or axioms of the mental
representations, giving rise to the study of modularity. And final question is, what are the
rules that govern mental representations that allows to build more complex representa-
tions [37]. Mental representations are formed and affected by our visual, auditory, haptic
information and language representations, which are later to be translated into motor ac-
tion as can be appreciated in Figure 1.1.

The idea of mental representations with finding its syntax and its rules has been ex-
plored with success in its early days of Artificial Intelligence in checkers [176]1, planning
system STRIPS [52] to control the behaviour of a robot, question answering software
called STUDENT [25, 168] which could solve high school algebra word problems, first
chat-bot called ELIZA [215] to hold conversation and even passing Turing test. Neverthe-
less, it swiftly became clear that what seems easy for humans requires immense amount
of computation. In other words, Moravec’s paradox states that it is very simple to pro-
gram computers to function at adult levels on cognitive tests or in games of checkers,
but difficult or impossible to give them infantile perception and movement abilities [150].
In summary, Machine Learning (ML) in its early days relied on hand-coded/crafted fea-
tures (alas simple, elegant ones are favored) to create models however failed to model the
“simple” things we perform daily seamlessly.

The methodology employed in the early days of AI/ML is heavily affected by the
1Samuel also is the first one to coin the machine learning term

1
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Language
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Figure 1.1: The interaction of mental representations with other sense representa-
tions.

unreasonable effectiveness of mathematics [216]. Thomas Kuhn [108] stated that discov-
eries in anomalies usually lead to new paradigms. There was an anomaly that performed
better than hand crafted features and it led to a paradigm shift in methodology called the
Unreasonable Effectiveness of Data [68], where they simply advised “to follow the data”.
Following the data was only the first step in the paradigm change, the second step was the
amount of data. The introduction of big datasets like MSCOCO [123] and ImageNet [40]
combined with the current advent in compute has resulted deep learning achieving signif-
icant feats [112].

People understand scenes by building causal models and employing them to compose
stories that explain their perceptual observations [111]. This capacity of humans is as-
sociated with intelligent behaviour. Hence, vision and language interact and depend on
one another in many actions we carry out without even realizing it by communicating
through mental representations. This dependence is being actively researched in a num-
ber of Computer Vision applications, including phrase grounding, image captioning, vi-
sual question answering (VQA), and image-sentence retrieval, etc. While being resistant
to linguistic priors and numerous dataset biases, all of these tasks share the fundamental
challenge of matching the two modalities. Our goal in this thesis is to be able to incor-
porate world knowledge while eliminating dataset biases where the core topics we
choose to focus are Image Captioning and Visual Question Answering (VQA). Image
Captioning and VQA are one of the cornerstone application and research topics in Vision
and Language literature. As can be appreciated from Figure 1.2, Image Captioning is to
transcribe an image into natural language by describing what is in the image while VQA
is a task that requires an answer given an image and a question about the image. In Fig-
ure 1.3, we give an overview of various subtasks that are studied in the literature. More
specifically, we particularly focus on News Captioning and Scene Text VQA (STVQA).
News Captioning is Scene Text VQA (STVQA) requires an answer to a question given
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Two girls are eating a donut. An apple and a lemon are inside a water filled
container.

VQ
A

Q: What is written on top of a cake?
A: Happy Birthday Health

Q: What type of car is this?
A: Taxi

Figure 1.2: Examples for Image Captioning and Visual Question Answering, the core
topics of this thesis.

an image by using the scene text in the image. We believe both of these tasks are the
necessary step to create more intelligent models.

Psychologists often believed that higher processes were too hard to test directly, so
they instead tried to gain insight into them indirectly by associating intelligence to pro-
cesses that were easier to measure, such as response time, tapping speed, tone and color
discrimination, etc. Nowadays, psychologists agree that complex processes like those
outlined are mostly unrelated to greater intellect. Thus, one of the cognitive tasks defined
in the Binet-Simon intelligence test [195] is to describe an image. Three performance
levels are defined, going from enumeration of objects in the scene, to basic description of
contents and finally interpretation, where contextual information is drawn upon to com-
pose an explanation of the depicted events. In other words, interpretation of images de-
mands the knowledge of theory of mind with properly naming things. Hence, moving
from description to interpretation requires injecting world knowledge into our models in
which the necessity of injecting world knowledge is not particular to captioning where we
demonstrate that this is also essential in STVQA.
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Figure 1.3: Sub-fields of Visual Question Answering and Image Captioning. VQA
and Image Captioning are one of the mostly studied subjects in Vision and Language
literature. In each domain, there are many datasets and tasks are defined and actively
being researched.

Moreover, the role of language might be stronger than initially thought out. Kim
et al. [98] suggested that knowledge of appearance can be acquired through deduction
on language. In other words, language is so powerful that not only it can account for
visual sensory information to some degree for blind people but also it can affect the way
we think (see Sapir–Whorf hypothesis). Moreover, embedded in language are two key
factors (1) apriori information (i.e.world knowledge), things such as knowing what is a
website, number, brand, etc. and (2) natural language understanding. Even though both
of the properties of language is crucial in any vision and language task, we demonstrate
that this is a double edge sword since language can be so strong that it can open the path
for language priors (a type of bias). We observe this behaviour in both of the tasks we
focus and provide solutions.

All in all, what we aim is to decrease biases while introducing world knowledge into
our models. We provide Figure 1.4 to clarify on what is aimed while showing the different
granularity of world knowledge and biases. Also, we demonstrate that how two seemingly
independent notions can interact to describe a scene. As can be appreciated, when the
biases are strong and very little world knowledge is utilized, we expect the caption to rely
on its training data where we observe a gender-bias while disregarding many information
existing in the scene (bottom left caption in the Figure 1.4). We can fix the bottom left
sentence in terms of bias by merely changing the “man” to a “woman” (top left caption
in the Figure 1.4). By doing so, the sentence becomes more faithful to the scene but still
ignores many cues; in other words, we still did not introduce any external knowledge. On
the other hand, we can inject the information that comes in the modality of scene-text to
have more descriptive but still biased sentence (bottom right caption in the Figure 1.4).
Nevertheless, our goal is to have the caption in the top right that uses or can use all
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A man is playing basketball.

A woman is playing basketball.

A man is playing for Los Angeles

Kristi Toliver is a basketball
player of Los Angeles Sparks.

Figure 1.4: Schematic of various captions for a middle image on different granularity
of Bias and World Knowledge.

the necessary information that can come in many different format (in our case it was
scene-text) while disregarding biases inherent in our models or data. Next, we give more
in-depth summary for each chapter.

1.1 Outline, Research Questions and Contributions

In this section, we mention the research questions we focus and give a summary of the
content of each chapter of this thesis.

Chapter 2

Research Question 1: How can we move from enumerating objects in the scene to inter-
preting images?

Research Question 2: What type of data do we need to interpret images, i.e. injecting
world knowledge into our models?

We discover that newspaper as a data source is a perfect domain for image inter-
pretation since it is free, contains expert annotations, data exists in millions and more
importantly, it includes all the necessary world knowledge for the models in the main
article. We propose a way on how to inject prior world knowledge into our models and
accordingly, devise a two-step procedure to first train our model in template captions and
then fill in the templates by looking at the attention weights produced by our model.
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Chapter 3

Research Question 1: How strong the language prior is in the classic image captioning
systems? And in what form we encounter language prior in image captioning?

Research Question 1: Is there a way to decrease the language prior that comes in the
form of object hallucination without extra data or increasing model weights?

Object bias, aka. object hallucination, is provoked by the language prior existing in
the dataset which is especially apparent in image captioning. We propose a architecture
agnostic solution that requires no extra data or addition of extra parameters in any model.
We simply feed an extra information (object labels) into any model, later to be augmented
accordingly in the training phase. Surprisingly, we demonstrate that a simple yet effective
approach can significantly reduce the bias while keeping the generation process intact.

Chapter 4

Research Question 1: Can Visual Question Answering models have the capability to
read, analyze and answer by utilizing the text in the image?

Research Question 2: What type of data do we need to make VQA models literate?

We observe that VQA models are illiterate, incapable of answering any questions
that requires reading the text. Accordingly, we introduce a new dimension by building a
dataset, called Scene-Text Visual Question Answering (ST-VQA), that aims to highlight
the importance of properly exploiting the high-level semantic information present in im-
ages in the form of scene text. We provide several baselines to show the effect of using
textual features and set the scene for further research.

Chapter 5

Research Question 1: How can we exploit the different visual and textual features in the
STVQA task?

Research Question 2: Can we create models that can point the answers in the STVQA
task?

We devise a new architecture that can point the answer directly to the scene text in
the image by attending to multi-modal grid features, allowing it to reason jointly about
the textual and visual modalities in the scene. Moreover, we show that one-stage object
detector is a good alternative to classically employed bottom-up top-down object detector
features. Finally, we illustrate how to combine a classic VQA model with our model with
a simple thresholding principle.
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Chapter 6

Research Question 1: How far language can take us in STVQA task?

Research Question 2: Can any other source of data account for the lack of data in
STVQA task?

Research Question 3: What are the type of biases existing in STVQA task?

We show that language is a essential part of STVQA by showing natural language
understanding is integral. We build on top of language models to take advantage of the
models’ world knowledge capacity. We also find a new symbiosis between scanned doc-
uments and natural images. We show that utilizing scanned documents as a pretraining
strategy can greatly improve the performance. Perhaps more importantly, we realize that
our model is utilizing visual features only marginally, making us wonder if the vision is
an artifact in STVQA task. We discuss further about the biases and the task definition and
we conclude by asking to the community how can we make V matter again in a STVQA
task.

1.2 Compendium of Publications

This thesis is structured as a collection of publications compendium. Thus, each chapter
is linked to a conference or journal article:

• Chapter 2: Ali Furkan Biten, Lluis Gomez, Marçal Rusinol, Dimosthenis Karatzas,
Good news, everyone! context driven entity-aware captioning for news images,
IEEE/CVF Conference on Computer Vision and Pattern Recognition (CVPR), pp.
12466-12475, 2019.

• Chapter 3: Ali Furkan Biten, Lluis Gomez, Dimosthenis Karatzas, Let there be
a clock on the beach: Reducing Object Hallucination in Image Captioning, Winter
Application in Computer Vision (WACV), pp. 1381-1390, 2022.

• Chapter 4: Ali Furkan Biten*, Ruben Tito*, Andres Mafla*, Lluis Gomez, Marçal
Rusiñol, Ernest Valveny, CV Jawahar, Dimosthenis Karatzas, Scene Text Visual
Question Answering, IEEE/CVF International Conference on Computer Vision (ICCV),
pp. 4291-4301, 2019.

• Chapter 5: Lluis Gómez, Ali Furkan Biten, Ruben Tito, Andres Mafla, Mar-
cal Rusinol, Ernest Valveny, Dimosthenis Karatzas. Multimodal grid features and
cell pointers for scene text visual question answering. Pattern Recognition Letters
(PRL), 150, 242-249, 2021.

• Chapter 6: Ali Furkan Biten, Ron Litman, Xie Yusheng, Srikar Appalaraju, R.
Manmatha, Latr: Layout-aware transformer for scene-text vqa. In Proceedings of
the IEEE/CVF Conference on Computer Vision and Pattern Recognition (CVPR),
pp. 16548-16558, 2022.
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Chapter 2

Good News, Everyone! Context driven
entity-aware captioning for news images

Vision is a process that produces from images of the external world
a description that is useful to the viewer and not cluttered with irrelevant information.

– David Marr, Vision, p. 31

Current image captioning systems perform at a merely descriptive level, essentially
enumerating the objects in the scene and their relations. Humans, on the contrary,
interpret images by integrating several sources of prior knowledge of the world. In
this work, we aim to take a step closer to producing captions that offer a plausible
interpretation of the scene, by integrating such contextual information into the cap-
tioning pipeline. For this we focus on the captioning of images used to illustrate news
articles. We propose a novel captioning method that is able to leverage contextual in-
formation provided by the text of news articles associated with an image. Our model
is able to selectively draw information from the article guided by visual cues, and to
dynamically extend the output dictionary to out-of-vocabulary named entities that ap-
pear in the context source. Furthermore we introduce “GoodNews”, the largest news
image captioning dataset in the literature and demonstrate state-of-the-art results.

2.1 Introduction

Current image captioning systems [208, 9, 92, 173, 135, 49] can at best perform at the
description level, if not restricted at the enumeration part, while failing to integrate any
prior world knowledge in the produced caption. Prior world knowledge might come in the

11
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Ground Truth: JoAnn Falletta leading a per-
formance of the Buffalo Philharmonic Orches-
tra at Kleinhans Music Hall.

Show & Tell [208]: A group of people standing
around a table.

Ours: JoAnn Falletta performing at the Buffalo
Philharmonic Orchestra.

Figure 2.1: Standard approaches to image captioning cannot properly take any contextual
information into account. Our model is capable of producing captions that include out-of-
vocabulary named entities by leveraging information from available context knowledge.

form of social, political, geographic or temporal context, behavioural cues, or previously
built knowledge about entities such as people, places or landmarks. In this work, we aim
to take a step closer to producing captions that offer a plausible interpretation of the scene,
by integrating such contextual information into the captioning pipeline.

This introduces numerous new challenges. On one hand, the context source needs to
be encoded and information selectively drawn from it, guided by the visual scene content.
On the other hand, explicit contextual information, typically found in the form of named
entities such as proper names, prices, locations, dates, etc, which are typically out-of-
dictionary terms or at best underrepresented in the statistics of the dictionary used, need
to be properly injected in the produced natural language output.

Currently available image captioning datasets are not fit for developing captioning
models with the aforementioned characteristics, as they provide generic, dry, repetitive
and non-contextualized captions, while at the same time there is no contextual informa-
tion available for each image. For the task at hand, we considered instead other image
sources, such as historical archive images or images illustrating newspaper articles, for
which captions (i.e. descriptions provided by archivists, captions provided by journalists)
and certain contextual information (i.e. history texts, news articles) is readily available or
can be collected with reasonable effort.

In this work, we focus on the captioning of images used to illustrate news articles.
Newspapers are an excellent domain for moving towards human-like captions, as they
provide readily available contextual information that can be modelled and exploited. In
this case contextual information is provided by the text of the associated news article,
along with other metadata such as titles and keywords. At the same time, there is readily
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available ground truth in the form of the existing caption written by domain experts (jour-
nalists), which is invaluable in itself. Finally, data is freely available at a large scale online.
To this end, we have put together “GoodNews” the biggest news-captioning dataset in the
literature with more than 466,000 images and their respective captions and associated
articles.

To the best of our knowledge, generative news image captioning has been scarcely
explored in the literature [51, 194, 167]. Similarly to [167] we draw contextual informa-
tion about the image from the associated article. Unlike [167] which uses world-level
encoding, we encode the article at the sentence level, as semantic similarity is easier to
establish at this granularity. In addition, we introduce an attention mechanism in order to
selectively draw information from the article guided by the visual content of the image.

News articles and their respective news image captions, unlike common image cap-
tioning datasets such as MSCOCO [123], or Flickr [160], contain a significant amount of
named entities. Named entities1 pose serious problems to current captioning systems that
have no mechanism to deal with out-of-vocabulary (OOV) words. This includes [167]
where named entity usage is implicitly restricted to the ones that appear in adequate
statistics in the training set. Unlike existing approaches, we propose here an end-to-end,
two-stage process, where first template captions are produced in which named entities’
placeholders are indicated along with their respective tags. These are subsequently sub-
stituted by selecting the best matching entities from the article, allowing our model to
produce captions that include out-of-vocabulary words.

The contributions of this work are as follows:

• We propose a novel captioning method, able to leverage contextual information to
produce image captions at the scene interpretation level.

• We propose a two-stage, end-to-end architecture, that allows us to dynamically
extend the output dictionary to out-of-vocabulary named entities that appear in the
context source.

• We introduce “GoodNews”, the largest news image captioning dataset in the litera-
ture, comprising 466,000 image-caption pairs, along with metadata.

We compare the performance of our proposed method against existing methods and
demonstrate state-of-the-art results. Comparative studies demonstrate the importance of
properly treating named entities, and the benefits of considering contextual information.
Finally, comparisons against human performance highlight the difficulty of the task and
limitations of current evaluation metrics.

2.2 Related Work

Automatic image captioning has received increased attention lately as a result of ad-
vances in both computer vision and natural language processing stemming from deep

1Named entities are the objects that can be denoted with a proper name such as persons, organizations,
places, dates, percentages, etc. [151]



Context driven entity-aware captioning for news images 14

learning [17, 20]. Latest state-of-the-art models [221, 135, 173, 9] usually follow an at-
tention guided encoder-decoder strategy, in which visual information is extracted from
images by deep CNNs and then natural language descriptions are generated with RNNs.
Despite the good results current state-of-the-art models start to yield according to stan-
dard performance evaluation metrics, automatic image captioning is still a challenging
problem. Present-day methods tend to produce repetitive, simple sentences [45] written
in a consistent style, generally limited on enumerating or describing visual contents, and
not offering any deeper semantic interpretation.

The latest attempts of producing richer human-like sentences, are centered in gath-
ering new datasets that might be representative of different writing styles. For example,
using crowd-sourcing tools to collect different styles of captions (negative/positive, ro-
mantic, humorous, etc.) as in [146, 53], or leveraging the usage of romance novels to
change the style of captions to story-like sentences like in [145]. Even though gathering
annotations with heterogeneous styles helps mitigating the repetitiveness of the outputs’
tone, content-wise captions remain detailed descriptions of the visual content. Automatic
captioning still suffers from a huge semantic gap referring to the lack of correlation be-
tween images and semantic concepts [194].

The particular domain of news image captioning, has been explored in the past to-
wards incorporating contextual information to the produced captions. In [51] 3K news
articles were gathered from BBC News. Image captions were then produced by either
choosing the closest sentence in the article or using a template-based linguistic method.
In [194], 100K images were collected from TIME magazine, and refined the captioning
strategy proposed by Feng et. al. [51].

Closer to our work, Ramisa et. al. [167] (BreakingNews) used pre-trained word2vec
representations of the news articles concatenated with CNN visual features to feed the
generative LSTM. A clear indicator of whether contextual information is correctly incor-
porated in such cases, is to check to what extent the produced image captions include
the correct named entities given the context. This is a challenging task, as in most of
the cases such named entities are only becoming available at test time. Although this is
particularly important in the case of news image captioning, to the best of our knowledge
none of the existing methods addresses named entity inclusion, employing instead closed
dictionaries.

Nevertheless, the problem of dealing with named entities has been explored in generic
(not context-driven) image captioning. In [201] after gathering Instagram data, a CNN is
used to recognize celebrities and landmarks as well as visual concepts such as water,
mountain, boat, etc. Afterwards, a confidence model is used to choose whether or not to
produce captions with proper names or with visual concepts. In [131] template captions
were created using named entity tags, that were later filled by the usage of a knowledge-
base graph. The aforementioned methods require a predefined set of named entities. Un-
like these methods, our approach looks in the text while producing a caption and “attends”
to different sentences for entity extraction, which makes our model consider the context
in which the named entities appear to incorporate new, out-of-vocabulary named entities
in the produced captions.
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Table 2.1: Comparison of captioning datasets.

MSCOCO BreakingNews GoodNews

Number of Samples 120k 110k 466k
Average Caption Length (words) 11.30 28.09 18.21
Named Entities(Word) 0% 15.66% 19.59%
Named Entities (Sentence) 0% 90.79% 95.51%
Nouns 33.45% 55.59% 46.70%
Adjectives 27.23% 7.21% 5%
Verbs 10.72% 12.57% 11.22%
Pronouns 1.23% 1.36% 2.54%

2.3 The GoodNews Dataset

To assemble the GoodNews dataset, we have used the New York Times API to retrieve
the URLs of news articles ranging from 2010 to 2018. We will provide the URLs of
the articles and the script to download images and related metadata, also the released
scripts can be used to obtain 167 years worth of news. However, for image captioning
purposes, we have restricted our collection to the last 8 years of data, mainly because it
covers a period when images were widely used to illustrate news articles. In total, we
have gathered 466,000 images with captions, headlines and text articles, randomly split
into 424,000 for training, 18,000 for validation and 23,000 for testing.

GoodNews exhibits important differences to current benchmark datasets for generic
captioning like MSCOCO, while it is similar in nature, but about five times larger than
BreakingNews, the largest currently available dataset for news image captioning. Key
aspects are summarized in Table 2.1. The GoodNews dataset, similarly to BreakingNews,
exhibits longer average caption lengths than generic captioning datasets like MSCOCO,
indicating that news captions tend to be more descriptive.

GoodNews only includes a single ground truth caption per image, while MSCOCO
offers 5 different ground truth captions per image. However, GoodNews captions were
written by expert journalists, instead of being crowd-sourced, which has implications to
the style and richness of the text.

Named entities represent 20% of the words in the captions of GoodNews, while named
entities are by design completely absent from the captions of MSCOCO. At the level of
sentences, 95% of caption sentences and 73% of article sentences in GoodNews contain
at least one named entity. Moreover, we observe that GoodNews has more named entities
than BreakingNews at both token level and sentence level. Analyzing the part of speech
tags, we observe that both GoodNews and BreakingNews have less amount of adjectives
but a higher amount of verbs and significantly higher amount of pronouns and nouns than
MSCOCO. Given the nature of news image captions, this is expected, since they do not
describe scene objects, but rather offer a contextualized interpretation of the scene.

A key difference between our dataset and BreakingNews, apart from the fact that
GoodNews has five times more samples, is that our dataset includes a wider range of
events and stories since GoodNews spans a much longer time period. On the other hand,
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we must point out that BreakingNews offers a wider range of metadata as it aims to more
tasks than news image captioning.

2.4 Model

As illustrated in Figure 2.2 our model for context driven entity-aware captioning consists
of two consecutive stages. In the first stage, given an image and the text of the corre-
sponding news article, our model generates a template caption where placeholders are
introduced to indicate the positions of named entities. In a subsequent stage our model
selects the right named entities to fill those placeholders with the help of an attention
mechanism over the text of the news article.

We have used SpaCy’s named entity recognizer [75] to recognize named entities in
both captions and articles of the GoodNews dataset. We create template captions by re-
placing the named entities with their respective tags. At the article level, we store the
named entities to be used later in the named entity insertion stage (see subsection 2.4.3).
As an example, the caption “Albert Einstein taught in Princeton University in 1921” is
converted into the following template caption: “PERSON_ taught in ORGANIZATION_
in DATE_”. The template captions created this way comprise the training set ground
truth we use to train our models. Our model is designed as a two-stream architecture, that
combines a visual input (the image) and a textual input (the encoding of the news article).

Our model’s main novelty comes from the fact that it encodes the text article asso-
ciated with each input image and uses it as a second input stream, while employing an
attention mechanism over the textual features. For encoding the input text articles we
have used the Global Vectors (GloVe) word embedding [159] and an aggregation tech-
nique to obtain the article sentence level features. The attention mechanism provides our
model with the ability to focus on distinct parts (sentences) of the article at each timestep.
Besides, it makes our model end-to-end, capable of inserting the correct named entity in
the template caption at each timestep using attention, see Figure 2.2.

2.4.1 Template Caption Generation

For the template caption generation stage we follow the same formulation as in state-of-
the-art captioning systems [221, 135, 9] which is to produce a word at each timestep given
the previously produced word and the attended image features in each step, trained with
cross entropy. More formally, we produce a sentence si := {w0, w1, ..., wN }, where wi is a
one-hot vector for the i th word, as follows:
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With the holiday season soon upon us, you might want to order one of these coffee table books for a friend who loves New York:
“New York: The Story of a Great City” (Andre Deutsch) taps the Museum of the City of New York’s vast archive of ephemera to capture 
rare views and replicas of forgotten artifacts, from instructions on what to do in an air raid to postcards and a brochure celebrating 
the groundbreaking for Lincoln Center.
Sarah M. Henry, the museum’s deputy director and chief curator, edited this imaginatively designed volume. She embellishes the vivid 
photographs and other illustrations with enlightening text on topics ranging from New York in the Revolution to New York’s Finest and Bravest.
As Susan Henshaw Jones, the museum’s director, 
wrote in the introduction, “New Yorkers continue to reinvent their city in ways
 unimaginable a century ago, constantly renewing it as one of the most exciting places on earth.” 
 city before, this book reinvents your view of its 400-year history.
And talk about reinvention! Founded in 1859, the Brooklyn Academy of Music bills itself as the oldest performing arts center in
 the United States. It showcased famous performers and avant garde newcomers and survived urban blight to re-emerge, 
originally under Harvey Lichtenstein, as the jewel in Brooklyn’s expanding 
cultural crown. Now, you can relive its history in “BAM: The Complete Works” (Quantuck Lane Press), edited by Steven Serafin.
Flanking the lavish photographs are insightful essays and profiles, including a history by Phillip Lopate that recalls plans for the 
Academy’s second home, on Lafayette Avenue: “The structure had to be massive and supple to satisfy the varied purposes 
envisioned for it: musical, educational, dramatic, and social.” The same could be said of the book.

The exterior of the Brooklyn Academy of Music in New York

The exterior of the __ORG__ in __PLACE__
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Figure 2.2: Overview of our model where we combine the visual and textual features to
generate first the template captions. Afterwards, we fill these templates with the attention
values obtained over the input text. (Best viewed in color)

xt =We ∗wt , wher e t ∈ {0,1, ..., N −1},

ot = LST M(concat (xt , It , At )),

wt+1 = so f tmax(Wi e ot ),

L =−
N∑

t=0
log (wt+1)

(2.1)

where We , Wi e are learnable parameters, At denotes attended article features, and It the
attended image features. The attended image features at timestep t are obtained as a
function of the hidden state of previous timestep and the image features extracted using a
Deep CNN model:

I f =C N N (I ),

It = At t (ht−1, I f )
(2.2)

where ht−1 is the hidden state at time t −1, I is the input image, and I f are features of the
input image extracted from a ResNet [70] network pretrained on ImageNet [175].

In the next section we describe three different article encoding techniques that we
have used to obtain a fixed size matrix A f with the sentence level features of the input
article. Later, we will explain in detail how we calculate the attended article features, At ,
at every timestep t .

2.4.2 Article Encoding Methods

Inspired by the state of the art on semantic textual similarity tasks [13], we use a sentence
level encoding to represent the news articles in our model, as domain, purpose and context
are better preserved at the sentence level.
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By using a sentence level encoding, we overcome two shortcomings associated with
word level encodings. First, encoding the article at the word granularity requires a higher
dimensional matrix which makes the models slower to train and converge. Second, a
word level encoding cannot encode the flow (or context) that sentences provide, e.g. “He
graduated from Massachusetts” and “He is from Massachusetts”: the former is for MIT
which is an organization while the latter one is a state.

Formally, to obtain the sentence level features for the i th article, Ai := {sar t
0 , sar t

1 , ..., sar t
M },

where sar t
j = {w0, w1, ..., wN j } is the j th sentence of article and wk is the word vector ob-

tained from the pre-trained GloVe model, we have first used a simple average of words
for each sentence of the article:

Aav g
f j

= 1

N j

N j∑
i=0

wi , wher e j = 0,1, ..., M (2.3)

As an alternative we have also considered the use of a weighted average of word vectors
according to their smoothed inverse frequency because the simple average of word vectors
has huge components along semantically meaningless directions [13]:

Aw Av g
f j

= 1

N j

N j∑
i=0

p(wi )∗wi , p(w) = a

a + t f (w)
(2.4)

Finally, we have explored the use of the tough-to-beat baseline (TBB) [13], which
consists in subtracting the first component of the PCA from the weighted average of the
article encoding since empirically the top singular vectors of the datasets seem to roughly
correspond to the syntactic information or common words:

Aw Av g
f j

=U Γ V ,

X =U∗ Γ∗ V ∗, wher e X i s the 1st component

AT BB
f j

= Aw Av g
f −X

(2.5)

Article Encoding with Attention: After obtaining the article sentence level features,
A f ∈ RM×Dw , where M is the fixed sentence length and Dw is the dimension of the word
embedding, we have designed an attention mechanism that works by multiplying the sen-
tence level features with an attention vector βt ∈ RM :

A f =Gl oV e(Ai ),

At =βt ∗ A f
(2.6)

where given the previous timestep of the LSTM, ht−1 and article features, A f , we learn
the attention with a fully connected layer:

θt = FC (ht−1, A f ),

βt = so f tmax(θt )
(2.7)
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Table 2.2: Results on the intermediate task of template caption generation for state-of-
the-art captioning models without using any Article Encoding (top) and for our method
using different Article Encoding strategies (bottom).

Bleu-1 Bleu-2 Bleu-3 Bleu-4 Meteor Rouge-L CIDEr Spice

Show Attend Tell [221] 11.537% 5.757% 2.983% 1.711% 13.559% 20.468% 17.317% 22.864%
Att2in2 [173] 10.536% 5.176% 2.716% 1.542% 12.962% 19.934% 16.511% 23.789%
Up-Down [9] 10.812% 5.201% 2.649% 1.463% 12.546% 19.424% 15.345% 23.112%
Adaptive Att [135] 7.916% 3.858% 1.941% 1.083% 12.576% 19.638% 15.928% 25.017%

Ours (Average) 13.419% 6.530% 3.336% 1.869% 13.752% 20.468% 17.577% 22.699%
Ours (Weighted Average) 11.898% 5.857% 3.012% 1.695% 13.645% 20.355% 17.132% 23.251%
Ours (TBB) 12.236% 5.817% 2.950% 1.662% 13.530% 20.353% 16.624% 22.766%

As explained next, apart from improving the generation of the template captions, the
usage of attention enables us to also to select the correct named entities to include on the
basis of the attention vector.

2.4.3 Named Entity Insertion

After generating the template captions, we insert named entities according to their cate-
gories. If there are more than one tag of PERSON, ORGANIZATION, LOCATION, etc.
in the top ranked sentence, we select the named entity in order of appearance in the sen-
tence. In order to compare our method with standard image captioning models we came
up with there different insertion techniques, from which two can be used with visual-
only architectures (i.e. without considering the article text features): Random Insertion
(RandIns) and Context-based Insertion (CtxIns). Whereas the third one is based on an
attention mechanism over the article that guides the insertion (AttIns).

The random insertion (RandIns) offers a baseline for the other insertion methods ex-
plored, and it consists of randomly picking a named entity of the same category from the
article, for each named entity placeholder that is produced in the template captions.

For the Context Insertion (CtxIns) we make use of a pretrained GloVe embedding to
rank the sentences of articles with cosine similarity according to the produced template
caption embedding and afterwards insert the named entities on the basis of this ranking.

Finally, for our insertion by attention method (AttIns), we use the article attention
vector βt that is produced at each timestep t of the template caption generation to insert
named entities without using any external insertion method.

2.4.4 Implemention Details

We coded our models in PyTorch. We have used the 5th layer of ResNet-152 [70] for im-
age attention and a single-layer LSTM with dimension size 512. We re-sized each image
into 256×256 and then randomly cropped them to 224×224. We created our vocabulary
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Table 2.3: Results on news image captioning. RandIns: Random Insertion; CtxIns: GloVe
Insertion; AttIns: Insertion by Attention; No-NE: without named entity insertion.

Bleu-1 Bleu-2 Bleu-3 Bleu-4 Meteor Rouge CIDEr Spice

V
is

ua
lo

nl
y

Show Attend Tell - No-NE 8.80% 3.01% 0.97% 0.43% 2.47% 9.06% 1.67% 0.69%
Show Attend Tell + RandIns 7.37% 2.94% 1.34% 0.70% 3.77% 11.15% 10.03% 3.48%
Att2in2 + RandIns 6.88% 2.82% 1.35% 0.73% 3.57% 10.84% 9.68% 3.57%
Up-Down + RandIns 6.92% 2.77% 1.29% 0.67% 3.40% 10.38% 8.94% 3.60%
Adaptive Att + RandIns 5.22% 2.11% 0.97% 0.51% 3.28% 10.21% 8.68% 3.56%
Show Attend Tell + CtxIns 7.63% 3.03% 1.39% 0.73% 4.14% 11.88% 12.15% 4.03%
Att2in2 + CtxIns 7.11% 2.91% 1.39% 0.76% 3.90% 11.58% 11.58% 4.12%
Up-Down + CtxIns 7.21% 2.87% 1.34% 0.71% 3.74% 11.06% 11.02% 3.91%
Adaptive Att + CtxIns 5.30% 2.11% 0.98% 0.51% 3.59% 10.94% 10.55% 4.13%

V
is

ua
l&

Te
xt

ua
l BreakingNews* - No-NE [167] 5.06% 1.70% 0.60% 0.31% 1.66% 6.38% 1.28% 0.49%

Ours (Avg.) + CtxIns 8.92% 3.54% 1.60% 0.83% 4.34% 12.10% 12.75% 4.20%
Ours (Wavg.) + CtxIns 7.99% 3.22% 1.50% 0.79% 4.21% 11.86% 12.37% 4.25%
Ours (TBB) + CtxIns 8.32% 3.31% 1.52% 0.80% 4.27% 12.11% 12.70% 4.19%
Ours (Avg.) + AttIns 8.63% 3.45% 1.57% 0.81% 4.23% 11.72% 12.70% 4.20%
Ours (Wavg.) + AttIns 7.70% 3.13% 1.44% 0.74% 4.11% 11.54% 12.53% 4.25%
Ours (TBB) + AttIns 8.04% 3.23% 1.47% 0.76% 4.17% 11.81% 12.79% 4.19%

Human†- (Estimation) 14.24% 7.70% 4.76% 3.22% 10.03% 15.98% 39.58% 13.87%

*: Reported results are based on our own implementation.
†: Indicative performance, based on two subjects’ captions over a subset of 20 samples.

by removing words that occur less than 4 times, resulting in 35K words while we also
truncated long sentences to a maximum length of 31 words. For the article encoding, we
used SpaCy’s pretrained GloVe embedding with dimension size of 300 and set the maxi-
mum sentence length to 55. In 95% of the cases, articles have less than 55 sentences. In
the case of articles with more than 55 sentences, we encode the average representation of
the rest of the sentences at the 55th dimension. In all of our models, we used Adam [101]
optimizer with 0.002 learning rate with learning rate decay 0.8 after 10 epochs for every
8 epochs with dropout probability set to 0.2. We have produced our captions with beam
size 1. The code and dataset are available online2.

2.5 Experiments

In this section we provide several experiments in order to evaluate the quality of the
image captions generated with our model on the GoodNews dataset. First, we compare
the obtained results with the state of the art on image captioning using standard metrics.
Then we analyze the precision and recall of our method for the specific task of named
entity insertion. Finally we provide a human evaluation study and show some qualitative
results.

As discussed extensively in the literature [44, 48, 96, 209, 39] standard evaluation
metrics for image captioning have several flaws and in many cases they do not correlate
with human judgments. Although we present the results in Bleu [154], METEOR [41],
ROUGE [122], CIDEr [204] and SPICE [8], we believe the most suitable metric for the

2https://github.com/furkanbiten/GoodNews

https://github.com/furkanbiten/GoodNews
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(a)
GT: Sidney Crosby celebrated his goal in the second period that seemed to
deflate Sweden.

V: Crosby of Vancouver won the Crosby in several
seasons.

V+T: Crosby of Canada after scoring the winning goal
in the second period.

(b)
GT: Ms Ford and her husband Erik Allen Ford in their cabin.

V: Leanne Ford and Ford in the kitchen.

V+T: Ford and Ford in their home in Echo Park.

(c)
GT: Ismail Haniya the leader of the Hamas government in Gaza in Gaza City
last month.

V: Haniya left and Mahmoud Abbas in Gaza City.

V+T: Haniya the Hamas speaker leaving a meeting in
Gaza City on Wednesday.

(d)
GT: Supreme Court nominee Robert Bork testifying before the Senate Judi-
ciary Committee.

V: Bork left and the Bork Battle in GPE.

V+T: Bork the the Supreme Court director testifying
before Senate on 1987.

Figure 2.3: Qualitative Result; V: Visual Only, V+T: Visual and Textual, GT: Ground
Truth

specific scenario of image captioning for news images is CIDEr. This is because both ME-
TEOR and SPICE use synonym matching and lemmatization, and named entities rarely
have any meaningful synonyms or lemmas. For Bleu and ROUGE, every word alters the
metric equally: e.g. missing a stop word has the same impact as the lack of a named
entity. That is why we believe CIDEr, although it has its own drawbacks, is the most
informative metric to analyze our results since it downplays the stop words and puts more
importance to the “unique” words by using a tf-idf weighting scheme.

2.5.1 News Image Captioning

Our pipeline for news image captioning operates at two levels. First it produces template
captions, before substituting the placeholders with named entities from the text.

Table 2.2 shows the results on the intermediate task of template caption generation
for state-of-the-art captioning models without using any contextual information (“Visual
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only”, i.e. ignoring the news articles), and compares them with our method’s results using
different Article Encoding strategies (“Visual & Textual”). We appreciate that the “Show,
Attend and Tell” [221] model outperforms the rest of the baselines [9, 173, 135] on the
intermediate task of template caption generation. This outcome differs from the results
obtained on other standard benchmarks for image captioning like MSCOCO, where [9,
173, 135] are known to improve over the “Show, Attend and Tell” model. We believe
this discrepancy can be explained because those architectures are better at recognizing
objects in the input image and their relations, but when the image and its caption are
loosely related at the object level, as is the case in the many of the GoodNews samples,
these models fail to capture the underlying semantic relationships between images and
captions.

Therefore, we have decided to use the architecture of “Show Attend and Tell” as the
basis for our own model design. We build our two stream architecture, that combines a
visual input and a textual input. From Table 2.2, we can see that encoding the article by
simply averaging the GloVe descriptors of its sentences achieves slightly better scores on
the intermediate task of template-based captioning than the weighted average and tough-
to-beat baseline (TBB) approaches. Overall, the performance of our two-stream (visual
and textual) architecture is on par with the baseline results in this task.

In Table 2.3, we produce the full final captions for both approaches (visual only and
visual+textual) by using different strategies for the named entity insertion: random inser-
tion (RandIns), GloVe based context insertion (CtxIns), and insertion by attention (At-
tIns). Our architecture consistently outperforms the “Visual only” pipelines on every
metric. Moreover, without the two-stage formulation we introduced (template-based and
full captions), current captioning systems (see “Show Attend Tell - No-NE” in Table 2.3)
as well as BreakingNews [167] perform rather poorly.

Despite the fact that the proposed approach yields better results than previous state
of the art, and properly deals with out-of-dictionary words (named entities), the overall
low results, compared with the typical results on simpler datasets such as MSCOCO,
are indicative of the complexity of the problem and the limitations of current captioning
approaches. To emphasize this aspect we provide in Table 3 an estimation of human
performance in the task of full caption generation on the GoodNews dataset. The reported
numbers indicate the average performance of 2 subjects tasked with creating captions for
a small subset of 20 images and their associated articles.

Finally, we provide in Figure 2.3 a qualitative comparison for the best performing
model of both “visual only” (Show, Attend and Tell+CtxIns) and “visual+textual” (Avg+AttIns)
architectures. We appreciate that taking the textual content into account results in more
contextualized captions. We also present some failure cases in which incorrect named
entities have been inserted.
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Table 2.4: Precision and Recall for named entity insertion.

Exact match Partial match
P R P R

Show Attend Tell + CtxIns 8.19 7.10 19.39 17.33

Ours (Avg.) + CtxIns 8.17 7.23 19.53 17.88
Ours (WAvg.) + CtxIns 7.80 6.68 19.14 17.08
Ours (TBB) + CtxIns 7.84 6.64 19.60 17.11
Ours (Avg.) + AttIns 9.19 8.21 21.17 19.48
Ours (WAvg.) + AttIns 8.88 7.74 21.11 19.00
Ours (TBB) + AttIns 9.09 7.81 21.71 19.19

2.5.2 Evaluation of Named Entity Insertion

Results of Table 2.2 represent a theoretical maximum, since a perfect named entity inser-
tion would give us those same results for the full caption generation task. However, from
Table 2.2 results to Table 2.3 there is a significant drop ranging from 4 to 18 points in
each metric. To further quantify the differences between context insertion and insertion
by attention, we provide in Table 2.4 their precision and recall for exact and partial match
named entity insertion. In the exact match evaluation, we only accept the insertion of the
names as true positive if they match the ground truth character by character, while on the
partial match setting, we do consider token level match as being correct (i.e. “Falletta” is
considered a true positive for the “JoAnn Falletta” entity). In Table 2.4, we observe that
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Figure 2.4: Named entity insertion recall (blue) and number of training samples (red) for
each named entity category.

the proposed insertion by attention (“AttIns”) clearly outperforms the “CtxIns” strategy
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at both exact and partial match evaluations. The use of the proposed text attention mech-
anism allows us to deal with named entity insertion in an end-to-end fashion, eliminating
the need for any separate processing.

However, notice that this was not revealed by the analysis of Table 2.3, where all
insertion strategies seem to have a similar effect. This is partly explained by the fact
that image captioning evaluation metrics fail to put any special weight to named entities.
Intuitively, humans would prefer captions where the named entities are correctly inserted.
To further analyze the results of this experiment we provide in Figure 2.4 the named entity
insertion recall of our method (Avg+AttIns) on each of the individual named entity tags.
We observe a correlation of the recall values with the number of training samples for each
named entity category. This suggests that the overall named entity insertion performance
can be potentially improved with more training data.

2.5.3 Human Evaluation

In order to provide a more fair evaluation we have conducted a human evaluation study.
We asked 20 human evaluators to compare the outputs of the best performing “visual +
textual” model (Avg. + AttIns) with the ones of the best performing “visual only” model
(“Show Attend and Tell” with Ctx named entity insertion) on a subset of 106 randomly
chosen images. Evaluators were presented an image, its ground-truth caption, and the two
captions generated by those methods, and were asked to choose the one they considered
most similar to the ground truth. In total we collected 2,101 responses.

The comparative study revealed that our model was perceived as better than “Show
Attend and Tell + CtxIns” in 53% of the cases. In Figure 2.5 we analyze the results
as a function of the degree of consensus of the evaluators for each image. Our aim is
to exclude from the analysis those images in which there is no clear consensus about
the better caption between the evaluators. To do this we define the degree of consen-
sus C = 1− mi n(votesv ,votesv+t )

max(votesv ,votesv+t ) , where votesv and votesv+t denote the evaluator votes
for each method. At each value of C We reject all images that have smaller consensus.
Then we report on how many samples the majority vote was for the “visual” or “vi-
sual+textual” method. As can be appreciated the results indicate a consistent preference
for the “visual+textual” variant.

2.6 Conclusion

In this chapter we have presented a novel captioning pipeline that aims to take a step
closer to producing captions that offer a plausible interpretation of the scene, and applied
it to the particular case of news image captioning. In addition, we presented GoodNews,
a new dataset comprising 466K samples, the largest news-captioning dataset to date. Our
proposed pipeline integrates contextual information, given here in the form of a news arti-
cle, introducing an attention mechanism that permits the captioning system to selectively



25 Context driven entity-aware captioning for news images

1.00.90.80.70.60.50.40.30.20.10.0
Degree of consensus

0

20

40

60

80

100

#
im

ag
es

21
3134

39414347485050

0

24

364044
4951

56565656

Show Attend Tell + CtxIns
Ours (Avg.) + AttIns

Rejected

Figure 2.5: Comparison of “visual only” and “visual+textual” models regarding human
judgments.

draw information from the context source, guided by the image. Furthermore, we pro-
posed a two-stage procedure implemented in an end-to-end fashion, to incorporate named
entities in the captions, specifically designed to deal with out-of-dictionary entities that
are only made available at test time. Experimental results demonstrate that the proposed
method yields state-of-the-art performance, while it satisfactorily incorporates named en-
tity information in the produced captions.
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Chapter 3

Let there be a clock on the beach:
Reducing Object Hallucination in
Image Captioning

Entities are not to be multiplied without necessity.
– William of Ockham

Explaining an image with missing or non-existent objects is known as object bias
(hallucination) in image captioning. This behaviour is quite common in the state-of-
the-art captioning models which is not desirable by humans. To decrease the object
hallucination in captioning, we propose three simple yet efficient training augmen-
tation method for sentences which requires no new training data or increase in the
model size. By extensive analysis, we show that the proposed methods can signifi-
cantly diminish our models’ object bias on hallucination metrics. Moreover, we ex-
perimentally demonstrate that our methods decrease the dependency on the visual
features. All of our code, configuration files and model weights are available online1.

3.1 Introduction

Many works are published regarding the various failure cases and shortcuts that are ex-
ploited by deep models [58]. The shortcuts can be found especially in Vision and Lan-
guage tasks such as Image Captioning and Visual Question Answering (VQA) in the form

1https://github.com/furkanbiten/object-bias
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of object hallucination [174], language prior [64], focusing on background [19], spurious
correlations [225], action bias [225], and gender bias [73].

UD: A man on a beach with a surfboard
AoA: A man standing on a beach holding a frisbee

Ours (UD): A man standing on a beach near the ocean
Ours (AoA): A man standing on a beach with a clock

Figure 3.1: Standard approaches to image captioning are known to hallucinate on objects
that do co-occur frequently, e.g. beach and frisbee or surfboard. Our method is capable of
reducing object bias by normalizing the co-occurrence statistics, resulting in a reduction
of hallucinated objects and the correct prediction of lower probability ones.

Solving the problem of object bias in image captioning is important for various rea-
sons. First and foremost, describing an image while failing to correctly identify objects is
not desirable to humans [174]. This is especially true for visually impaired people where
they prefer correctness over coverage [141] for obvious reasons. Secondly, even though
the results of the captioning models are pushed to the limit in evaluation metrics, this does
not translate to a decrease in object bias/hallucination [174]. Finally, solving object hal-
lucination is crucial for our models’ generalization capabilities, allowing them to adapt
easier to unseen domains.

It is obvious that hallucination cannot be corrected by collecting even more data from
the same biased world. The co-occurrence patterns will not change or they will be mag-
nified. In other words, these biases do not seem to disappear neither with scaling up the
dataset and nor with the increase in model size [58].

In this work, we demonstrate that it is possible to reduce the object bias without need-
ing more data or increase in the model size while not affecting the model’s computational
complexity and performance. More specifically, we tweak any existing captioning mod-
els by providing object labels as an additional input and employ a simple yet effective
sampling strategy which consist of artificially changing the objects in the captions, e.g.
modifying the sentence “a person is playing with a dog” to “a fork is playing with a dog”.
Along with a change in the sentence, in a corresponding way we also replace the object
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labels provided to the model.

The reason is simple and can be traced back to co-occurrence statistics. By altering
the co-occurrence statistics of the objects, we lessen the models’ dependence on language
prior and visual features as can be seen in Figure 3.1. Our contributions in this work are
as follows:

• A simple method that can be applied to any captioning model to reduce object bias
which requires no extra training data or increase in the model parameters.

• We improve the results on the hallucination metric CHAIR [174] while obtaining a
boost over our baseline models on image captioning evaluation metrics.

• We demonstrate that our technique works with two commonly used loss functions,
cross entropy and REINFORCE [173] algorithm.

3.2 Related Work

Following the advances of the encoder-decoder framework [36] with attention [16] in ma-
chine translation, automatic image captioning took off using similar architectures [208,
221]. The next advance in captioning came from using a pretrained object detector as
feature extractor with two types of attention, top-down and bottom-up attention [9]. In
parallel, it was demonstrated that training captioning models with the REINFORCE al-
gorithm [217], optimizing the evaluation metrics directly, had benefits over using cross-
entropy loss [173]. More recently, with the presentation of Transformers [203], a new
family of models [77] achieved state-of-the-art results. Image captioning recently shifted
into new directions such as generating diverse descriptions [206, 42, 220] by allowing
both grounding and controllability [38, 236, 33] while using various contextual informa-
tion [21, 200].

Nevertheless, despite the continuous improvement on the classic captioning metrics,
there are many biases exploited, that produce biases in the models. To compensate
for gender bias where the models are known to prefer a certain gender over the other
in specific settings, [73] proposed to tweak the original cross-entropy loss with confi-
dence/appearance loss. Another bias in captioning is related to action bias where certain
actions are preferred over others described by [225] where they employ causality [158]
into the captioning models. More specifically, their proposed method uses 4 layers LSTM
with running expected average on ConceptNet [126] concepts for each word produced in
the caption, which it introduces a significant computation overload. Similarly, [3] mod-
ifies the images with generative models to reduce the effect of spurious correlations in
Visual Question Answering task.

[174] show that contemporary captioning models are prone to object bias. More-
over, they describe that evaluation metrics merely measure the similarity between the
ground truth and produced caption, not capturing image relevance. Consequently, they
propose two metrics to quantify the degree of hallucination of objects, namely CHAIRs
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Figure 3.2: Most current models for image captioning utilize object-level visual features
extracted from an object detection network (left diagram). In this chapter we propose a
simple tweak that consists of providing also the object labels as input (center diagram).
The concatenation of label embeddings to visual features allows us to employ data aug-
mentation techniques on the object labels and model supervision (captions) to fix the
object bias in our models (right diagram).

and CHAIRi. CHAIR metrics evaluates how much our models produced wrong object
labels at sentence level (hence CHAIRs) and at object level (hence CHAIRi). Surpris-
ingly, the object hallucination problem has not received the attention it deserves. In this
work, we try to diminish object bias without enlarging the model size or using extra data.
We do so following a simple strategy that can be used with any model that accepts object
detection features as inputs.

3.3 Methods

As mentioned previously, we try to reduce the object bias that exists inherently in ex-
isting models. The main cause of object bias is the systematic co-occurence of specific
object categories in images of our training datasets, we therefore hypothesize that making
the co-occurence statistics matrix more uniform will make our models hallucinate less.
Accordingly, we devise a series of data augmentation techniques to achieve this goal.

3.3.1 A Small Tweak to Any Captioning Model

We would like to start off by giving a concise and general introduction to models in
image captioning. After the introduction of top-down bottom-up attention [9], most of
existing models for image captioning utilize object-level visual features extracted from
an object detection network. More formally, given an image I , a set of bounding box
features V = {v1, v2, ..., vn} are obtained by passing it through a pretrained object detector
O , i.e.V = O (I ). These features are combined with an attention mechanism to be later
fed into Language Models (L ) to generate a sentence S = {w1, w2, ..., wk } where most
common variants of L are Transformers [203] and LSTM [74]. This formulation can be
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seen more clearly on the left part of Figure 3.2.

V̄ = At t (V ,h)

P (w j ), h =L (w j |V̄ , w1, w2, ..., w j−1)
(3.1)

Our tweak to the aforementioned formulation is to simply concatenate the object la-
bels found in an image with bounding box features (middle part of the Figure 3.2). More
formally, we extend the set of bounding box features from V to Ṽ = {v1, v2, ..., vn , l1, l2, ..., li }
where li is the i th embedded object label. After the concatenation, we replace V with V̄
and follow exactly the same training procedure outlined in Equation (3.1).

Concatenation of label embeddings to visual features allows us to employ our data
augmentation techniques. Since we use the labels as input to our models, we can directly
alter them as we see fit. In the following sections, we describe the strategy behind the
augmentation of labels.

3.3.2 Sentence Simplification

A first step to all our data augmentation methods is sentence simplification. By sentence
simplification we refer to removing adjectives that are used in the captions for objects in
the scene. As an example, we would like to modify the sentence “A small black cat is
sitting on top of an old table” into “A cat is sitting on top of a table.”. The reasons are
twofold, one of which is that there are adjectives that can not hold true for every object,
e.g. “small” and “black” can be used for a cat but this will not be correct when cat is
artifically changed with another object such as elephant or banana. Secondly, simplify-
ing the sentence in this way provides another variation of sentences, acting as type of a
regularizer for captioning models to exploit language prior existing in the dataset.

To achieve this goal, we first analyze every caption with a Part-Of-Speech (POS) and
find all the noun phrases corresponding to sentences. However, these noun phrases do
not necessarily have to refer to objects found in an image. That is why, we make use of
synonyms list for object classes that exist in the dataset (e.g. 80 objects in MSCOCO) and
filter the noun phrases that include the object name or its synonyms. As a final step, we
replace the whole noun phrase with the root of the phrase.

3.3.3 Augmentation of Sentences

After simplifying the sentences, we employ different sampling strategies to pick which
object to replace. More formally, given a sentence containing objects oi and o j , we
sample object ok to replace o j according to the distribution P (ok |oi ). Now, we explain in
detail which distributions we use to augment the sentences.
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Uniform Sampling

The choice of uniform sampling is inspired by our hypothesis on creating a uniform object
label co-occurrence matrix. In its most simplest form, we make use of uniform distribu-
tion for sampling, where

P (ok |oi ) = P (ok ) = 1/N . (3.2)

In other words, every object has an equal probability to be sampled where dataset statis-
tics are disregarded. The next two distribution takes into account the discarded dataset
statistics.

Inverse Multinomial Sampling

The most accessible statistics one can obtain regarding any given dataset is the co-occurrence
matrix M ∈ RN×N where Mi j refers to the co-occurrence statistics of objects oi and o j

and N is the number of objects. We define a new distribution which considers dataset
statistics called inverse multinomial by making use of M where

P (ok |oi ) = 1

M̃i k
where M̃i k = Mi k∑

k Mi k
(3.3)

With inverse multinomial, we sample object ok if the occurence is low with object
oi . On the other hand, if object ok and oi co-occurs frequently in the dataset, then the
probability of selecting ok will be quite low.

Updating Co-Occurence Matrix

Although inverse multinomial sampling increases the chance of low frequency pairs to
be sampled, it prevents creating a new bias for low frequency pairs. To circumvent the
problem, we determine to keep track of the matrix M and constantly update according to
the sampled pair. More formally, the distribution is defined as:

P (ok |oi ) = 1

M̃i k
where M̃i j =

Mi j∑
j Mi j

Mi k = Mi k +1, Mi j = Mi j −1

(3.4)

By keeping track of co-occurence statistics in training diminishes the prospect of models
finding a shortcut as well as allowing faster convergence to a uniform M .
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3.4 Experiments

3.4.1 Dataset and Baseline Models

MSCOCO: [123]. We use the most commonly used captioning dataset, MSCOCO [123].
We follow the literature on using the ‘Karpathy’ split [92]. The split contains 113,287
training images with 5 captions each and 5k images for validation and testing.

Evualation Metrics: To evaluate caption quality, we report the standard automatic eval-
uation metrics; CIDEr [204], BLEU [154], METEOR [41], SPICE [8]. Moreover, we in-
clude the new metric called SPICE-U [214] which is a variant of SPICE where it rewards
for uniqueness of sentences. Finally, we provide the hallucination metrics CHAIRs [174]
and CHAIRi [174] for sentence and object level, respectively. In CHAIR metrics, lower
is better.

UpDown (UD): [9]. The bottom-up and top-down attention model utilizes the salient
image regions proposed by object detector pretrained on VG [104] and then weighting the
regions by employing an attention mechanism calculated according to Language Models’
hidden state.

AoA: [77]. The attention on attention model extends the conventional Transformers [203]
model by including another attention to determine the relevance between attention results
and queries. When we train with object labels given as inputs, we refer those models as
UD-L and AoA-L.

3.4.2 Implementation Details

All our models are implemented on top of publicly available code2. We use Adam [101]
optimizer with batch size 10 and learning rate 0.0002 and 0.0005 for UpDown [9] and
AoA [77], respectively. Both models are trained for 30 epochs and we kept the best
models according to best score on validation set on Cider-D [204]. We generate sentences
with no beam search and both models use visual features provided by [9]. For embedding
the object labels, we utilize FastText [85].

We use both of the commonly used training losses employed by the literature, namely
cross-entropy and REINFORCE [173]. For every variant of our model, we randomly
choose to use original sentences or augmented sentences according to flip of a coin as
ground-truth. All the models trained with our augmentation are fine-tuned to allow faster
convergence and to see if we can reduce the “learned” biases of our models. Finally,
we always use the ground truth object labels as input to our models and use X101-FPN
from Detectron2 [219] library to obtain object labels for testing. All the code, model
weights and configuration file necessary for the hyper-parameters will be released upon
accceptance.

2https://github.com/ruotianluo/self-critical.pytorch

https://github.com/ruotianluo/self-critical.pytorch
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Table 3.1: Results of image captinoning models on Karpathy test split. * numbers are
provided by [174] with beam search 5. B-4: Bleu-4, M: Meteor, C: Cider, S: Spice,
S: Spice-U, CHs: CHAIRs, CHi: CHAIRi, UD: UpDown, AoA: Attention on Attention,
Uni: Uniform Sampling, Inv: Inverse Multinomial Sampling, Occ: Co-occurence Updat-
ing. In CHAIR metrics, lower is better.

Cross Entropy Self Critical

Model B-4 ↑ M ↑ C ↑ S ↑ CHs ↓ CHi ↓ S-U ↑ B-4 ↑ M ↑ C ↑ S ↑ CHs ↓ CHi ↓ S-U ↑
3.1.1 UD-VC [212] 39.5 29 130.5 - 10.3 6.5 - - - - - - - -
3.1.2 AoA-VC [212] 39.5 29.3 131.6 - 8.8 5.5 - - - - - - - -
3.1.3 UD-DIC [225] 38.7 28.4 128.2 21.9 10.2 6.7 - - - - - - - -
3.1.4 UD-MMI [214] 22.77 28.84 106.42 20.72 7.8 - 25.27 - - - - - - -
3.1.5 AoA-MMI [214] 27.18 30.39 128.15 22.81 9.28 - 26.53 - - - - - - -
3.1.6 DiscCap [214] 21.58 27.42 110.9 20.27 10.84 - 24.52 - - - - - - -
3.1.7 LRCN [46]* - 23.9 90.8 17.0 17.7 12.6 - - 23.5 93.0 16.9 17.7 12.9 -
3.1.8 FC [173]* - 24.9 95.8 17.9 15.4 11 - - 25 103.9 18.4 14.4 10.1 -
3.1.9 Att2In [173]* - 25.8 102 18.9 10.8 7.9 - - 25.7 106.7 19 12.2 8.4 -

3.1.10 UD [9]* - 27.1 113.7 20.4 8.3 5.9 - - 27.7 120.6 21.4 10.4 6.9 -
3.1.11 NBT [137]* - 26.2 105.1 19.4 7.4 5.4 - - - - - - - -
3.1.12 GAN [179]* - 25.7 100.4 18.7 10.7 7.7 - - - - - - - -
3.1.13 UD 33.2 26.9 108.4 20.0 10.1 6.9 24.05 36.5 27.8 121.5 21.3 11.9 7.7 23.85
3.1.14 UD-L 34.4 27.3 112.7 20.7 6.4 4.1 24.68 37.7 28.6 124.7 22.1 5.9 3.7 25.41
3.1.15 UD-L + Uni 34.2 27.2 112.4 20.6 6.3 4.0 24.61 37.6 28.7 125.2 22.3 5.8 3.7 25.54
3.1.16 UD-L + Inv 34.3 27.3 112.6 20.7 6.2 4.0 24.05 37.8 28.7 125.4 22.3 5.9 3.8 25.60
3.1.17 UD-L + Occ 33.9 27.0 110.7 20.3 5.9 3.8 24.52 37.7 28.7 125.2 22.2 5.8 3.7 25.58
3.1.18 AoA 33.7 27.4 111.0 20.6 9.1 6.2 24.57 38.8 28.7 127.2 22.4 9.6 6.1 24.68
3.1.19 AoA-L 33.1 27.0 110.0 20.3 7.1 4.4 24.30 35.9 28.0 119.6 21.7 7.8 4.8 24.81
3.1.20 AoA-L + Uni 34.1 27.2 111.4 20.5 6.2 3.9 24.58 35.1 27.8 117.7 21.4 7.3 4.5 24.58
3.1.21 AoA-L + Inv 34.3 27.3 112.0 20.6 6.5 4.1 24.93 35.7 28.0 119.2 21.8 7.5 4.6 24.93
3.1.22 AoA-L + Occ 34.3 27.1 111.3 20.5 6.2 3.9 24.57 34.5 27.5 116.0 21.1 7.0 4.3 24.20

3.4.3 Comparison to State of Art

We present the results of our models as well as the state-of-the-art model results in 3.1.
First and foremost, UD-VC ad AoA-VC (row 3.1. 1, 3.1. 2) uses the features extracted
from state of the art object detector while concatenating with the original features pro-
vided by UpDown [9], i.e.they use 2 FasterRCNN architecture in their model training.
While UD-DIC (row 3.1.3) uses 4 deep LSTMs [74] to find matching between produced
words and ConceptNet [126] labels. Moreover, UD-MMI (3.1.4) and AoA-MMI (3.1.5)
trains an LSTM without any visual features to detect the common and not unique sen-
tences and later to be used at inference time. From aforementioned models, we observe
that beating state-of-the-art results or increase in the model size or even using better fea-
tures does not result in our models hallucinating less.

Remark 1 Increase in the model size (parameters) or boost in the image captioning met-
rics does not result in decrease in CHAIR metrics.

Subvariant of this conclusion can be also seen in REINFORCE [173] training. It is
common practice in captioning community to train the models first with cross entropy
and then with self-critical loss [173] on CIDER-D [204]. While this training ensures
a significant boost on the automatic metrics especially on CIDER, it makes our models
hallucinate more (can be seen in row 3.1.7, 3.1.8, 3.1.11, 3.1.13 and 3.1.18).
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Table 3.2: Results on Karpathy Test split. The numbers are obtained by using ground
truth object labels instead of using object detector.

Cross Entropy Self Critical

Model Aug Bleu-4 ↑ METEOR ↑ CIDEr ↑ SPICE ↑ CHAIRs ↓ CHAIRi ↓ Bleu-4 ↑ METEOR ↑ CIDEr ↑ SPICE ↑ CHAIRs ↓ CHAIRi ↓
UD - 34.6 27.4 112.9 20.8 4.5 2.8 37.9 28.7 125.9 22.3 3.5 2.2
UD U 34.6 27.4 113.4 20.8 4 2.5 38.0 28.9 126.2 22.5 3.7 2.3
UD IM 34.5 27.4 114.0 20.9 3.9 2.4 38.0 28.8 126.4 22.5 3.9 2.4
UD Occ 34.0 27.1 111.6 20.5 3.6 2.2 38.0 28.8 126.4 22.5 3.5 2.1

AoA - 33.4 27.2 111.4 20.5 4.4 2.7 36.2 28.3 121.3 22.0 4.3 2.6
AoA U 34.4 27.3 112.5 20.7 2.7 1.6 35.5 28.0 119.2 21.7 3.9 2.3
AoA IM 34.6 27.4 113.4 20.8 3.1 1.9 36.1 28.3 121.0 22.0 3.9 2.3
AoA Occ 34.4 27.4 113.0 20.7 2.7 1.6 34.9 27.7 117.4 21.3 3.7 2.2

Remark 1.1 Self-Critical training leads to increase in the captioning metrics while mak-
ing models hallucinate more.

The next point we would like to move to is regarding our methods starting from 3.1.13.
Simply by adding the object labels as input we notice an improvement on CHAIR metrics
for both of the models. This progress can also be observed on classic image captioning
metrics for UpDown model. Furthermore, we note that addition of labels also reaches the
reported numbers in 3.1. 10 while significantly diminishing the object bias on both sen-
tence and object level. Finally, we see that this simple technique of concatenating object
labels and visual features already gives state-of-the-art results in object hallucination by
around 1 to 4%.

Remark 2 Merely concatenating the labels with visual features results in the decline of
hallucination of our models while beating state-of-the-art models on CHAIR metrics.

Before we focus on our augmentation techniques, we want to point out that reducing
object hallucination from 10% to 6% is not an equivalent to reducing it from 6% to 2%.
The reason is that there are 2 different elements affecting the hallucination, one of which
is the dataset bias which what we are trying to solve and the other one is the noisy and
incorrect FasterRCNN features. From the next section, we see that our methods upper
bound is around 2-3%, suggesting that the rest of the hallucination is mostly coming from
the visual features. That said, it can be seen that we even better the results of row 3.1.14
and row 3.1.19 in comparison to our proposed techniques by around 0.5 to 1%.

Remark 3 We demonstrate that our proposed techniques can reduce the object bias on
the same model architectures.

Furthermore, we remark that we always obtain the best results on CHAIR metrics
with the Co-Occurrence Updating technique although we usually obtain a decrease in
the other common metrics. We also see that Inverse Multinomial sampling results in the
best performance in the classic captioning metrics. Moreoever, Co-Occurence Updating
always achieves the best CHAIR scores out of all the different sampling.

Remark 3.1 Inverse Multinomial achieves the best scores on standard captioning metrics
while Co-Occurence updating performs the best on CHAIR metrics.
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Finally, we report the recently introduced metric SPICE-U [214] where it evaluates
how unique and informative a caption is. We take interest in the said metric since our con-
cern was that proposed augmentation can make captioning models produce more repet-
itive or less informative captions because of the sentence simplification. As can be ob-
served from the 3.1, even in the cases where we have a drop on standard image captioning
metrics, we still improve on SPICE-U. In row 3.1.14-3.1.17, we even have 2% improve-
ment in self-critical training. This is quite encouraging especially compared to SOTA
numbers on row 3.1.4-3.1.6 where we even beat the numbers without the need of training
an extra LSTM.

Remark 4 Our techniques can improve or at least stay the same as the base model on
producing informative and unique captions.

3.4.4 What if we have perfect label extractor?

We try to figure out the upper bound for our techniques. In other words, since it is known
that object detectors are far from providing the perfect labels, we test our methods with
the ground truth annotations of object labels to see the full performance of our different
methods, given in Table 3.2. We use the same models provided in Table 3.1.

First conclusion is that we see an improvement on all the metrics with the usage of
ground truth. This is quite expected since we have trained with the ground truth annota-
tions.

Remark 5 With the perfect object detector, we can improve on all the metrics.

One important remark is that the gap between the models with labels and models
trained with our augmentation is much bigger. Particularly, for UpDown we see the gap
becomes 0.9% and 0.6% while for AoA, it is 1.7%, 1.1% on CHAIRs and CHAIRi, re-
spectively. This suggests that our proposed augmentation will reach even higher values
with the advances on object detector’s performance.

Remark 5.1 Our proposed methods can achieve higher performance simply by obtaining
more precise labels.

Finally, it can be appreciated that in all of the models whether trained with cross-
entropy or self-critical, Co-Occurrence Updating always accomplishes the best scores on
CHAIR metrics, confirming our hypothesis on creating a uniform co-occurence matrix
causing a decrease on object bias.

Remark 5.2 By making the co-occurrence matrix uniform causes our models to have the
least object bias.
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Figure 3.3: CHAIRs scores
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Figure 3.4: CHAIRi scores
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Figure 3.5: Bar plot on low frequency pairs. We provide all the models we trained with
object detector labels and ground truth labels. We select the sentences which contain
objects pairs that has less than 200 co-occurrence.

FRCNN Ground Truth
Vis Feat Labels CHAIRs CHAIRi CHAIRs CHAIRi

UD-L ✓ ✗ 9.2 6.6 - -
UD-L + Uni ✓ ✗ 9.4 6.7 - -
UD-L + Inv ✓ ✗ 9.2 6.6 - -
UD-L + Occ ✓ ✗ 9.8 7.1 - -

UD-L ✗ ✓ 35.8 29.1 35.7 28.7
UD-L + Uni ✗ ✓ 26.1 18.8 24.7 17.3
UD-L + Inv ✗ ✓ 29.2 21 28 19.8
UD-L + Occ ✗ ✓ 20.2 13.6 17.1 11.2

Table 3.3: Results on Karpathy Test split. We either provide to our models only visual
features or object label embeddings.

3.4.5 Data augmentation effect on the models

Our next set of experiments is done to find out what is the proposed augmentation provides
to the model. To take a stab at the problem, we decided to zero out either the visual
features or the object labels at inference time to see how much importance they have on
hallucination. Our numbers can be seen in Table 3.3. Primarily, we appreciate that the
results are much better when using visual features than when using object labels. This
is anticipated and can be thought as taking away the “eyes” of the model. However, we
identify that visual features holds more significance for UD-L than the models trained
with the augmentation (UD-L+Occ and UD-L+Uni).

Remark 6 The proposed training leads to models to put more emphasis on the labels
while reducing the dependence on visual features.

Moreover, it can be appreciated that our model trained with Co-Occurence Updating
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puts less importance on the visual features or utilizes it to a lesser degree than the other
models. This point is especially reinforced when we examine the zeroing out the visual
features. We recognize that models trained with our augmentations utilizes much more
the provided labels, in which from UD-L to UD-L+Occ, there is a 15% improvement.
Another evidence for the statement is that in UD-L from object detection labels to ground
truth, there is simply 0.1%, 0.4% improvement. Furthermore, we can even see that this
gap grows even more when the ground truth is used as input to our models. We notice
that the same difference when used ground truth raises to 18% and 17% for CHAIRs and
CHAIRi, respectively.

Remark 6.1 Co-Occurrence Updating exploits the labels the most out of other 3 models.

UD: A dog is sit-
ting in the grass
near a lake

UD: A man is
jumping a street on
a skateboard

UD: A young child
holding a remote
control in his hand

UD: A group of
people on a beach
with a kite

UD: A woman is
looking at a cell
phone

AoA: A dog run-
ning in a field near
a body of water

AoA: A man is in
the air on a skate-
board

AoA: A baby hold-
ing a remote con-
trol in its hand

AoA: A man stand-
ing under a beach
umbrella on top of
a beach

AoA: A woman
holding a cell
phone in her hand

Ours (UD): A
horse is sitting in
the grass near a
lake

Ours (UD): A man
is doing a trick on
a traffic light

Ours (UD): A baby
is holding a cell
phone in its mouth

Ours (UD): A man
is standing on the
beach with a surf-
board

Ours (UD): A per-
son is holding a
pair of scissors

Ours (AoA): A
horse running in a
field near a body
of water

Ours (AoA): A
man is jumping
the air on a traffic
light

Ours (AoA): A lit-
tle girl holding a
cell phone in her
hand

Ours (AoA): A
group of people
standing on top of
a beach

Ours (AoA): A
woman is a pair of
scissors in a brown

Figure 3.6: Some qualitative samples from our baselines and Co-Occurence Updating
models, referred as ours.

3.4.6 Captioning with uncommon object pairs

To further investigate our proposed formulation, we provide Figure 3.5 for all of our mod-
els in 3.1.13- 3.1.22. In Figure 3.5, we calculated the CHAIRs (Figure 3.3) and CHAIRi
(Figure 3.4) for pairs of objects with low co-occurrence. For this we filtered those images
of the MSCOCO dataset with pairs of objects with a co-occurrence lesser than 200. This
accounts for 23.6% of the MSCOCO test set. It can be recognized that original models
UD ( 3.1. 13) and AoA ( 3.1. 18) have a much higher object bias on low frequency pairs
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than the other ones, an increase around 2% for both models on CHAIRs and 0.2%, 0.3%
on CHAIRi for UD and AoA. In addition, we see much better numbers on UD-L and
AoA-L, so simple concatenation of labels lowers the object bias. Additionally, with the
utilization of perfect labels (orange bars in Figure 3.5), we appreciate that we obtain even
better numbers on low frequency object pairs than the overall numbers calculated in Ta-
ble 3.2. This suggests that our proposed augmentation can handle well on low frequency
object pairs whether trained with cross entropy or self-critical.

As well, we notice that the gap between the original models and Co-Occurrence Up-
dating is bigger on the low frequency pairs. Therefore, our hypothesis on making co-
occurrence matrix as uniform as possible making object bias lower holds valid.

3.4.7 Ablation Study

SS CHAIRs [174] CHAIRi [174]

UD-L + Uni ✗ 6.3 4.1
UD-L + Inv ✗ 6.3 4
UD-L + Occ ✗ 6.5 4.2
UD-L + Uni ✓ 6.3 4
UD-L + Inv ✓ 6.2 4
UD-L + Occ ✓ 5.9 3.8

Table 3.4: Ablation results on sentence simplification.

Our final experimentation is on the analysis of sentence simplification. To see if the
suggested formulation for sentence simplification has any effect on object bias, we de-
cided to run UpDown model with and without sentence simplification. Our results can be
found in Table 3.4.

As can be appreciated from the Table 3.4, sentence simplification does not seem to
have a lot of effect on Uniform and Inverse Multinomial sampling. Even though we
always get better results on using sentence simplification, we only obtain 0.1% which can
be accounted for randomness.

However, sentence simplification has a significant effect on Co-Occurrence Updating.
Our conjecture regarding this phenomena is that since Co-Occurrence Updating selects
more numbers of various pairs than the other two samplings, the models find a correlation
between the adjectives and the replaced objects. As an example, usage of little or cute is
usually adopted for boys or girls. When we replace the phrase “cute little boy” first with
“cute little broccoli” and later with “cute little clock”. The model will learn to associate
“cute little” phrase first with broccoli and then with clock. However, in Uniform Sampling
the models will merely discard this association because of the uniformity in nature and in
Inverse Multinomial, only a handful of pairs will be associated with the phrase. Which is
why we don’t see a lot of disruption in Uniform and Inverse Multinomial.
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3.4.8 Qualitative Results

Last but not least, we present some interesting qualitative samples in Figure 3.6. Our
first remark is that our models outperform the baselines in two ways, one of which is the
deletion of hallucinated objects. This behaviour can be observed in the third and forth
column where the baseline models predicted a surfboard, frisbee, beach umbrella or kite.
These examples show the strong language prior that our models exploit.

On the other hand, our models also outperform the baselines in that they not only
delete the incorrect objects but also replace it with the correct one. As an example, in the
first (or second) column of Figure 3.6, while baseline models predict a dog (skateboard),
our models corrects it to a horse (traffic light). One important remark is that sentences’
verb or action prediction stays the same, e.g.sitting, running, jumping, in which it calls
for an augmentation technique for actions as well.

Finally, we see that even in the case of wrongly produced captions (see fifth column),
our models can still identify the correct object however they are constrained by the lan-
guage models.

3.5 Conclusion

Since describing an image with a failure to correctly identify objects is not desirable to
humans, we focus at the object bias in image captioning models. To reduce object hal-
lucination in image captioning, we propose 3 different sampling techniques to augment
sentences to be treated as ground truth to train image captioning models. By extensive
analysis, we show that the proposed methods can significantly diminish our models’ ob-
ject bias on hallucination metrics. Also, we demonstrate that our methods can achieve
much higher scores with the advances on object detectors. Moreover, we identify that
our suggested techniques makes the models depend less on the visual features and by
making co-occurrence statistics of objects uniform, and resulting in models generalizing
better. But more importantly, we show that it is possible to decrease the object bias with-
out needing extra data/annotations or increase in the model size or the architecture. Our
hope is that this study incites more research on simple but effective methods to train deep
models while keeping the model complexity untouched.
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Visual Question Answering
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Chapter 4

Scene Text Visual Question Answering

Everything should be made as simple as possible,
but not one bit simpler.

– by Albert Einstein

Current visual question answering datasets do not consider the rich semantic infor-
mation conveyed by text within an image. In this work, we present a new dataset,
ST-VQA, that aims to highlight the importance of exploiting high-level semantic in-
formation present in images as textual cues in the Visual Question Answering process.
We use this dataset to define a series of tasks of increasing difficulty for which reading
the scene text in the context provided by the visual information is necessary to reason
and generate an appropriate answer. We propose a new evaluation metric for these
tasks to account both for reasoning errors as well as shortcomings of the text recogni-
tion module. In addition we put forward a series of baseline methods, which provide
further insight to the newly released dataset, and set the scene for further research.

4.1 Introduction

Textual content in man-made environments conveys important high-level semantic in-
formation that is explicit and not available in any other form in the scene. Interpreting
written information in man-made environments is essential in order to perform most ev-
eryday tasks like making a purchase, using public transportation, finding a place in the
city, getting an appointment, or checking whether a store is open or not, to mention just a
few.

43
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Text is present in about 50% of the images in large-scale datasets such as MS Common
Objects in Context [205] and the percentage goes up sharply in urban environments. It is
thus fundamental to design models that take advantage of these explicit cues. Ensuring
that scene text is properly accounted for is not a marginal research problem, but quite
central for holistic scene interpretation models.

The research community on reading systems has made significant advances over the
past decade [90, 63]. The current state of the art in scene text understanding allows
endowing computer vision systems with basic reading capacity, although the community
has not yet exploited this towards solving higher level problems.

At the same time, current Visual Question Answering (VQA) datasets and models
present serious limitations as a result of ignoring scene text content, with disappointing
results on questions that require scene text understanding. We therefore consider it is
timely to bring together these two research lines in the VQA domain. To move towards
more human like reasoning, we contemplate that grounding question answering both on
the visual and the textual information is necessary. Integrating the textual modality in
existing VQA pipelines is not trivial. On one hand, spotting relevant textual information
in the scene requires performing complex reasoning about positions, colors, objects and
semantics, to localise, recognise and eventually interpret the recognised text in the context
of the visual content, or any other contextual information available. On the other hand,
current VQA models work mostly on the principle of classical [157] and operant (instru-
mental) conditioning [188]. Such models, display important dataset biases [84] as well
as failures in counting [32, 2], comparing and identifying attributes. These limitations
make current models unsuitable to directly integrate scene text information which is often
orthogonal and uncorrelated to the visual statistics of the image.

To this end, in this work we propose a new dataset, called Scene Text Visual Question
Answering (ST-VQA) where the questions and answers are attained in a way that ques-
tions can only be answered based on the text present in the image. We consciously draw
the majority (85.5%) of ST-VQA images from datasets that have generic question/answer
pairs that can be combined with ST-VQA to establish a more generic, holistic VQA task.
Some sample images and questions from the collected dataset are shown in Figure 4.1.

Additionally, we introduce three tasks of increasing difficulty that simulate differ-
ent degrees of availability of contextual information. Finally, we define a new evalua-
tion metric to better discern the models’ answering ability, that employs the Levenshtein
distance [113] to account both for reasoning errors as well as shortcomings of the text
recognition subsystem [63]. The dataset, as well as performance evaluation scripts and an
online evaluation service are available through the ST-VQA Web portal1.

1https://rrc.cvc.uab.es/?ch=11

https://rrc.cvc.uab.es/?ch=11
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Q: What is the price of the bananas per kg?
A: $11.98

Q: What does the red sign say?
A: Stop

Q: Where is this train going?
A: To New York
A: New York

Q: What is the exit number on the street sign?
A: 2
A: Exit 2

Figure 4.1: Recognising and interpreting textual content is essential for scene understand-
ing. In the Scene Text Visual Question Answering (ST-VQA) dataset leveraging textual
information in the image is the only way to solve the QA task.
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4.2 Related Work

The task of text detection and recognition in natural images sets the starting point for a
generalized VQA system that can integrate textual cues towards complete scene under-
standing. The most common approach in the reading systems community consists of two
steps, text detection and recognition. Several works have been proposed addressing text
detection such as [121, 120, 238, 72] which are mostly based on Fully Convolutional
Neural Networks.

Text recognition methods such as the one presented in [81] propose recognizing text
at the word level as a classification problem (word spotting) from a 90K English words
vocabulary. Approaches that use Connectionist Temporal Classification have also been
widely used in scene text recognition, in works such as [180, 28, 228, 57, 128], among
others. Later works focus towards end-to-end architectures such as the ones presented
by [30, 139, 71], which mostly consist of an initial Convolutional Neural Network (CNN)
that acts as an encoder and a Long Short Term Memory (LSTM) combined with attention
that acts as the decoder.

Visual Question Answering (VQA) aims to come up with an answer to a given natural
language question about the image. Since its introduction, VQA has received a lot of at-
tention from the Computer Vision community [11, 56, 171, 64, 84, 4] facilitated by access
to large-scale datasets that allow the training of VQA models [11, 64, 105, 230, 193, 142].
Despite VQA’s popularity, none of the existing datasets except TextVQA (reviewed sep-
arately next) consider textual content, while in our work, exploiting textual information
found in the images is the only way to solve the VQA task.

Related to the task proposed in this chapter, are the recent works of Kafle et al. [86]
and Kahou et al. [88] on question answering for bar charts and diagrams, the work of
Kise at al. [103] on QA for machine printed document images, and the work of Kembhavi
et al. [94] on textbook question answering. The Textbook Question Answering (TQA)
dataset [94] aims at answering multimodal questions given a context of text, diagrams
and images, but textual information is provided in computer readable format. This is not
the case for the diagrams and charts of the datasets proposed in [86, 88], meaning that
models require some sort of text recognition to solve such QA tasks. However, the text
found on these datasets is rendered in standard font types and with good quality, and thus
represents a less challenging setup than the scene text used in our work.

TextVQA [186] is a concurrent work to the one presented here. Similarly to ST-VQA,
TextVQA proposes an alternative dataset for VQA which requires reading and reasoning
about scene text. Additionally, [186] also introduces a novel architecture that combines a
standard VQA model [184] and an independently trained OCR module [28] with a “copy”
mechanism, inspired by pointer networks [207, 66], which allows to use OCR recognized
words as predicted answers if needed. Both TextVQA and ST-VQA datasets are concep-
tually similar, although there are important differences in the implementation and design
choices. We offer here a high-level summary of key differences, while section 4.3.2 gives
a quantitative comparison between the two datasets.
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In the case of ST-VQA, a number of different source image datasets were used, in-
cluding scene text understanding ones, while in the case of TextVQA all images come
from a single source, the Open Images dataset. To select the images to annotate for the
ST-VQA, we explicitly required a minimum amount of two text instances to be present,
while in TextVQA images were sampled on a category basis, emphasizing categories that
are expected to contain text. In terms of the questions provided, ST-VQA focuses on
questions that can be answered unambiguously directly using part of the image text as
answer, while in TextVQA any question requiring reading the image text is allowed.

Despite the differences, the two datasets are highly complementary as the image
sources used do not intersect with each other, creating an opportunity for transfer learn-
ing between the two datasets and maybe combining data for training models with greater
generalization capabilities.

4.3 ST-VQA Dataset

4.3.1 Data Collection

In this section we describe the process for collecting images, questions and answers for
the ST-VQA dataset, and offer an in-depth analysis of the collected data. Subsequently,
we detail the proposed tasks and introduce the evaluation metric.

Images: The ST-VQA dataset comprises 23,038 images sourced from a combination
of public datasets that include both scene text understanding datasets as well as generic
computer vision ones. In total, we used six different datasets, namely: ICDAR 2013[91]
and ICDAR2015[90], ImageNet [40], VizWiz[67], IIIT Scene Text Retrieval[148], Visual
Genome [105] and COCO-Text [205]. A key benefit of combining images from various
datasets is the reduction of dataset bias such as selection, capture and negative set bias
which have been shown to exist in popular image datasets[95]. Consequently, the com-
bination of datasets results in a greater variability of questions. To automatically select
images to define questions and answers, we use an end-to-end single shot text retrieval
architecture [61]. We automatically select all images that contain at least 2 text instances
thus ensuring that the proposed questions contain at least 2 possible options as an answer.
The final number of images and questions per dataset can be found in Table 4.1.

Question and Answers: The ST-VQA dataset comprises 31,791 questions. To gather
the questions and answers of our dataset, we used the crowd-sourcing platform Amazon
Mechanical Turk (AMT). During the collection of questions and answers, we encouraged
workers to come up with closed-ended questions that can be unambiguously answered
with text found in the image, prohibiting them to ask yes/no questions or questions that
can be answered only based on the visual information.

The process of collecting question and answer pairs consisted of two steps. First,
the workers were given an image along with instructions asking them to come up with a
question that can be answered using the text found in the image. The workers were asked
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Original Dataset Images Questions

Coco-text 7,520 10,854
Visual Genome 8,490 11,195
VizWiz 835 1,303
ICDAR 1,088 1,423
ImageNet 3,680 5,165
IIIT-STR 1,425 1,890

Total 23,038 31,791

Table 4.1: Number of images and questions gathered per dataset.

to write up to three question and answer pairs. Then, as a verification step, we perform a
second AMT task that consisted of providing different workers with the image and asking
them to respond to the previously defined question. We filtered the questions for which
we did not obtain the same answer in both steps, in order to remove ambiguous questions.
The ambiguous questions were checked by the authors and corrected if necessary, before
being added to the dataset. In some cases both answers were deemed correct and accepted,
therefore ST-VQA questions have up to two different valid answers.

In total, the proposed ST-VQA dataset comprises 23,038 images with 31,791 ques-
tions/answers pair separated into 19,027 images - 26,308 questions for training and 2,993
images - 4,163 questions for testing. We present examples of question and answers of our
dataset in Figure 4.1.

4.3.2 Analysis and Comparison with TextVQA

In Figure 4.2 we provide the length distribution for the gathered questions and answers
of the ST-VQA datasets, in comparison to the recently presented TextVQA. It can be
observed that the length statistics of the two datasets are closely related.

To further explore the statistics of our dataset, Figure 4.3 visualises how the ST-VQA
questions are formed. As it can be appreciated, our questions start with “What, Where,
Which, How and Who”. A considerable percentage starts with “What” questions, as
expected given the nature of the task. A critical point to realize however, is that the
questions are not explicitly asking for specific text that appears in the scene; rather they
are formulated in a way that requires to have certain prior world knowledge/experience.
For example, some of the “what” questions inquire about a brand, website, name, bus
number, etc., which require some explicit knowledge about what a brand or website is.

There has been a lot of effort to deal with the language prior inside the datasets [64, 84,
233]. One of the reasons for having language priors in datasets is the uneven distribution
of answers in the dataset. In VQA v1 [11], since the dataset is formed from the images of
MSCOCO [123], the answers to the question of “what sport ...” are tennis and baseball
over 50%. Another example is the question “is there ...”, having yes as an answer in over
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Figure 4.2: Percentage of questions (top) and answers (bottom) that contain a specific
number of words.

70% of the cases. As can be seen from Figure 4.4, our dataset apart from the “sign”
and “year” questions follows a uniform distribution for the answers, reducing the risk of
language priors while having a big vocabulary for the answers.

To put ST-VQA in perspective, VQA 2.0 [64], the biggest dataset in the community,
contains 1.1 million questions out of which only 8k, corresponding to less than 1% of the
total questions, requires reading the text in the image. The TextVQA [186] dataset on the
other hand comprises 28,408 images paired with 45,336 questions.

As a result of the different collection procedures followed, all ST-VQA questions can
be answered unambiguously directly using the text in the image, while in the case of
TextVQA reportedly 39% (18k) of the answers do not contain any of the OCR tokens 2.
This might be either due to the type of the questions defined, or due to shortcomings of
the employed text recognition engine.

The fact that ST-VQA answers are explicitly grounded to the scene text, allows us
to collect a single answer per question To consider an answer as correct, we introduce a
soft metric that requires it to have a small edit distance to the correct answer (see sec-
tion 4.3.4), factoring this way in the evaluation procedure the performance of the text
recognition sub-system. In the case of TextVQA, 10 answers are collected per question
and any answer supported by at least three subjects is considered correct. In order to
better understand the effects of our approach compared to collecting multiple responses
like in TextVQA, we performed an experiment collecting 10 answers for a random sub-
set of 1,000 ST-VQA questions. Our analysis showed that in 84.1% of the cases there
is agreement between the majority of subjects and the original answer. The same metric
for TextVQA is 80.3%, confirming that defining a single unambiguous answer results in
similarly low ambiguity at evaluation time.

2Presentation of the TextVQA Challenge, CVPR 2019
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Figure 4.3: Distribution of questions in the ST-VQA train set by their starting 4-grams
(ordered from center to outwards). Words with a small contribution are not shown for
better visualization.

4.3.3 Tasks

We define 3 novel tasks, suitable for the ST-VQA dataset, namely “strongly contextu-
alised”, “weakly contextualised” and “open vocabulary”.

The proposed differentiation of tasks can be interpreted by how humans make use of
prior knowledge to argue about their current situation. Such prior knowledge in ST-VQA is
provided as a dictionary, different for each task. Similar approaches using dynamic per-
image dictionaries have been used for DVQA in [86] and for scene text understanding
in [90]. Our formulation of the tasks is inspired by the previous notions and the difficulty
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Figure 4.4: Distribution of answers for different types of questions in the ST-VQA train
set. Each color represents a different unique answer.

per task increases gradually. In the strongly contextualised task we capture this prior
knowledge by creating a dictionary per image for the specific scenario depicted. In the
weakly contextualised task we provide a single dictionary comprising all the words in
the answers of the dataset. Finally, for the open dictionary task, we treat the problem as
tabula rasa where no a priori and no external information is available to the model.

For the strongly contextualised task (1), following the standard practice used for end-
to-end word spotting [91, 90, 210], we create a dictionary per image that contains the
words that appear in the answers defined for questions on that image, along with a series
of distractors. The distractors are generated in two ways. On one hand, they comprise
instances of scene text as returned by a text recogniser applied on the image. On the
other hand, they comprise words obtained by exploiting the semantic understanding of
the scene, in the form of the output of a dynamic lexicon generation model [156, 62]. The
dictionary for the strongly contextualised task is 100 words long and defined per image.

In the weakly contextualised task (2), we provide a unique dictionary of 30,000 words
for all the datasets’ images which is formed by collecting all the 22k ground truth words
plus 8k distractors generated in the same way as in the previous task. Finally for the
open dictionary task (3), we provide no extra information thus we can consider it as an
open-lexicon task.

By proposing the aforementioned tasks the VQA problem is conceived in a novel
manner that has certain advantages. First, it paves the way for research on automatically
processing and generating such prior information, and its effect on the model design and
performance. Second, it provides an interesting training ground for end-to-end reading
systems, where the provided dictionaries can be used to prime text spotting methods.

4.3.4 Evaluation and Open Challenge

Since the answers of our dataset are contained within the text found in the image, which
is dependent on the accuracy of the OCR being employed, the classical evaluation metric
of VQA tasks is not optimum for our dataset, e.g. if the model reasons properly about the
answer but makes a mistake of a few characters in the recognition stage, like in Figure 4.6
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(first row, third column), the typical accuracy score would be 0. However, the metric
we propose named Average Normalized Levenshtein Similarity (ANLS) would give an
intermediate score between 0.5 and 1 that will softly penalise the OCR mistakes. Thus, a
motivation of defining a metric that captures OCR accuracy as well as model reasoning is
evident. To this end, in all 3 tasks we use the normalized Levenshtein similarity [113] as
an evaluation metric. More formally, we define ANLS as follows:

ANLS= 1

N

N∑
i=0

(
max

j
s(ai j ,oqi )

)
(4.1)

s(ai j ,oqi ) =
{

(1−N L(ai j ,oqi )) if N L(ai j ,oqi ) < τ
0 if N L(ai j ,oqi ) Ê τ

where N is the total number of questions in the dataset, M is the total number of GT an-
swers per question, ai j are the ground truth answers where i = {0, ..., N }, and j = {0, ..., M },
and oqi is the network’s answer for the i th question qi . N L(ai j ,oqi ) is the normalized
Levenshtein distance between the strings ai j and oqi (notice that the normalized Leven-
shtein distance is a value between 0 and 1). We define a threshold τ = 0.5 that penalizes
metrics larger than this value, thus the final score will be 0 if the N L is larger than τ. The
intuition behind the threshold is that if an output has an edit distance of more than 0.5
to an answer, meaning getting half of the answer wrong, we reason that the output is the
wrong text selected from the options as an answer. Otherwise, the metric has a smooth
response that can gracefully capture errors in text recognition.

In addition, we provide an online service where the open challenge was hosted [23],
that researchers can use to evaluate their methods against a public validation/test dataset.

4.4 Baselines and Results

The following section describes the baselines employed in this work as well as an analysis
of the results obtained in the experiments conducted. The proposed baselines help us
to showcase the difficulty of the proposed dataset and its tasks. Aside from baselines
designed to exploit all the information available (visual information, scene text, and the
question), we have purposely included baselines that ignore one or more of the available
pieces of information in order to establish lower bounds of performance. The following
baselines are employed to evaluate the datasets:

Random: As a way of assessing aimless chance, we return a random word from the
dictionary provided for each task (see section 4.3.3 for more detail).

Scene Text Retrieval: This baseline leverages a single shot CNN architecture [61]
that predicts at the same time bounding boxes and a Pyramidal Histogram Of Characters
(PHOC) [7]. The PHOC is a compact representation of a word that considers the spatial
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location of each character to construct the resulting encoding. This baseline ignores the
question and any other visual information of the image.

We have defined two approaches: the first (“STR retrieval”) uses the specific task
dictionaries as queries to a given image, and the top-1 retrieved word is returned as the
answer; the second one (“STR bbox”), follows the intuition that humans tend to formulate
questions about the largest text instance in the image. We take the text representation
from the biggest bounding box found and then find the nearest neighbor word in the
corresponding dictionaries.

Scene Image OCR: A state of the art text recognition model [71] is used to process
the test set images. The detected text is ranked according to the confidence score and the
closest match between the most confident text detection and the provided vocabularies
for task 1 and task 2 is used as the answer. In task 3 the most confident text detection is
adopted as the answer directly.

Task 1 Task 2 Task 3 Upper bound
Method with OCR Q V ANLS Acc. ANLS Acc. ANLS Acc. ANLS Acc.

Random ✗ ✗ ✗ 0.015 0.96 0.001 0.00 0.00 0.00 - -
STR [61] (re-
trieval)

✓ ✗ ✗ 0.171 13.78 0.073 5.55 - - 0.782 68.84

STR [61] (bbox) ✓ ✗ ✗ 0.130 7.32 0.118 6.89 0.128 7.21 - -
Scene Image
OCR [71]

✓ ✗ ✗ 0.145 8.89 0.132 8.69 0.140 8.60 - -

SAAA [93] (1k
cls)

✗ ✓ ✓ 0.085 6.36 0.085 6.36 0.085 6.36 0.571 31.96

SAAA+STR (1k
cls)

✓ ✓ ✓ 0.091 6.66 0.091 6.66 0.091 6.66 0.571 31.96

SAAA [93] (5k
cls)

✗ ✓ ✓ 0.087 6.66 0.087 6.66 0.087 6.66 0.740 41.03

SAAA+STR (5k
cls)

✓ ✓ ✓ 0.096 7.41 0.096 7.41 0.096 7.41 0.740 41.03

SAAA [93] (19k
cls)

✗ ✓ ✓ 0.084 6.13 0.084 6.13 0.084 6.13 0.862 52.31

SAAA+STR
(19k cls)

✓ ✓ ✓ 0.087 6.36 0.087 6.36 0.087 6.36 0.862 52.31

QA+STR (19k
cls)

✓ ✓ ✗ 0.069 4.65 0.069 4.65 0.069 4.65 0.862 52.31

SAN(LSTM) [227]
(5k cls)

✗ ✓ ✓ 0.102 7.78 0.102 7.78 0.102 7.78 0.740 41.03

SAN(LSTM)+STR
(5k cls)

✓ ✓ ✓ 0.136 10.34 0.136 10.34 0.136 10.34 0.740 41.03

SAN(CNN)+STR
(5k cls)

✓ ✓ ✓ 0.135 10.46 0.135 10.46 0.135 10.46 0.740 41.03

Table 4.2: Baseline results comparison on the three tasks of ST-VQA dataset. We provide
Average Normalized Levenshtein similarity (ANLS) and Accuracy for different methods
that leverage OCR, Question (Q) and Visual (V) information.

Standard VQA models: We evaluate two standard VQA models. The first one,
named “Show, Ask, Attend and Answer” [93] (SAAA), consists of a CNN-LSTM archi-
tecture. On one hand, a ResNet-152 [70] is used to extract image features with dimension
14 × 14 × 2048, while the question is tokenized and embedded by using a multi-layer
LSTM. On top of the combination of image features and the question embedding, multi-
ple attention maps (glimpses) are obtained. The result of the attention glimpses over the
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image features and the last state of the LSTM is concatenated and fed into two fully con-
nected layers to obtain the distribution of answer probabilities according to the classes.
We optimize the model with the Adam optimizer [101] with a batch size of 128 for 30
epochs. The starting learning rate is 0.001 which decays by half every 50K iterations.

The second model, named “Stacked Attention Networks” [227] (SAN), uses a pre-
trained VGGN [182] CNN to obtain image features with shape 14×14×512. Two question
encoding methods are proposed, one that uses an LSTM and another that uses a CNN,
both of them yielding similar results according to the evaluated dataset. The encoded
question either by a CNN or LSTM is used along with the image features to compute
two attention maps, which later are used with the image features to output a classification
vector. We optimize the model with a batch size of 100 for 150 epochs. The optimizer
used is RMSProp with a starting learning rate of 0.0003 and a decay value of 0.9999.

Overall, three different experiments are proposed according to the output classification
vector. The first, is formed by selecting the most common 1k answer strings in the ST-
VQA training set as in [11]. For the second one, we selected the 5k most common answers
so that we can see the effect of a gradual increase of the output vector in the two VQA
models. In the third one, all the answers found in the training set are used (19,296) to
replicate the wide range vocabulary of scene-text images and to capture all the answers
found in the training set.

Fusing Modalities - Standard VQA Models + Scene Text Retrieval: Using the
previously described VQA models, the purpose of this baseline is to combine textual
features obtained from a scene text retrieval model with existing VQA pipelines. To
achieve this, we use the model from [61] and we employ the output tensor before the non-
maximal suppression step (NMS) is performed. The most confident PHOC predictions
above a threshold are selected relative to a single grid cell. The selected features form
a tensor of size 14×14×609, which is concatenated with the image features before the
attention maps are calculated on both previously described VQA baselines. Afterwards
the attended features are used to output a probability distribution over the classification
vector. The models are optimized using the same strategy described before.
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Figure 4.5: Results of baseline methods in the open vocabulary task of ST-VQA by ques-
tion type.
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4.4.1 Results

The results of all provided baselines according to the defined tasks are summarized in Ta-
ble 4.2. As a way to compare the proposed Average Normalized Levenshtein Similarity
(ANLS) metric, we also calculate the accuracy for each baseline. The accuracy is calcu-
lated by counting the exact matches between the model predictions and collected answers
as is the standard practice in the VQA literature.

The last column in Table 4.2, upper bound, shows the maximum possible score that
can be achieved depending on the method evaluated. The upper bound accuracy for stan-
dard VQA models is the percentage of questions where the correct answer is part of the
models’ output vocabulary, while the upper bound ANLS is calculated by taking as an-
swer the closest word (output class) in terms of Levenshtein distance to the correct answer.
In the case of the Scene Text Retrieval (STR retrieval) [61] model the upper bound is cal-
culated by assuming that the correct answer is a single word and that this word is retrieved
by the model as the top-1 among all the words in the provided vocabularies.

In Table 4.2 we appreciate that standard VQA models that disregard textual infor-
mation from the image achieve similar scores, ranging between 0.085 to 0.102 ANLS,
or 6.36% to 7.78% accuracy. One relevant point is that although in VQA v1 [11] the
SAAA [93] model is known to outperform SAN [227], in our dataset the effect found
is the opposite, due to the fact that our dataset and task outline is different in its nature
compared to VQA v1.

Another important point is that the SAAA model increases both its accuracy and
ANLS score when using a larger classification vector size, from 1k to 5k classes; how-
ever, going from 5k to 19k classes the results are worse, suggesting that learning such a
big vocabulary in a classification manner is not feasible.

It is worth noting that the proposed ANLS metric generally tracks accuracy, which
indicates broad compatibility between the metrics. But, in addition, ANLS can deal with
border cases (i.e. correct intended responses, but slightly wrong recognized text) where
accuracy, being a hard metric based on exact matches, cannot. Such border cases are
frequent due to errors at the text recognition stage. Examples of such behaviour can be
seen in the qualitative results shown in Figure 4.6 for some of the answers (indicated in
orange color). This also explains why the “Scene Image OCR” model is better ranked in
terms of ANLS than of accuracy in Table 4.2.

Finally, we notice that standard VQA models, disregarding any textual information,
perform worse or comparable at best to the “STR (retrieval)” or “Scene Image OCR”
models, despite the fact that these heuristic methods do not take into account the question.
This observation confirms the necessity of leveraging textual information as a way to
improve performance in VQA models. We demonstrate this effect by slightly improving
the results of VQA models (SAAA and SAN) by using a combination of visual features
and PHOC-based textual features (see SAAA+STR and SAN+STR baselines descriptions
for details).

For further analysis of the baseline models’ outputs and comparison between them,
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we provide in Figure 4.5 two bar charts with specific results on different question types.
In most of them the STR model is better than the “Scene Image OCR” (ST-OCR) in terms
of ANLS. The effect of PHOC embedding is especially visible on the SAN model for cor-
rectly answering the question type such as “what year”, “what company” and “which”.
Also, none of the models is capable of answering the questions regarding license plates,
“who” and “what number”. This is an inherent limitation of models treating VQA as a
pure classification problem, as they can not deal with out of vocabulary answers. In this
regard the importance of using PHOC features lies in their ability to capture the morphol-
ogy of words rather than their semantics as in other text embeddings [147, 159, 26]; since
several text instances and answers in the dataset may not have any representation in a pre-
trained semantic model. The use of a morphological embedding like PHOC can provide
a starting point for datasets that contain text and answers in several languages and out of
dictionary words such as license plates, prices, directions, names, etc.

4.5 Conclusions and Future Work

This work introduces a new and relevant dimension to the VQA domain. We presented
a new dataset for Visual Question Answering, the Scene Text VQA, that aims to high-
light the importance of properly exploiting the high-level semantic information present
in images in the form of scene text to inform the VQA process. The dataset comprises
questions and answers of high variability, and poses extremely difficult challenges for
current VQA methods. We thoroughly analysed the ST-VQA dataset through performing
as series of experiments with baseline methods, which established the lower performance
bounds, and provided important insights. Although we demonstrate that adding textual
information to generic VQA models leads to improvements, we also show that ad-hoc
baselines (e.g. OCR-based, which do exploit the contextual words) can outperform them,
reinforcing the need of different approaches. Existing VQA models usually address the
problem as a classification task, but in the case of scene text based answers the number
of possible classes is intractable. Dictionaries defined over single words are also limited.
Instead, a generative pipeline such as the ones used in image captioning is required to cap-
ture multiple-word answers, and out of dictionary strings such as numbers, license plates
or codes. The proposed metric, namely Average Normalized Levenshtein Similarity is
better suited for generative models compared to evaluating classification performance,
while at the same time, it has a smooth response to the text recognition performance.
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Q: What brand are the
machines?
A: bongard
SAN(CNN)+STR: ray
SAAA+STR: ray
Scene Image OCR:
zbongard
STR (bbox): 1

Q: Where is the high
court located?
A: delhi
SAN(CNN)+STR: delhi
SAAA+STR: delhi
Scene Image OCR:
high
STR (bbox): delhi

Q: What does the black
label say?
A: GemOro
SAN(CNN)+STR: st.
george ct.
SAAA+STR: es-
planade
Scene Image OCR:
gemors
STR (bbox): genoa

Q: What’s the street
name?
A: place d’armes
SAN(CNN)+STR: 10th
st
SAAA+STR: ramis-
trasse
Scene Image OCR:
d’armes
STR (bbox): dames

Q: What is the route of
the bus?
A: purple route
SAN(CNN)+STR: 66
SAAA+STR: 508
Scene Image OCR:
1208
STR (bbox): purple

Q: What is the auto-
mobile sponsor of the
event?
A: kia
SAN(CNN)+STR: kia
SAAA+STR: kia
Scene Image OCR:
kin
STR (bbox): 0

Q: Which dessert is
showcased?
A: donut
A: Vegan Donut
SAN(CNN)+STR: t
SAAA+STR: Donuts
Scene Image OCR:
175
STR (bbox): north

Q: What is preheat
oven temperature?
A: 350
SAN(CNN)+STR: 350
SAAA+STR: 0
Scene Image OCR:
high
STR (bbox): receiv-
ables

Figure 4.6: Qualitative results for different methods on task 1 (strongly contextualised)
of the ST-VQA dataset. For each image we show the question (Q), ground-truth answer
(blue), and the answers provided by different methods (green: correct answer, red: incor-
rect answer, orange: incorrect answer in terms of accuracy but partially correct in terms
of ANLS (0.5 ≤ AN LS < 1)).
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Chapter 5

Multimodal grid features and cell
pointers for Scene Text Visual Question
Answering

Draw as if the object being drawn has never existed - because it hasn’t.
Scale & the Incas (2018), by Andrew Hamilton

This paper presents a new model for the task of scene text visual question answer-
ing. In this task questions about a given image can only be answered by reading and
understanding scene text. Current state of the art models for this task make use of
a dual attention mechanism in which one attention module attends to visual features
while the other attends to textual features. A possible issue with this is that it makes
difficult for the model to reason jointly about both modalities. To fix this problem we
propose a new model that is based on an single attention mechanism that attends to
multi-modal features conditioned to the question. The output weights of this attention
module over a grid of multi-modal spatial features are interpreted as the probability
that a certain spatial location of the image contains the answer text to the given ques-
tion. Our experiments demonstrate competitive performance in two standard datasets.
In particular we outperform previous state of the art by 4% accuracy on the ST-VQA
dataset. Furthermore, we also provide a novel analysis of the ST-VQA dataset based
on a human performance study. Supplementary material, code, and data is made
available through this link.

59

https://github.com/lluisgomez/ST-VQA_Loc
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Q: What brand name is on the tent with the blue stripe? A: COLUMBIA

Figure 5.1: Answering scene text visual questions requires reasoning about the visual and
textual information. Our model is based on an attention mechanism that jointly attends to
visual and textual features of the image.

5.1 Introduction

For an intelligent agent to answer a question about an image, it needs to understand its
content. Depending on the question, the visual understanding skills required will vary:
object/attributes recognition, spatial reasoning, counting, comparing, use of common-
sense knowledge, or a combination of any of them. Reading is another skill that can be of
great use for Visual Question Answering (VQA) and has not been explored until recently
by [24] and [185].

Scene text VQA is the task of answering questions about an image that can only can be
answered by reading/understanding scene text that is present in it. An interesting property
of this task over standard VQA is that the textual modality is present both in the question
and in the image representations. Thus the task calls for a different family of composed
models using computer vision (CV) and natural language processing (NLP).

Current state of the art on scene text VQA, [185], make use of a dual attention mech-
anism: one attention module that attends the image visual features conditioned to the
question, and another that attends to the textual features (OCR text instances) conditioned
to the question. A potential issue with this is that it makes difficult for the model to reason
jointly about the two modalities, since this can only be done after the late fusion of the
two modules. In this chapter we propose a solution to this problem, by using a single
attention module that attends to multi-modal features as shown in Figures 5.1 and 5.2.

For that we construct a grid of multi-modal features by concatenation of convolutional
features and a spatial aware arrangement of word embeddings, so that the resulting grid
combines the features of the two modalities at each spatial location (cell). Then we use
an attention module that attends to the multi-modal spatial features conditioned to the
question. The output weights of this attention module are interpreted as the probability
that a certain spatial location (grid cell) of the image contains the answer to the given
question.
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OCR
FastText

Grid Embedding

Image encoder (CNN)

608 X 608

38 X 38 X 512

38 X 38 X 300

Multimodal
Spatial Attention

A:"melbourne"

Q: Where    is     the   match   being  played?

FastText FastText FastText FastText FastText FastText

38 X 38 X 812

38 X 38

Cell pointers

LSTM Cell LSTM Cell LSTM Cell LSTM Cell LSTM Cell LSTM Cell

Scene text encoder

Question encoder

Answer prediction

A:"KIA"

A:"IA"

Figure 5.2: Our scene text VQA model consists in four different modules: a visual feature
extractor (CNN), a scene text feature extractor (OCR + FastText), a question encoder
(LSTM + FastText), and the answer prediction model.

It is worth noting that with such an approach we somehow recast the problem of
scene text VQA as an answer localization task: given an image and question our model
localizes the bounding box of the answer text instance. In this sense the architecture of
our model is similar to one-stage object detectors, e.g. [169] and [127], but conditioning
their output to a given question in natural language form through an attention layer. This
idea also directly links with the pointer networks proposed by [207] and used in [185], but
distinctly to these works, we have a fixed input-output space: the number of grid cells.

Another important difference of our model with current state of the art in both standard
VQA and scene text VQA is that we use grid based features for encoding the image, while
most current models make use of region based features as in [10]. Although our motiva-
tion here is our belief that visual and textual features must be fused together maintaining
their spatial co-relation, this has also other benefits, as the whole model is simplified and
the times for training and inference are highly reduced.

The summary of the contributions of this paper is as follows:
• We identify a problem with the dual attention mechanisms used in current state of

the art for scene text VQA.

• We propose a new model for fixing this problem.

• We demonstrate that grid visual features from a pre-trained one-stage object detec-
tor is a good alternative to bottom-up region based features for this task.

• Our model is faster that previous state of the art in both training and inference.

• We outperform the state of the art by 4% accuracy on the ST-VQA dataset.

• We provide extensive experimental results, a thorough ablation study of our model,
and a novel human performance analysis on the ST-VQA dataset.
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5.2 Related Work

Scene text visual question answering has been proposed recently with the appearance of
two datasets, TextVQA by [185] and ST-VQA by [24].

Along with the ST-VQA dataset, [24] presented a baseline analysis including standard
VQA models by [93] and [227], and a variation of those models in which image features
where concatenated with a text representation obtained with a scene text retrieval model
[61] that produces a PHOC representation on its output. Our model takes inspiration
from this concatenation of visual and textual features along the spatial dimensions, but
we replace the PHOC structural descriptor by semantic word embeddings.

[23] organized the ICDAR 2019 Competition on Scene Text Visual Question Answer-
ing, in which a total of seven teams evaluated their models on the ST-VQA dataset. The
winner entry (VTA) was based on the Bottom-Up and Top-Down VQA model by [10] but
the textual branch was enhanced with BERT word embeddings, [43], of both questions
and text instances extracted with an off-the-shelf OCR system.

[149] presented a model that represents questions using a BLSTM, images using a
pretrained CNN, and OCRed text with their average word2vec representations. They
encode each OCRed text block (a group of text tokens) using its coordinate positions,
and a semantic tag provided by a named entity recognition model. All these features are
concatenated and fed into a MLP network that predicts an answer from a fixed vocabulary
(including “yes”, “no”, and 32 predefined book genres) or from one of the OCRed text
blocks.

On the Text-VQA side, [185] proposed the Look, Read, Reason & Answer (LoRRA)
method, that extends the well known framework for VQA of [184] by allowing to copy an
OCR token (text instance) from the image as the answer. For this they apply an attention
mechanism, conditioned on the question, over all the text instances provided by the OCR
model of [28], and include the OCR token indices as a dynamic vocabulary in the answer
classifier’s output space. The model uses two attention modules, one attends the visual
features and the other attends to textual features, both conditioned on the question. After
that the weighted average over the visual and textual features are concatenated and go
through a two-layer feed-forward network which predicts the binary probabilities as logits
for each answer.

[185] have also organized the TextVQA Challenge 2019, in which the winner method
(DCD_ZJU) extended the LoRRA model by using the BERT embedding instead of GloVE,
[159], and the Multi-modal Factorized High-order (MFH) pooling proposed by [231] in
both of the attention branches.

The main difference of the model proposed here with the LoRRA and DCD_ZJU
models is that we use a single attention branch, that attends jointly to visual and textual
features. We also use a different pointer mechanism that directly treats the output weights
of the attention module as the probability that a certain cell contains the correct answer to
a given question. Notice that this is closer to the original formulation of Pointer Networks
[207] since we directly use the predicted weights of the attention module as pointers,
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without any extra dense layer as in [185], but slightly different in the sense that our input
and output size is fixed by the size of the features’ grid. On the other hand in our model we
use a one-stage object detector as a visual feature extractor instead of the Faster-RCNN,
[172], used in LoRRA, which implies faster training and inference times.

5.3 Method

Figure 5.2 illustrates the proposed model, it consists in four different modules: image
encoder (CNN), scene text encoder (OCR + FastText), question encoder (LSTM + Fast-
Text), and the answer prediction module. The CNN, OCR, and FastText models are used
with pre-trained weights and not updated during training, while the question encoder and
answer prediction modules are trained from scratch.

5.3.1 Image encoder

One common component of all visual question answering models is the use of a convo-
lutional neural network as a visual feature extractor. While in the first VQA models it
was common to use a single flat vector as a global descriptor for the input image, see [11]
and [97], with the advent of attention mechanisms grid based features became ubiquitous,
see e.g. in [93] and [227]. However, today’s standard approach is to use region based
convolutional features from a set of objects provided by an object detection network as
proposed in [10]. The rationale is that using objects as the semantic entities for reasoning
helps for a better grounding of language.

In this chapter we are interested in using grid features, because our whole motivation
depends on them. But contrary to previous models using grid features, we propose here to
extract them using a one-stage object detector, [170], instead of CNN models pretrained
for classification. With this we argue that it is possible to maintain a fair trade-off between
the use of objects’ representations for reasoning and the spatial structure of the grid-based
features.

Our visual feature extraction fC N N (I ) is based on the architecture of the YOLOv3
model by [170] with weights pre-trained on the MS-COCO dataset. The YOLOv3 model
has a total of 65 successive 3×3 and 1×1 convolutional layers and residual connections.
We extract features from the 61st layer, which produces a feature map with dimensions
38×38×512 that encode high-level object semantics. This configures the features’ grid
size in our model to be 38×38. The size of the grid is chosen so that we can quantize
the textual information without loosing small words (see next section). A 38× 38 grid
size means each cell corresponds to a 16×16 patch of the input image (with an 608×608
resolution), which means the smallest possible bounding box of a text instance we expect
to find is 16×16.
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5.3.2 Scene text encoder

The first step in our textual feature extractor fST (I ) is to apply an optical character recog-
nition (OCR) model to the input image in order to obtain a set of word bounding boxes
and their transcriptions T = {(b1, t1), (b2, t2), . . . , (bn , tn)} . Text extraction from scene
images is still an open research area attracting a lot of interest among the computer vision
research community, see e.g. [14, 128, 31]. In this work we have evaluated several pub-
licly available state of the art models as well as the commercial OCR solution of Google1

As a standard practice in many applications of natural language processing we embed
the words extracted from the OCR module into a semantic space by using a pretrained
word embedding model. In our case we make use of the FastText word embedding by
[27], because it allows us to embed out of vocabulary (OOV) words. Notice that OOV
words are quite common in scene text VQA because of two reasons: first, some question
may refer to named entities or structured textual information that is not present in closed
vocabularies, e.g. telephone numbers, e-mail addresses, website URLs, etc.; second, the
transcription outputs of the OCR may be partially wrong, either because the scene text is
almost illegible, partially occluded or out of the frame.

We use the FastText pretrained model with 1 million 300d word vectors, trained with
subword information on Wikipedia 2017, UMBC webbase corpus and statmt.org news
dataset.

With all word transcriptions in T embedded in the FastText 300d space we construct
a 38×38×300 tensor by assigning each of their bounding boxes to the cells in a 38×38
grid with which they overlap as illustrated in Figure 5.3, so that the embedding vectors
maintain the same relative spatial positions as the words in the original image. In order to
overcome small words being overlapped by larger words we do this assignment in order,
from larger words to smaller. The cells without any textual information are set to zero
value. Finally, we concatenate the outputs of the image encoder and the scene text encoder
to obtain the multi-modal grid based features of the image fm(I ) = [ fC N N (I ); fST (I )] ∈
R38×38×812.

5.3.3 Question encoder

The question encoder is another common module in all VQA models. Recurrent neural
networks, either with LSTM or GRU units, are the most common choice of state of the art
models, e.g. [227] [93] [82] [10] [185], while the use of CNN has also been explored as
an alternative encoding in [227]. In this work we use an LSTM encoder, with the LSTM
unit formulation of [59].

Given a question Q with N words Q = {q1, q2, . . . , qN } we first embed each word with
the FastText word embedding function described in section 5.3.2, and then we feed each
word embedding vector into the LSTM. The final hidden layer of the LSTM model is
taken as the output of the question encoder:

1https://cloud.google.com/vision/

https://cloud.google.com/vision/
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(a) (b) (c)

Figure 5.3: Grid cell assignment of the OCR words’ bounding boxes. Given an input im-
age (a), the bounding boxes of the words extracted from the OCR model (b) are assigned
to their overlapping cells.

fq (Q) = LST M(q̃i ,hi−1)∀i ∈ {1,2, . . . , N } (5.1)

where q̃i is the FastText embedding of word qi , and hi−1 is the output of the LSTM for
previous word – we omit the propagation of memory units to simplify the notation. Our
LSTM has two dense layers with 256 hidden units and two Dropout layers with a 0.5
drop out rate. The output of the question embedding function fq (Q) is a vector with 1024
dimensions.

5.3.4 Answer prediction

The main component of the answer prediction module is an attention mechanism that
attends to the spatial multi-modal features fm(I ) conditioned on the question embedding
fq (Q).

Figure 5.4 illustrates the computation graph of our attention mechanism f At t . First
the multimodal grid features fm(I ) are convolved by two 1×1 convolutional layers with
1024 and 512 kernels respectively, resulting in a 38×38×512 tensor, the question encoded
vector fq (Q) goes through a dense layer with 512 output neurons and is tiled/broadcasted
to a shape of 38×38×512. These two tensors (mat t and qat t ) are added and activated
with an hyperbolic tangent (tanh) activation. Finally, the resulting tensor of this operation
is convolved with a 1×1 convolutional layer with a sigmoid activation function to produce
the output attention map pat t with shape 38×38×1:

pat t = f At t ([ fC N N (I ); fST (I )], fq (Q)) (5.2)
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Figure 5.4: Computation graph of our attention mechanism f At t .

At this point we interpret the values in the output attention map pat t as the probability
of each image cell to contain the correct answer to the given question Q. Notice that by
applying a sigmoid activation function to the last convolution layer we treat the probability
for each cell as an individual binary classification problem. This is intentional as in most
of the cases the bounding box of the correct answer will cover more than one cell. We
train our model using the binary cross entropy loss function:

E =−
38∑

i=1

38∑
j=1

[
gi , j log pi , j + (1− gi , j ) log(1−pi , j )

]
(5.3)

where pi , j is the probability value of the cell on the i th row and j th column on the output
attention map pat t , and gi , j is the ground truth value for that cell: 1 if the cell contains the
answer, 0 otherwise. At inference time, the predicted answer is the OCR token assigned
to the cell with maximum probability.

The attention mechanism described so far can be used within several design varia-
tions such as the stacked attention of [227], or the question-image co-attention of [136]
and [152]. In particular we have adopted the stacked design in our model and empiri-
cally found an improvement over using a single attention layer (see the ablation study
in section 5.4.4 for the details). For this we stack two attention layers, and in the first
one we combine the weighted average over the multimodal spatial features (using the
output probability map as weights) with the question embedding (by addition), and this
combination is fed to the second attention layer as the question embedding.

Moreover, we notice that since our model is made fully convolutional (including the
image encoder) on all the visual branch, we can perform inference at different input scales
using the same learnt weights.
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Q: How much is
the rate of one
seasonal apple
fruit?
A: 50p

Q: What is the
word on the white
sign?
A: sinclair

Q: What is the
brand advertised
on the back of
the bus?
A: tropicana

Q: What is the
sugar brand?
A: domino

Q: What is the
destination of the
bus ?
A: stockport

Figure 5.5: Examples of questions from the ST-VQA tests and correctly predicted answers
by our model.

5.4 Experiments

In this section we present a set of experiments performed on the ST-VQA and TextVQA
datasets. First, we briefly introduce both datasets and their metrics. Second we present
a comparison of different OCR systems on the ST-VQA dataset. Then we compare the
performance of the proposed model with the state of the art on both datasets, and present
an ablation study of the proposed model. Finally, we present an extension of the ST-VQA
dataset and analyze human performance on a subset of its test set.

5.4.1 Datasets

The ST-VQA dataset comprises 23,038 images and 31,791 question/answer pairs. The
images were collected from seven different public data sets with the only requirement to
contain at least 2 text tokens, so there is always some inherent confusion. The dataset is
split into two sets with 19,027 images / 26,308 questions for training, and 2,993 images /
4,163 questions for testing. The annotation process was carried out by human annotators
who received specific instructions to ask questions based on the text present in each image,
so that the answer to the questions should always be a token (or a set of tokens) of legible
text in the image.

The evaluation metric on the ST-VQA dataset is the average normalized Levenshtein
similarity (ANLS) that assigns a soft score s to a given pair of predicted and ground-truth
answers (anspr ed and ansg t ) based on their normalized Levenshtein edit distance (dLN ):
s(anspr ed , ansg t ) = 1−dN L(anspr ed , ansg t ).
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The TextVQA dataset comprises a total of 28,408 images and 45,336 questions. It
is split into sets of 21,953 images / 34,602 questions for training, 3,166 images / 5,000
questions for validation, and 3,289 images / 5,734 questions for test. All images come
from the OpenImages dataset, [109], and were sampled on a category basis, emphasizing
categories that are expected to contain text. In TextVQA any question requiring reading
the image text is allowed, including questions for which the answer does not correspond
explicitly to a legible text token (e.g. around 9% are binary (yes/no) questions). Notice
that distinct from ST-VQA answering those questions implies the use of a fixed output
vocabulary.

The evaluation metric on the TextVQA dataset is the VQAv2 accuracy: Acc(ans) =
mi n( h(ans)

3 ,1) where h(3) counts the number of humans that answered ans among the 10
collected human answers for each question. All accuracy values reported in this section
are expressed in percentage.

It is worth noting that in parallel to these two datasets [149] presented the OCR-
VQA dataset, with more than 1 million question-answer pairs about 207K images of
book covers. However, we do not consider it in our experiments because the task in OCR-
VQA is different in nature to the one our model is designed for, since more than 50% of
the questions have answers that are not scene text instances (including for example 40%
binary (yes/no) questions and 10% questions about book genres).

5.4.2 OCR performance analysis

Table 5.1 shows the answer recall of two different state of the art scene text recognition
models and of a commercial OCR system. Answer recall is computed as the percentage of
answers in the ST-VQA train set that match with a text token found by the OCR system.
The ANLS upper-bound gives us the maximum score we can achieve in this dataset with
different OCR systems.

Table 5.1: Answer recall and ANLS upper-bound for different off-the-shelf OCR systems
on the ST-VQA training set.

OCR
Answer
Recall

ANLS
Upper-bound

FOTS – [128] 37.56 0.47
E2EML – [31] 41.37 0.52
Google OCR API 60.19 0.74

For all experiments reported in this section on the ST-VQA dataset we use the OCR
tokens obtained with the Google OCR API. For the experiments on the TextVQA dataset
we use the OCR tokens from the Rosetta OCR system, [28], that are provided with the
dataset to showcase comparable results. At training time we discard image/question pairs
for which the answer is not in the OCR tokens’ set.
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5.4.3 Performance comparison

Table 5.2 compares the performance of the proposed model with the state of the art on
the ST-VQA dataset. We appreciate that our model clearly outperforms all previously
published methods both in ANLS and accuracy, improving more than 10% ANLS com-
pared to the ST-VQA competition models and 5% ANLS over LoRRA. It is important
also to recall here that our model is 5× faster than LoRRA at processing an image, as a
consequence of using YOLOv3 instead of Faster-RCNN for feature extraction.

Table 5.2: ST-VQA performance comparison on the test set. Numbers with † are from the
official implementation of LoRRA trained on ST-VQA using the same OCR tokens as in
our model.

Method ANLS Acc.

SAAA [93] 0.087 6.66
SAN [227] 0.102 7.78

SAN+STR [61] 0.136 10.34
QAQ - rep. from [23] 0.256 19.19
VTA - rep. from [23] 0.282 18.12
LoRRA [185] 0.331† 21.28
Ours 0.381 26.06

Figure 5.5 shows qualitative examples of the produced attention masks and predicted
answers for 5 image/question pairs from the ST-VQA test set that are correctly answered
by our model. Among them we can see examples in which textual information alone
would suffice to provide a correct answer, but also cases where a joint interpretation of vi-
sual and textual cues is needed. More qualitative examples are provided as supplementary
material of this paper.

Table 5.3 shows the performance comparison on the validation set of TextVQA. In this
case we also compare the accuracy in the specific subset of questions for which the answer
is among OCR tokens (indicated as Acc.† in the table), to understand how the presence
of answers that do not correspond to scene text instances in the image (e.g. “yes”/“no”
answers) affect the performance of our model. In this subset our model outperforms
previous state of the art by a clear margin, while in the whole validation set we observe the
opposite. Notice that this is expected because our model has no mechanism for providing
valid answers to questions the answers of which are not in the OCR tokens, while the
LoRRA model can cope with these questions by using a fixed vocabulary answer output
space similar to standard VQA models.

In order to provide a fair comparison in the whole validation set of TextVQA we have
combined the predictions of our model with the well known standard VQA model SAAA,
[93]. In this experiment we have trained the SAAA model on TextVQA with a fixed
output space of the most common 3,000 answers, and the results of entry Ours+SAAA
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Table 5.3: TextVQA performance comparison on the validation set. Acc.† refers to the
subset of questions with answers among OCR tokens.

Method Acc.† Acc.

SAAA [93] 9.09 13.33

LoRRA [185] 32.03 27.48
Ours 37.60 21.88
Ours + SAAA 37.60 26.07

in Table 5.3 correspond to an ensemble model in which the the answer is selected with a
threshold-based decision. More specifically, the ensemble selects the SAAA answer if its
classification confidence is above a given threshold, otherwise it selects the answer of our
model. We use a threshold decision over the classification score of the SAAA model and
not over ours because we have experimentally found that the confidences of SAAA are
better indicators for whether a given question can be answered or not without reading the
scene text. The threshold value used was set to 0.5 as in a binary classification problem.
We appreciate that this ensemble model achieves competitive performance to the state of
the art. While SAAA alone has a marginal performance in TextVQA, the confidences of
its predictions are good indicators for whether a given question can be answered without
reading the scene text. In such a scenario a model like ours can be leveraged in a mixed
dataset where questions may or may not require answers from the OCR tokens’ set.

5.4.4 Ablation study and effect of different pre-trained models

In this section we perform ablation studies and analyze the effect of different pre-trained
models in our method’s performance. Table 6.4 shows ablation experiments for different
attention mechanisms in our model. FCN stands for a Fully Convolutional Network in
which three convolutional layers (with respectively 512, 256, and 1 3×3 kernels, ReLU ac-
tivations and Batch Norm) are applied to the concatenation of features from the YOLOv3
model, the grid of OCR tokens’ FastText embedding vectors, and the (tiled) LSTM ques-
tion embedding. This model has no attention mechanism, but produces at its output a
38×38 grid as in our model and can be trained in the same way. The FCN + Dual Att.
model uses a dual attention mechanism similar to the LoRRA model: one attention mod-
ule attends the YOLOv3 features conditioned to the question, and the other attends to the
grid of OCR tokens FastText vectors conditioned to the question. The outputs of those
two attention modules are then concatenated and fed into a convolutional block (similar
as for the FCN model) to produce the 38×38 output. Finally, FCN + Multi-modal Att.
and FCN + Stack Multi-modal Att correspond to the proposed model, with one and
two multi-modal attention layers respectively as explained in section 5.3.4. We can point
out that the dual attention mechanism is not helping at all under this set-up, while our
multi-modal attention layers consistently improve the results of the FCN model.
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Table 5.4: Ablation study using different attention mechanisms in our model.

Method ANLS

FCN 0.319
FCN + Dual Att. 0.279
FCN + Multi-modal Att. 0.355
FCN + Stack Multi-modal Att. 0.381

In Table 5.5 we study the effect of different pre-trained word embedding models and
CNN backbones in our method performance.

Table 5.5: ST-VQA performance using different pre-trained word embedding models and
CNN backbones.

CNN Q. Emb. OCR Emb. ANLS

Inception v2 FastText FastText 0.319
ResNet-152 FastText FastText 0.332
YOLO v3 FastText FastText 0.381
YOLO v3 BERT FastText 0.327
YOLO v3 BERT BERT 0.310

We observe that the visual features of the YOLOv3 object detection model yield supe-
rior performance when compared with pre-trained features of two well known networks
for image classification: InceptionV2, [191], and ResNet-152, [70]. Also in Table 5.5
we appreciate that the FastText pre-trained word embedding works better than the BERT
embedding for both the question and OCR tokens’ encoders.

5.4.5 ST-VQA extensions and human performance analysis

With this paper we are releasing an updated version of the ST-VQA dataset that includes
the OCR tokens used in all our experiments. This way we make sure any methods us-
ing OCR tokens and evaluating in this dataset can be fairly compared under the same
conditions. Moreover, in order to understand the nature of the dataset better, we have
conducted a study to analyze human performance under different conditions. For this we
have asked human participants to answer a subset of 1,000 questions from the test set
given the following information:

• S1: we show the question and the image.
• S2: we show the question and the image but with all text instances blurred (illegible).
• S3: we show the question and a list of words (OCR tokens), no image is shown.

in all three cases participants had the option to mark the questions as “unanswerable”.
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Table 5.2 shows the human performance in terms of ANLS and accuracy in the three
scenarios described above. We appreciate that S1 is consistent with the human study
reported in [185] in terms of accuracy. Their study shows a human accuracy of 85.0 in
TextVQA, but having collected 10 answers per question their accuracy metric is a bit
more flexible in accepting diverse correct answers. Moreover, we observe that S2 and S3
demonstrate that the textual cue is much more important than the visual cue in ST-VQA.
Another point to stress is that humans are especially good at answering questions without
even seeing the image. This is because of the fact that humans use a-priori knowledge
of what a number is or what a licence plate is, etc. As an example, an image for which
the question is “What is the price of ...” can be correctly answered by selecting a unique
numerical OCR token since the price has to be a number.

Table 5.6: Human performance on a subset of 1,000 questions of the ST-VQA test set
under different conditions, depending whether visual (V) or textual (T) information is
given.

V T ANLS Acc.

S1 human performance ✓ ✓ 0.85 78.16
S2 human performance ✓ ✗ 0.21 18.81
S3 human performance ✗ ✓ 0.52 37.54

The complete results of this human study are provided as supplementary material to
this paper. Furthermore, we will include in the new version of the dataset the indices of
the 1,000 test questions used in this study, and the indexes of text questions for which their
answer is among the provided OCR tokens, so that interested researchers can analyze the
performance of their methods on those test subsets of special interest.

5.5 Conclusion

We have presented a new model for scene text visual question answering that is based
in an attention mechanism that attends to multi-modal grid features, allowing it to reason
jointly about the textual and visual modalities in the scene. The provided experiments and
ablation study demonstrate that attending on multi-modal features is better than attending
saparately to each modality. Our grid design choice also proves to work very well for
this task, as well as the choice of a one-stage object detection backbone instead of a
classification one. Moreover, we have shown that the proposed model is flexible enough
to be combined with a standard VQA model obtaining state of the art results on mixed
datasets with questions that can not be answered directly using OCR tokens.



Chapter 6

LaTr: Layout-Aware Transformer for
Scene-Text VQA

We propose a novel multimodal architecture for Scene Text Visual Question
Answering (STVQA), named Layout-Aware Transformer (LaTr). The task of
STVQA requires models to reason over different modalities. Thus, we first
investigate the impact of each modality, and reveal the importance of the lan-
guage module, especially when enriched with layout information. Account-
ing for this, we propose a single objective pre-training scheme that requires
only text and spatial cues. We show that applying this pre-training scheme
on scanned documents has certain advantages over using natural images, de-
spite the domain gap. Scanned documents are easy to procure, text-dense
and have a variety of layouts, helping the model learn various spatial cues
(e.g. left-of, below etc.) by tying together language and layout information.
Compared to existing approaches, our method performs vocabulary-free de-
coding and, as shown, generalizes well beyond the training vocabulary. We
further demonstrate that LaTr improves robustness towards OCR errors, a
common reason for failure cases in STVQA. In addition, by leveraging a vi-
sion transformer, we eliminate the need for an external object detector. LaTr
outperforms state-of-the-art STVQA methods on multiple datasets. In par-
ticular, +7.6% on TextVQA, +10.8% on ST-VQA and +4.0% on OCR-VQA
(all absolute accuracy numbers).

6.1 Introduction

Scene-Text VQA (STVQA) aims to answer questions by utilizing the scene text in the
image. It requires reasoning over rich semantic information conveyed by various modal-
ities – vision, language and scene text. fig. 6.1 (a) depicts representative samples in

73
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Figure 6.1: The Role of Language and Layout in STVQA. (a) Representative samples
from TextVQA. (b) We visualize the information extracted by the OCR system, showing
that some questions only require text features, some require both text and layout infor-
mation and only some need beyond that. Accounting for this, we propose a layout-aware
pre-training and architecture.

STVQA, showcasing a model’s desired abilities, including; (1) a-priori information and
world knowledge such as knowing what a website looks like (left image); and (2) the
capability to use language, layout, and visual information (middle and right images).

In this work, we introduce Layout-Aware Transformer (LaTr), a multimodal encoder-
decoder transformer based model for STVQA. We begin by exploring how far language
and layout information can take us in STVQA . In fig. 6.1 (b) we visualize the information
extracted by the optical character recognition (OCR) system [15, 124, 1, 50], exhibiting
three question categories: the first type can be answered with just the text tokens; the
second type can be answered with text and layout information (right vs left); the third can
only be answered by utilizing text, spatial and visual features all together. We quantita-
tively show that in the current datasets, most questions fall under the first two categories.
To methodologically show this, we first evaluate a zero-shot language model on STVQA
benchmarks, and then show that LaTr can already correctly answer over 50% of the ques-
tions with only text tokens. Next, we show the performance gain achieved by enriching
the language modality with layout information via our propose layout-aware pre-training
and architecture.

Recently, Yang et al. [226] demonstrated the advantages in pre-training STVQA mod-
els on natural images, proposing text-aware pre-training (TAP) scheme, which is designed
to foster multi-modal collaboration. Acquiring large quantities of natural images with text
is challenging and hard to scale, as most natural images do not contain scene text. Even
when they do, the amount of text is often sparse (previous statistics suggest a median
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of only 6 words per image [205, 226]). In addition, and more importantly, TAP did not
account for the importance of aligning the layout information with the semantic represen-
tations when designing the pre-training objectives.

To counter these drawbacks, we propose layout-aware pre-training based on a single
objective using only text and spatial cues as input. Our pre-training forces the model to
learn a joint representation which accounts for the interactions between text and layout
information, benefiting the down-stream task of STVQA. Despite the domain gap, we
find that pre-training on documents has certain advantages over natural images. Scanned
documents contain more text compared to natural images, therefore it is easier to scale the
experiment and expose the model to more data. Words in documents are usually complete
sentences, helping the model better learn semantics beyond a simple bag of words. More-
over, scanned documents provide varied layouts, leading to effective alignment between
language and spatial features. Lastly, performing pre-training without visual features re-
duces computational complexity substantially.

Our model utilizes a vision transformer [47] for extracting visual features, thus replac-
ing the extensive need for an external object detector [76, 89, 226]. Moreover, in practice,
current STVQA models exploit a dataset-specific vocabulary with a pointer mechanism
for decoding [60, 76, 89, 226, 218, 235, 232, 83], creating an over-reliance on the fixed vo-
cabulary and leaving no room for fixing OCR errors. Our model performs vocabulary-free
decoding, does well even on answers out-of-vocabulary, and even overcomes OCR errors
in some cases. LaTr outperforms the state-of-the-art STVQA methods by large margins
on multiple public benchmarks. To summarize, the key contributions of our work are:

1. We recognize the key role language and layout play in STVQA and propose a layout-
aware pre-training and architecture to account for that.

2. We pinpoint a new symbiosis between documents and STVQA via pre-training. We
show empirically that documents are beneficial for tying together language and layout
information despite the huge domain gap.

3. We show that existing methods perform poorly on out-of-vocabulary answers. LaTr
does not require a vocabulary, does well even on answers that are not in the training
vocabulary, and can even overcome OCR errors.

4. We provide extensive experimentation and show the effectiveness of our method by
advancing the state-of-the-art by +7.6% on TextVQA and +10.8% on ST-VQA and
+4.0% in OCR-VQA dataset.

6.2 Related Work

6.2.1 Pre-training and Language Models.

The low cost of obtaining language text combined with the success of pre-training, lan-
guage models [43, 163, 129, 164] has shown remarkable success in machine translation,
natural language understanding, question answering and more. Recently, numerous stud-
ies [132, 117, 6, 115, 192, 189, 237, 34, 134, 118, 79, 99, 116] showed the benefits of
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pre-training multi-modal architectures for vision and language tasks. Yang et al. [226]
demonstrated, for the first time, the effectiveness of pre-training in scene text VQA by us-
ing masked language modeling and image-text matching as pretext tasks. In this chapter,
we show that tying together language and layout information via a simple layout-aware
pre-training scheme is beneficial for scene text VQA. Moreover, we perform pre-training
over scanned documents and discover that, despite the domain gap, documents can be
leveraged for task of STVQA.
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Word Embedding
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Transformer Decoder
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Denoising Task

Figure 6.2: An overview of LaTr. (a) In pre-training, we only train the language modality
with text and spatial cues to jointly model interactions between text and layout informa-
tion. Pre-training is done on large amounts of documents. Documents are a text rich
environment with a variety of layouts. (b) In fine-tuning, we add visual features from a
ViT, thus eliminating the need for an external object detector.

6.2.2 Vision-language tasks incorporating scene text.

Recently, integrating reading into the vision and language tasks has become imperative,
especially in VQA and captioning where the models were known to be illiterate [23, 185].
Since the usage of text can be quite distinct in terms of the environment, several pa-
pers introduce new datasets for various contexts in which text appears; ST-VQA [24],
TextVQA [185] in natural images; OCR-VQA [149] in book and movie covers; DocVQA [144]
in scanned documents; InfoVQA [143] in info-graphics. Moreover, STE-VQA [213] is
proposed for multi-lingual VQA and TextCaps [181] for captioning on natural images.
There are several papers published on scene text VQA. LoRRa [185] extended Pythia [82]
with a pointer network [207] to select either from a fixed vocabulary or from OCR tokens.
M4C [76] also used pointer networks but instead used multi-modal transformers [203] to
encode all modalities together. SA-M4C [89] build on top of M4C by providing su-
pervision on self-attention weights. MM-GNN [55] builds separate graphs for different
modalities by utilizing graph neural networks [102]. Instead of having separate graphs
for each modality, SMA [54] introduces a single graph that encodes all modalities. [239]
proposes to use an attention mechanism to fuse pairwise modalities.

LaTr enriches the language modality with layout information via pre-training to achieve
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Figure 6.3: Layout Position Embedding. 2-D position embeddings representing the text
layout in the image are leveraged to enrich the semantic representations.

state-of-the-art performance across multiple benchmarks. Our model is generative in na-
ture and as such alleviates the problem of vocabulary reliance current methods suffer
from. In addition, we will show that LaTr is more robust to OCR errors, one of the most
common reasons for failure cases in STVQA [76, 226].

6.3 Method

In this section, we describe in detail our model architecture and our pre-training strategy,
as seen in fig. 6.2. LaTr consists of three main building blocks. First, a language model
pre-trained on only text. Second, use of spatial embedding for OCR tokens bounding
box in conjunction with further layout-aware pre-training on documents, as depicted in
fig. 6.2 (a). Finally, a ViT architecture [47] for obtaining visual features. We first explain
each of the modules and then describe how all the modules come together as a whole.

6.3.1 The Language Model

We base our LaTr architecture on the encoder-decoder transformer architecture of Text-to-
Text Transfer Transformer (T5 [164]). Apart from minor modifications, T5’s architecture
is roughly equivalent to the original transformer proposed by [203], which makes it easy
to extend in various ways. In addition, the vast amount of pre-training data used in the
T5 pretraining makes it attractive for STVQA as model initialization. In particular, [164]
used Common Crawl publicly-available web archive to obtain a subset of 750 GB cleaned
English text data, which they term Colossal Clean Crawled Corpus (C4). Pre-training on
C4 is done with a de-noising task, which is a variant of masked-language modeling (MLM
[43]). We follow the implementation and use the weights from HuggingFace [196] 1.

1https://huggingface.co/transformers/model_doc/t5.html

https://huggingface.co/transformers/model_doc/t5.html


LaTr: Layout-Aware Transformer for Scene-Text VQA 78

6.3.2 2-D Spatial Embedding

Recent document understanding literature [223, 222, 12] prove the value of layout infor-
mation when working with Transformers. The key idea is to associate and couple the
2-D positional information of the text with the language representation, i.e.creating bet-
ter alignment between the layout information and the semantic representation. Unlike
words in a document, scene text in natural images may appear in arbitrary shapes and
angles (e.g., as on a watch face). Therefore, we include the height and width of the text
to indicate the reading order.

Formally, as seen in fig. 6.3, given an OCR token Oi , the associated word bounding
box may be defined by (xi

0, y i
0, xi

1, y i
1,hi , w i ), where (xi

0, y i
0) corresponds to the position

of the upper left corner of the bounding box, (xi
1, y i

1) represents the position of the lower
right corner, and (hi , w i ) represents the height and width with respect to the reading order.
To embed bounding box information, we use a lookup table commonly used for contin-
uous encoding one-hot representations (e.g. nn.Embedding in PyTorch). Before we feed
the word representation into the transformer encoder, we sum up all the representations
together:

Ei = EO(Oi )+Ex (xi
0)+Ey (y i

0)+
Ex (xi

1)+Ey (y i
1)+Ew (w i )+Eh(hi )

(6.1)

where Ei is the encoded representation for an OCR token Oi and EO ,Ex ,Ey ,Ew ,Eh are
the learnable look-up tables.

6.3.3 Layout-Aware Pre-Training

As T5 was trained on just text data, we perform further pre-training to effectively align the
layout information (in form of the 2-D spatial embedding) and the semantic representa-
tions. To the best of our knowledge, we are the first to propose pre-training on documents
instead of natural images for the task of scene text VQA. The motivation for selecting
documents is that they are a source of rich text environment in a variety of complex lay-
outs. Inspired by [164], we perform a layout-aware de-noising pre-training task, which
includes the 2-D spatial embedding, as seen in fig. 6.2 (a). This enables the use of weak
data with no answer annotations in the pre-training stage. Like the normal de-noising task,
our layout-aware de-noising task masks a span of tokens and forces the model to predict
the masked spans. Unlike the normal de-noising task, we also give the model access to
the rough location of the masked tokens, which encourages the model to fully utilize the
layout information when completing this task.

More formally, let O = {O1,O2, ...,On} be the set of all OCR tokens (strings) and B =
{B1,B2...,Bn} be the corresponding bounding box information, where B j = (x j

0 , y j
0 , x j

1 , y j
1 , w j ,h j ).

Now, let Ml = { j , j +1, ..., j +k} be the l th mask span where j is the starting index to mask
such that max(Ml ) < min(Ml+1). Then, {O j , ...,O j+k } and {B j , ...,B j+k } are replaced by
Õi (a special indexed mask token) and B̃i (the span’s minimal containing bounding box)
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Method OCR System Pre-Training Data Extra Finetune No. of Param. Val Acc. Test Acc.

M4C [76] Rosetta-en ✗ ✗ 200M 39.40 39.01
SMA [54] Rosetta-en ✗ ✗ - 40.05 40.66
CRN [125] Rosetta-en ✗ ✗ - 40.39 40.96
LaAP-Net [69] Rosetta-en ✗ ✗ - 40.68 40.54
TAP [226] Rosetta-en TextVQA ✗ 200M 44.06 -
LaTr -Small Rosetta-en ✗ ✗ 149M 41.84 -
LaTr -Base Rosetta-en ✗ ✗ 311M 44.06 -
LaTr -Base Rosetta-en IDL ✗ 311M 48.38 -

SA-M4C [89] Google-OCR ✗ ST-VQA 200M 45.4 44.6
SMA [54] SBD-Trans OCR ✗ ST-VQA - - 45.51
M4C [76, 226] Microsoft-OCR ✗ ST-VQA 200M 45.22 -
TAP [226] Microsoft-OCR TextVQA ✗ 200M 49.91 49.71
TAP [226] Microsoft-OCR TextVQA, ST-VQA ST-VQA 200M 50.57 50.71
LOGOS [138] Microsoft-OCR ✗ ST-VQA - 51.53 51.08
TAP [226] Microsoft-OCR TextVQA, ST-VQA, TextCaps, OCR-CC ST-VQA 200M 54.71 53.97
M4C [76] Amazon-OCR ✗ ✗ 200M 47.84 -
LaTr-Base Amazon-OCR ✗ ✗ 311M 52.29 -
LaTr-Base Amazon-OCR IDL ✗ 311M 58.03 58.86
LaTr‡-Base Amazon-OCR IDL ST-VQA 311M 59.53 59.55
LaTr-Large Amazon-OCR IDL ✗ 856M 59.76 59.24
LaTr‡-Large Amazon-OCR IDL ST-VQA 856M 61.05 61.60

Table 6.1: Results on the TextVQA dataset [185]. As commonly done, the top part of
the table presents results in the constrained setting that only uses TextVQA for training
and Rosetta for OCR detection, while the bottom part is the unconstrained settings. LaTr
advances the state-of-the-art performance, specifically by +6.43% and +7.63% on valida-
tion and test, respectively.

in the following manner:

Õi = < extra_id_l >,where l ∈ {0, ...,k −1}

B̃i = (min({xi
0}),min({y i

0}),

max({xi
1}),max({y i

1}))

where j ≤ i ≤ j +k

(6.2)

where the height and width of the masked tokens’ bounding box are calculate with the
coordinates of B̃i .

Essentially, we have replaced a span of words tokens {O j , ...,O j+k } and their cor-
responding bounding boxes {B j , ...,B j+k } with a special token Õi and a corresponding
"loose" bounding box. In other words, when we mask the span of words, we select the
minimum of the top-left coordinates and the maximum of the bottom-right ones. The
reasons are twofold. First, we do not want our model to know precise token boxes be-
cause that would reveal how many tokens are masked. Second, we choose not to mask the
bounding boxes completely because then the model does not know where the text should
appear in the document and cannot use the correct spatial context effectively. So, we pre-
vent the model from taking shortcuts, but at the same time give it enough information to
learn. The masked token Õi and its bounding box B̃i are then embedded using eq. (6.1)
like any other regular token. We use cross-entropy loss to predict all the masked tokens’
original text.
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6.3.4 Visual Features

Most previous methods utilized an external pre-trained object detector [76, 226] for ex-
tracting objects labels, visual object features and visual OCR features. In this work, we
diverge from the literature and leverage a Vision Transformer (ViT) [47]. The ViT is an
image classification network which is pre-trained and fine-tuned on ImageNet [40]. We
utilize ViT in our architecture only in the fine-tuning stage, and we freeze all the layers
except the last fully connected projection layer we add. Formally, an image I having the
dimension of H ×W ×C is reshaped into 2D patches of size N × (p2 ·C ), where (H ,W ) is
the height and width, C is the number of channels, (P,P ) is the resolution of each image
patch, and N = HW /P 2 is the final number of patches. As depicted in fig. 6.2 (b), we
utilize a linear projection layer to map the flattened patches to D dimensional space and
feed them to the ViT. We pass the full ViT output (containing [cl ass] token) sequence to a
trainable linear projection layer and then feed it to the transformer encoder. Position em-
beddings are added to the patch embeddings to retain positional information. We denote
the final visual output as V = {V0, ...,VN }.

6.3.5 LaTr

So far, we explained the building blocks of our method, now we describe how we put
it all together, as depicted in fig. 6.2 (b). After pre-training the language modality of
the model with layout information, we input all three modalities, namely; image, OCR
information and question to the transformer encoder. Let V = {V0, ...,VN } be a set of
visual patch features such that V0 is the [cl ass] embedding, Q = {W1, ...,Wm} be the
question tokenized into Wi and O = {O1,O2, ...,On} be the OCR tokens. We embed the
OCR tokens and questions using eq. (6.1) to obtain encoded OCR tokens E and encoded
question features E q . For the 2-D spatial embedding of each Wi , we use fixed values
(x0 = y0 = 0; x1 = y1 = 1000). Finally, we concatenate all the inputs [V ;E ;E q ] to feed to
the multimodal transformer encoder-decoder architecture. Cross entropy loss is used to
fine-tune our model.

6.4 Experiments

In this section, we experimentally examine our method, comparing its performance with
state-of-the-art methods. We consider the standard benchmarks of TextVQA [185], ST-
VQA2 [24] and OCR-VQA [149]. For pre-training we consider the same datasets used
in [226, 22] with the addition of the Industrial Document Library (IDL)3. The IDL is a
collection of industry documents hosted by UCSF. It hosts millions of documents publicly
disclosed from various industries like tobacco, drug, food etc. The data from the website

2We use ST-VQA for denoting the dataset proposed in [24], and STVQA for denoting the general task of
scene text VQA.

3https://www.industrydocuments.ucsf.edu/

https://www.industrydocuments.ucsf.edu/
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amounts to about 13M documents, translating to about 64M pages of various document
images. We further extracted OCR for each document using Textract OCR4. Implemen-
tation details and further information on all datasets can be found in Appendix A.1 and
A.2, respectively. We note that throughout the rest of the paper, ‡ refers to the models
fine-tuned with both TextVQA and ST-VQA, at the same time. “-Small”, “-Base” and
“-Large” model sizes refer to architectures that have 6+6, 12+12 and 24+24 layers in
encoder and decoder, respectively. For convenience, we refer to LaTr-Base as LaTr.

6.4.1 TextVQA Results

Similar to previous work [226], we define two evaluation settings. The former is the
constrained setting that only uses TextVQA for training and Rosetta for OCR detection.
The latter is the unconstrained setting, in which we present our best performance with
the state-of-the-art. The first part of Tab. 6.1 reports the accuracy under the constrained
setting. As can be appreciated, LaTr-Small outperforms M4C (+2.44%), with fewer pa-
rameters. Increasing the model capacity to LaTr results in a performance gain of +2.22%
(additional discussion on the model capacity can be found in appendix A.4). In addition,
LaTr achieves the same performance as TAP [226] without any pre-training, demonstrat-
ing the effectiveness of our model. Furthermore, when LaTr is pre-trained on IDL, perfor-
mance increase from 44.06% to 48.38% (+4.32%) using the Rosetta OCR. This clearly
shows the effectiveness of layout-aware pre-training on scanned documents to the task of
scene text VQA, even in the constrained setting.

In the bottom part of Tab. 6.1 we modify the OCR system to a more recent one than
Rosetta and gradually add additional training datasets (unconstrained settings). In this
work, we experiment with Amazon Text-in-Image (Amazon-OCR)5 [202]. As seen, when
using Amazon-OCR our method outperforms the M4C baseline, improving performance
from 47.84% to 52.29% (+4.45%). Furthermore, when enabling pre-training, LaTr out-
performs the previous art [226] by large margins from 54.71% to 58.03% (+3.32%) on
validation and from 53.97% to 58.86% (+4.89%) on the test. We note that for [226] there
is a -0.74% decrease between validation and test while for LaTr we observe an increase of
+0.83%, demonstrating better generalization. Another critical point is that LaTr can ben-
efit more when ST-VQA dataset is added as an extra fine-tune data. We believe this point
to be critical since we do not have to train separate models for TextVQA and ST-VQA but
rather one model that can get the best performance on both dataset. Finally, increasing our
model capacity to LaTr-Large further boosts performance to 61.6% (+7.6% from [226]).

6.4.2 ST-VQA Results

Tab. 6.2 presents the accuracy on ST-VQA [24] in the unconstrained setting. LaTr uses the
Amazon-OCR and is pre-trained on IDL and fine-tuned on the training set of ST-VQA.
LaTr‡ is also fine-tuned with TextVQA. The behaviour observed in TextVQA is consistent

4https://aws.amazon.com/textract/
5https://docs.aws.amazon.com/rekognition/index.html

https://aws.amazon.com/textract/
https://docs.aws.amazon.com/rekognition/index.html
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Question: what is the function of the 

last key on the bottom right?

OCR Tokens: [...,‘center’,...]

Our model: enter
GT: enter

Question: what class were the people who 

had resisted on this page?

OCR Tokens: [...‘labor’,...,’working’,...]

Our model: working class

GT: working class

Question: what airline in a stadium 

sponsor?

OCR Tokens: [...,’delta’,...,’yankee’,’pepsi’,...]

Our model: delta

GT: delta

Question: how do they move mountains?

OCR Tokens: [...,’motivate’,...,’enable’,’me’,...]

Our model: when you motivate me

GT: when you motivate me

(a) OCR Errors (b) Language Understanding (c) World Knowledge (d) Complex Layouts

Question: why is the nintendo wii not supported?

OCR Tokens: [...,’java’,...,’standard’,...]

Our model: because of lack of the java standard 

environment

GT: because of lack of the java standard 

environment

(e) Long Answers

Figure 6.4: Why is STVQA hard? Current state-of-the-art methods struggle to acquire
various abilities which are needed for scene text VQA. We depict five representative abil-
ities; fixing OCR errors, language understating, world knowledge, understating complex
layouts and the ability to produces long answers. Our model is able to correctly answer
each one of the these examples. We refer the reader to more qualitative results and com-
parisons to previous art in appendix A.6.

Method Val Acc. Val ANLS Test ANLS

M4C [76] 38.05 0.472 0.462
SA-M4C [89] 42.23 0.512 0.504
SMA [54] - - 0.466
CRN [125] - - 0.483
LaAP-Net [69] 39.74 0.497 0.485
LOGOS [138] 48.63 0.581 0.579
TAP [226] 50.83 0.598 0.597
LaTr-Base 58.41 0.675 0.668
LaTr‡-Base 59.09 0.683 0.684
LaTr‡-Large 61.64 0.702 0.696

Table 6.2: Results on the ST-VQA Dataset [24]. Our model advances the state-of-the-art
performance by +10.81%.

with ST-VQA dataset, LaTr‡-Base and LaTr‡-Large outperforming the previous art [226]
by +8.26% and +10.81%, respectively. Moreover, we show a similar trend on OCR-
VQA [149] dataset where the discussion and the numbers can be found in appendix A.5.

6.4.3 Qualitative Analysis

In fig. 6.4 we depict five different question categories which are representative of the capa-
bilities STVQA models need. We start with the ability to correct OCR errors (fig. 6.4 (a)).
Most state-of-the-art OCR systems for scene text [15, 124, 50, 153] operate on a word-
level, and thus are unable to utilize image-level context. Current STVQA methods depend
on a pointer network for decoding, which means they are bounded by the performance of
the OCR system at hand. Contrary to that, LaTr leverages image-level context and jointly
with its generative nature, is able to correct OCR errors. Next, scene text VQA models
are required to have the ability to understand language together with world knowledge
(fig. 6.4 (b)(c)). Both requirements are met in LaTr thanks to its extensive pre-training.
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Model OCR Acc.

T5-Base Rosetta-en 16.05
T5-Base Amazon-OCR 21.93
T5-Base GT text 25.45

Table 6.3: Zero Shot Performance of T5 Language Model on TextVQA. In this setting,
T5-Base is pre-trained on C4 and fine-tuned on SQuAD [166], a reading comprehension
dataset. Showing that a “blind” pre-trained language model can get up to 25.45%.

As seen in fig. 6.4 (d), answering questions often requires reasoning over the rela-
tive spatial positions of the text in the image. Over the years several methods aimed at
developing spatially aware models were proposed [89, 138]. However, most of those
methods are complex, not easy to implement and eventually led to minimal performance
improvements. LaTr is pre-trained on documents with layout information, which leads
to a spatially aware model without any complex architectural changes. The last category
we analyze is long answers (fig. 6.4 (e)). In practice, the existing pointer network de-
coding mechanism is also limited in ability to produce long answers. Furthermore, when
pre-training is done on natural images as in [226], the model hardly encounters long sen-
tences. LaTr does not rely on a pointer network and is pre-trained on documents, in which
text appears in a variety of lengths.

We provide further qualitative analysis and comparisons to previous work [76] in ap-
pendix A.6. In addition, we display failure cases of our method on the TextVQA dataset.
The failure cases are mostly composed of OCR errors, compositionality of spatial reason-
ing and visual attributes.

6.4.4 Ablation Studies

In this section, we provide insightful experiments which we deem crucial for the STVQA
task and its future development. We start off by showing the significance of language
understanding in STVQA . Then, we show the effectiveness of language and layout infor-
mation and discuss the biases existing in STVQA benchmarks. Next, we study the effect
of pre-training as a function of dataset size and type. Finally, we showcase our model’s
robustness towards vocabulary and OCR errors. All the numbers are obtained by using
the TextVQA validation set.

Zero-shot Language Models on TextVQA

To quantify the importance of language understanding in STVQA , we devise a novel
zero-shot setting where we use the T5 language model pre-trained on C4 and only fine-
tuned on SQuAD [166], a reading comprehension dataset. Tab. 6.3 presents the perfor-
mance of this setting while varying the OCR system. Interestingly, even without any
visual features or fine-tuning, T5 reaches a performance of 16.05% and 21.93% with
Rosetta and Amazon-OCR, respectively. More importantly, a zero-shot “blind” model
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Model 2-D Pre-training OCR Visual Acc.

LaTr

✗ ✗ ✗ ✗ 11.18
✗ ✗ ✗ V 11.74
✗ ✗ random ✗ 41.77
✗ ✗ ✓ ✗ 50.37
✓ ✗ ✓ ✗ 51.22
✓ ✗ ✓ V 52.29
✓ ✓ ✓ ✗ 57.38
✓ ✓ ✓ F 58.11
✓ ✓ ✓ V 58.03

LaTr‡
✓ ✓ ✓ ✗ 58.92
✓ ✓ ✓ F 58.45
✓ ✓ ✓ V 59.53

Table 6.4: LaTr Ablation Studies on TextVQA. We ablate LaTr -Base by varying the
building blocks of our method, including pre-training, input types and fine-tuning data. V
refers to ViT and F refers to FRCNN as visual backbone, random means OCR tokens are
provided but presented in a random reading order.

with the perfect OCR (ground truth OCR annotation [187]) can get to as high as 25%, ex-
perimentally demonstrating the need for language understanding in STVQA . However,
one needs to be careful attributing the entirety of the performance to language understand-
ing since deep models are known to exploit dataset biases [197]. Thus, we investigate if
there are any biases in the data and if it is possible to categorize them.

Dataset Bias or Task Definition?

To get a better sense of the biases in TextVQA, we start by training a model where only
questions are given as input. As can be seen in Tab. 6.4, our model is able to achieve
11.18% in a task that requires reading and reasoning about the text without the text. Next,
we study the effect of the OCR system by dividing the information provided by it into text
token transcription, reading order and 2-D positional information. Reading order is the
order where OCR tokens are extracted from left to right and top to bottom with respect to
line boxes or text blocks. Reading order is so intertwined with OCR systems that it is not
thought of as a detached feature.

As shown in Tab. 6.4, adding OCR tokens without any reading order gives us 41.77%
and a fixed reading order already gets us to 50.37%, showing the importance of reading
order for given OCR tokens. The gain becomes marginal when adding the 2-D positional
and visual information without pre-training, +0.85% and +1.09%, respectively. However,
when performing layout-aware pre-training on documents, obtaining alignment between
the layout information and the semantic representations, LaTr’s performance increases
significantly by +7.01% to 57.38%. In other words, we can already achieve SOTA on a Vi-
sual Question Answering task without any visual features (other than using the images for
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Model Pre-training Data Acc.

LaTr-Base

✗ 50.37
TextVQA 51.81

TextVQA,ST-VQA,TextCaps,OCR-CC 54.22
IDL - 1M 55.12

IDL - 11M 56.28
IDL - 64M 58.03

IDL-64M,TextVQA,ST-VQA,TextCaps,OCR-CC 58.51

LaTr‡-Base
IDL - 64M 59.53

IDL-64M,TextVQA,ST-VQA,TextCaps,OCR-CC 59.06

Table 6.5: The Effect of Pre-training. Ablation studies on pre-training as a function of
different datasets type and size.

OCR extraction). Finally, adding visual features still marginally increases performance by
around +0.7%. Recently, [211] showed a similar phenomenon using the M4C [76] archi-
tecture, where visual information only slightly contributed to the performance, validating
that this is not specific to our technique.

Regarding the comparison of the different visual backbones, we train our model with
visual features extracted either from FRCNN [10] or ViT [47]. We note that the perfor-
mance difference is very marginal when only TextVQA is used in fine-tuning. However,
when TextVQA and ST-VQA are used together, the model with FRCNN features perform
worse than the model without any visual features while ViT increases performance by
+0.61%, demonstrating that ViT features can scale better with more data.

At this point, we would like to take a step back and discuss STVQA as a task. As
we see it, our analysis can be interpreted from two viewpoints. The first viewpoint is
how STVQA is defined as a task. In particular, is the STVQA task defined such that all
(or a majority of) questions should require reasoning over all modalities (including visual
features)? Regardless of the answer, we present a second viewpoint, a dataset bias. To
better explore the bias perspective, in appendix A.7 we visualize question-image pairs
sorted by the information required to answer them. Clearly, generating questions from
the final category (i.e.questions which require reasoning over all modalities) is not an
easy task. Furthermore, we quantitatively showed that at-least 60% of the questions do
not fall under the final category, allowing the model to extensively exploit language priors
and make educative guesses. Both viewpoints lead us to wonder are visual features even
needed for STVQA? Or better yet, is vision an artifact in STVQA task? We believe that
visual features are of importance for the task of STVQA, however current benchmarks do
not reflect it, making it harder to evaluate how much V matters in STVQA.

The Effect of Large-Scale Pre-Training

Tab. 6.5 demonstrates the benefits of pre-training while varying the datasets type and
scale. First, we explore the effect of pre-training on natural images with visual features
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Model All InVoc. OutVoc. Gap
5000 3731 1269

M4C [76] 47.84 51.07 38.37 12.7
LaTr-Base 59.53 59.93 58.35 1.58

Table 6.6: Vocabulary Reliance. Accuracy gap between answers with words in and out
of vocabulary used by [76, 226, 89]. InVoc. and OutVoc. stand for in and outside the
vocabulary, respectively.

(as done in [226]) using our architecture. In particular, we add the image-text matching
objective and leverage the same datasets (which we term TAP-datasets) as in [226]. Pre-
training only on TextVQA (Tab. 6.5), provides only +1.5% improvement for us compared
to [226] reporting +5%. The same behaviour of diminished gain is also observed with
TAP-datasets.

Next, we compare IDL and TAP-datasets in pre-training. Even pre-training on 1M
documents, LaTr’s performance increases by almost +5%, which is more than the com-
bination of all TAP-datasets. This is inspiring for two reasons, one of which is 1M doc-
uments are less than two thirds the size of TAP-datasets [226]. Secondly, our model
is pre-trained with a simple de-noising objective and no visual features, making the pre-
training significantly faster (around 23 times) compared to TAP [226] which is pre-trained
with visual features, scene text features and multiple losses. We also argue that IDL is
a better bed for layout-aware pre-training since it provides varied layouts to better align
with language. Finally, we discuss the effect of increasing the size of IDL. Adding an
order of magnitude more data only result in +1% or +2% increase. We emphasize that
64M documents hardly seems the saturation point for LaTr, i.e.more pre-training data can
still improve the performance, especially when also increasing the model capacity.

Vocabulary Reliance and Robustness Towards OCR Errors

Current state-of-the-art methods predict the answer through an amalgamation of a pointer
mechanism and a dataset-specific 5K most frequent vocabulary. The usage of a vocab-
ulary is limiting in a real-world scenario and may result in high performance on in-
vocabulary answers but lead to poor performance on out-of-vocabulary ones, in other
words, lack of generalization. This is clearly observed in Tab. 6.6 where M4C [76] ex-
hibits a heavy reliance on the fixed vocabulary as the gap between categories is -12.7%.
Contrary to that, LaTr is not limited to any handcrafted dataset-specific vocabulary. Its
gap between in and out of the training vocabulary is only -1.58%.

Finally, we experimentally display that our model is more robust to OCR errors com-
pared to M4C architecture. To validate our claim we introduce a new setting where we
replace a single character for certain amount of OCR tokens. Whether to replace a char-
acter in each word is decided according to the threshold from a Bernoulli distribution,
called OCR Error Probability in fig. 6.5. To simulate real-world OCR errors, we utilized
the publicly available nlp-augmenter from [140]. LaTr is more robust than [76] and in
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Figure 6.5: Robustness towards OCR Errors. OCR Error Probability refers to the
percentage of OCR tokens that we replace a single character by a random one, simulating
OCR engine errors. LaTr’s relative robustness is higher compared to [76] and increases
with the probability of OCR errors.

fact the lead increases as more OCR errors are added.

6.5 Conclusion

We convey a couple of important take-home messages for the STVQA community. Firstly,
language and layout are essential. Language indirectly is utilized for questions that need
world/prior knowledge or simply for language understanding. Layout information allows
the model to reason over spatial relations. In our work, we methodologically demon-
strated their importance to STVQA. Secondly, we propose a layout-aware pre-training
and show a new symbiosis between scanned documents and scene text, where the layout
information of scanned documents promotes a better understanding of scene text infor-
mation. This is exciting news since scanned documents are more abundantly available
than natural images that contains scene text. Text in documents appears in a variety of
complex layouts, making our model spatially aware without any complex architectural
changes. Last but not least, we replace the extensive need of FRCNN for feature extrac-
tion. We exhibit that using a ViT as a feature extractor can scale better than FRCNN,
i.e.leading to better performance. However, perhaps more crucially, we diagnose a condi-
tion in which STVQA models (ours included) make use of the visual features marginally.
This begs the question whether this is because of the dataset bias, and we as a community
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need to make V matter again in VQA.



Chapter 7

Conclusions and New Directions

Whereof One Cannot Speak, Thereof One Must Be Silent.
– Wittgenstein, 7th Proposition of Tractatus

This chapter provides a summary of this thesis’ contributions to the domains of pat-
tern recognition and computer vision, with a focus on its use in vision and language.
We also point out the primary successes and shortcomings of the suggested ways. We
direct the reader toward potential new research directions and logical expansions of
the suggested approaches.

7.1 Conclusions

Vision and Language is still a challenging task that sits at the intersection of Computer Vi-
sion and Natural Language Processing. In this PhD thesis, our goal was to move towards
more intelligent and more holistic models. Our focus was on two specific Vision and Lan-
guage tasks, namely Image Captioning and Scene Text Visual Question Answering where
we put forward our conclusion for each chapter next.

In chapter 2, we have introduced a unique captioning pipeline and applied it to a News
captioning in an effort to move towards captions that provide a reasonable interpretation of
the scene. Our suggested pipeline incorporates contextual data by introducing an attention
mechanism, which enables the captioning system to take data from the context source
selectively as it is directed by the image. More specifically, to deal with out-of-dictionary
entities that are only made available at test time, we also presented a two-stage technique
done in an end-to-end manner to include named entities in the captions. The results of
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the experiments show that the suggested technique produces captions with state-of-the-art
performance while correctly including named entity information.

In chapter 3, we concentrate on the object bias in image captioning models because it
is undesirable for people to describe a picture in which objects are incorrectly identified.
We suggest three distinct sampling approaches to supplement phrases that will be used as
ground truth when training captioning models in order to lessen the object hallucination.
We demonstrate through in-depth research that the suggested strategies may greatly re-
duce the object bias on hallucination metrics in our models. Additionally, we show that
the improvements in object detectors allow our approaches to produce significantly higher
results. Additionally, we note that the models depend less on visual characteristics thanks
to our recommended strategies, which also improve model generalization by ensuring that
object co-occurrence statistics are uniform. But more crucially, we demonstrate that re-
ducing the object bias is doable without adding more data or annotations, expanding the
model, or changing the model’s design.

In chapter 4, the VQA domain gains a fresh and important dimension. In order to
emphasize the significance of appropriately utilizing the high-level semantic information
included in images in the form of scene text to guide the VQA process, we provided a new
dataset for VQA called the scene text VQA. The dataset includes highly variable ques-
tions and responses, which presents very tough problems for existing VQA techniques. In
order to establish lower performance constraints and gain valuable insights, we performed
a series of tests with baseline approaches on the ST-VQA dataset. We show that adding
textual information to generic VQA models improves them, but we also show that ad-hoc
baselines (such OCR-based, which do include contextual terms) may outperform them,
highlighting the necessity for various methods. The challenge is typically approached
by existing VQA models as a classification job, although the problem is intractable for
replies based on scene text. In order to extract multiple-word responses from dictionary
strings like numbers, license plates, or codes, a generative pipeline similar to those used in
picture captioning is needed. The suggested measure, Average Normalized Levenshtein
Similarity, provides a smooth response to text recognition performance and is more suit-
able for generative models than measuring classification performance.

In chapter 5, we have introduced a novel model for STVQA that enables it to jointly
reason about the textual and visual modalities in the scene by using an attention mecha-
nism that pays attention to multi-modal grid characteristics. It is clear from the experi-
mentation and ablation research that focusing on multi-modal characteristics is preferable
to focusing separately on each modality. The grid pattern we chose and the decision to
use a "one-stage" item detection backbone rather than a classification one both turn out to
be excellent choices for this task. Furthermore, we demonstrate that the proposed model
is adaptable enough to be paired with a traditional VQA model to produce cutting-edge
results on mixed datasets that contain questions that cannot be directly addressed using
OCR tokens.

In chapter 6, we provide some crucial takeaways for the STVQA community. First
and foremost, grammar and layout are crucial. Indirect use of language is made for ques-
tions requiring apriori information or just for language comprehension. The model can
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make sense of spatial interactions thanks to layout information. We methodologically
presented their significance to STVQA in our study. Second, we suggest a layout-aware
pre-training and demonstrate a novel symbiosis between scanned documents and scene
text, where the scanned document layout information fosters a better comprehension of
the information in the scene text. The availability of scanned documents, which are more
common than natural images with scene text, is exciting news. Because text in documents
can take on many different complicated arrangements, our model can be spatially aware
without requiring significant architectural modifications. Finally, we substitute FRCNN’s
significant requirement for feature extraction. We demonstrate that a ViT feature extractor
can scale more effectively than an FRCNN, resulting in improved performance. The di-
agnosis of a condition in which STVQA models, including ours, only somewhat employ
the visual characteristics, however, may be much more significant. We raise the question
of whether dataset bias is to blame, or as a community we must reinstate the importance
of V in VQA.

The take home message from this thesis is two-folds. First, biases exist in various
forms and the solutions do not have to be particularly about collecting new dataset or
adding new modules to the architecture. We hope that our studies will stimulate further
investigation into straightforward yet efficient techniques for training deep models while
maintaining model complexity. Furthermore, unexpected domains can prove fruitful not
only in improving performance but more importantly in decreasing biases. Secondly, we
see the importance of world knowledge in captioning and VQA tasks that can come in
the form of Named Entities. Furthermore, world knowledge, knowing what is a number,
website, price, etc., is expected from our models to move into holistic models that can
“behave intelligently”.

7.2 New Directions

The name of the current trend in Computer Vision and Natural Language Processing is
scale. Scaling comes in two formats: the number of parameters and the data. From
the language side, we have GPT-3 [29] or T5 [165] paving the way to reach billions of
parameters while being trained on the whole internet. From the vision side, we have
ViT [47] and its variants [18, 198, 199] having trained on 300 million images with again
billions of parameters. Vision and Language also got a share of the pie with CLIP [162]
learning joint representations with contrastive loss with 400 millions image-text pairs.
Many works [133, 190, 161, 192, 114, 35, 119, 229, 234, 80, 78, 100, 224] later combined
the success of CLIP with BERT [43] pretraining to perform multiple tasks at the same
time.

We believe creating holistic models, i.e. having models performing multiple tasks
without retraining, as the field progressing into is a worthy future direction to follow.
Although scaling shows effectiveness, we believe that the scale is not the final answer
for two reasons. First objection is the classic one from a biological perspective: we not
only do not process but also can not process the same amount of data. This ramifies into
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being reserved in computation and not every situation would have several magnitudes
of data, STVQA case in point here. Secondly, having the capability of adapting to new
concepts/tasks with limited data decreases the cost of collecting new data as well as the
cost of computation but more importantly, we argue that it would decrease the biases
inherent in the data.

Hence, second future path to follow is zero-shot, one-shot or few-shot learning in
vision and language. We have to mention that even properly setting up any-shot sce-
nario is quite hard. Choosing a concept to perform any-shot will always be limited. As
an example, let’s take a look at a new setting for image captioning called novel object
captioning [5] where the task is to caption images that have novel objects that are never
seen in training. This task takes the objects in the scene and the description as zero-shot
entities. Then accordingly, multiple questions appear: Should we do the same for the
adjectives, adverbs, verbs where we treat each words as zero-shot? What if we know all
the words but not the phrases? How does the alignment between images and languages
change if we sample the images from a completely different distribution? All these ques-
tions makes it tough to formulate and research on any-shot in vision and language, yet we
believe it is the utmost importance for the next revolution in vision and language.

Third and final one is the evaluation of our models. One can not formulate new re-
search paths without comparing to the previous state-of-the-art models and as well with-
out knowing the limitations of the models. Hence, better evaluation metrics is needed,
especially any tasks that requires language generation as an end task. For example, ac-
cording to automatic image captioning metrics, we have surpassed human quality in terms
of generation capability three years ago. Yet, we observe and demonstrate that captions
generated are dry, repetitive and lacking quality. For the second point on knowing the
limitations, we believe that explainability and interpretability will perhaps be the most
important field in the next 5 years. We believe that it is the researcher’s responsibility to
explain and find the limitations of the models, especially if these models are to be used in
mission critical scenarios.

As a final note, we would like to say a few word about the methodology difference
that is shifted through history: from unreasonable effectiveness of mathematics to unrea-
sonable effectiveness of data. And one simply can not ignore the question of which one
is more “correct” methodology on moving forward. In his seminal work [37], Chomsky
provides an excellent thought question to this matter. Imagine two rockets are built to
be sent to the moon. One way of building such a rocket could be based on Instrumental
Conditioning [188] proposed by B.F. Skinner, in which we train several pigeons to peck
the joystick whenever the rocket veers off course. Another way of building a rocket could
be based on computation and information of the solar bodies where we utilize the initial
position and velocity of the rocket and the distances between solar bodies to calculate the
position and the speed accordingly. Now, in this completely hypothetical scenario and as
an outside observer, we might observe that both rockets take off successfully and there
is no way for us to decide which method is the one used by the rocket. We believe that
our minds is subjected to this analogy where we simply can not tell how we build mental
representations. However, we have some evidence on our brains using both methods suc-



93 Conclusions

cessfully on personal [87] and social situations [65]. More specifically, our minds have
System 1 and System 2 modes where the former is fast, emotional and instictive while
the latter is slow, calculative and more logical. Then, the question mould from being
correct to which one is utilized when and how are they combined. The necessity of
the conceptual development will dictate the importance of this question later in the field.
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Appendix

A.1 Implementation Details

In this section we detail the implementation specifics of our paper divided into three
parts; (1) pre-training; (2) fine-tuning; (3) ablation studies. In our work all models are
pre-trained on 8 A100 GPUs and are implemented using PyTorch [155]. T5 uses Senten-
cePiece [107] to encode the text as WordPiece tokens [106, 177], we use a vocabulary of
32,000 wordpieces for all experiments.

Pre-training. For the base-size model, we utilize a batch size of 25 for each GPU with
the maximum OCR token length set to 512 and pre-training is done for 2.2M steps. For the
large-size model, we use a batch size of 28 for each GPU with the maximum OCR token
length set to 384 and pre-training is done for 0.9M steps. In both models, the learning
rate is increased linearly over the warm-up period of 100K steps to 1e-4 learning rate and
then linearly decayed to 0 at the end of the training, and we enable gradient accumulation.
For our layout-aware de-noising task, we corrupt 15% of the original text sequence, with
a span length which vary as a function of the amount of text in each sample.

Fine-tuning. We train all of our models for 100K steps and use AdamW [130] optimizer
with 1e-4 max learning rate. Warm-up period is set to 1,000 steps and again is linearly
decayed to zero. The same batch sizes that were used for pre-training are also used in this
stage. We use a ViT [47] to extract visual features. The ViT is pre-trained and fine-tuned
on ImageNet [40] for classification. We follow the implementation and use the weights
from HuggingFace [196] 1.

1https://huggingface.co/transformers/model_doc/vit.html
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Ablation studies. For ablating the visual backbone, we follow the common practice [76,
183, 185, 226] of detecting objects with a Faster R-CNN detector [8] which is pre-trained
on the Visual Genome dataset [105]. We keep the 100 top-scoring objects per image and,
similarly to previous work, only fine-tune the last layer. We now detail the specifics of
our pre-training ablation studies. When exploring the effect of pre-training with visual
features, we combine the de-noising pre-training task with an image-text (contrastive)
matching (ITM) task. For the ITM taks, we follow the same implementation as in [226],
the text input is polluted 50% of the time by replacing the whole text sequence with a
randomly-selected one from another batch. The polluted text words are thus not paired
with the visual patch features from the ViT. The ITM task takes the sequence feature as
the input and aims to predict if the sequence has been polluted or not. One important point
to mention is that for the de-noising task, we compute the gradients for both encoder and
decoder. Yet, for the ITM task, we merely compute the gradients for our encoder.

For the vocabulary reliance experiment, we collect the top 5000 frequent words from
the answers in the training set as our answer vocabulary as done by [76, 226].

A.2 Datasets

TextVQA [185] contains 28k images from the Open Images [110] dataset. The questions
and answers are collected through Amazon Mechanical Turk (AMT) where the workers
are instructed to come up with questions that require reasoning about the scene text in the
image. Following VQAv2 [64], 10 answers were collected for each question. In total,
there are 45k questions divided into 34,602, 5,000, and 5,734 for train, validation and test
set, respectively.

ST-VQA [24] is an amalgamation of well-known computer vision datasets, namely: IC-
DAR 2013[91], ICDAR2015 [90], ImageNet [40], VizWiz [67], IIIT Scene Text Re-
trieval [148], Visual Genome [105] and COCO-Text [205]. ST-VQA is also collected
through AMT, asking workers to come up with questions so that the answer is always the
scene text in the image. In total, there are 31k questions, separated into 26k questions for
training and 5k questions for testing.

TextCaps [181] is composed of 28,408 images, when there are 5 captions per image,
amounting to a total of 142,040 captions. The images are taken from TextVQA [185]
dataset. The dataset is annotated with AMT. The AMT annotators are asked to provide
captions that are based on the text in the image. In other words, the captions can not be
generated without having OCR tokens, however, the provided captions do not necessarily
contain the OCR tokens.

OCR-VQA [149] is composed of 207,572 images of book covers and contains more than
1 million question-answer pairs about these images. The questions are template-based,
asking about information on the book such as title, author, year. The questions are all can
be answered by inferring the book cover images.

OCR-CC [226] is a subset of Conceptual Captions (CC) [178] dataset proposed by [226].
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This subset is compromised of 1.367 million scene text-related image-caption pairs. To
obtain OCR-CC, [226] used the Microsoft Azure OCR system to extract the text in the
image, then any image that does not contain any text or any image that only has water-
marks is discard. As this subset is not publicly released, we follow the same process to
create it. However, we use Amazon-OCR2 as our main OCR system. As was presented
in [226], the distribution of the detected scene text in the original CC datasets is that only
45.16% of the images contain text. Out of the images that do contain text, the data has a
mean and median of 11.4 and 6 scene text detected per image.

A.3 The Industrial Document Library dataset

In this subsection, we present more details on the Industrial Document Library (IDL)3

dataset. As mentioned in the main paper, the IDL is a digital archive of documents cre-
ated by industries which influence public health. The IDL is hosted by the University of
California, San Francisco Library. It hosts millions of documents publicly disclosed from
various industries like drug, chemical, food and fossil fuel. The data from the website is
crawled, leading to about 13M documents, which translate to about 70M pages (64M us-
able) of various document images. IDL has various documents (like forms, tables, letters)
with varied layouts as seen in fig. A.1 (b). We extracted OCR for each document using
Textract OCR4 [202].

The crawled and OCR’ed IDL data was pre-processed before consuming for pre-
training. We removed all documents which had less than 10 words or the image was
unreadable. In addition, to weed out documents having a majority of erroneous OCR text
and documents with non-English content, we considered a fixed English dictionary with
a 350K-sized vocabulary and check if each OCR word is part of that dictionary with ei-
ther exact-match or edit-distance of 1. We do not apply this filter if the word is either a
number, float, currency or date (as those are unlikely to be present in the fixed English
dictionary and would inflate the error count if considered). If the number of erroneous
words are ≥ 50% for that document, we ignore it. After all this filtering we are left with
about 64M documents (roughly 6M are discarded) which are used for pre-training. The
subsets used in Tab. 6.5 are uniform random samples of this larger 64M data.

We show in fig. A.1 (a) the detected OCR word distribution across all the 64M docu-
ments. The plot roughly looks like a right-skewed normal distribution, with the majority
of documents lying in the hump (having 20 to 400 words per doc). Unlike OCR-CC,
documents by definition contain words, and thus we are able to use over 91% of the orig-
inal IDL dataset (compared to 45.16% for OCR-CC). In addition, as clearly seen, there
are much more words an average in IDL than OCR-CC which is extremely beneficial for
pre-training in scene text VQA tasks. In fig. A.1 (b) we depict representative examples
from the IDL dataset.

2https://docs.aws.amazon.com/rekognition/index.html
3https://www.industrydocuments.ucsf.edu/
4ttps://aws.amazon.com/textract/

https://docs.aws.amazon.com/rekognition/index.html
https://www.industrydocuments.ucsf.edu/
ttps://aws.amazon.com/textract/
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Method Val Acc. Test Acc.

CNN [149] - 14.3
BLOCK [149] - 42.0
BLOCK+CNN [149] - 41.5
BLOCK+CNN+W2V [149] - 48.3
M4C [76] 63.5 63.9
LaTr-Base 67.5 67.9

Table A.1: Results on the OCR-VQA Dataset [149]. We use our base model pretrained
on IDL and utilize Rosetta OCR system so that it is comparable across all the models.
LaTr improves the state-of-the-art by +4.0%.

A.4 Model Capacity

The number of model parameters in M4C ([76]) is 200M (90M for BERT and 110M for
FRCNN), while LaTr-Small has 149M (60M for T5, 86M for ViT and 3M for spatial em-
bedding). As seen in Tab. 6.1 in the main paper, LaTr-Small without pre-training achieves
41.84% accuracy when trained and evaluated with Rosetta-en and still outperforms M4C
(+2.44%), showing the gain achieved by our architecture. LaTr-Base has 311M (220M
for T5, 86M for ViT and 3M for spatial embedding). We note, only a +2.22% is obtained
by increasing the model capacity to LaTr-Base compared with LaTr-Small. The signifi-
cant gain comes from our proposed pre-training strategy, resulting in +8% gain, as seen
in Tab. 6.4 in the main paper.

A.5 OCR-VQA Results

As commonly done by previous work [76], we only evaluate our model using the con-
strained setting. In this setting, we do not change the OCR system, i.e.we use Rosetta
OCR system. Similarly to TextVQA and ST-VQA datasets, LaTr-Base outperforms the
previous state of the art [76] by a large margin, specifically, from 63.5% to 67.5% (+4.0%).

A.6 Qualitative Examples

In this section, we present additional qualitative examples of our method compared with
M4C [76]. In the first four columns of fig. A.2, we display examples in which our model
is successful while M4C fails. Compared to M4C, our model clearly has better natural
language understanding (top left image). In addition, our model has the ability to reason
over layout information significantly better than M4C (third image in row 3). This is
both attributed to the extensive pre-training and the fact that we leveraged documents for
performing layout-aware pre-training with 2-D spatial position embedding.

Out of the cases displayed, we wish to further discuss two types of observed biases
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in the data. The first is for the question asking “what is the handwritten message?”. Our
model successfully answers this question, both with and without visual features. This in-
dicates that, at-least for the model without the visual features, the model is just guessing
based on some heuristic. In this case, it could be that the largest OCR bounding box is the
most probable answer. As all the datasets were created by AMT it is possible that the an-
notators created most of the questions base on the largest or the clearest text in the image.
The second type of observed bias is the fact that most images contain only a few pieces
of text. Thus, the model can make a lot of educated guesses. For example, the question
asking “What is the number on the rear of the white car?”. There are only two numbers
in the image, thus giving the model at-least 50% chance of guessing correctly. Similarly,
more than 85% “Yes/No” questions are with answers “Yes" in TextVQA dataset, given
the model a strong (and incorrect) prior knowledge, allowing easy guesses.

An additional interesting observation is with regard to questions about reading the
time from an analog watch. We observed that both our model and the M4C model, in
most cases, predict the time of 10:10 regardless of the actual time in the image. This
is a bias the models developed from a common marketing trick. Watch sellers displays
watches aimed to 10:10 as business marketing research showed it increases sales, and
therefore, our model can’t actually read the time but just guesses the most likely time
based on the pre-training prior knowledge.

In the final column of fig. A.2, we display our model’s failure cases. The failure cases
are mostly composed of OCR errors, compositionality of spatial reasoning and visual
attributes. We wish to further discuss the last example (bottom right) as we believe this
is an example of a question which requires a higher level of “intelligence” than the other
examples. To answer this question, the model has to not only reason over both the image
and the text, but also to understand that the soda wish to be like the regular coca-cola as
it is "imagining" its reflection in the mirror.

A.7 Dataset Bias or Task Definition?

In the main paper, we showed that STVQA models (ours included) make use of the visual
features marginally. This begs the question whether this is because of a dataset bias,
or is it simply the task nature. To explore this, we attempt to categorize the type of
questions current benchmarks consist of. We divide the questions in TextVQA [185] into
four different categories. The questions categories are defined by the information type
required to answer them. The first category consist of all questions that can be answered
with just an order-less bag of words. In fig. A.3 (1) we depict examples from this category,
i.e.question that do not require anything beyond the order-less bag-of-words and some
world knowledge. Base on the analysis presented in the main paper, this category amounts
to over 40% of the test data and include the questions that can be answered with just the
questions (≈11%). The second category consists of questions which require an ordered
bag-of-words. Currently, most papers treat the OCR system as a black-box and reading
order is so intertwined with OCR systems that it is not thought of as a detached feature.
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We make the distinction between the information types extracted from the OCR system
and demonstrate that an additional 10% of the questions can be answered by just adding
the reading order. Examples from this category are depicted in fig. A.3 (2).

The next category requires to reason over both word tokens and their 2-D spatial
layout. In the main paper, we showed that via layout-aware pre-training, we are able to
leverage the additional layout information to boost performance by over 7%. Base on
a qualitative analysis, we believe that 7% is the lower bound of this category size and
more questions can be answered by just reasoning over the text and its layout. Examples
from this category can be found in fig. A.3 (3). The last category consists of question
which require reasoning over all modalities, specifically the text, the layout information
and the image itself. Generating such questions is not an easy task, and therefore in
current benchmarks most question do not fall under this category. We believe that in
order to advance the field of STVQA this issue needs to be addressed. We propose a
simple mechanism for determining whether an image falls under the last category. In
this mechanism the question is given to the annotator with just the words and layout
visualization (third column of fig. A.3), if the question can still be answered it should be
dropped. Examples from this category are depicted in fig. A.3 (4).
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(a) Number of detected scene text in IDL

(b) Examples of images in IDL

Figure A.1: IDL dataset. (a) We show the distribution of the detected OCR number by
Textract OCR [124, 1, 153] on the IDL dataset. (b) We visualize representative examples
from the dataset.
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Who is out of vietnam?

M4C:
Ours:
GT:

jon
us
us

What does the sign at the 
crosswalk say?

M4C:
Ours:
GT:

i can't tell...
new adidas
10 av

What drink is written on 
this whiteboard?

M4C:
Ours:
GT:

coca cola
coffee
coffee

What is the title of the 
book?

M4C:
Ours:
GT:

judasoog
het judasoog
het judasoog

What is the number on 
the tail of the helicopter?

M4C:
Ours:
GT:

vfo72
72
72

What does it say in the 
bottom left corner?

M4C:
Ours:
GT:

dana cord digital
live
live

Who does he play for?

M4C:
Ours:
GT:

storm chasers
peoria
peoria

What date is the game?

M4C:
Ours:
GT:

january 22 08
22/03/08
22/03/08

What word is written in 
white at the bottom of 
the label?
M4C:
Ours:
GT:

bare eri
barbieri
barbieri

What is the name of the 
brewery on the cup?

M4C:
Ours:
GT:

chillin! red cup
red cup 
red cup 

What time does the 
watch read?

M4C:
Ours:
GT:

10:10
10:10
7:26

What is the beer brand 
on the top shelf right side 
of the image?
M4C:
Ours:
GT:

choceto
adams
adams

What is this beverage 
called?

M4C:
Ours:
GT:

super lutica
sambuca
sambuca

What is the handwritten 
message?

M4C:
Ours:
GT:

you don't talk to...
karl fogel
karl fogel

What is the 
advertisement in the 
white board?
M4C:
Ours:
GT:

agnini dental home
southern homes
southern homes

What team has 16 
points?

M4C:
Ours:
GT:

gtb
kde
kde

What are the titles of 
these dvds?

M4C:
Ours:
GT:

the complete...
the complete...
south park

What kind of memorial is 
it?

M4C:
Ours:
GT:

gravehill cemetery
dignity memorial
dignity memorial

What soda does the diet 
coke want to be?

M4C:
Ours:
GT:

sugar free
sugar free
Coca cola

What is the name of this 
boat?

M4C:
Ours:
GT:

farewell
filipina princess
filipina princess

Who is the author of this 
book?

M4C:
Ours:
GT:

J.k rowling
robert galbraith
robert galbraith

What kind of cognac is 
this?

M4C:
Ours:
GT:

corona
abk6
abk6

What is the number near 
the rear of the white car?

M4C:
Ours:
GT:

1506
262
262

What kind of food is on 
the menu?

M4C:
Ours:
GT:

tortas
mexican
mexican

What is the theater’s 
name?

M4C:
Ours:
GT:

the lion king
el capitan
el capitan

What team does this 
player play for?

M4C:
Ours:
GT:

padres

ubs
cubs

Figure A.2: Qualitative Examples. The first four columns displays failure cases of
M4C [76] in which our model is successful. As can be seen, LaTr is able to outper-
form M4C on a variety of different question types, including, layout, world knowledge,
natural language understand and more. In the last column, we present fail cases of our
model, demonstrating representative failure cases of LaTr. We note that we present the
questions as they are originally appear in the TextVQA dataset [185]
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Global
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Locales,
Audiencia
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HiperBarrio
Historias Locales, Audiencia Global

http://hiperbarrio.org/

The
Town
Band
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Orbiting
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Your
Tonight

The
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Band
Orbiting
Your

Town
Tonight

The Lisa
DeBenedictis Band

Orbiting Your Town Tonight

Push
Sega
1966
play
Start
free

Sega
windows
button
OutRun
Sharp

OutRun
Push
Start
button
Free
Play

1966
Sega
Sharp
Sega
windows

OutRun
Push Start button

Free Play 1966  Sega
Sharp

Sega
windows

Qatar
LEP
bwin
Foundation
adidas  

Foundation
Qatar
adidas
bwin
LEP bwin

Qatar 
Foundation

adidas

LEP

(1)

(2)

(3)

(4)

what is the website listed on 
the banner?

what is the name of the 
band?

what is the name of the 
video game?

what does it say on the 
shirt of the man in the 
white?

FBT FBT

what brand is shown on the 

tank top?

FBT

CENTURY
THE
Illustrated
christmas
The
century

Magazine
superbly
CHRISTMAS

THE
CHRISTMAS
the
christmas
Century
Magazine

CENTURY
superbly
illustrated

what is the magazine title?

THE
CHRISTMAS

The christmas
Century

Magazine

CENTURY
Superbly illustrated

AHL
AHL
7
8
WARNER
R

RBC
salming
Reebok
ahl

what sponsor is to the 
right of the players?

AHL
WARNER
rbc
Reebok
ahl
salming

7
R
8
AHL

AHL AHL
87RWARNER

RBC

Reebok
salming ahl

Estrella
Estrella
Ealicia
EXAGERA
DAMENTE

what is in the bucket?

BUENADAMENTE
Estrella
BUENA
Estrella
EXAGERA

Galicia
Estrella

Estrella Galicia
EXAGERA 

DAMENTE
BUENA

(a) (b) (c) (d)

Figure A.3: Dataset Bias or Task Definition?. We depict four different questions types
based on the information needed to answer them. Questions which require; (a) order-
less bag-of-words; (b) ordered bag-of-words; (c) words and their 2-D spatial layout; (d)
words, their 2-D spatial layout and the image.
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