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SYNOPSIS

Maintenance of sufficient depths for safe navigation of vessels at an inlet to a

natural or artificially constructed harbour exposed to littoral drift is one of the

main problems the harbour authorities a e facing when maintaining a commelcial

port. The increasing popularity for bulk handling of cargo has brought into use

bigger bulk carrìers and container vessels over recent decades. In order to ca,ter for

these new larger vessels, the harbour authorities today face the dredging problem

with added difficulty of maintaining much deeper harbour basins and approach

channels. Therefore, accurate prediction of sedimentation behaviour is extremely

important in the design of a harbour to establish maintenance dredging costs.

In this research project an extensive library search was undertaken to look for

the methods available for assessment of the behaviour of harbour inlets. Major'

contributions to the litelature have been reviewed and presented in this thesis.

Using a sophisticated computer software package, an attempt was macle to sim-

ulate turbulent flow across a simplified navigational channel section dredged at

an inlet and to predict resulting sand movement in the channel.

For comparison, the flow across the channel was represented by two turbulent

models, the K-Epsilon model and the Mixing Length model, and the sand move-

ment was sirrulated using two methods which are based on different concepts

for defining the sediment transpor-t. The Shield's folmula (a6) is based on the

assumption that shear stress is the main parameter defining sediment transport-

ing power. In the method proposed by Ackers and White (1) the average flow

velocity is used in preference to shear stress in defining the sediment movement.

A Profile Model wa,s usecl fol morphological evolution of the channel bed.

A Physical Model was l¡uilt and tested to validate the numerical models
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Chapter 1

Introduction

Tidal inlets on sea coasts are exposed to a great variety of continuously chang-

ing parameters such as tides, currents, waves and sediment movements. 'lI!
Tire fact that these parameters are interrelated and the inlets are in a dynamic

situation which adjusts continuously according to these changesrmakes analy-

sis of the behaviour of tidal inlets one of the most difficult tasks in hydraulic

engineering.

The main flow in a tidal inlet on a year-round basis is caused by astronomic

tides. However, the combined effect of density gradients and eddy generated

velocity gradients may increase the flow in an inlet to several times that of the

tidal flow.

A tidal inlet on a littoral drift shore can be divided into four sections

I. the Gorge Channel - the section with minimum cross- sectional alea

between barriers.

1



Chapter 1: Introduction

2- the Ocean Section - the ocean part of the channel which may contain

shoals or bars and one or more channels.

3. the Bay Secti,on - which may include shoals and channeis.

4. the Intermediate Secti.on - between the ocean section and the gorge.

OCEÂN

+ Dredged Channel

2

greaÉsg
.l'l on" ShoaI

Li¿to¡al Drift

Up Drift

Ba¡rier

Ebb

I
Tida¡

Flow

I
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Barrier

Flood

Shoal

BAY

Figure 1.1: Typical Layout of A Tidal Inlet

The ocean section with its dynamic bars and shoals is the most active part of

the inlet system. The entrance behaviour is an integrated result of inputs and

outputs of material which are ever-changing in accordance with tides, currents

and extreme events.

I



Chapter 1: Introduction

\Mith respect to sediment transport there is a marked difference between the

transport pattern and modes in the ocean section and the bay section. The

difference lies in the wave action in the ocean entrance, which may include wave

breaking over the shoals and bars causing a strong increase of mass transport

influencing inlet flow, thereby inlet geometry. Wave breaking increases bed

and particularly suspension load. This favours sediment transport by flood

currents towards the bay and its shoals.

Moving towards the gorge channel wave action gradually reduces and becomes

of lower order. Consequently bed load increases and predominates.

Near the shore turbulence caused by breaking waves initiates suspension of

sediment and any longshore currents superimposed on fluid motion cause a

net alongshore transport of the sediment, which is known as littoral drift.

The quantity of littoral material pouring into the inlet from adjacent shores

depends upon many partly interrelated factors including the longshore flux of

wave energy in the vicinity of the entrance, the flux of wave energy and the

tidal flow into the entrance) its geometric shape, the shoreline geometry on

either side of the entrance, material characteristics and ready availability of

alluvial shore and bottom materìal.

Generally speaking, any tidal inlet is in a state of very short term dynamic

equilibrium because the conditions of flow, waves and sediment transport are

always changing.

On littoral coastHnS,)th" ,"di*ent transport caused by currents and waves
,4

often present-/major problems in regard to planning, operation and mainte-

nance of ports. Moreover, sediment transport, erosion and accretion are very

complex phenomena, which are still far from being fully understood in quan-

titative terms. Many projects have failed or have incurred unexpectedly high

maintenance costs because of inadequate treatment of these problems.

3



Chapter L: Introduction

When dredging is required the costs are usually critical to the economic feasi-

bility of a project and in the design of a harbour the determination of capital

and maintenance dredging volumes is of vital concern. Thus the accurate pre-

diction of sedimentation behaviour is extremely important to fix dredging costs

during the design assessment of the various alternatives.

Accurate sedimentation prediction usually requires detailed field surveys to

determine the existing local conditions and factors such as : current veloci-

ties; velocity patterns; sediment type and concentrations and effective sea floor

roughness. Accuracy of the sedimentation prediction can be further improved

by carrying out a trial dredging investigation. Conducting such an investiga-

tion is also expensive but it can be considered necessary when the costs of

the capital and maintenance dredging are relatively large in a given harbour

location.

The clesign relationship between the climensions of a harbour or bay and its

channel connection to the ocean in early years was largely based on empirical

formulae, experience and judgement because of the limited technical informa-

tion available to solve these complex sedimentation problems. Even though

such methods are good practical tools to solve physical problems, their wider

applications are limited because of the substantial approximations made in

deriving such formulae. With the increased demand for better navigation

facilities, the need to understand flow characteristics in inlets and accurate

prediction of shoaling rates became vital for proper designing of harbour inlet

facilities to reduce maintenance problems. As a result of the advancements

made in the fields of inlet tidal hydraulics and sedimentary aspects, as de-

scribed in Chapters 2 and 3, the early empirical and statistical methods are

now being gradually replaced by rational hydraulic modelling of the inlet hy-

dlaulics, with the inclusion of wave effects and their combined sedimentary

response.

4



Chapter 1: Introduction

Simple methods for sedimentation prediction have been derived based on em-

pirical formulae or with strong schematization of the relevant transport pro-

cesses. Such methods should be used only when trial dredging lesults are

available to calibrate the empirical coefficients or when a high accuracy of

predicted sedimentation rates is not expected.

One of the most important new developments in hydraulic engineering of recent

times is undoubtedly the development of numerical mathematical modelling,

made possible by the ready availability of powerful digital computers. In such a

model physical processes formulated by mathematical expressions are handled

in the form of a discrete numerical elements and after validation they are often

sufficiently reliable for practical applications.

Some of the advantages of these mathematical models over physical models are

: the numerical model can take into account any physical phenomena that can

be described in mathematìcal form, which would be impossible or very costly

to simulate in physical models; scale effects as such do not exist in numerical

models, however, similar errors due to discretization are introduced by the

numerical representation of the mathematical equations; such a model can be

stored and remobilized at insignificant cost compared to a physical model.

The limitations of application of mathematical models are set by inadequate

knowledge in terms of quantitative description of the physical process to be

modelled, inaccuracies in the numerical solution techniques, insufficient input

data and by computer capacity and costs.

As described in Chapter-5, an attempt was made in this research project,

using two separate numerical models, one to simulate turbulent flow across

a navigational channel dredged through a sloping coastline and the other to

predict dynamic siltation in the channel. A physical model was used to attempt

validation of the numerical models. An important factor of the study was to

assess the 'cornputational feasibility' of attempting problems of this scale on

5



Chapter 1: Introduction

other than 'super computer' scale machines.

For comparison, the flow was simulated using two turbulent models, the sophis-

ticated K-Epsilon model and the Mixing Length model. A powerful computer

software package, FIDAP, which uses the finite element method to solve the

differential equations in the turbulent models was used to simulate flow.

As described in Section 5.4, sand transport was simulated using a simple depth

averaged model.

6



Chapter 2

Literature Review

2.t Introduction

In this chapter, reference has been made to contributions made by various

investigators from 1930 up to the most recent developments. Only those papers

which have made significant contributions towards proper interpretation of the

inlet system have been reviewed and presented in chronological order. A list of

all references has been presented in the bibliography at the end of the thesis

Since methods of analysis to be presented areil¡@numerous, the literature re-

view chapter has been divided into separate sections so that assessment meth-

ods for stability of inlets, sedil4entation at inlets and flow in inlets can be

discussed separately. Current methods of analysis of inlets ha6 been reviewed
'),,,¿¡ <r<

in a separate chapter in further detail.

7



Chapter 2 : Literature Reaiew

2.2 Stability Relationships

At tidal inlets on littoral shore-line there are two opposing processes; on the

one hand the littoral drift which is carried to the entrance by waves and flood

currents form deposits in inner and outer bars, shoals and flats and attempt

to close the inlet; on the other hand ebb tidal and other currents tend to

flush these deposits away and maintain the cross sectional area of the inlet

channel. Although the recognition of the importance of the tidal flow as the

primary agent in maintaining the channels and inlets in lagoons and estuaries

was generally accepted, it was not until 1928 that the hydraulic conditions in

an inlet were expressed in a rational manner by Earl I. Brown (7).

Recognizing an intimate relationship between the size of the interior bay and

the inlet, Brown deduced the equation:

8

Ia
A : n054""1pt H2-h2

total tidal flow (tidal prism), in cu.ft.

hydraulic constant,

cross-sectional area of the inlet, in sq.ft

wetted perimeter of the inlet, in ft.

length of the inlet, in ft.

mean tidal variation in the sea, in ft.

mean tidal variation in the basin, in ft.

(2.1)

in which,

a:
c:

0,:

D
f-

L:
H-
h:

In 1931, O'Brien (36) made an exhaustive study of the inlets and beaches of

the Pacific Coast of the United States. After studying a plot of the tidal prism

against area he suggested the famous empirical relationship:
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A : 4.69 x 10-a t Po'85 (2.2)

in which,

P : tidal prism measured in cu.ft. between

MLLW and MHHW,

A : cross-sectional area of the inlet below

mean sea level, in sq.ft.

Even though the phenomena involved seemed too complex to yield so simple

relationship, comparison by a number of investigators on other inlets has shown

a surprisingly small deviation from O'Brien's equation for large and small

inlets, with and without training jetties.

For a given tide.rstudying the maximum velocity of flow in an inlet which varies

with the inlet cross-sectional area, Escoffier (16) presented a concept in 1940 to

define the stabilityof an inlet. As shown in Figure 2.1, critical cross- sectional

area, Af,, represents a division between stable and unstable conditions.

It is noted that in the stable area of the curve, the inlet tends to be stable by

countering any area change by a velocity change that will tend to reduce the

area change. In the unstable area of the curve, any area change will result in

a velocity change that will tend to increase the area change.

One disadvantage of this concept is that, if maximum velocity associated with

the critical cross-sectional a,rea is less than the "threshold velocity" required to

move sand, it is clear that the inlet would tend to close under the depositional

action of waves and currents. Thus the critical cross- sectional area would only

be meaningful in terms of some average tidal range conditions.

I
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in 1951 I(eulegan (30) undertook the analytical study of the hydlodyna,mics o[

the inlet-bay system and derivecl a theoretical equation relating the wa,ter level

fluctuations in a basin rela.tive to sea,. The phase lag between bay and ocean

tides, climensionless valrres of maximum inlet velocity, and bay amplitude were

presented as functions of the so-called urepletion coefficient", I(, defined as :
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in which,

T

Ag

Aç

Ap

I

ï
R

I{.n

Ii ",

in which,

: tidal period, in secs.

: half tide range in ocean, in ft.

: cross-sectional area of inlet, in sq.ft

: plan area of bay, in sq.ft.

: length of inlet, in ft.

: h)'draulic radius of the inlet, in ft.

: entrance loss coefficient,

: exit loss coefÊcient.

Some restricting hypotheses he assumed rvere that the flow section is constant

during a tidal cycle, the banks of the bay are assumed to be veltical, and

level variation is same at all points of the lagoon. These assumptions diminish

the practical interest of the results obtained. Horvever, this method has been

considered to represent the inlet hydraulic characteristics adequately b5, nlany

investigators in their studies.

In 1967, O'Brien (38) reanalysed all av¿ilable data on areas of tidal inlets, and

their corresponding tidal prisms and observed that for unimploved inlets, the

data agreed well with :

A : 2.0 x 10-s x P

11

(2.4)

A : minimum flow area of the inlet below MSL, in sq.ft

P : tidal prism corresponding to the diurnal or

spring range of tide, in cu.ft.
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He further observed that;

1. the equilibrium minimum florv a,rea of an improved or unimproved inlet

is controlled by the tidal prism.

2. the equilìbrium flow area of an inlet depends to a minor extent, if at all,

on bed material size and tractive forces.

Inlet studies have been carried out by various investigators to study the rela-

tionship between the tidal prism and the inlet cross-sectional area ending up

by deriving empilical formulae similar to O'Brien's equation.

7. In 1,972, Johnson (26)

A - 3.2x10-a*Po'88 (2.5)

2. In 1976, Jarrett (25)

,4:0.56x10-4"P0'es (2.6)

In 1973, Curtis l\{ason (10) made a comparison of O'Brien's formula for tidal

flow through inlets by using the following regime equations for steady flow in

alluvial channels and rivers.

1. Lacey's explession (31).

A - 1.40 80'83, f or sand of 0.2mm (2.7)

in which,

A : cross-sectional area of the channel in sq.ft

O : steady discharge in cusecs.
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2. Blench's equation (4).

A - 1.51 80'83, f or sand of 0.2mm.

3. Simons and Albertson equation (a7).

A : 2.0 Qo'"u, for R<7ft.

A : 63 tþ + r.|zQo'tu, for R>7ft.

in u'hich,

,R : hydlar.rlic radius, in ft.

13

(2.8)

Assuming aveÌage discharge over one-half a tidal cycle and taking tidal period

for the semidiurnal cycle to be 44,700 seconds, O'Brien's formula reduces to

the form:

A : 2.3 Qo'"u (2.11)

A quantitative comparison of the equation 2.11 with the regime equations

shorved that O'Brien's formula was in good a,greement with Simons ancl Al-

bertson equation fol the a,ssumecl conditions. Ma,son concluded that inlet

channels are in a sta,te of equilibrium similar to the regime flow in channels

and rivers.

A method was presented b;' O'Brien and Dean (39), in 1972, for investigating

the stability of coastal inlets against closure due to transport and deposition of

sand in the inlet closs-section, utilizing earlier contributions made by I(eulegan

(30), O'Brien (36) and Escoffier (16). A measure of stability, B-stability index,

has been defined to represent the capacity of an inlet to remain stable under

condition of deposition.

(2.10)

(2.e)

rAc ¿p : J^; (v*o, - r/r)3 dAc (2.r2)
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where,

Ab:
t/vmax -

Vr:
A6:
Acø :

critical cross-section¿l area as defined by Escoffier,

maximum flow velocity corresponding fo Aþ,

"threshold velocity" of sand tr-ansport,

cross-sectional area of inlet,

existing cross-sectional alea of the inlet under review

74

I/*o, has been defined as a function of Aç using repletion coefficient (30) and

O'Brien's stability equation, (equation 2.2).

The stability equations proposed by several investigators correlating the tidal

prism with the inlet area do not relate the variation of tidal prism ivith the

change in values of ra,nge of tide, size of sand forming the channel, and rough-

ness coefficient of the flos'. A folmula has l¡een plesented by Muthusamy

I(rishnamurthy (35), in 1977, to show the effect of the aforementioned vali-

ables on the tidal plism.

(2.13)

in which,

B : width of inlet, in ft.

Uo : depth of flou' at MSL, in ft.

VÍ" : friction velocity corresponcling to critical shear stress, in ft.f sec.

T : tidal period, in sec.

as : arnplitucle of ocean tide, in ft.

k - roughness coefficient of florv.

p - r.2s x Byo x r/¡" x r,. (r * ä) (r" 4P)

The above formula has been clelived based on the follorving assumptions.
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1. the tide level at the ocean end of the inlet is assumed to vary sinusoidally

2. the shape of the cross section of the inlet is approximated by a rectangular

channel.

3. the velocity distribution over the depth is assumed to follow the loga-

rithmic law.

4. for the iniet to be in equilibrium, the net sediment transport through the

inlet should be zero.

, (' .

!t, ,, ,,
i_l

Analysis of this theoretical formula revealed that;

1. the effect of the size of the bed material and roughness coefficient on

tidal prism a,r'e not very significant.

ø[e.lro{ {^-r-,
2. thefange öf the tide on the tidal prism appears to be small, when the

depth of the channel is lárge.

3. if the grain size of 0.5 mm is assumed, for corresponding computed values

of V¡. and k and using a typical tidal period of 44,700 seconds, and a

range of tide of 4.0 ft., equation 2.13 reduces to :

A : 2.36 x 10-5 x P (2.r4)

whicli is comparable to O'Brien's formula, equation 2.4.

The important conclusion that can be made by reviewing all siability rela-

tionships is that the main parameter affecting the stability of an inlet channel 
'i

is the flow through the inlet. The other factors. such asr- the size of the bed l

material and roughness coefficient, and range of the tide has little effect when

compa,red to the effect of the flow through the inlet. Thus, a thorough knowl-

edge of the florv conditions in tidal inlets is essential for better understanding

of the behaviour of inlets.

)
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2.3 Flow in Tidal Inlets

All stability analysis methods described in Section 2.2 conclude the fact that

behaviour of an inlet system is governed by the characteristics of flow through

the inlet. Whether a particular inlet would remain stable or not will depend

upon the ability of flow in the inlet to flush out the sediment brought to the

inlet by valious processes. As mentioned in Chapter-1 in tidal inlets, the tidal

flow has been consiclerecl to be the main flow effect. Thus a thorough knowledge

of the ticlal florv through inlets is r-equiled to evaluate their behaviour.

In this section, contributions made by various investigators to describe the

tidal flow in inlets in a rational manner using hydraulic principles, have been

PLgsentecl.

According to the available literature, Earl I. Brorvn (7) appears to be the

first person to investigate the dynamics of tidal motion in a bay connected

to the ocean by an inlet. In 1928 he presented mathematical relationships

representing the tidal flow in an inlet based on the following assumptions; that

flow in the inlet is equivalent to an open channel of uniform closs-section and

linear bottom friction under the influence of surface slope, the sur-face slope

will vary with relative levels of sea and basin, and the surface variations both

in sea and basin are sinusoiclal.

La,ter, in i951, I{eulegan (30) tleated the same problem but included the square

fi'iction lau' in the inlet and pledicted a non-sinusoidal oscillation in the bay

elevation.

As a means of studying the behaviour of Burrand Inlet in British Columbia, W.

Douglas Baines (2) presented a mathematical model in 1957 which provided a

good approximation to the florv.

Consideling a simple Bay-Inlet layout as shown in Figule 2.2 and applying
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Cross-Section ,{rea : ¿

OCEAN
Bay Sur{ace Area : À

(a) Plan

-hLhs-

(b) Longitudinal Section

Figure 2.2: Sketch of a bay with a constricted entrance channel

the continuity equation and clynamic equation presented by Binstein (15) a

L

simplified solution has been obtainecl:

du gH Zrt
dt:¿cosT-

!! [' ,,dt,LaJo I
(2.15)

r' lu
SN

.f

where,

U:

H-
L:
T:
r:
R:
a:

A:

mean velocity in the channel,

half range of tide,

length of channel,

period of tide,

friction factor,

hydraulic radius of the channel at mean tide,

cross-sectional a.rea, of the channel,

surface area of the bav.
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Water level variation in the ocean has been assumed to be a cosine curve.

Equation 2.15 has been solved by the Laplace transformation. Discharge at

the inlet has been evaluated using this equation and results have shown good

agreement showing the validity of the model.

In 1967, Jacobus van cle Iireeke (24) presented a mathematical model to cle-

scribe the water-level fluctuations and flow in inlets as a function of ocean

tide and fresh water inflow. Assuming one-dimensional flow and applying the

equations of continuity and motion to the Inlet-Bay system he derived:

dh6

dt ;i(n"-tt6).ryA.
A,

(2.16)

where,

ht,

h"

A"

Aa

Q n(t)
R

: bay water level,

: sea rvater level,

: cross-sectional area of the inlet channel,

: horizontal bay area,

: Io" hd": a dimensionless resistance coefficient,

: Chez5"s coefficient,

: lvater depth in inlet channel.

C

l¿

The numerical method has been ied to Macquarie Harbour Inlet, Tasma-

nia. For the case of no fresh-rvater inflow, the results have been compared

rvith those obtained with I{eulega,n's method (30) and found to be in close

agreement.
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Shemdin and Forney (45) proposed a method to investigate tidal motion in

single or multiple basin connected to the ocean by an inlet. Non-sinusoidal

tidal motion in the ocean and square friction law in tþ:"ilt", are considered.

Applying the equations of motion and continuity \g'prJi.nted the following

relationship.

h":hu.(+)i#+ (r+ ;ùi(+)'#l#l Qr7)

in which,

: sea lva,ter level,

: bay lvater level,

: holizontal bay area,

: closs-sectional area of the inlet channel,

: length of cha,nnel,

: fi'iction coefficient,

: rvater depth in inlet channel,

: time.

The method has been applied to Boca Raton inlet, Florida. The calculated

tidal elevation and velocit¡, in the inlet are found to be in reasonable agreement

u'ith measured values.

A study has been undeltaken by Dennis, Lanan and Dalrymple (12) to docu-

ment the past and present characteristics and trends of Delaware's two major

tidal inlets. In olcler to gain a better understanding of the overall hydraulics,

a one-dimensional numerical model has been presented.

lr"

tr,,

A6

A

L

T

h,

t

The vertically integrated diffelential equation of motion is written in a semi-

linea,rized form for' flow in the x-direction as:

oq sDy ! (2.1s)ot: -9"0r i
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in which,

20

q-
+_t,-

D:
h-
n-
:t

p-

r:

discharge per unit width in the x-direction,

time,

totaldepth-h*\,
depth at N{SL,

tide displacement above MSL,

holizontal cìistance coordinate in flow direction,

mass dcnsity of sea water,

flictional stless on the bottom of watel column,

pf åH

D arcy-\\/ei sbach friction factor.

The one dirnensional continuitSr equation is

(2.1e)

Using a Keulegan (30) type inlet equa,tion to relate the flow through the inlet

to inlet characteristics the differential equations have been solved numerically.

Comparison of results obtainecl from the model with tide and current mea-

surements recorded at the inlets has shorvn a good correlation but has under-

predicted the peak discharge a,nd overpredicted the peak tidal amplitude.

The sediment stability of these trvo inlets have been further investigated by

adopting the concepts developed by Escoffier (16), O'Brien (38) and Jarrett

(25). Overall, the results of the stability and prism-area concepts have revealed

that neither of the inlets is presently in equilibrium, which agreed well with

the observed depositional characteristics of the inlet.

0, *0r:n0t ðr
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2.4 Sedimentation at Inlets

Sediment tra,nspolt in the form of grains rolling along the bed is referred to

fi'equentl)r as bed load, and material ca,rried in suspension by the turbulence

generatecl in the current is regarded as suspended load. The simplest form of

sediment tra,nsport is that ca,used by a current alone, such as in river flow or

by ticlal cnrlents, u'hele the influence of wa,ves is insignificant. The sediment

transport that takes place in an inlet channel is partly bed load and paltly

suspendecl loacl.

In the ocea.n section and the intermediate section of an inlet the bulk of the

transport rnay ta,ke place in suspension. For fine-grained materials the sus-

pended load in stlong currents is many times larger than the bed load, and

thus the major cause of problems.

\\/aves play a decisive role in coastal sediment transport processes. While

river sediment tra,nsport is largest at the greatest depth of the river closs-

section, and theoretically zero at the shoreline, the opposite is the case for'

wave-generated littoral drift. Here the sediment transport capability increases

as the water gets shallow, and in the breaker zone where there is massive wave

stirring taking pla,ce, exceedingly high concentrations of suspended sediment

occur

The breaking of waves generates great turbulence at the plunge point which

brings large qua,ntities of sediment into suspension. The orbital water velocity

caused b¡r movement of the waves would move this suspended sediment in back-

and-forth motion . Substantial drift of sediment may occur when a current,

such as a tidal curLent, is superimposed on each wave motion. In these cases,

the transport ca,pacity is much higher than that of the current alone, since the

orbital rvave motion at the bed generates a high concentration of suspended

sediment near the becl, which in turn is transported by the current.
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Where the bottom consists of fine sand or coarse silt the concentration of sus-

pencled sediment is determined by the waves and the currents. Concentrations

rvithin a few centimeters from the bottom are governed by wave heights and

peliods, while the concentration distribution from this thin bottom layer to

the surface is governed by the current generated turbulence. The bottom-layer'

concentration, and therefore the transport capacity, decreases as the depth in-

crea,ses

As rnentioned in Chapter'-1, an accur¿te sedimentation prediction requires a

detailed field investigation to determine local relevant parametels. The ac-

cura,cy of the computed seclimentation rate depends upon the a,ccula,cy with

which the actual transport processes are represented in the method of predic-

tion.

Due to the extreme difficulty of making observations and measurements in this

region, and due to the high degree of complexity of the phenomena involved,

no proper theoretical method for predicting sedimentation at entrance to an

inlet was available until recently. Various empirical formulae and simple meth-

ods with strong schematization of the relevant processes involved have been

presented. Nevertheless, they have proven to be useful as practical tools. Some

such methocls have been presented in this section ancl the curlent methocls of

analysis of sedimentation rates at inlets have been described in Chapter-3.

It has been experienced in the field of maintenance dredging that sedimentation

occurs whenever dredging is carried out to deepen an area previously in natural

equilibrium. The sedimentation rate increases as a function of the thickness of

the dledged layer and bottom tends to shoal back to its equilibrium elevation.

Based on this experience several methods of an empirical nature have been

presented for predicting shoaling rates

1. The Balanin formula presented by Djunkovski and Smirnov (13),

in 1957, assuming the shoaling rate is proportional to the thickness
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where,

ht:

H:
Ho:
p:

thickness of the sediment transport

after t-years, in ft.

channel depth, in ft.

initial natural depth, in ft.

a coefficient characteristic of

sedimentation at the place in question

23

of dredging, describes the time variation of shoaling in a dredged

channel.

, 1-(l -p)'r¿t : (H - Ho) (2.20)
1-p)

2. In an empirical methocl presented in 1982 for predicting shoaling

rate in channels dledged at tidal inlets, Galvin (19) assumed the

initial rate of shoaling is a function of the initial dredged depth.

Assuming the sediment bypassing (across) the inlet is proportional

to the rate of energy expended by the flow, he derived the formula:

sttoatins Rate : n ir - l+)-l e.zr)L \d/ I

where,

: natural depth before dredging,

: depth at any time after dredging,

RQ
CW

: characteristic shoaling rate,

: fraction of Q carried into the channel,

: length of dredged channel,

: width of dredged channel,

: 512 ; for const¿nt discharge before and

after dreclging,

dL

d

K

a
R

C

W

n't,
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: 312 ; for constant velocity before and

after dredging.

3. Assuming that the shoaling rate is proportional to the relative bot-

tom elevation, Vincente and Uva (50) presented a method in 1984

for predicting shoaling in dredged channels and basins:

dC

dt
r{ (c" - c) (2.22)

where.,

c"

difÏerent bottom elevations at instant t,

a constant that represents the bottom natural

equilibrium elevation in the zone studied,

sedimentation coefficient.

Integration of equation 2.22 yields;

c : co * (c" - c.) (t - "-r<t)
(2.23)

where,

Co initial generic elevation

4. One of the empirical procedures used in USA and presented by

Trawle (49) consiclers the shoaling ra.te to be proportional to the

area of the dledged channel section, measured below the natural

equiliblium elevation.

5. In 1984, Forma,n and Vallianos (17) presented an empirical method

to predict shoaling rate in an inlet based on the assumptions that

the longshore transport of sediment is a function of wave height

squared and the sediment transport capacity is proportional to the

depth:

n'L

C

T{
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Daìly shoal volume in the ocean bar channel

cen#"['-(å)"']

H;

: total volume of longshore sediment

transport to the inlet each year,

: average wave height for the i¿À

clay of the year-,

: predr-edging depth,

: depth of the dredged bar channel,

: potential shoaling rate (portion of the gross

longshore transport deposited in the channel)

in which,

in which,

Qn

d1

d2

C

William and Robert (52), in 1978, calried out an investigation to study selected

basic flow and sediment transport characteristics of tidal inlets. A simple

numerical hydraulic-sediment transport model applied to an idealized inlet-

bay system, designed to have typical inlet ch¿racteristics, was used in their

study. The numerical model used rvas formulated as follows.

1. Continuity equation

vA. At
dlt,6

dt

V : inlet velocity,

A.

A¡, : bay surface area,

lrt, : bay water level.

(2.24)
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2. One-dimensional equation for motion along the inlet channel axis.

26

dV
d"

vdq

d.-g + +
dV
dt

(2.25)

in which,

n : water surface elevation,

R : channel hydraulic radius,

r : the distance along the channel axis,

f : channel friction factor.

3. The rate of sediment transport, Q", across the minirnum cross-

sectional area (B) portion of the inlet was ta,ken as:

N

Q, : kDB(]vl-v)' (2.26)
i=l

in which,

V : "threshold velocity" of sediment transpolt,

¡/ : number of grid channels,

k - unknown constant.

Numelical integration of the equations has revealed the influence of

tide type, storm surges, bay surface area, channel resistance, a.nd

the addition of a second inlet on sediment transport late.

\4/ith the interpretation of flow in inlets in terms of their hydraulic behaviour

the literature shows development of numerous methods for quantitative predic-

tion of sedimentation in inlets based on various hypothesis, such as, longsìrore

tra,nsport is proportional to the longshore energy flux, by-passing of sedimenta-

tion across inlets is proportional to the rate of energy dissipated in the florv etc.

However, because of the limitations of computation capabilities most of these

methods were limited to numerical solution of simplified diffelential equations.
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These methods have been applied to investigate sediment movement at various

tidal inlets and have found to perform reasonably well within the limits of the

a,ssumed conditions. Presentation of the fine details of all such methods would

be beyond the scope of this thesis.



Chapter 3

Current Methods of Analysis of

Harbour Inlets

3.1 Introduction

It has been established that in the littoral zone, the major part of the sediment

movement takes place in suspension caused by the turbulent flow. In turbulent

florv movement of the particles in suspension is described by the diffusion-

convection equation rvhich was apparently first presented by Schmidt (44), in

1925, in studies of dust in the atmosphere. Since in the current methods of

analysis, sedimentation rates are usually predicted using the theory of sediment

suspension in turbulence, the general form of the diffusion-convection equation

has been described in detail in Section 3.3. Much research work has been

carried out by using this equation to analyse suspencled sediment movement in

different environments; some key contributions have been reviewed in Section

3.4.

28
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3.2 Early Theoretical Approaches.

As presented in Section2.2, early methods of analysis of inlets passing through

the littoral zone were based on empirical formulae where flow in the inlet

(tidat prism) is related to the cross-sectional area as a measure of assessing the

flushing ability of an inlet system. Even though the stability of an inlet could

be assessed within the lirnits of assumptions made, quantitative prediction of

shoaling rates cannot be performed by using such methods.

As a result of the a,dvancements ma,de in the fields of inlet hydraulics, sed-

imentary aspects and mathematical rnodelling, the early empirical methods

ha,ve been glaclually replaced by rational hydraulic modelling of the inlet h¡r-

draulics, wave effects and the combined sedimentary response. Thus, variotts

methods have been developed for quantitative plediction of shoaling rates at

inlets. However, as desclibed in Section2.4, because of the limitations of com-

putation resources, most of these methods were limited to numerical solution

of only the simplified differential equations.

Even though movement of sediment in suspension had been described by the

diffusion equation in early 1930s (see Section 3.4) its practical applications,

except for the simplified versions, rvere limited because of the complexity of

the diffusion equation and the limitations of computation capabilities to solve

realistic elaborations of these equations.

3.3 Diffusion-Convection Equation for

Suspended Sedirnent Concentrations

Turbulence is the most important process involved in the suspension of sed-

iment. The turbulent motion results from eddies that are swir-ling in an
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irregular manner as they are carried along by the flow. The eddies are being

formed continuously by the shearing action of the fluid while eddies already in

existence are shrinking in scale and are being ultimately dissipated into heat.

The diffusion mechanism involves two essential features. One is the simple

transport (advection) which results from the turbulent velocity fluctuations,

and the other is a mixing (diffusion) of the transported fluid as it is advected.

To derive the equation for unsteady, non-uniform distribution of sediment in

a two-dimensional steady, uniform turbulent flow consider the diffusion of sus-

pended sediment particles of uniform size, shape and density.

With reference to Figure 3.1, in a small time, Aú, the flow of sediment into an

element of volume minus the flow out is equal to the change in concentration

in the volume. The width of the element normal to the cg-plane is taken to

be unity.

[-,"8 - & G"æ) av] a'.at

1"" + & 1lc¡ av] l'.at

(-c + -ffil.v)a".at

v

-r'ffiL,vL,t
uC Ls.L,t

Í-,"#-&(,"æ)a,]ay.ar

F" *&(!c)ar]av.Ât
uCAr.At

iC ò,z.L.t

-ruffiA".tt

Figure 3.1: Transport of sediment into and out of an element

There is no contribution of sediment through the faces parallel to the ry- plane

because the mean velocity and concentration gradient normal to the faces are

x

Arl
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both zero. The differential equation for the concentration can be written as

follows:

lh(uc) * *("#)-&(uc) * &('#).-#l^v^xa'
* l"vo,
ot

in which,

(3 1)

(3 2)

(3.3)

't-tr)u : me¿n components of velocity in r &
y directions,

: diffusion coefficients of sediment

inr&ydirections,
: sediment fall velocity.

c

€r, €g

w

The continuity equation for the system can be written as

0u ôu
^ + ^ :0dr OA

Equations 3.1 and 3.2 can be combined to yield

0c ôc 02c ôe.0c ô2c
- u ar - u 

aa 
* e" aü + a* u-f'o aa' 

r ïeu ôc

ov ov
0c ôc*ta-:-'öyAt

Equation 3.3 is the differential equation for unsteady, non-uniform distribution

of sediment in a two-dimensional steady, uniform turbulent flow. It can be

solvecl numerically when the florv velocities, the sediment mixing coefficients

and the sediment fall velocities are knorvn.

If the sediment distribution is steady and uniform, and the mean flow is hor-

izontal; then )cf 0ú : 0, u : 0, and all derivatives u'ith respect to ¿ are zelo.

Also, e, : €s : diffusion coefficie.t of sediment.
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Substituting these in equation 3.3 and integrating with respect to y yields

32

(3.4)
0c

cI-D + €sã-
dA

U;-
clr

0

The diffusion coefficient e" is generally a function of y thai must be known

before equation 3.4 can be solved for c.

Equation 3.4 was developed by Schmidt(44), in 1925, in connection with stud-

ies of dust in the atmosphere and by O'Brien(37), in 1933, in studies of sus-

pended sediment in streams.

3.4 Equations for Distribution of Suspended

Sedirnent in Turbulent Flow.

Because of the complicated form of the differential equation for unsteady non-

uniform distribution of sediment, equation 3.3, with several independent vari-

ables involved and also for the reason of limited computation capabilities avail-

able at the time, it seems that no attempts have been made to solve it until

recently. However, I{alinske (27) in 1940 presented a method to obtain a

mathematical solution to equation 3.3 by making the following simplifying as-

sumptions: the concentration at any point does not change with time; flow is

horizontal ,i.e. u: 0; ey does not vary rvith y and # i" negligible in comparison

t" *.With these assumptions equation 3.3 reduces to:du'

0c
(3.5)+ea

O"c

w
ðc

ID-
ðy

Since the method he presented to obtain a mathematical solution to this sim-

plified equation is complex,, he presented an alternative approximate method
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as well to solve it numerically. Horvever, the restricting assumptions made

diminish the practical interest of the results obtained.

Dobbins (14), in 1944, plesentecl a method to obtain¡í"-ånalytical solution toi'-/
the simplified diffusion equation (equation 3.5) assuming a parabolic velocity

distribution. The one dimensional case of the theory of turbulent sedimenta-

tion was verified b}t experimental work. Horveyer, the simplifying assumptions

involved again introduce large elrors rvhen applied to the case of a natural

stream.

Literature sholvs tha,t several investigations have been carlied out to study the

simplified form of the diffusion equa,tion (equation 3.4). Some key contributions

are outlined below.

If the turbulence in a trvo-dimensional uniform flow is uniform from top to

bottom the diffusion coefficient e" rvould be constant and equation 3.4 can be

integrated to yielcl,

c : caexp-?@-") (36)
6.

in lvhich,

ca : concentration at level y - a

In practice the turbttlence a.ncl hence the diffusion coefficient in streams is

not constant over the clepth. Florvever, Hurst (23) and Rouse (42) achieved a

uniform distribution of turbulence by mechanically agitating water in a small

cylindlical tank. Measurements of the distribution of sediment concentration

over the depth in these tanks shorved agreement with equation 3.6, thus estab-

lishing the validity of the basic theory.

Assuming the sediment diffusion coefficient is linearly proportional to the ki-

netic eddy viscosity, or the diffusion coefficient of momentum, and the florv ve-
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locity is represented by Prandtl-von Karman velocity law, Rouse (a2) in 1937

presented a solution for equation 3.4 which is well-known as "Rouse Equation"

for the distribution of suspended sediment in turbulent flow.

c :
co

(d-v) a
(3.7)

v (d-a)

in which, z u.
pku.

: the depth of flow,

: a numerical constant,

: von Karman's universal constant,

: the bed shear velocity.

'ìDs

d
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k

u*
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Figure 3-2: Graph of suspended load distribution equation for several values

of. z.
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Figure 3.2 shows a graph of the equation 3.7 for several values of the exponent

z. Equation 3.7 is seen to give unrealistic concentrations of zero at the surface,

A : d, and infinite at the bed, y - 0. Despite these deficiencies, the Rouse

equation has come into general use and has not been replaced by later ones.

Starting from the two-dimensional longitudinal equation of motion, Brian

O'Connor (6) presented a method to represent the vertical distlibution of sed-

iment in a well mixed ticlal estuary. The two-dimensional equation of motion

for'flow in a tidal estuar-y is:

i#.*É)+YG-ùY"-#H r (38)

in which,

U:
t-
H-
p:
rl:
v-

I:

horizontal flow velocity in the r-direction,

time,

water depth,

water density,

y lr{,
elevation above the bed,

horizontal shear stress,

water surfa,ce slope.

Assuming simple linear distlibution for ðuf ôú and 0uf ôx, and relating the

shear stress to the velocity gradient by Prandtl's mixing length concept, ex-

pressions for the variation of the horizontal velocity, [/, was obtained from the

equation 3.8. Then he related the diffusion coefficient, €", to the momentum

transfer coefficient or eddy viscosity, e*, by e": Be* and solved the equation

3.4 analytically to yield a complex expression fol distribution of suspended
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sediment. He showed that this expression reduces to Rouse's equation, (equa-

tion 3.7), for the case of uni-directional flow.

J.N.Hunt in 1954 (22) developed the following differential equation for the

distribution of suspended sediment in two-dimensional steady uniform flow,

€- : diffusion coefficient for water,

cu : sediment concentration by volume.

When €,a: €c¡ equation 3.9 becomes,

dc., dc",,"Ë * ,"Ë (r- - €") + (I - cu) c,u"

dc.,,"Ë + (1 -cu)curu,

in which,

0 (3 e)

(3.10)0

When c, is negligible compared rvith unity, equation 3.10 becomes the same

as equation 3.4.

To solve the equation 3.10, the diffusion coefficient e" used by Hunt was derivecl

as was done for equation 3.7, except that [l- was obtained from,

U - U^o"
u* iI r-i*B ln

B- 1- zld
B

in which B is a constant to be determined from experimental data.

Introducing the expression for e" and integrating gives Hunt's equation for the

distribution of suspended sediment,
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u^
d:r

ôe" ðc

ov ov
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(3.11)

(3.12)

)l'
B"- - "ld
B r-zlds

in which,

us

k" B" u*

and

B" and fr" are constants similar to ,B and k, which are to be

cletermined from measurements of sediment distribution. Hunt showed that

equation 3.11 agreed more closely with measured concentrations than did equa-

tion 3.7. However, equation 3.11 has not come into use, probably because of

its complicated form and the added difficulty of having two instead of one

constant.

A model describing the distribution of sediment in unsteady, turbulent flow was

presented by O'Connor (5) which x'as based upon a finite difference solution

to the general diffusion equation. Hon'ever, the model seems to have not come

into use as the value of the model had not been tested using laboratory and

field data.

Bechteler and Schrimpf (3) presented a relatively simple two-dimensional model

for steady distribution of sediment, dcf dt: 0, neglecting vertical convection,

u : 0, and horizontal diffusion, e" : g. For these assumptions, the general

diffusion equation, equation 3.3, reduces to the form,

0c

q

0c 02c: tao *'"g¡ +

The numerical solution of the differential equation was presented by the finite
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difference methocl. The numerical model was applied to four different corn-

binations of velocity distributions; including parabolic and logarithmic dis-

tributions; and turbulent diffusion coefficients. Even though the predicted

sediment distributions clid not agree exactly with the test values, for prac-

tical sedimentation engineering, the results predicted were considered to be

sufÊciently accura,te.

Smith and O'Connor (48) presented a two-dimensional mathematical moclel

to predict longitudinal and vertical distributions of velocity and suspended

sediment in estua,rial type florvs. Basic hydrodynamic equations of tulbulent

fluid motion are laterally integrated and then simplified by introducing the

liydlostatic pressure approximations for long wave motion and neglecting cor-

rection fa,ctols for latera.l velocity variations. The resulting equations, rvlitten

in general caltesian co-oldinates are:

1. IVlomentum Equation

# * "H *.# =','r:. Il* @4 - * r,rrll (3,3)

0p

A-
p9 (3.14)

in which,

uj?'o :

U,,U,

b-

p:

rvidth averaged turbulent-mean velocity

components in the r and z directions,

turbulent fluctuation velocity components

of u and u.,,

width of the channel; is a function of

r and z,

vvidth-averaged turbulent mean pressure.



Chapter 3 : Current Methods of Analysùs of Harbour Inlets

2. Continuity Equation

(#) -e*

39

(3.15)

(3.16)

(3.1 7)

Equations 3.13 to 3.15 are then closed by using equations

ftruø + frru-t

AIt AI( AIi A / u" AK\
at +u a, t' a, : æ\*.d;)

0

t

+ 11.

p

gap," ðc
ps" ðz

- Itrt1rl

p: po(t+aC)

numerical constants,

density of sediment-free water,

turbulent rvidth-averaged concentration

of sediment in suspension,

turbulence energy dissipation rate,

effective turbulent Pr-andtl number for

turbulence energy,

effective turbulent Schmidt number,

dissipation length scale of the turbulence

F.0u
p0z

t," : c*pÏ; I( : i f* + **),, : q#
(3.18)

(3 1e)

where,

arC^rC¿:

Po:
C

e

oK

s"

Lo

Equations 3.13 to 3.19 represent a "one equation" turbulence model

for use in tidal estuaries.

I(erssens, Prins and Rijn (29) presented a tlvo-dimensional vertical model as-

suming a steady and nearly uniform flow, a constant particle fall velocity, and
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neglecting the longitudinal diffusion, and vertical convection. These assump-

tions simplify the general diffusion-convection equation to the form of equation

3.I2. To solve the differential equation, a logarithmic distribution was ap-

plied for the local velocities and the vertical sediment mixing coefficients were

represented by a parabolic-consta,nt distribution. An implicit finite-difference

method was used to solve the diffusìon-convection equation.

In order to check the influence of the sediment difusion coefficient on the

sediment concentrations some test computations have been executed varying

both the distribution and the nagnitude of the diffusion coefficient and it u'as

concluded that in the model the said influence is not large.

To verify the proposecl model the sìltation in a trench in a tidal estuary has

been pledicted and cornpared rvith the measured siltation rates. The method

presented seems suitable for the computation of local sedimentation and ero-

sion in sedinent tlaps a,nd dredged trenches, when the sediment transport is

mainly in the form of suspended load.

3.5 Current Mathernatical Models

In the field of suspended secliment transport extensive research work has been

ca.r'r'ied out by the Delft l{ydraulic Laboratory in recent years to develop math-

ematical moclels to study the morphological processes. A two-dimensional ver-

tical (SURTRBNCFI-2D) and a three-dimensional (SURTRENCH-3D) math-

ernatical model have been developed, of which the trvo-dimensional model has

been verifiecl extensively using flume and field data and is widely accepted as

the current method for suspended sediment predictions. The SURTRBNCI{-

2D Model as developed by the Delft Hydraulic Laboratory (11) is presented

in Section 3.6.
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3.6 SUHIRENCH-2D Model
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Figure 3.3: Definition Sketch

With reference to Figure 3.3, the Diffusion-Convection equation, equation 3.3,

for time averaged variables in non-uniform flows can be written as follows (11)

X. *@ò - *(,","#). *(- --").- *(
in which,

U,U:

C:

7.D s

€s

t

Iocal mean sediment concentration,

local mean flow velocities in longitudinal

(z) and vertical (z) directions respectively,

particle fall velocity,

secliment mixing coefficient,

: ttme.

Assuming steady-state conditions and neglecting the longitudinal diffusive

transport, rvhich is shorvn to be in general an order of magnitude smaller
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than the other terms (29), equation 3.20 reduces to

42

{.r"a + fit- - u"),- *(,"
ðc

0z
0 (3.21)

0 (3.22)

Assuming the variables to be consta,nt in lateral (y) dilection, the sediment

concentrations can be represented by integrating equatìon 3.21 ovel the (lat-

eral) width of the florv, yielding:

{.ø,,1* *o(tu - u") ,- *(u,"
0c

0z

in which,

h width of the flow; is a function of r.

Eqnation 3.22, which is the basic equation of the SURTRENCH-2D model,

can be solved numerically rvhen the florv velocities (u,.), the sediment rnixing

coefficient (e"), the palticle fall velocity (.r") and the flow width (ó) are known

and appropriate boundary conditìons are specified.

3.6.1 Flow Velocity Profiles.

Various models can be applied to describe the velocity field, depending on the

complexity of the florv. In case of con-rplicated f{ow conditions, the most widel¡,

used mathematical model is the I(-EPSILON, I(-8, model which is based on

the equations of continuity ancl motion a,nd two additional tr-ansport equations

for the turbulence kinetic energy (I() and its dissipation rate (e) to describe the

turbulent fluid shear stress (41). A disadvantage of the application of the K-E

model is the relatively large computation time needed to solve the complete

set of equations. Consequently, the Ii-E model is not yet an attractive model

for long telm mor-phological con-rputations. To reduce the computation tine
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and costs significantly, a simple model has been developed which is based on

flexible profiles as suggested by Coles (9).

3.6.1.1 K-EPSILONModel.

Considerìng the flow in a channel of constant width (ó) and a plane water

surface, the ecluations of continuitS' and motion for steady state conditions in

the vertical plane can be written as:

o Continuity:
0ru

(3.23)
0z

0

o Motion

0tt,

A-

fif*l . *(u,r,) * i** - Pn,.) -){,o,,,) : o

fi l-') * *(u,u) * i*r - pn,") - )G^,",) 
: o

in which,

(3.24)

(3.25)

U,U

p

Pn

TR

time-averaged fluid velocity in x,z directions,

time-averaged static fluid pressure,

(Re¡'nold's) turbulent fluid pressure,

(Reynold's) turbulent fluid shear stress.

Basically, the Reynold's stresses represent a viscous part and a fluctuat-

ing (turbulence) part. Neglecting the viscous part, the fluctuating part

can be approximated to (4i):

Pt,"

Pt,"

'50"

'50"

)
0w
A"a

0u
Tt -- p€J
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in which,

44

Pt

T¿

€.¡

K

: turbulence fluid pressure,

: turbulence fluid shear stress,

: fluid mixing coefficient (or eddy viscosity),

: tulbulence kinetic energy.

ðw'
ôr

The I( and its clissipation rate (e) are defined as:

i@t+@ry+(-'r-l

(v)
K

e -U

where,

u'ru'rLD' : fluctuating components of the fluid

velocity in rry,z directions,

u : kinematic viscosity.

over bars indicate time-a,veraged values.

The valiables K and e ale lela,ted to the eddy viscosity (e¡) by:

K2€J : cp- (3.26)

in which,

cp : tttrbulence constant

The transpolt equations for the turbulence energy (I() and the dissipa-

tion rate (e) read:

fiø,'t + ft @x) - T# - T# - * (*#) - * (#T)
*e o (3.2i)
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3.6.L.2 PROFILE Model

Coles (9) showed that the velocity profiles in a non-uniform flow can be

descr-ibed by using a lineal combination of a logarithmic profile Ìepre-

senting the law of the rvall and a perturbation profile representing the

influence of pressure gradients.

1. Longitudinal velocity.

V6e¿- \"a RI^ L+Ð) {^^{^:

(3.2e)

The velocity profile is descrìbed by

u A1 u¡ lt Z

^

* AzunF

where,

u:
ula :

vzro

I^_
fvg

h:
At, A, :
Fa-

flow velocity at height Z above bed,

florv velocity at water surface (Z : h),

zero-velocity level (Zo :0.03k"),

effective roughness height,

water depth,

dimensionless variables,

perturbation profile.

Z
h
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(3.30)

The perturbation profile ('F) is represented by:

,(?: ,lffil'-l=â1"

F=2[3h_J'-[ffi"

in which,

t - a coefficient.

Figure 3.4 shorvs the perturbation profiles for various values of

t.

1.O

o.5

o5 1.O
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r lixlc
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.qì
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ï
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o

Figure 3.4: Perturbation profiles

The variable A2 can be related to the variable A, t y applying

the boundary condition, u : uå for Z : h resulting in:

A2 : 1-,41 ln
h

4 (3 3i)

Combining equations 3.29, 3.30 and3.31 yields

At ut 
^(*) 

+ uh

lr(z-zo
L- \¿ zo

t=4
t=2

t:1

t

u
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The velocity profile, as described by equation 3.32, is com-

pletely definecl when the unknown variables ,41, ú and u¡ àre

specified. Therefore, three additional equations must be spec-

ified, which are: Equation of continuity; equation for the t-

parameter; and equation for the water-surface velocitS', z¿.

(a) Continuity Equation:

The discharge Q can be represented by:

¡h
A : UJrouL, (3.33)

inwhich, b - width.

Substitution of equatiori 3.32 in equation 3.33 and integla-

tion yields:

o : l-' .^ (*)f o,u h un + l' - 
r, . (å)]

t*i*ï]un'n (334)

(b) t - Parameter Equation:

Analysis of velocity profiles measured in trenches situated

perpendicular to the florv direction (40) showed that the

measurecl mid-depth velocity at each location can be ap-

ploxima,tecl by the mid-depth velocity computed from a log-

arithmic velocity profile at that location. The mid-depth

velocity computed from the logarithmic velocity distribu-

tion is called the equilibrium mid-depth velocity. Thus:

lJmid-depth : r.trmid-depth equitibriun (3.35)

The mid-clepth velocity according to equation 332, for Z :
0.512, is:

,Lm : A1 tt¡ r" (?) +,, 
[r - 

A1 ln (+))

[z 1o.s¡' - (0.5)"] (3.36)



Chapter 3 : Current Methods of Analysis of Harbour Inlets 48

The equilibrium mid-depth velocity, u-,", using a logarith-

mic velocity distribution can be described by:

u^," : , !."(!o'.olr?ù, ,.9 (3.JT)
[-r +ln(hlzs)]bh vr'

Substitution of equations 3.36 and 3.37 in equation 3.35

yields the t-parameter equation:

-1 + ln(hlzs) 3¿ + 1

tn (0.5hlZs) (2t2 + 3¿ + 1) [z 1o.s;' - (0.5)"]

- 0.16* - 0.29t + 1.02 (3.38)

(c) Water Surf¿ce Velocity Equation:

The sulface velocity is described by a first order differ.en-

tial equation which yields an exponential adjustment of the

surface velocit5' to the equilibrium surface velocity (nn,"),

as follows:

du'¡,

dr
Uh,e Uh uh:Or--o t-- h 'h "b (3.3s )

where,

h : water depth,

b - flow width,

CYtr(I2rcY3 : empirical coefficients to be

determined by computer calibration

using measured velocity profiles.

The equiliblium surface velocity is defined as the sulface

velocity from a logarithmic velocity distribution. Bcluation

3.39 can be solved numerically for a given value of the sur-

face velocity at the inlet, z¿,s.

The complete set of equations 3.34, 3.38 and 3.39 is nou,

defined and ca,n be solved to detelmine the At, t and u¡,

variables. Using equation 3.32, the velocity profile can be
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computed at each location. The coefficients cy1 and û2 can

bc determined by calibrating the model using experimental

data. The coefÊcient a3 represents the adjustment of the

surface velocity to variations in the transverse direction.

Since experimental data were not available to calibrate 43,

the follorving expression has been applied that yields a grad-

ual adjustment of the surface velocity.

û3 : o.l tanh l,o la\lv'r u(L'¡rr 
L'" \¿'ll

The input data for the PROFILE model are: discharge

(Q), width (ó) and depth (å), effective bed roughness (Ä"),

constant of Von l(arman (k) and the surface velocity (,r¿,o).
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Figure 3.5: Velocity profiles according to PROFILB model.

Figure 3.5 shorvs some velocity profiles based on PROFILE

model. As ca,n be observed, the PROFILE model is capable
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of representing a u'ide range of velocity plofiles inclucling

those with flow reversal.

Computation results for the flow in a trench are shorvn in

Figure 3.6 along with the velocity profiles computed by the

sophisticated I(-EPSILON model.
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Figure 3.6: Measured and computecl velocity profiles in a trencl, Rere C4.t)

(d) Vertical Florv Velocity:

The vertica.l florv velocity, nr, can be computed flom the

rviclth-integrated equa.tion of continuity :

Lu*r, + {,r-t

(3 40)

I

uictd.in(t, ?.t): - ["0*t *0, -:+ ["0*" ,,,1,' J z¿rzo òr b dr J zo¡zo
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Substitution of equation 3.32 in equation 3.40 and inte-

gration yields a (complicated) analytical expression for the

vertical flow velocity.

(e) Bed-Shear Velocity:

The local bed-shear velocity, u*, which is needed to de-

termine the bed-boundary condition for the sediment con-

centrations, is computed from the florv velocity at height

Z : 0.05h a,bove the mean bed level a,ssuning a logaliih-

mic velocit¡, plofile in the near-bed layer'. This l,islds'

lc uu

tn(0.05hlZs)

rvheLe,

ub : flow velocity computed at Z : 0.05/¿

above the mean bed level,

k - von l(arman constant,

h : water depth,

26 : Zero-velocity level.

3.6.2 Sediment Mixing Coefficients.

The eddy viscosity concept is applied to represent the transfer of fluid

momentum and sediment ma,ss. The sediment mixing coefficient (e") is

related to the fluid mixing coefficient or eddy viscosity (ey) as follorvs:

0ór¡

where,

p proportionality factor related to the difference in the

transfer of fluid rnomentum and sediment rnass,

turbulence clamping factor.

IL*

€s

ó
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Based on the analysis of the data of Coleman (8), the following expression

has been pr-oposed for- B-factor:

13 7+2 LD"

^
fo, 0.1 < Y..t

u*

2

Basecl on theoretical and experimental work, the following function has

been proposed for the /-factor:

ó 1+
o.8 D.4c

C-û

c
-2

CO

in rvhich,

CO 0.65 : ma,ximum volume concentration.

For smaller concentrations the influence of the /-factor is relatively small

and ma1,, th.elefore, be neglected for most practical cases (d: t).

3.6.2.1 K-EPSILONModel

At the plesent stage of research it appeals that the best approa,ch to

compute tlie fluid mixing coefficient for complicated flow conditions is

the application of the sophisticated I(-E model. A detailed description

of computa,tion of fluid mixing coefficient using the I(-B model is given

in Section 3.6.1.1.

3.6.2.2 PROFILE Model

l. Vertical distribution of fluid mixing coefficient.

Based on the experimental data of Coleman (8) shorving ahnost

constant mixing coefficients in the upper half of florv, I(erssens
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itr

Figure 3.7: Vertical clistribution of fluid mixing coefficient.

(29) introduced the parabolic-constant sediment mixing coeffi-

cient distribution, Figure 3.7, as follows:

h1

-2

eJ : €J,^or-€J,maz ( -T)' , ro' f .-o'

f o, 1 .0.,e¡ : €J,moc i

where,

€J,^o' : 0.25 k u* h

: maximum value of fluid mixing coef;ñcient

2. Longitudinal clistribution of fluid mixing coefficient.

In longitudinal direction the variation of the mixing coefficient

is effected b¡' r'arying the e ¡,^o, value by use of a first order

differential eqtration, as follows:

II
TTI

d
Gt )AT

l. mqxE

d.x
1m ff {rr,^,,,. - e¡,^o") - ash

d
, \un-u)

a:x "-rsdh/dr
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in which,

54

€J,*or,, : 0-25 k u*," h

: maximum fluid mixing coefficient

for equilibrium conditions,

u*,. : (*)"

: cÌoss section averaged flow velocity,

: overall Chezy coefficient,

: coeffi.cients,

: rvater depth.

u

c

(I4, (lS

h

In the above equation, Term I represents the decrease of the

€J,^or - value torvalds its equilibrium value. Ter-m II represents

the incr-ea,se of the e¡,^o, - value after a change of the flow

velocity profile. Term III is a stabilizing term acting at steep

sloping bottoms.

The coefficients aa ancl a5 have been determined by calibrating

with computation results of the sophisticated 1l - -E model for

various conditions concerning the florv in trenches.

Figure 3.8 shorvs fluid mixing coefficients in a trench, computed

using Ii - E and PROFILE models.

3.6.3 Particle Fall Velocity

Usually, the representa,tive particle fall velocit.v is determined from sus-

pended sediment samples using laboratory, or in situ analysis methods.

However, inaccura,cies ca,n occttr due to; measuring errors related to the

applied instruments, and schematization errors introduced by applying

one particle fall velocity to represent the full range of the fall velocities

from relatively large va,lues close to the bed to lelatively small values
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close to the water surface. Test computations have shown an inaccuracy

of the total sedimentation rate in a trench of about 25Yo lor a variation

of the fall velocity by 25%.

Generally, the vertical distribution of the suspended sediment size and

fall velocity are not known, because of insufficient measurement data.

In that case the fall velocity has to be predicted. This may lead to

a considerably larger inaccuracy, and thus, stresses the importance of

detailed field measurements.
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computcd by K-E modcl
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Figure 3.8: Computed fluid mixing coefficients in trench

The SURTRENCH-2D model presented in the foregoing sections has

been developed as a tool for routine morphological computations in the

daily engineering practice. For that purpose the fluid velocity and mix-

ing coefficient distributions have been represented in as simple a form as

possible. This inevitably means a compromise between the representa-

tion of the physics of the flow and sediment transport process, the overall

accuracy of model and the computation cost. The model has been ver-

t4

I
I05

oá
o20

o-üt

o.f,



Ch.aytter 3 : Curcent Meth,ods of Analysis of Harbour Inlets 56

ified extensively using flume and field data. The verification results has

shown that for suspended sediment transport in non-uniform conditions

the model has produced reliable results in predicting sediment concen-

trations, transport rates and bed level changes in dredged trenches and

channels. Taking into account the estimated errors of the basic parame-

ters and boundary conditions, the measured bed levels are considered to

be within the standard error range of the predicted values.

However, due to loss of accuracy because of a less sophisticated rep-

resentation of the physics of the relevant processes, comparison of the

depth-integrated sediment transport computed by the K-Epsilon model

and the Profile model has shown a maximum relative error of about 30%

for a steep-sided trench. For most situations such an error is considered

to be sufficiently small considering the complexity of morphological pro-

cesses. For specific problems when a higher accuracy is required, the use

of the I{-Epsilon model to compute the fluid mixing coefficients has been

recommended.



Chapter 4

Physical Model

4.L Introduction

In the experimental part of this research study a physical model of the

entry to a dredged navigational channel through a shelving coastline was

built to simulate siltation effects. The flow and siltation conditions which i

¡-"-.r sþ¡uined¡ere used to verify the two numerical models which were under

assessment.

4.2 Configuration of The Flow Domain

The plan view of the inlet area considered for study is the area enclosed

by broken lines in Figure 4.1. The space available in the Hydraulic Lab-

oratory to construct the physical model was taken into consideration

when deciding the overall dimensions of the flow domain. Accordingly,

the length and width of the model and of the computational domain, as

shown in Figures 4.2 and 4.3, were selected as 7.75m and I.2m respec-

tively.

57
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The slope of the bed in the transverse direction represents the gradient

of the sea bed in the shore region. The depth of flow in the inlet and

outlet area^s rvas selecteð, as TImrn at the shore boundary and 31lmm at

the offshore boundary. The rvidth of the dredged section s'as 2.0m and

the slope of the sides of the dredged channel was set to 1 : 3.7õ. The

gradient of the bed in the longitudinal direction u'a,s 1 : 1000 and the

depth of flow in the dreclged section was 371rnrn.

OCEAN

F -1

Dredged Inlet Channel

Shore Line Shore Line

Figure 4.1: Area Considered for Detailed Study

The flow across the channel was assumed to be steady and florç through

the inlet (or the dredged cha.nnel) was not taken into account.
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Figure 4.2: Dimensions of the Florv Domain
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Figure 4.3: Isometric View of the Florv Domain
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4.3 Physical Model

The experimental set up is indicated in Figure 4.4. Supply of water to the

model was obtained from a constant head tank. The out-flow from the

model rvas collected in a large sump and recirculated using a pump which

had a discharge capacity bigger than the flow through the model so as

to maintain a continuous overflow from the supply tank. The pump was

kept running continuously during the experiment to maintain a constant

head in the overheacl tank and thereby to maintain a steady florv into

the model. A weir box, rvith a sharp-crested V-notch was installed at

the dorvnstream end to carry out flow measurements.

Sieve analysis of the becl material used indicated (Figure 4.5) that the

bed consisted of fine to medium sand of almost uniform size. The charac-

teristic diametels of the bed material were: clls : I50prn, dso :240¡nn

and des: 380/¿nz.

In order to maintain a mean flow velocity of about 0.3 m/sec, which was

considered to be lalge enough to initiate movement of the sediment used

in the experiment, the discharge was maintained at about 2.45 cusecs.

(0.069 m3 f sec).

For validation of the florv simulation model, inlet and downstrearn flon'

velocity neasurernents should be carried out on a fixed lied model. Thele-

fore, at the fir'st instance, the entire bed of the physical model was cov-

ered with steel sheets to maintain a fixed bed until measurement of flow

velocities were completed.

The experiment mainly consisted of extensive measurement of flow ve-

locities. All flow velocity mea,surements were carried out using Laser-

Doppler velocity measuring equipment.

In order to obtain input velocity boundary conditions for the flow simula-

tion model, inlet velocity components in longshore and offshore directions
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were me¿Nured on all finite element grid lines as shown in Figure 4-6.

For calibration of the flow simulation model, measurement of the long-

shore velocity components were carried out at four different downstream

sections, at t:1.75, 3.0r 4.5, and 7.25 meters, as shown in Figure 4.4.
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Figure 4.5: Particle Size Distribution of Bed Material

In addition to the measurement of inlet and downstream velocities tur-

bulent kinetic energy (I() and its dissipation rate (e) rvere also measured

at the inlet, as described in Sections 4.3.2 and 4.3.3, to obtain input

boundary conditions for the numerical models.

When calibration of the florv simulation model n'as completed, the metal

sheets used to cover the l¡ed \\'ere removed and the flow rvas restarted to
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validate the sand transport model. After 3.0 hrs and 6.0 hrs of continuous

steady flow, the flow was discontinued and the bed profiles of the entire
l'4-'J¿

area under consideration,¡ú-ãì
i'rll

measured À (, / ., :

l)It/t t

rf

ts
E
oo
(.c)

il

Figure 4.6: Flow Velocity Measuring Stations at the Inlet Cross Section

As the input velocity boundary conditions specified to the flow simulation

model vary with the change of the bed profile at the inlet section, inlet

velocity measurements were carried out at 2.5 hrs during the experirnent

to update the inlet boundary conditions.

4.3.L Measurement of Inlet Velocities

Inlet velocities in the longshore and offshore directions were measuled in

the physical model, as described in Section 4.3, using Laser-Doppler ve-

locity measuring equipment. In the Laser-Doppler processing programme

the measured mean velocity at a point has been defined as:
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Meanl/elocity : X : Ix(¿)
i:1

1

F

where,

X(i): velocity of each sample,

N : number of samples taken to calculate the mean.

The value of N was set to 256.

4.3.2 Measurement of Turbulent Kinetic Energy

at the Inlet

In addition to calculation of mea.n velocities, the Laser-Doppler pro-

gramme has been g""i'hpà to measure the fluctuating components and '::l

to recold the standard deviation of the velocity fluctuations for each

measurement.

stancrard.Deuiation: o: 
l*å (*(o), -*')]

Measured values of standalcl clevìation in x and y di¡ections were taken

as the time-averaged values of the fluctuatìng components of the fluid

velocity u' and u' in calculating the tulbulent kinetic energy (I{) at the

inlet, using the formula plesented in Section 3.6.1.1:

IGT+þT*fro]
The prescribecl initial va.lues of I{ and e at the inlet seemj to exert little

influence on the pledictive accuracy of the flow simulation models (34).

Thelefole, as velocity mea,srllements were not carried out in the veltical

direction it was assumed that, to' : 1.1' .

1
,l\ :

2
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4.3.3 Measurement of Dissipation Rate of

Turbulent Kinetic Energy at the Inlet

Dissipation rate of turbulent kinetic energy (e) was evaluated from the

following formula (33) using the values of measured turbulent kinetic

energy (K).

€: C3l4 I{312

I^

in which, /,, is a mixing length.

It was assumed that the value of mixing length is given by the well-known

ramp function for wall boundary layers (32):

l* ÀY"

where,

a constant in mixing length model,

effective width of shear flow.

The characteristic shear rvidth of flow is defined by (32):

- For monotonically increasing/decreasing velocity profile,

Uc Uz-Ut

where at Ut,,
u-ub 

--0.1us-ub

U-UL : 0.9u"-ub

ì

and at y2,



Chapter I : Physical Model 67

in which,

: axial velocity at bed boundary,

: axial velocity at free surface,

: axial velocity.

- For velocity profiles without a maximum or minimum at either

boundary,

Uc: Uz-Ut

where at Ar,

Ub

us

u

or at y1,

u-ub
u-ub

u-u
U"-U

0.I ; f or inner region of f lou,

0.9 ; f or outer region of f low,

and at y2,

The inner region of flow is defined as the region between the bed

boundary and the point of occurrence of the minimum/maximum
t 'rvelocr[y, u.

Therefore, when the inlet velocity profiles are known the shear width can

be calculated using above equations. A value of 0.125 was assumed for

À (32).

Measured inlet velocities in the longshore direction are presented in

Figure 4.7.

U:U
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Chapter 5

Numerical Models

5.1 Introduction

In analysing flow across a dredged trench a comparatively simple l,rofrLi/
model based on shape functions has been used to represent the vertical

distribution of the velocities and mixing coefficients in the SURTRENCH-
^l ''' 

i

2D model þresented in Section 3.6, because of excessive computation cost

involved with the K-Epsilon model. Movement of sediment in suspension

has been represented by a simplified version of the diffusion-convection

equation and a bed-load formula has been used to describe the bed load.

An attempt was made in this research study to assess the computational

feasibility of solving the complex problem of siltation in a dredged chan-

nel by using two numerical models, an advanced turbulent model coupled

with a simple sand transport model, as described in the following sec-

tions.

69
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5.2 Flow Sirnulation Models

A general purpose computer software package (FIDAP) which uses the

finite element method to simulate many classes of incompressible fluid

fl.ows was used to simulate turbulent flow across the channel. In FIDAP

the three-dimensional, steady, turbulent flow of an incompressible viscous

fluid is represented by the following equations:

- Mass Conservation

(5.1)

- Momentum Conservation

u
0u; ôp
ð*¡ 0u

where,

+

: mean fluid velocity component,

: fluid pressure,

: cartesiancoordinates,

: lrzr\

: lrZr\

: total viscosity,

: tto I ¡.t¿

: laminar viscosity,

: turbulent viscosity.

*1,æ.H)l (5.2)l

ui

p

&l

i

j

11

lto

ltt

Equation 5.1 together with equation 5.2 (three equations in three carte-

sian coordinate directions) forms a set of four equations which can be

solved numelically for the three mean velocity components (u,v,w) and

pressure when the turbulent viscosity (or eddy viscosity) is known.

Two possible turbulent models are available in FIDAP, a'zero-equation'

mixing length model and the 'two-equation' K-Epsilon model to deter-
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mine the distribution of turbulent viscosity

5.2.L K-Epsilon Model

As already described in Section 3.6.1.1, the three-dimensional version of

the K-Epsilon model comprises three additional equations as indicated

below:

puj
0r

ôepuj
ô*¡

ar{
ôx
ô

oy Ôx¡
llt ar(

- pe (5.3)

(5.4)
a

0r¡
e2_ pc2 K

ôe

ã",

rtt : p ", 
I: 

(5.5)

Equations 5.1, 5.2r 5.3, 5.4 and 5.5 represents a set of 7 equations with

seven unknowns (u,v,w,p,¡l¿, I{ and e) which can be solved numerically.

FIDAP adopts the Galerkin form of the weighted residuals method to

solve these differential equations by the finite element method.

5.2.2 Mixing Length Model

As described in Section 6.3, relatively large computation time requiled

to solve the equations in the I{-Epsilon model made it unattractive for

long term morphological computations. To reduce the computation time

significantly, a relatively simple model, mixing length model, was used in

the flow simulation model which is to be coupled with the Sand Transport

Model in the Profile Model as described in Section 5.5.

In the mixing length model, the turbulent viscosity is represented by the

Prandtl mixing length hypothesis.

t,: ptrKT. H)Hl''' (56)
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where,

l*
R

v

: mixing length,

: depth of flow,

: normal distance from the wall

72

where,

l^ mixing length.

' The distribution of the mixing length over the flow field can be prescribed

with the aid of empirical information. The mixing length can be thought

of as the mean free path for the collision or mixing of globules of turbulent

fluid.

In FIDAP the mixing length values are computed based on Nikuradse's

(41) Formula:

+ : 014 - oos(r - h)' - ooo(r - #)n Ør)

5.2.3 Boundary Conditions for Flow Simulation

Models

5.2.3.1 fnlet Boundary

It was assumed that the flow is fully developed by the time it reaches the

inflow section. Inlet velocity components in the longshore and offshore

directions measured in the physical model, as described in Section 4.3,

\ryere prescribed as input to the numerical model. Inlet velocity in the

vertical direction was assumed to be zero-

Turbulent kinetic energy at the inlet was calculated, as described in

Section 4.3.2,, from the measured turbulent intensities in the physical

model.
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Dissipation rate of turbulent kinetic energy at the inlet was evaluated

from the formula presented in Section 4.3.3 using the measured turbulent

kinetic energy and velocity profiles.

5.2.3.2 Wall Boundaries

The standard I(-Epsilon model which is employed in FIDAP is suitable

for high Reynolds number flow and therefore cannot be used in the near-

wall regions. The variation of the turbulent viscosity within the viscous

sublayer in the near-wall region is modelled using van Driest's mixing

length model with a transition to the standard high Reynolds number

K-Epsilon model in flow regions beyond the viscous sublayer where the

turbulence is fully developed.

In the van Driest mixing length approach, the eddy viscosity, as described

in Section 5.2, is modelled as,

ttt: o,:^l(#. ÐHl,
where,

þt : eddy viscosity,

I^ : van Driest mixing length,

i, i : 1,2,3

The van Driest mixing length is defined as,

I* : f A(f _ e-v|ta)

where,

A : an empirical constant,

k : von Karman constant,

6 : normal distance from the wall.
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In this equation yf, is the dimensionless normal distance from the wall

defined in terms of the turbulent kinetic energy as,

I
cf"

a p6

where,

cp : a turbulence constant,

tt : dynamic viscosity,

I{ : turbulent kinetic energy

While the computational domain for the mean flow equations encom-

passes the entire flow domain up to the solid boundary, the corresponding

computational domain for the K & Epsilon equations of the K- Epsilon

turbulent model only extends to near wall region. Appropriate boundary

conditions are therefore needed at these locations for the K-Epsilon equa-

tions. As part of near-wall implementation, FIDAP applies the following

boundary conditions for I( and Epsilon.

I,
I{

11

+
u

ar{
ã; 0

(,È o)
c-

1.5

k6
Where, n is the direction normal to the boundary.

If no-slip boundary condition is valid at the wall, then all the velocity

components assume a zeto value at the wall.

6.2.3.3 Outlet Boundary

The outlet boundary is located far away from the area of interest so as

to allow the redevelopment of fully developed flow downstream. At the

outflow no velocity boundary conditions are imposed, resulting in zero
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normal and tangential stresses at the outflow boundary. Similarly, the

turbulent kinebic energy and dissipation are not specified at the outflow

bounclary.

5.2.3.4 Water Surface

The position of the free water surface was assumed to be fixed and at

the free n'a,ter surface the velocity component in the vertical direction

was assumed to be zero.

5.3 Creating Numerical Models IJsing

FIDAP

FIDAP is a general purpose finite element program for simulating vis-

cous incompressible fluicl flows. The finite element method has a long

and successful history in the solution of structural analysis problems.

Over-recent years the finite element approach has been applied to a wide

range of computational fluid dynamics problems. FIDAP is a well sup-

ported commelcially available general purpose computational fluid dy-

namics package based on the finite element method which was selected

for use in this study. CçL*;¿ UjI Yj¿^^¡1á )
In finite element method the flow domain is divided into a number of

simply shaped regions called finite elements. The definition of the ele-

ment is a,ccomplished by identifying the locations of the element corners

in spa,ce. The a.pplication of the Galerkin finite element procedure to

the Navier-Stokes equa,tions results in a set of non-linear algebraic equa-

tions. Tliis non-linear system of equations is then solved to determine

the velocity components, pressure or other degree of freedom included in

the problem statement at each node in every element.



Cltapter 5 : Numerical Ill[odels 76

In FIDAP, two different solution methodologies are utilized for solving

the non-linear equation system mentioned above. The first approach

solves all conservation equations in a simultaneous manner, while the

second approach solves each equation separately in a sequential segre-

gated manner.

Experience has shown that the fully coupled approach is the most cost-

effective for the majority of two-dimensional problems. However, for un-

usually large two-dimensional problems and a majority of three-dimensional

problems, the computer resources required can become prohibitively ex-

pensive.

The segregated approach is guaranteed to have substantially reduced disk

storage requirements compared to the fully coupled solver. However, due

to the sequential and uncoupled nature, the segregated solver requires

more iterations than the coupled solver.

In the fully coupled approach various iterative procedures are available in

FIDAP including, a simple fixed point iteration scheme known as suc-

cessive substitution (or Picard lteration), several Newton-type meth-

ods (Newton-Raphson method, I\{odified Newton-Raphson method also

known as the secant or chord method and Quasi-Newton Updates Method),

Matrix Free solver, and combination strategies (to combine any two of

the above described methods).

The fully coupled solution approach requires the formation of the global

system matrix rvhich includes all the unknown degrees of freedom. The

segregated solution algorithm, which is based on the implicit approach,

avoids the direct formation of a global system matrix. Instead, this

matrix is decomposed into smaller sub-matrices each governing the nodal

unknowns associated with only one conservation. These smaller sub-

matrices are then solved in a sequential manner using direct Gaussian

elimination.
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As described in Section 6.3, the disk space required for the successive sub-

stitution solver became very excessive, and hence the segregated solver

was used in all simulations carried out in this project.

FIDAP consists of three program modules known as FIPREP, FIDAP

and FIPOST. The three modules correspond to the three phases asso-

ciated with solving a flow problem using a finite element progra,mme.

These phases are:

1. Creating the data that define the problem to be solved. This is

called pre-processing.

2. Performing the numerical simulation. This is the processing (ol

number-crunching) phase.

3. Reviewing and analyzing the solution, or the post-processing phase.

The basic flow of information is from FIPREP to FIDAP to FIPOST

5.3.1 Creating FIPREP Input

The FIPREP module requires basic data to create the geometry, bound-

ary conditions, initial conditions, fluid properties and program control

specifications. The FIPREP input file, known as FIINP, contains all

these information requires to define the problem which is to be simu-

lated. The FIINP files used for l{-Epsilon and Mixing Length models

are given in Appendices A and B respectively.

5.3.1.1 Input Files for Defining the Geometry

While finite element computer codes are powerful tools for the simula-

tion of physical phenomena such as fluid flow, the accuracy and cost-

effectiveness of the solution are, to a large extent, depend on the mesh

employed. Typically, the data preparation of a finite element analysis is

the most labour consuming stage.
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The FIDAP simulation package has automated mesh generation capabil-

ity in the sub-module known as FIMESH for the cases of fixed bound-

aries and a limited cases of movable boundaries such as flow with moving

surface, solidìfication and melting, and mass transport due to chemical

reactions.

As the FIMESH sub-module does not support generation of finite ele-

ment mesh for movable bed boundaries, trvo subroutines were provided

to generate coordinates of the nodal points and to define nodal connec-

tivities in the three-dimensional computation domain. The subroutine

USRNOD is used to generate nodal coordinates of the finite element

mesh. In the first cycle of the Profile Model (see Section 5.5) all nodal

coordinates were generated using analytical formulae. In all other cycles

the bed coordinates were generated using the subloutine SBDIM which

returns the new bed profile, after time Al, accolding to the method

described in Section 5.5.

In FIDAP the finite elements are input in groups. In any element gÌoup,

all elements are by definition of the same type (fluid, solid, boundary

etc.) and the sa,me geometry (Quaclrilatelal, Brick, etc.) with the same

velocity-pressure approximation.

The three-dimensional flow domain was first divided into a set of 8 node

brick elements. Boundary elements are used to impose boundary con-

ditions such ¿s law of the wall boundary conditions in the case of the

I(-Epsilon model. All wall boundaries were divided into quadrilaterals

with 4 nodes.

In order to decide an optimum size for elements, flow simulation was car-

ried out initially for several mesh configurations, starting fr-om a coarse

mesh with 620 elements to a finer mesh with 3968 elements. As the

computation time needed to solve the equations is relatively large for a

finer mesh, a compromise had to be made betrveen the accuracy and the
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computation time before selecting the following dimensions. The longi-

tudinal direction was divided into 31 elements of length 250 mm each

and the transverse direction consisted of 8 elements of width 150 mm

each. The vertical direction was divided into 8 elements, the dimensions

of which rvere decreased towards the bed to provide a greater resolution

in the zone where large velocity gradients exist. The solution domain,

as shown in Figure 5.1, thus consisted of 1984 brick-elements of 8 nodes

each and 2592 nodal points.

The details about horv the elements are connected in each element gr-oup

is provided in the subroutine USRtrLM. To minimizethe size of the global

system matrix formed in solution phase, FIDAP adopts the convention of

numbering in the directions starting from minimum mesh dimension to

the maximum mesh dimension. Accordingly, numbering of the elements

and nodes started from the origin and proceeded along the vertical(z),

offshore(y), and longshore(x) directions respectively.

The user supplied subroutines USRNoD and USRELM are given in Ap-

pendices C and D.

5.3.1.2 Boundary Conditions

The boundary conditions applied to the fluid include:

- specified velocities.

- specified turbulent kinetic energies(K).

- specified dissipations(e).

Details about specified boundary conditions have been described in Sec-

tion 5.2.3.
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5.3.1.3 fnitial Conditions

Initial conditions should be specified for velocities, turbulent kinetic en-

ergies and dissipations. These values serve as initial guesses for the iter-

ative solution procedure. It rvas observed that a good estimates of initial

values are very important for convergence to be achieved. FIDAP has a

complete restart capability; that is, the initial conditions for a run can

be the values obtained as the output of a previous run. Therefore, once

the solution convergecl for a set of initial values, the resta,rt capability

was used for all subsequent luns.

5.3.1.4 Fluid Properties

The user is required to supply numerical values of the physical properties

that relate to the problem being studied. Following data is used in the

flow simulation rnodels.

fluid density, j

kinematic viscosity, u

turbulence constant, cþ

empirical constant, cr,

empirical constant, c2,

empirical constant, oK

ernpirical constant, oe

von I{arman consta.nt, k

van Driest's constant, A

: 1000.0 kg l*t
: 1x 10-6 m2f sec

- 0.09

: 1.44

1Clt

: 1.00

: 1.30

: 0.41

: 26.00

5.3.1.5 Programme Control Specification

The information given in progra,mme control specification is referred to

as commands ol contlol ca,rds. The FIPREP control cards specify infor-
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mation for the execution of the FIDAP module. The control cards can

be divided into a number of different functional sections, each of which

specifies a particular type of data.

- Master Control Cards

The Master Control Cards determine the type of analysis to be

performed by FIDAP. The options selected in this section com-

pletely determine the mode of execution of FIDAP. The Master

Control Cards include: *DATAPRINT, *BXECUTION, *PRES-

SURE, *PROBLEM, *SOLUTION, etc.

- Solution Detail Control Cards

These control cards, such as *ITERATION, *PRINTOUT, control

functions of the progÌam which needs to be performed at selected

time steps of the solution process.

- Nodal Data Control Cards

These control cards, such as *NODtrS, *RENUMBER, *ORIGIN,

are used to input the coordinates of the nodal points in the mesh

discretization.

- Boundary Condition Data Control Cards

The control cards in this section are used to specify the various

boundary conditions for the model. The Boundary Condition Con-

trol Cards include: *BCNODE, *BCSYSTEM, etc.

- Fluid Properties Data Control Cards

These control cards, such as xDtrNSITY, *VISCOSITY, etc., ar.e

used to input the values of various fluid properties.

- Element Group Data Control Cards

The control cards in this section, such as *trLEMENTS, are used

to specify the element type and to input nodal connectivity for the

elements.
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5.3.2 Creating FIDAP Input

The FIDAP program module uses the least number of files of the three

modules. For the mixing length model the user has to supply the subrou-

tine, USRMXL, which returns the values of mixing length, as described

in Section 5.2.2, for each element.

The user supplied subroutine USRMXL is given in Appendix-tr .

5.3.3 Convergence Criteria

If a solution based on a particular non-linear iterative method is to be

effective, appropriate criteria must be used to terminate the iteration.

At the end of each iteration, the solution obtained should be checked

to see whether it has converged within preset tolerances or whether the

iteration is diverging.

In FIDAP, in the case of segregated solver, iteration is terminated when

the following conver'gence criteria is satisfied:

llu, - U¡-'ll

¡¡u;ll

where,

U;:
U¡-t :
DTOL:

solution vector for iteration i,

solution vector for iteration i-1,

convergence tolerance.

The norm ll.ll is a root mean square norm summed over all the equations

for the model. The above convergence criteria is computed separately

for each degree of freedom being solved for, i.e., the vector U comprises

all the nodal values of a particular degree of freedom. Convergence is

consideted to be obtained when all of these norms are simultaneously less
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than the specified tolerance, DTOL. The recommended value for DTOL

for the segregated solver is 0.001.

5.4 Sand Tlansport Model

When the velocity field is obtained from the florv sin-rulation model, FI-

DAP, the sand tra.nsport is calculated using the Sand Tr-ansport N{odel.

The model consideled is basicall-v similar to u'hat rvas used by llillier'

and Jenkins (21).
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Figure 5.2: Grid System of the Sand Tlanspolt Model
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As shown in Figure 5.2, the model zone was divided into a grid system on

the horizontal plane, the longshore and offshore directions being divided

into equal number of sections as used in the mesh for FIDAP.

MOF : number of cells in the offshore direction,

oo

: MOF+2
: number of cells in the longshore direction,

91rrI

: NLS+2NLSI

The nodal velocities obtained from FIDAP are then used to calculate

the sand movement in each cell. The program was devised to distribute

these sand movements throughout the grid and produce a new bottom

profile.

For the purpose of comparison, two different formulae were used to cal-

culate the sand transport. In the first method, Shield's (46) bedload

formula and in the second method a new approach to calculate sediment

transport proposed by Ackers and White (1) was used.

5.4.I Shield's Formula

Shield's Bedload Formula for calculation of sand transport, is based on

the assumption that shear stress is the main parameter defining sediment

transporting power, ancl can be written as follows:

þ+ : toT - ('o)". 
(5.8)

q s t 0'-ùd

MOFI

NLS

4" : bedload rate in volume per unit time and unit width,

: rate of liquid in volume per unit time and unit width,

where,

q
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(5.e)

S

.Y

Is

Tg

slope of the energy grade line,

specific weight of liquid,

specific weight of sediment,

shear stress,

critical shear stress at which sediment particles are

about to move,

duo : mean particle diameter'

(ro)". :

d

The rate of liquid florv can be related to the mean flow velocity as,

q UTxH

in which,

UT : mean flow velocity,

H : depth of flow.

The bed shear stress can be calculated from (20),

Tg 1HS

The critical bed shear stress, (kg l*'), can be related to the mean particle

diameter(meters) as (28),

(to)., 192.65 d (5. r 1)

When equations 5.9, 5.10 and 5.11 are substituted, equation 5.8 will be

reduced to the form,

(5.10)

(5.12)Q"

Substitution of known va,lues for 7, 7" and d in equation 5.12 will yield:

Ç" e.573 UT.H.S (ee5.38 H.S -0.04624) (5.13)
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in which,

87

'l

/s

d : duo : 2.4 x I}-a meters

The slope of the eneÌgy grade ìine can be expressed in metric uniis (for

Manning's n : 0.025) as (20),

s
0.0006 x UT2

(5.14)

trans-Therefore when the values of UT and H are known, the sediment

port can be calculated using equations 5.13 and 5.14.

5.4.2 Method Proposed by Ackers and White

There has been an academic preference for shear stress as the main pa-

rameter defining the sediment transporting power. However, the total

shear on a deformed bed (rippled or duned) is in part composed of the

a,long-stream components of the normal pressure on the irregular bed

profile. Although these normal pressures may contribute indirectly to

sediment motion through suspension, many methods separate the bed

shea,r into the nontransporting form loss and the shear on the grains. As

the rate of transport is very sensitive to transporting power, inaccuracy

in this separation procedure may give large errors of prediction. In en-

gineering practice, this factor is important because few natural streams

have a plane bed. Based on this criteria Ackers and White (1) has pro-

posed a method, that use average stream velocity in preference to shear

stress, to calculate transport of noncohesive sediment by a steady uni-

form flow. This method can be summarized as follows:

HT

A dimensionless expression fol grain diameter has been derived by elim-
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inating shear st¡ess from the two Shields parameters (46) as,

7-n

88

(5 i6)

1
3

(5.15)

in which,

Ds, : Dimensionless grain diameter,

D : Dto -- Sediment diameter,

u : kinematic viscosity,

g : acceleration of gravity.

A sediment mobility number has been defined by assurning the sediment

mobility is given by the ratio of the appropriate shear force on unit alea

of the bed to the immersed weight of a layer of grains.

Dnr-D

Fn, :
n

U U

sD(s-I) '/nt"s(#)
where,

Dr9î 
-

sediment mobility number,

shear velocit¡

mean velocity of flo'iv,

mean depth of flow,

a constant the value of which depends on sediment size,

a constant relating the grain roughness

to the median sediment diameter, D.

u*

v

H

n

a

A dimensionless expression fol sediment transport rate has been derived

âst

Gn,: t(+-1)- (5.r2)
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where,

S

Gn, : dimensionless sediment transport rate,

C : a constant,

A : initial motion parameter,

: value of Fs, at initial motion,

m : a constant.

(5.18)

sediment transport, mass flux per unit mass flow rate,

mass clensity of sediment relative to that of fluid.

(5.1e)

89

The sediment transport rate has been related to Gn" bY,

G
D

nr"E

where,

u

u*
X )"

X

When transfolmed to volume rate per unit time per unit width,

4,u
s

Q"

whele,

9" secliment transpolt rate; in m3f secf m,,

Based on analysis carried out using extensive experiments a value of 10

has been suggested fol the constant o and the parameters n, m, A and C

used in the equations 5.16 & 5.17 ha,ve been related to the dimensionless

grain diameter as,

n : 1.00 - 0.56 logDn,

A : ry + 0.14

,/Dn,
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m,:P*r.34
Dn,

logC : 2.86 logDn, (logDn,)2 - 3.53

Substitution of known values for D (240p,rn), s (2.65), g (9.753 mf sec2)

and u (1 x 10-6 m2f -'ec) in equation 5.i5 will yield:

Dn, : 6.0593

Substitution of the value of Ds, in the equations for parameters of n, A,

m and C rvill yield:

: 0.5618

: 0.2334

: 2.9343

: 0.0125

u* gHS (5.20)

where,

slope of the energy grade line,

mea,n clepth of florv.

Substitution of equation 5.21 in 5.20 rvill yield:

0.0781 x u

n

A

m

C

The shear velocity can be defined as,

S

H

The slope of the energy grade line can be expressed in metric units (for

Manning's n : 0.025) as (20),

c 0.0006 x u2r : --- H^/' (5'21)

u*
Hl/6

(5.22)
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Substitution of the values of n, A, ñ, C, u* and a in equations 5.16, 5.17,

5.18 and 5.19 rvill finally Yield:

^^^^^l 7.7olg, 12'e3asq": 1.2567x lO-s .u.Ho'æ36 
L - tl

(5.23)

Therefore, when the values of the mean velocity (v) and the mean depth

of flos' (H) are knou'n the sediment transport can be calculated using

ecluation 5.23.

For calculation of sediment transport rate, clepth averaged velocities rvere

used in the Sand Transport formula. Therefore, the nodal velocities ob-

tained from the FIDAP rvere first converted to depth averaged nodal

velocities. These depth averaged nodal velocities were then converted to

cell velocities in longshore and offshore directions. Using the Sand Trans-

port formr.rla, the rate of sediment transport was calculated in longshore

ancl offshore clirections for each cell.

Thus, if just one cell is considered, (figure 5.3) its sediment transport

components ca,n be a,veraged lvith those of the surrounding cells, as de-

scribed in Section 5.4.4, to obtian the boundary flow.

SAND TRANSPORT BOUNDARY FLOW

Figure 5.3: Sediment Transport Components in a Cell

The sand movement u'ithin the cell is then the difference between the
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transport rates into the cell and the transport rates out of the cell. Thus,

if the nett movement is positive, the cell is accreting and the negative

net movement means the cell is eroding.

The sediment movement is actually a volume rate per unit time per unit

width. Therefore, multiplication by the cell width and an appropriate

time interval will yield the volume change of sand. Then simply dividing

by the cell area will givc thc changc in dcpth of thc ccll.

5.4.3 Boundary Conditions for the Sand

Tlansport Model

Following boundary conditions were used in the Sand Transpolt model

5.4.3.1 fnflow Boundary

At the inflow boundary it rvas assumed that the rate of sediment trans-

por-t in longshore direction rvas equal to the rate of sediment transport

in the first cell in the sa,me direction (figure 5.a).

s AN DX(1, J) s AN DX(2, J)

rI (1, J) H(2, J)

wher-e,

sANDX(r,J):
H:
J-

secliment transport in cell(I,J) in longshore direction,

depth of the cell,

2 to I\4OF*1.

5.4.3.2 Outflow Boundary

Similal to the inflow boundary, at the outflow boundary the rate of

sediment transport in longshore direction was assumed to be equal to
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Figure 5.4: Bounda,ries of the Sand transport Model

the rate of sediment tra,nsport in the last cell in the same direction

sANDX(NLSI,J) sAN DX(N LS + 1,.r)

H(NLSr,J) H(N LS + t, J)

in which,

J 2 to I\'ÍOF*1

5.4.3.3 Shore Boundary

At the shore boundary, the rate of sediment transport in the offshore

direction was assumed to l>e zero.

Offshore Boundary

il

J:MOF+1

ôq

d

o
Êa

o

ao

Shore Boundary

+
a) (n
ÈFlzz
ilil

J:2
J:1

s AN Dt',(I ,t) 0.0
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H(I,t) H(1,2)

where,

SANDY(I,J) : sediment transport in the cell(I,J) in offshore direction,

I - 2toNLS*l

5.4.3.4 Offshore Boundary

Similar to the shore boundary, the late of sediment transport in the

offshore direction was a,ssumed to be zero.

sANDY(r,MOFI) 0.0

H(l,IvIOFI) H(r, AIOF + t)

in which,

I - 2toNLS*i

5.4.4 Calculation of Sediment Tbansport Rate

With lefelence to the Figure 5.5 follolving variables are defined

u (1, J)

v (1, J)

ur (1, J)

sAND(I,J)
THETA

sANDX (r,J)
sANDY(I,J)

: cell velocity in longshole direction,

: cell velocity in offshore direction,

: total cell velocity,

: total cell sand transpolt rate,

: tan-1 IV (1, J) lU (1, /)l
: SAND (I,J)cos(THETA),

: SAND (I,J)sin(THETA).
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Figure 5.5: Secliment Transport in a Cell

Longshore Direction x

x

v
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H
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Þa-
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SANDX (rJ)

BDX
CELL (T,J) CBLL (r+1,J)

SANDX (I+1,J)

Figure 5.6: Cell Edge Flow



Chapter 5 : Numerical ll'fodel.s 96

With reference to Figure 5.6:

Cell edge florv in longshore direction : BDX (I,J)
: ä. ISAN DX (1, J) + S AN DX (1 + t, J)]

Cell edge flow in offshore direction : BDY U, J)

:+.ÍSANDY(I,J) + SANDY (1,/+1)l

BDY (r, J)

BDX (I-1, J) BDX (r, J)

BDY (r, J-1)

Figure 5.7: Nett Sand Transport in a Cell

With reference to Figure 5.7

Net rongsrrore sand tïîl;:ï','!r'l' 
uo, e,; 

xMor/ E (I 'r)

Net offshore sa.nd tra.nsport in Cell(I, "/) : Y MOV E (L, J)

: BDY (I,J -r) - BDY (I,J)

The amount of Erosion or Deposition in Cell(I, J) : RISE

: [tv.xMOV E (I,J) + N.Y MOV E (I,J)].MrAl AREA

where,

M,N : width of cell(I,J) in longshore and offshore

di rections respectively,

ARBA: N'f .N,

CELL (r, J)
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MTA : time period for which the sand transport

is calculated.

New Depth of Cell(I, J) : H (1, J) - RIStr

5.5 Profile Model

Using a florv simulation model (FIDAP) described in Section 5.2 and

a Sand Tra,nsport \4odel described in Section 5.4 a Profile Model, as

shown in the Flow Chart in Figure 5.8, was developed for morphological

evolution of the shor-e area. The constituents of the Profile Model are as

follows:

- The initial bed profile of the area under consideration is measur-ed

or decided.

- A known florv field is established over the area under consideration.

- The velocity field in the computation domain is numerically simu-

lated using Mixing Length model, FIDAP.

- Rate of transport of sediment due to known velocity field is calcu-

lated using the Sancl Transport Model.

- Change of bed profile due to transport of sediment for a time period

Aú is calculated and the new bed profile is obtained.

The steps mentioned above .on"titut{} complete cycle of the Profile
U

Model. The new becl profile obtained after time At is then used as

the initial profile for the next cycle. This procedure is continued until

sufficient number of cycles are completed over the required time period

for which morphological evolution of the shore area is to be determined.
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Initial
Profile GeometrY

of the Model

Propagation of FIow

t+LtVelocity Profile

- FIDAP Model -

Sediment Transport

- Sand Transport Model -

New Bed Profile

Figure 5.8: Flow Chart of the Profile Model
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In the flow simulation model of this study, for the sake of simplicity, it

was assumed that the flow across the channel is steady, even though it

will never be steady in actual practice.

However, when the flow details are known sediment transport caused

by an1' arbitrary florv, such as tidal flow, could still be modelled using

the plofile model by approximating the actual flow to be equivalent to a

set of steady currents as shou'n in Figure 5.9. In the example shown irr

Figure 5.9: Representation of the Tidal Florv by a set of Steady Currents

Figure 5.9, the mean ticlaì cycle has been schematized to 3 quasi-steady

fiow peliods of ú1 , t2 antl 13 hours each. The periods with small velocities

belorv initiation of sediment motion near slack tide can be neglected.

The Foltla,n program u'ritten to read the velocity components fi'om the

output file, FDOUT, of the flow simulation model, FIDAP, and to calcu-

late the sand movement and the new bed profile is shown in Appendix-C.
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Chapter 6

Results and Disctlsston

6.1 Introduction

When a littoral culrent on a coastline pa,sses oveÌ a dredged channel, the sedi-

ment transport capacity decreases a,nd a certain amount of the transported sed-

iment in motion will be depositecl in the channel. An accurate sedimentation

prediction can be obtainecl fi'om a cletailed mathematical approach modelling

all relevant phenomena such as the increa,sed turbulence generated by the de-

celerated flow, the cutrent and wave-related mixing process and the intensified

pick-up of becl matelial by the re-a'ccelelated flow.

\.Q,

An attempt to set up a mathematical theory of sedimentation should take

into account both the character of the sediment and the character of the fluid

motion. The I(-Epsilon model is considered as the best mathematical model

available at present to represent turbulent flow. Any mathematical model to

represent sediment transport should take into account the movement of sedi-

\.,,{, 
, '*

100
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ment by both suspension and bed load. As discussed in Chapter 3 the

ment of sediment in suspension is best described by the complicated diffusion-

convection equation. Ther-efore, if the K-Epsilon model can be coupled with

the diffusion-convection equation and a bed load formula, one can expect a very

good mathematical model to represent sediment transport in turbulent flow.

However, for long term morphological computations implying the successive

computation of the flow field, the use of K-Bpsilon model or the complicated

diffusion-convection equation is still not attractive because of the limitations of

available computer resources. To overcome this problem various mathematical

models have been proposed by combining the simplified diffusion-convection

equation with comparatively simple flow models. The SURTRtrNCH model

presented in Section 3.6 is one such model which has been tested and verified

extensively.

An important factor of this study was to assess the computational feasibility

of attempting to solve this complex problem by using two discrete numerical

models, an advanced turbulent flow model coupled with a simple (compared

to the diffusion-convection equation) sand transpolt model, as described in

Chapter 5. For compalison two turbulent models, the sophisticated I(-Epsilon

model and the Mixing Length model, were used to represent turbulent flow in

the channel. To soh'e the cliferential equations in these models a powerful and

fast computer software package (FIDAP) was used.

The flow and connected transport process was discretized into a number of

cycles of duration Aú and in each cycle the flow model was coupled with a

sand transport model, as described in Section 5.5, to simulate sand transport.

For comparison two numelical models, a simple bed load formula and a total

load formula, were used to represent sand transport. Computed flow velocities

and sand transport in the channel have been compared against measured values

in Sections 6.4 and 6.5 respectively.
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6.2 Accuracy of the Velocity Measurerrlents

As transport rates are critically dependent upon velocity it was felt desirable to

check flow and velocity measurements with due care. Accuracy of the velocity

measurements carried out using Laser-Doppler velocity measuring equipment

and the measured flow at the weir box could be verified by comparing the

flow through the model measured at the weir with the flow computed using

measured velocities deduced from laser doppler equipment.

For measurement of flow through the model a weir box was installed at the

downstream end as shown in Figure 4.4 (page 62). The florv over the Triangular

sharp-crested weir was computed using the following formula (18):

a *ar\'""(|e) nZ' (6.1)

in which,

a
c.
0

l¿.

discharge (cusecs),

effective discharge coefficient,

notch angle,

effective head at the weir (ft),

lrt + I(n

head at the lveir,

a constant,

a,cceleration of gravity.

h:
I(n:
ø:Ò

The coefñcients C" and I{¡ are related to the notch angle I and has been

plesented in graphical folm in (18). For d : 900 the corresponding values

can be obtained frorn these glaphs as, 1l¡ : 0.0027 ft and C" : 0.578.
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Substitution of the known values (â1:193-m) in equation 6.1 will yield,

a : 2.45 cusec : 0.069 m3 f sec

In evaluation of the flow using measured velocities, depth integrated flow ve-

locities rvere used.

Flow computed using measttred velocities at the inlet boundar/ : 0.072 m3 f sec

(only 4.3% more than the measured flow)

Florv computed using mea,suled velocities at the outlet boundary : 0.068

m3 f sec (only I.4To less than the measured flow)

The flow through the model computed using measured velocity profiles at the

inlet and outlet boundaries a,gleed quite well with the flow measured at the

weir indicating that thele lvas rea,sonable consistency between flows measured

by these two methocls. While the laser doppler velocities as rìeasuled at a

point are very accurate, the problem of resolving these velocity components

and integrating over the florv areas, can allow errors to creep into the evaluation

of the total flow.

6.3 Convergence of the Flow Sirnulation

Models

The solution of the nonlinea,r system of discrete equa,tions arising from the

steady-state Navier-Stokes equations represents the most time-consuming stage

of the analysis and for medium to large problems can account for up to 80% of

the total computer resources used. Therefore, the decision as to which solutìon

algorithm to employ for this phase ca,n govern and ultimately limit the size of

the finite element model that can be treated.
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It was observed that convergence of both turbulent models, K-Epsilon and

Mixing Length, by the segregated method of solution were very sensitive to

the prescribed initial conclitions. Convergence could not be achieved unless the i .,,

prescribed initial conditions were within the radius of convergence. Depending

upon the solution strategy used, this radius of convergence can sometimes be

quite small and cale must be exercised in the choice of the initial conditions.

The fully coupled (successive substitution) solution approach described in Sec-

tion 5.3 has a better laclius of convelgence. However, for the size of the finite

element mesh used in the sirnulations (3-D, 1984 brick elements) the periph-

eral storage required for the global system matrix exceeded the available disk

storage. Thelefore, the segregated algorithm rvhich is guaranteed to have sub-

stantially lower stora,ge requirement compared to the fully coupled solver was

used in the numerical simulations. The actual execution time will, in genelal,

depend on the size ancl na,ture of the problem being solved and how close are

the prescribed initial conditions to the a,ctual solution within the radius of con-

vergence. The solution obta,ined at a previous run often appears as a suitable

set of initial conditions for these tlials.

Because of tr','o additional degrees of freedon'r (I( and e) involved, the K-Epsilon

model required more iterations to converge to a solution than the Mixing

Length model. Also, the CPU time required to perform one iteration in the

Ii-Epsilon model was substantially higher compared to the Mixing Length

rnodel.

Starting from a set of estirnated initial values the I(-trpsilon model needed, for

convergence to a convergence tolerance of 0.001, more than 70 iterations and

about 1200 minutes (20 hours) of CPU time on a SUN-4 computer compared

to 45 iterations and 230 minutes (less than 4.0 hours) of CPU time needed for

the Mixing Length model. Therefore, on average the K-Epsilon model required

more than 5 times computation time for convergence compared to the Mixing
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Length model. As such, the I(-Epsilon model would not be attractive for use

in long term morphological computations.

As the number of iterations taken for convergence depend upon how close

are the prescribed initial conclitions to the actual solution, for the 36 runs of

the FIDAP model completed to simulate 6.0 hrs of flow in the Profile Model,

the number of iterations the N4ixing Length model needed for convergence,

with the restarting facility, varied from 69 to 4. The corresponding CPU time

talien was 361 and 21 minutes respectively. To complete all 36 runs of the flow

simulation model in the Profile l\{odel, the total CPU time needed rvas 2763

minutes (46.0 hrs).

6.4 Cornputed Velocity Profiles

As the Laser-Doppler velocity measuling programme installed on the process-

ing P.C. did not indicate the direction of the velocity, (the Bragg cell rvas not

used), movement of dye particles tvere observed in order to determine the di-

rections of the offshore velocity components at the inlet. However, as the inlet

velocity components in the offshore direction were relatively small compared

to the longshore components, cl¡'e particles moved rapidly in the downstream

direction making a determination difficult. Therefore, in the first simulation,

all olfshore velocity components at the inlet rvele assumed to be in the offshore

clirection (positive y-clilection). The computed velocity profiles using the mix-

ing length model showed high velocities at the offshore end and negative or

small velocities at the shole end rvhich u'as caused by a strong secondary recir-

culation in the horizontal plane, a,s shown in Figure 6.1. Examination of the

velocities in the inlet region indicated that the flow from the offshore region at

the inlet drags into the shole region of the dredged channel to "fiII" the space

crea,ted in sudden increa,se in the depth of flow at the shore end from 70mm to
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370mm. This shorvs that the inlet section is too close to the dredged channel

and hence the flow velocities at the inlet are affectecl by the sudden increase

in florv area at the shore end.

However, limitation of the space available in the hydlaulic laboratory made it

impossible to shift the inlet section any further upstleam. As such, the direc-

tions of the measured offshore velocity components at the inlet were adjusted

until the best agreement betu'een the measuled and computed velocity profiles

were obtained at all four downstream velocity measuring sections.

Computed velocity profiles using tlie I{-Epsilon and Mixing Length models

h¿ve been compared against the mea,surecl velocities, at four downstream sec-

tions, in Figures 6.2 and 6.3.

6.5 Sand Transport Models

As mentioned already, the use of l(-Epsilon model would not be attractive for'

long tern morphological computa,tions because of the lelatively large computa-

tion time neecled to solve the equations. Therefore, the Mixing Length Model

was used to simulate flow in the florv simulation model which was coupled with

the sand tra,nsport model in the Profile Model.

In the physical model the bed contouls were Ìecorded after 3.0 and 6.0 hrs.

of continuous flow. The 6.0 hrs. time period was divided into 36 cycles of

10 minutes duration each ancl the Profile Model was executed as described in

Section 5.5 for' 36 cycles using Shield's formula and the method proposed by

Ackers and \Vhite.

After 3.0 hrs. of flow new input velocities, as measured from the physical

model, weÌe prescribed to the florv simulation model.
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As the source code for the FIDAP l4odule was not accessible to the user, it

was not possible to couple the Sand Transport Model with the Flow Simulation

Model to complete all 36 cycles continuously. Therefore, at the end of each

cycle in FIDAP Module, the nodal velocities in the output file were used to

create the new bed profile ¿fter the time interval MTA (10 minutes)and FIDAP

N4odule rvas initiated manually again for the next cycle. As such all 36 cycles in

F IDAP Module had to be initiated manually calculating the new bed profiles

in betrveen every trvo cycles. Since this was a very labour consuming exercise,

leduction of the time interval, MTA, any further to improve accuracy would

be at the expense of increased labour hours and also more computation time

for running increasecl number of cycles.

Shield's formula over pledicted sand movement and the simulation had to be

stopped as the finite element mesh was distorted, as shown in Figure 6.4, after

few cycles.

The bed profiles computed using Ackers and White method, after 3.0 and 6.0

hrs, have been compa.red against the measured values in Figures 6.5 and 6.6.

6.6 Discussion

Flow at an inlet is a very complex hich cannot be representecl //
in hydraulic terms without making suitable slmplifications. In this study, the

ploblem has been simplified by examining the flow and tlansport effects of a

littoral current passing over the inlet channel. The following assumptions are

made in this study

t4

¡ the transpor.ting fìorv is assumed to be steady and across the dredged

channel.
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Figure 6.5: Longitudinal Bed Profiles Computed Using Ackers and White

N{ethod After 3.0 hours of Florv
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Figure 6.6: Longitudinal Bed Profiles Computed Using Ackers and White

Method After 6.0 hours of Flow
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o florv thlor.rgh the inlet has not been taken into account

o wave action and connected parameters, such as wave refraction and de-

fraction have not been considered.

o A wall boundary has been introduced at the shore-boundary to be able

to divide the florv domain into a mesh of brick elements.

o a wall bounclary has been introduced at the offshore-boundary to simplify

the offshore problem.

Two turbulent models, the sophisticated K-Epsilon Model and the Mixing

Length Model, were used to simulate the 3-dimensional flow across the channel.

In the sand transpolt models, the flow domain has been reduced to a 2-

dimensional alea on the horizontal plane, which has been divided into a set of

cells. Sand transpolt within each cell was computed using depth averaged ve-

locity in each cell. Therefore, the sand transport models are two-dimensional

depth averaged rnodels.

In both models, Sliield's bedload formula and the method proposed by Ackers

and White, rvhen the other parameters are constant the rate of sand transport

is a function of depth of flow and mean flow velocity. Therefore, accurate

prediction of nodal velocities in the flow simulation model will govern the

accuracy of the ontcome of the sand tra,nsport models.

Given more time for this project it would have been interesting to attach more

sophisticated transport models to match the excellence of the flow models and

to integrate both flow and transport effects in a major combined simulation.
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6.6.1 Flow Simulation Models

Measured and computed velocity profiles at four different downstream sections

of the channel have been shown in Figures 6.2 and 6.3.

. (") At X:1.75 m

This section is located on the side slope of the dredged channel on the

inlet side, Figure 4.4(b). As can be seen in Figure 6.2(a) an important

observation that can be made is all computed and measured velocity

profiles at all three transverse sections (y:300, 600 and 900 mm), ex-

cept the computed profile of the I{-Epsilon model at y:$QQ mm, clearly

showed recirculation (reverse flow) closer to the bed. However, computed

negative velocities were less than the measured values.

Even though computed velocity profiles deviated from the measured val-

ues at certain locations, the performance of the numerical models, in

general, were reasonably good compared to the computed velocities at

a similar section of the trench in the florv simulation model used in the

SURTRENCI{- 2D model, Figure 3.6 (page 50).

. (b) At X:3.0 m

This section is locatecl at the center of the dredged channel. As can be

seen in Figure 6.2(b), compared to the velocity at the section X:l.?5 m,

no reverse flow was shown by any of the profiles. In the measured velocity

profiles at y:JQg and 600 mm, a sudden change of the curvature was ob-

served in the region of about 150 mm from the bed which is an indication

of the influence of the nearby recirculation region. This is comparable

with the measured velocities at a similar location of the SURTRENCH-

2D model, Figure 3.6. However, both flow simulation models, K-E and

Mixing Length, did not shorv such an influence indicating that in the

numerica,l models the lecirculation region is not close to this section.
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At the section y:900 mm, the computed velocities of the K-E model

were almost equal to the measured values.

o (c) At X:4.5 m

This section is located on the side slope of the dredged channel on the

downstream side, Figure 4.4(b). As this section is well away from the re-

circulation region, all computed velocities were in reasonably good agree-

ment with the measured values with the K-B model being more accurate

than the Mixing length model.

o (c) At X:7.25 rn

This section is located on the downstream end of the flow domain vely

close to the outlet. Similar to the section at X:4.5 m, all computecl

velocities wete in good agreernent with the measured values u'ith the

I(-E model being again more accurate.

In general, it was observed th¿t at sections X:4.5 m and X:7.25 m the flow

simulation models over predicted velocities.

Based on above mentioned observations it could be concluded that velocities

predicted by both turbulent models agreed reasonably well with all measured

velocities at four clou'nstrea,m sections, with the exception of a few sections in

the recirculation region.

The I{-trpsilon model, in general, predicted velocities closer to the measured

values when compaled to the Mixing Length Model. Specially, in the flow

velocity measuring stations downstre¿m of the dredged channel (i.e. at r : 4.5

and z : 7.5m ) the l(-Epsilon Model predicted velocities to a fairlv good

accuracy. Therefore, in cases where the calculated velocity field serves as an

input for the modelling of sediment transport, the use of a refrned turbulence

model, such as I(-E, seems more appropriate.
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However, examination of computed velocities elsewhere in the flow domain

revealed that the numerical models predicted higher velocities in the regions

g : 300 to y -450 mm and y : 750 to a - 900 mmfrom the inlet up to the

dredged channel.

When the directions of the specified offshore velocity components were ad-

justed at the inlet until best agreement is obtained between measured and

computed velocity profiles at all four downstream sections, it was observed

that predicted velocities in the region from the inlet up to the dredged ch.annei

\^/ere very sensitive to the direction of inlet velocities in the offshore direction.

However, it was also observed that change of the directions of offshore veloc-

ity components at the inlet did not have a significant effect on the computed

velocities downstream of the clredged channel (i.e. r : 4.5 k r : 7.25 m).

As such, any inaccuracy caused by adjustment of inlet velocities in the offshore

direction could have been avoided by shifting the inlet further upstream of the

dredged channel.

Since computer resources required to solve the non-linear equations in the so-

phisticated K-B model are excessive, the use of K-E model still seems to be not

very popular in the analysis of complicated 3-dimensional problems. Being one

of the first commercially available three dimensional finite element fluid analy-

sis computer softwa,re packages, it seems that the the I{-E model in FIDAP is

still being impr-oved. The FIDAP package used at the beginning of this project

hacl to be returnecl to the supplier in the USA in orcler to obtain the upgracled

latest version of the package as problems were encountered initially in running

the 3-dimensional I(-Epsilon version. Due to this reason a considerable amount

of time (some three months) was lost in attempts made to get the model lun-

ning with the oldel version of FIDAP. When the latest version (version 5.0a) of

FIDAP was received, in which the problems encountered for 3-dimensional I(-E

model had been rectified, very limited time lvas left for numerical simulations
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and completion of this project. As a result, the time factor did not allow

detailed calibration of the numerical models, specially the K-E model which

should have been calibrated for empirical constants used to improve model pre-

dictions. It has been experienced in previous research in this field that length

of the recirculation region is very sensitive to certain empirical constants used

in the equations of the I(-E turbulent modei.

The following assumptions made in making the numerical models would also

have affected the accur-acy of the predictecl lesults.

o All wall boundalies, including the bed boundary, have been assumed to

be fully rough (no-slip boundary condition).

o For specification of normal and tangential boundarv cond'tions, the bed

boundary has been assumed to be horizontal.

It is also expected that accuracy of computed velocities could be increased by

having a finer mesh discretization, specially in the recirculation region.

After an investigation carlied out at the Delft Hydraulic Laboratory (51) for

the 2-dimensional SURTRBNCH model, Section 3.6, to determine the influence

of element size on the numerica,l accuracy, it has been recommended that;

o The grid has to be lefined, as shown in Figure 6.7, in the horizontal

direction around the expected point of separation.

o The length of the side slope of the dredged channel should be divided

into at least 10 elements.

o The number of grid points in the vertical direction, with coo¡dinates

stretching towards the fi'ee surface, should not be smaller than about 10.
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However, in this experiment for the ease of calculating sand tr-anspolt, the 2-

dimensional element mesh in the sand transport model rvas divided into equal

size elements (cells) in longitudinal (x) and transvelse (y) directions. Fulther,

in order to read directly from the FIDAP output file the flow velocities at

the corners of these elements (cells) to calculate depth averaged cell velocities,

the same mesh discretization u'as used in the horizontal plane of the florv

simulation model. As such, the element grid in the florv simulation moclel did

not have finer elements in horizontal directions in the r-ecilculation region and

the length of the side slope of the dredged channel liad been divided into only

5 elements at the shore end a.ncl one element at the offshore end, Figule 6.8

Therefore, it can be concluded that u'hen the assumptions made are consiclered

along with the mesh discretization used and non-calibration of the models, the

flolv simulation models gave rea,sonable to good accuracv except for a ferv

sections in the recirculation and inlet regions which in retrospect rvould have

been expected.
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6.6.2 Sand Transport Models

6.6.2.L Shield's Formula

The transport of sediment particles by a flow of water can be in the for-m

of bed-load a.nd suspended load, depending on the size of the bed material

particles and the flow conditions. Usually, three modes of particle motion are

distinguished:

1. Rolling and sliding motion or both

2. Saltation motion.

3. Suspended palticle motion.

When the value of bed-shear velocity just exceeds the critical value for initia-

tion of motion, the particles will begin rolling and sliding or both, in continuous

contact with bed. For increasing values of the bed-shear velocity, the parti-

cles will be moving along the bed in more or less regular jumps, the process

known as sa,ltation. When the value of the bed-shear velocity exceeds the fall

velocity of the particles, the sediment particles can be lifted to a level at which

the upward turbulent forces will be comparable with or of higher order than

the submerged weight of the particles and as a result the particles ma¡' go in

suspension.

Usually, the combined transport of particles by rolling, sliding and saltating is

leferled to as the bed-load transport.

Shield's formula, equation 5.8, which is essentially a bed load formula is based

on the assumption that shea.r stress is the main parameter defining sediment

transporting power. Transport of sediment by suspension at high shear veloci-

ties has not been taken into account and at all velocities sediment is assumed to
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be transported as bed load. Further, the resistance to sand movement caused

by the bed forms on the deformed bed has not been considered in the formula.

Further, the velocity field existing at the granular surface determines the shear

stress on the grains. Therefore, as described in the SURTRtrNCH Model,

Section 3.6.I.2, it is mole lea,listic to relate the bed shear velocity to the flow

velocity at the bed level. But in this experiment, the bed shear stress, hence

the bed shear velocity, in the Shield's formula has been related to the depth

averaged mean flon'velocity rvhich could be higher than the near bed velocity.

As a result of the reasons mentioned above and also since the sand transport

is a function to the fifth poweÌ of the mean fluid velocity (equation 5.13)

exaggera,ted sand movement can be expected in areas where the velocity is

high relative to the depth.

As described in Section 6.6.1, the flow simulation model predicted higher ve-

locities in the regions Y- : 300rnm to Y : 450mlz¿ and Y -- 750mm to

Y : 900mm in the area betrveen the inlet and the dredged channel. Ex-

amination of becl plofiles at the inlet region, Figure 6.9, shows that these

higher velocities have ca,used exaggerated erosion of the cells in the region

from Y -- 600mm to Y : I050mm and consequent abnormal deposition in

the adjacent cells in the legion from Y : L50mm toY : 450mm. After few it-

erations, the depth clìffelence betu'een these cells became large and resulted in

corresponding large velocities (Figure 6.10) which further increased the depth

differentials and caused distortion in the finite element mesh. Therefore, the

sand transport moclel beca,me unstable after few iterations.

It is expected that performance of the sand transport model using the Shield's

bed-load formula can be inploved by taking the following steps;

1. Shift the inlet further upstream of the dredged channel and calibrate the

florv simulation n-roclel to impro\¡e accuracy of the predicted velocities.
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Figure 6.9: Transverse Bed Plofiles Computed Using Shield's Formula
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Computed Depth ArreraÉied CeII Velocities After 20 Minutes of FIow
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2. Bed shear stress to be related to the near bed velocity

3. The time interval (MTA) for calculation of sand transport for a cycle to

be lowered.

However, as Shield's formula is purely a bed load formula, errors in predicted

results can be expected at higher shea,r velocities relative to the critical shear

velocity. Therefore, Shield's formula was not considered as suitable for long

term morphological cornputations and an alternative simple model was tlied.

6.6.2.2 Ackers and White Method

The method proposed by Ackers and White predicts the total load and not

the bed-load transport only. In this method, average stream velocity has been

used in preference to shear stress as the basis of sediment transport function.

The grain roughness has been taken into account in equation 5.16 by relating

it to the median sediment diameter. As such this method can be expected

to perform better than the Shield's formula. However, in the formula for

calculation of sand transpolt, equation 5.23, when the other parameters ale

constant the rate of sand transport is a function to the power four of the mean

flow velocity. Thet-efole, the computed sand transport would be very sensitive

to the mean flow velocity. As a result of this and also since the bed shear

velocity was lelated to the depth averaged mean flow velocity, equation 5.20,

the rnodel coulcl be expectecl, in general, to over predict sand movement.

Review of measured bed contours in the Physical Model, as shown in Figure

6.11, and measured bed profiles in Figures 6.5 and 6.6 reveal the following:

1. The sand moving in the longshore direction in the region upstream of the

dredged channel has deposited on the upstream side slope of the dredged
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channel, when the flow velocity, and hence the transport capacity, de-

creases due to increase in the depth of flow.

2. In the area immediately downstream of the dredged channel erosion of

sand has taken place due to increase in the flow velocity, hence the trans-

port capacity, when the depth of flow decreases along the side slope.

3. At the downstleam end of the flow domain closer to the outlet section,

measured bed contours were almost parallel to the original bed contours

and the contours had movecl prominently in the transverse direction.

This indicates that very little sand movement has taken place in the

longitudinal direction.

4. No sand movement has taken place in the dredged channel, from X :
2.0 rn to X : 4-0 m, due to low velocity caused by the increased depth.

In this area, the flow velocity seems to be not large enough to initiate

movement of sand.

5. An interesting observation made was a definite movement of sand in the

off-shore (transverse) direction in all areas upstream and downstream

of the dredged channel. As both measured and computed flow velocity

components in the off-shore direction were small compared to the lon-

gitudinal components, the movement of sand in the off-shore direction

cannot be explained in terms of flow velocities. As the bed has a large

gradient (1:5) in the off-shore direction compared to the longshore di-

rection (1:1000) the gravity seems to have played a role in movement

of sand in the transverse direction. A number of factors contribute to

establishing a natural submerged 'angle of repose' under flow conditions.

6. As the mean flow velocity was low compared to the size of the bed ma-

terial, very little movement of sand by suspension was observed.

The following observations can be ma,de when the bed contours, as shown in
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Figure 6.11 and bed profiles shown in Figures 6.5 and 6.6, computed using

Ackers and White method are reviewed.

1. A prominent movement of sand in the longshore direction can be seen

throughout the flow domain, which is a clear over prediction compared

to the Physica,l Model.

2. The sancl moving along the longitudinal (longshore) direction upstleam

of the dredged channel has deposited in the dredged channel when the

flow velocities drop due to increase in the depth of flow.

3. Erosion has taken place on the downstream slope of the dredged channel

as the flow velocities increase due to decrease of clepth.

4. In the area dorvnstream of the dredged channel where the computed florv

velocities have a better match with the measured velocities, measuled

and computed bed profiles, Figures 6.5 and 6.6, have similar shapes and

are almost parallel. Similarly, in this region measured bed contouÌs are

almost parallel to the computed bed contours (Figure 6.11). Thelefore

if not for the over prediction of sand in the longitudinal direction by the

numerical model, the measured and computed bed profiles would have

agreed reasonably well. Moreover, the computed bed contours in this

region were very close to the initial bed contours. As such, if not for this

over predicted long shore sand transport in the numerical moclel, the

computed bed contours rvould have matched very lvell with the initial

bed contours indicating that very little sand movement has taken place

in the longshole direction in complete agreement with observations nade

in the physical model.

5. The movement of sand in the offshore dilection observed in the Physical

Model was not seen in the numerical model. It should be noted here

that the effect of gravity has not been taken into consideration in the

numerica,l moclel. As such it will be interesting to examine whethel the
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gravity has played a role in the movement of sand along the steep gradient

in the offshore dir-ection.

6. In the upstrearn region of the dredged channel where the computed (Mix-

ing Length Model) velocities did not show good agreement with the mea-

sured velocities, the computed bed profiles deviated from the measured

profiles as would be expected.

An important factor that would have affected the pledictions of the sand trans-

port model is the changing bed profile and hence the flow

velocities at the inlet which has not been taken into consideration. It was

assumed that the prescribed inlet velocities remain unchanged thloughout the

experiment even though the bed profile is allowed to vary. With the continu-

ous changing of the bed profile at the inlet and in the region upstream of the

dredged channel, the inlet flow velocities both in the longitudinal and tlans-

verse directions should be expected to vary to maintain a constant dischalge.

As the computed flow velocities upstream of the dredged channel were found

to be very sensitive specially to the direction and the magnitude of transver-se

velocities, this would have had a direct effect on the model predictions.

The perfolmance of the sand transport model can be expected to improve by

taking the same measures a,s mentioned in Section 6.6.2.1.

6.7 Conclusions

The 3-dimensional turbulent flow across a channel dredged at an inlet was

simulated using two different advanced tulbulent models. These numerical

models, in general, performed reasonably well rvith the sophisticated K-Epsilon

model being more a.ccurate tha,n the lMixing Length model. When the empirical

constants are calibrated and a finer mesh discretization is used the models can
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be expected to pelform even better. Recommendations for improvement of the

flow simulation models have beer.l presented in Section 6.8.

Two different nnrnerical moclels were used to simulate sand transport across

the dredged channel. The Shield's bed load formula seems to overpredict

unusually high sancl tlansport at higher velocities and as such would not be

suitable for long telm morphological computations.

The sand transpolt rnodel u'hich used the Ackers and White method performed

reasonably rvell in the aleas lvhere the computed velocities were in agreement

with the measured velocities. It has been assumed in this method that mean

flow velocity is the main factor that influence the transport capacity. As

the sand transpolt is a function of the fourth power of the mean velocity

(equation 5.23), u,hen the other parameters are constant a 10% increase of

mean velocity could increase the sand transport by 45To . Therefore, a small

error in the predicted flou' r'elocities could accumulate to create a major error

in the predictions of the sa,nd transport model when a simulation is carried out

over a large nurlber of cycles for long term molphological computations. Thus,

the accuracy of predictions of such a long term model will depend critically

upon the accura,cy of the predicted velocities in the flow simulation model.

In the region dorvnstream of the dredged channel where the computed veloc-

ities were in goocl a,gleement with the measured velocities, if not for the over-

predicted longshore sand transport in the numerical model and the sand trans-

port observed in the tlansverse clirection in the physical model, the computed

bed profiles (Figules 6.5 and 6.6) and contours (Fìgure 6.11) would have shown

better agreement rvith the measured bed profiles and contours.

The Mixing length model over-þredicted velocities in the region down stream

of the dredgecl cha,nnel comparecl to the l{-tr model. As such, provided the

required computer' Ìesources are available, the use of I{-B model to couple

with the sand tra,nsport model lvould have enabled more accurate results to
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be obtained than those from the Mixing length model

One of the irnportant factors of this study was to assess the computational

feasibility of attempting to solve a complex problem by using two numerical

models as explained in this thesis. It can be concluded that, once caìibrated

and validated using measured data, an advanced flow simulation model cou-

pled with a simple sand transport model, as used in this experirnent, appeals

feasible at this stage to predict long term morphological computations to a

reasonable accuracy.

It is expected that the numerical models used in this project could be improved

by taking the steps presented in Section 6.8 as future work.

6.8 Future Work

As described in the plevious sections of this chapter, sevelal important factors

that would have affected the accura,cy of predictions of the flow sirnulation and

sand transport models should have been checked to improve bhe models. Hoi^/-'

ever, the loss of time, as mentioned ah'eady, did not allorv many improvement

and refinement runs to be carried out on numerical models. However-, since

the numerical moclels performed reasonably well even without improvement,

it would be worthwhile to investigate the influence of the following factors on

the performance of the models.

l. It was observed that the inlet section used in the expeliment was too

close to the dredged channel and also the velocities in the inlet region

were very sensitive to the prescribed inlet velocities in the transvelse

direction. Thelefore, inlet section should be shifted furthel upstrearn

well away fi'om the dredged channel to reduce the influence of flow in the

dredged channel on the inlet.
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2. As it was assumed that prescribed inlet flow velocities remain unchanged

during the total period of time for which the sand transport was calcu-

lated, suitable measures should be taken to maintain a constant cross-

section at the inlet.

3. The coarse mesh discretization used, specially in the recirculation region,

as descr-ibed in Section 6.6.1, rvould havehad an effect on the accuracy of

the floiv simulation models. Therefore, element mesh should be refined

to satisfy the requirements mentioned in Section 6.6.1.

4. Use of depth aver-aged velocities to calculate shear velocities could, in

general, cause over prediction in the sand transport models. Therefore,

the mesh discretization in the veltical direction should be made in such

a way that near bed velocities could be obtained directly from the FI-

DAP output file to calculate the shear velocities instead of depth average

velocities.

5. In the Profile À4odel, Section 5.5, the time period for which the sand

transport is to be calculated has been discretized to a number of cycles

of duration Aú (MTA) each. The accuracy of this discretization will

increase rvith the decrease of the time Aú. Therefore, the time interval,

Aú, used to calculate sand transport for a cycle should be reduced as

small as practically possible. However, decrease of Aú would result in

increase of total number of runs by FIDAP and hence would increase

total CPU time.

6. As described ah'eady, numerical models should be calibrated for empirical

constants used.

7. It was observed that strong gradient (1:5) present in the transverse di-

rection added more complications, such as influence of gravity, on the al-

ready complicated 3-dimensional model. Therefore, for validation of the

model and to reduce the complexity of the problem the 3-dimensional
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model should be run initially without any gradient in the offshore (trans-

verse) direction. This will avoid the necessity of prescribing transverse ve-

locities at the inlet and calibration of the models would be comparatively

easier. If the numerical models perform well after calibration, transverse

gradient should be introduced and increased gradualiy to check the in-

fluence of the gravity in mo','ement of sand in the transverse direction.
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Appenclix-A

FIDAP input file FIINP for the I(-Epsilon I\,{odel

/FIPREP INPUT FILE FoR THE K-EPSILON MODEL
*TIlLE
FLOW ÀCROSS A NAVTGATTONAL CHANNEL DREDGED .AT ÀN INLET
./ELEMENTS:1984 (31XBX8), ¡¡ODES=2592 (32X9X91
/SPECTFY THE NODAL COORDINATES
*NODES (CARTESIÀNr SUBROUTINE=l 1 )
,/SPECTFY THE NODAL CONNECTIVITIES OF THE 3-D ELEMENTS
*ELEMENTS (GROUP:I r BRICK, NODES:8, SUBROUTINE:12 r MVI SC:1 )

./SPECIFY THE NODAL CONNECTINITIES OF THE WÀLL BOUNDARY ELEMENTS
/sHoRE wÀLL BOUNDÀRY
*ELEMENTS (GROUP=2rÍIÀLLr QUADRILÀTERAL' NODES: . SUBROUTfNE:12 ¡ MDENS:1 r

MvISC:l )

/OFFSHORE WÀLL BOT'NDARY
*ELEIIENTS (GROUP:3 r WÀLL, QUÀDRILATER.AL' NODES:4. SUBROUTINE:I2 ¡ I'IDENS:1,
l{vISC:1)
/BED ÛIALL BOUNDARY
*ELEMENTS (GROUP=4 r WÀLL, QUÀDRI IÀTERAL, NODES=4, SUBROUT INE:1 2 z MDENS : 1 ¡
MVrSC:l)
*RENU},IBER
*PROBLEM (NONLINE.AR. 3-D, TURBULENT)
*EXECUTTON (NET{JOB)
*DATÀPRINT (CONTROL, NODES=3 r ELEMENTS=2 ¿ CONSTR¡\INED=2 ¡ FLIJX=2 .
INIlIÀL:3, SPfNES:1)
*SOLUTION ( SEGREGÀTED=80 ¡VELCONV:O . 0 01 )
*DENSITY ( SET=I r CONSÎÀNT=I . 0E3 )
*vISCOSITY (SET=I r K- E - -1)
1.0E-3, L -44.L -92rO - 09,1.0,1.3,0 - 9.0 - 4r,26.O, O.8. 0. 9, 0 - g
*OPTIONS (UPWINDING)
*ICNODE (UX, REÀD)
*ICNODE (UY,R.E.AD)
*ICNODE (UZ, RE"AD)
* ICNODE (KINETIC' CONSTANT=0 - 0 0 B )
*ICNODE (DTSSIPATION, CONSTÀNT=O - 0 0 1 )
/INLET VELOCITY IN THE X-DIRECIIoN
*BCNODE (UX)
1 1 0-00
9 0 0.00
10 0 0.00
11 0 0.18
L2 0 0.22
13 0 0-28
14 0 0.31
15 0 0.34
16 0 0-36
t7 0 0.37
18 0 0-38
19 0 0-00
20 0 0-24
21 0 0.30
22 0 0-34
23 0 0.35
24 0 0.35
2s 0 0.36
26 0 0-35
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27 0 0.32
28 0 0.00
29 0 0.12
30 0 0-22
31 0 0.30
32 0 0.34
33 0 0.36
34 0 0.37
3s 0 0.38
36 0 0.39
3't 0 0.00
38 0 0.24
39 0 0.31
40 0 0.35
41 0 0.36
42 0 0.36
43 0 0.35
44 0 0.34
4s 0 0.32
46 0 0.00
47 0 0.06
48 0 0.18
49 0 0.29
50 0 0.35
s1 0 0.37
52 0 0.38
s3 0 0.38
s4 0 0.38
55 0 0.00
s6 0 0.24
s7 0 0.30
s8 0 0.31
s9 0 0.31
60 0 0.31
61 0 0.31
62 0 0.31
63 0 0.31
64 0 0.00
6s 0 0.09
66 0 0.30
67 0 0.38
68 0 0.38
69 0 0.3?
70 0 0.35
7r 0 0.34
72 0 0.32
73 1 0.00
81 0 0.00
/INLEI VEI,OCITY IN THE Y-DIRECTION
*BCNODE (T'Y,
10
11
t2
13
14
15
16
L7
18
19
20
21

0
0

0

0

0

0

0
0
0

0
0
0

0
0
0
0
0
0
0
0
0
0
0
0

000
070
090
100
L20
L24
136
140
140
000
070
090
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22 0 0.100
23 0 0-120
24 0 0.L24
2s 0 0.136
26 0 0.140
27 0 0-140
28 0 0-000
29 0 -0.065
30 0 -0.086
31 0 -0-100
32 0 -0.115
33 0 -O -L22
34 0 -0-137
35 0 -0.145
36 0 -0.160
3? 0 0.000
38 0 0.060
39 0 0.082
40 0 0-100
41 0 0-110
42 0 0.120
43 0 0-138
44 0 0.150
45 0 0.180
46 0 0-000
47 0 0.060
4B 0 0.082
49 0 0-095
s0 0 0-100
51 0 0.105
52 0 0-114
53 0 0.120
54 0 0.135
55 0 0-000
56 0 -0-050
57 0 -0-082
58 0 -0-090
s9 0 -0.090
60 0 -0-090
61 0 -0.090
62 0 -0-090
63 0 -0-090
64 0 0.000
65 0 -0-060
66 0 -0-082
6't 0 -0.090
68 0 -0.090
69 0 -0-090
70 0 -0.090
7L 0 -0.090
72 0 -0.090
/TNLET vEr,ocrry rN THE z-DrREcrroN EQUALS zERo
*BCNODE (UZI
I 1 0.0
81 0 0.0
/VELOCIIY IN THE X-DIRECITON ON THE SHORELTNE BOUNDARY SHOULD BE ZERO
*BCNODE (ITX)

1 81
2512 0
287
2513 0

0-0
0.0
0.0
0-0
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/VELoCITY IN THE Y-DTRECTIoN oN THE SHoRELINE BoUNDARY SHOULD BE zERo
*BCNODE (ItY)

3
2SL4
4
25L5
5
25L6
6
25L7
7
25L8
I
2579
9
2520

1 81
25L2 0

28r
25L3 0
3 81
2514 0
481
25L5 0

581
25L6 0

681
25L7 0
?81
2sL8 0
881
25L9 0
981
2520 0

0.0
0.0
0.0
0-0
0.0
0.0
0-0
0-0
0.0
0.0
0.0
0-0
0-0
0-0

0-0
0-0
0.0
0.0
0.0
0-0
0-0
0-0
0-0
0-0
0.0
0.0
0.0
0.0
0-0
0-0
0-0
0-0

0-0
0.0
0.0
0-0
0.0
0.0
0.0
0.0
0.0
0-0
0-0
0-0
0-0
0-0
0-0
0-0
0-0
0.0

81
0

B1
0
81
0

B1
0

B1
0
81
0

81
0

/VELoCITY IN THE Z-DTRECTIoN oN THE SHoRELINE BoI,NDÀRY sHoULD BE zERo
*BCNODE (UZ)
181
25L2 0
28L
25L3 0
381
2514 0

481
25L5 0
581
2516 0
681
25L7 0
?81
25L8 0

881
25L9 0

981
2520 0

/VELoCITY IN THE X-DIRECTIoN oN THE oFESHoRE BoUNDARY sHoULD BE zERo
*BCNODE (UX)
73. 81
2584 0
74 81
258s 0

0-0
0-0
0.0
0.0
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./vELocITY IN THE Y-DIRECTIoN oN THE oFESHORE BoUNDARY SHoULD BE zERo
*BCNODE (UY)
73 81
2584 0
74 81
2585 0
75 81
2s86 0
76 81
2587 0
77 81
2s88 0
78 81
2s89 0
79 81
2590 0
80 81
259L 0
81 81
2592 0
/VELOCTTY IN THE Z-DIRECTIoN oN THE oFFSHoRE BoUNDÀRY SHoULD BE zERo
*BCNODE (UZ)

?5 81
2s86 0
't6 81
258'' 0
77 B1
2s88 0
't8 81
2589 0
79 81
2590 0

80 81
259L 0

81 81
2s92 0

73 81
2584 0
74 81
2585 0
?5 81
2586 0
76 81
2587 0
77 81
2588 0
78 81
2589 0
79 81
2590 0
80 81
259L 0
81 81
2592 0

0-0
0-0
0-0
0-0
0-0
0.0
0.0
0-0
0-0
0-0
0.0
0.0
0.0
0-0

0.0
0-0
0.0
0.0
0-0
0.0
0.0
0-0
0.0
0.0
0.0
0.0
0.0
0-0
0.0
0.0
0-0
0-0

0.0
0.0
0.0
0.0
0-0
0-0
0.0
0.0
0.0
0-0
0-0
0.0
0.0
0.0
0.0
0.0
0.0
0-0

/vErocrÎy rN THE x-DrREcrroN oN THE BED BoUNDARY sHouLD BE zERo
*BCNODE (UX)
181
25L2 0

10 81
2521 0

0-0
0-0
0-0
0.0

138
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/VELOCITY IN THE Y-DIRECTION ON THE BED BOT'NDÀRY SHOULD BE ZERO
*BCNODE (IIY)

19 81
2530 0

28 81
2539 0

31 81
2548 0

46 81
2557 0
55 81
2s66 0
64 81
2575 0

13 81
2584 0

1 81
2512 0

10 81
252]- 0
19 81
2s30 0

28 81
2s39 0

37 81
2548 0
46 81
2557 0
55 81
2566 0
64 81
2575 0
?3 81
2sB4 0

181
25!2 0
10 81
2521 0

19 81
2530 0

28 81
2539 0

37 81
2548 0
46 81
2557 0

55 81
2566 0

64 81
25't5 0
73 81
2584 0

0.0
0.0
0.0
0.0
0-0
0.0
0-0
0-0
0.0
0.0
0-0
0.0
0-0
0.0

0.0
0-0
0.0
0-0
0.0
0.0
0.0
0-0
0-0
0.0
0.0
0.0
0-0
0.0
0-0
0-0
0.0
0-0

0-0
0-0
0-0
0-0
0-0
0.0
0.0
0-0
0-0
0.0
0.0
0.0
0-0
0-0
0.0
0-0
0.0
0-0

./VEI,oCTTY IN lHE Z-DIRECTIoN oN THE BED BoT'NDARY SHoULD BE zERo
*BCNODE (UZ)

/FREE SURFÀCE NoRMÀL vELocITY SHoULD BE zERo
*BCNODE (UZ)
981
2520 0
18 81
2529 0

0.0
0-0
0.0
0.0
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27
253 B

36
2547
45
2556
54
256s
63
257 4
12
2583
81
2592

81
0
81
0
81
0

81
0

81
0
81
0

81,

0

1

9

10
11
I2
13
14
15
16
T7
18
19
20
2L
22
23
24
25
26
2't

0.0
0-0
0.0
0-0
0.0
0-0
0.0
0.0
0.0
0.0
0.0
0.0
0.0
0.0

/TURBULENT KINETIC ENERGY AT THE INLET
*BCNODE (KTNETIC)

0

0

0

0

0
0
0

0
0
0
0
0
0
0

0

0
0
0
0
0

0

0

0
0

0
0
0

0
0
0
0
0

0
0
0
0
0
0
0

0

0
0
0

0

0

0

0

1

0

0
ll
0

0

0

0

0

0

0
0

0

0

0

0

0

0

0

0

0
0

0

0

0
0

0

0

0
0

0

0

0

0

0
0

0

0

0

0

0

0

0

0

0

0

0

0000
0000
0 000
0024

0 030
oo22
00 00
0024
0029
0035
0 036
0035
0033
00 30
0022
0000
0 017
0024
0031
0 038
o042
0044
0 038
0 015
00 00
0010
001 B
002-t
0 039
0049
0054
0045
000 I

28

31

29
30

32
33
34
35
36
3't
38
39
40
4l
42
43
44
45
46
41
4B
49
50
51
52
53
54

002 9
0035
0 036
003s
0 033

- 0000
.0014
- 0020
- 0025
.0030
.0035
.0034
-0027
- 0005
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61
62
63
64
65
66
6't
bU

69
70
1l
1)

13
81

0.0000
0. 0018
0 - 0021
0. 0023
0.0021
0.0020
0.0014
0.0009
0.0001
0.0000
0 - 00r.8
0.0021
0 - 0023
0 - 0021
0 - 0020
0 - 0014
0 - 0009
0 - 0001
0 - 0000
0.0000

55
56
57
58
59
60

32
33
34
35
36

38
39
40
4T
42
43
44
45
46
47

0
0

0
0
0
0

0
0

0
0

0

0

0

0

0

0

0

0

1
0

/DISSIPATION R,ATE OF TURBULENT KTNETIC ENERGY AT THE INLET
*BCNODE (DISSIPATION)
I
9
10
11
L2
13
14
15
16
77
1B
19
20
2T
22
23
24
25
26
21
2B
29
30

0

0
0
0
0
0

0
0

0

0
0
0

0
0

0

0
0
0

0

0
0

0

0
0

0

0
0
0

0

0
0

0
0

0

0
0

0

0
0
0

1

0
0
0

0
0

0

0
0

0

0

0

0

0
0

0

0
0
0

0

0

0

0
0

0

0

0
0
0
0

0

0

0

0

0
0

0

0

0

0

.0000

.0000

.0000
- 0117
0058
0039
o027
0020

31

3'l

- 0016
- 0013
.0000
- 0000
- 011?
- 00s8
.0039
-0027
- 0020
- 0016
.0013
- 0000
.0000
.0074
- 0039
.0029
-0024
.0022
.0019
.0015
- 0000
.0000
. 0031
.0019
- 0018
.0021
.0023
-0022
.0016
.0000
.0000
.0053

1,11
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48 0 0.0019
49 0 0.0015
50 0 0.0014
51 0 0.0014
52 0 0.0011
53 0 0.0014
54 0 0-0000
ss 0 0-0000
56 0 0.0075
57 0 0-0019
58 0 0-0011
59 0 0-0006
60 0 0.0004
61 0 0-0002
62 0 0.00011
63 0 0-0000
64 0 0-0000
65 0 0.0075
66 0 0.0019
67 0 0-0011
68 0 0.0006
69 0 0-0004
?0 0 0.0002
7L 0 0.00011
72 0 0.0000
73 1 0-0000
81 0 0-0000
/NoRMÀL e TÀNGENTIÀL DIRECTIoNS oN THE SHoRELINE BoUNDÀRY EDGES
*BCNODE (COORDINATE)

81

r42

25L2
9
2520
1

9
73
B1

2584
B1
2592
73
81
2584
2s92

25L2
73
2584
1

73
25L2
2584

3
3
3
3
3
3
3
3

0
81
0
1
0
1
0

0
81
0
9
0
9
0

1

1
1
1
1

1
1
1

*BCSYSTEM (SET=1, EDGE' ITANGENTrÀL)
0r 0r 0.1,0.0.0,0,0
/¡¡onunr, e TANGENTTAL DrREcrroNs oN THE oF'FSHORE BoUNDARY EDGES
*BCNODE (COORDINATE)
73 81 2

2
2
2
2
2
2
2

0

B1
0
1

0
1

0
*BCSYSTEM (SET:2r EDGE. lTANGENTIAL)
0, 0, 0, L.0.0.0. o.0
/NORI4ÀL e TÀNGENÎIÀL DIR"ECTIoNS oN THE BED BoTJNDARY NoDES
*BCNODE (COORDINATE)

81

*BCSYSIEM (SET:3 r EDGE, 1TÀNGENTIAL)
0.or0r1r0r0.0r0r0
ÊEND
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FIDAP input file for the l\{ixing Length N{odel

/FIPREP INPUT FILE FoR THE MIXING LENGTH MODEL
*TITLE
FLOW ACROSS À NÀVIGATIONAL CHÀNNEL DREDGED AT ÀN INLET
,/ELEMENTS:I984 (31x8xB), NODES:2592 (32x9x91
/sPEcrFY THE NoDAL cooRDrNÀTEs
*NODES (CARTES IAN, SUBROUTINE:1 1 )
/SPECIFY THE NODÀL CONNECTIVTTIES oF THE 3_D ELEII4ENTS
*ELEMENTS (GROUP:1, BRICK, NODES:8 r SUBROUTINE:12 ¿ MVISC=1 )
*RENUI'IBER
*PROBLE}I (NONLINEÀR. 3-D, TURBULENT )
*EXECUTION (NEWJOB)
*DATAPRINT ( CONTROL, NODE S :3, E LEI,IENT S :2, CONS TRÀI NED :2, E LIJX:2,
INITIAL:3r SPINES:1 )
*SOLUTION (SEGREGATED:B 0, VELCONV:0 . 0 01 )
*DENSITY (SET:1 ¡ CONSTANT:1 - 083)
*VISCOSITY (SE1:1, MIXING:1 )

1. 0E-3
*OPTIONS (UPWTNDING)
*ICNODE ((X, REÀD)
*TCNODE (UY, READ)
*ICNODE (UZ, READ)
/TNLET vEl,ocrry rN THE X-DTRECTToN
*BCNODE ((IX)
1
9
10
11
L2
13
14
15
16
T7
18
19
20
2L
22
23
24
25
26
27
2B
29
30
31
32
33
34
35
36
37
38
39
40

1
0

0
0
0
0
0
0

0
0
0
0
0
0

0
0
0
0
0

0

0

0
0
0
0

0

0

0
0
0

0

0

0

0.00
0.00
0-00
0 -22
0.28
0. 31
0-34
0-36
0-37
0-38
0.38
0. 00
0-30
0 - 34
0. 35
0.36
0-36
0. 3s
0-34
o -32
0-00
0 -22
0. 30
0.34
0-36
0-37
0-38
0-39
0-39
0-00
0.31
0. 3s
0.36
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4L
42
43
44
45
46
47
48
49
50
51
52
53
54
55
55
57
5B
59
60
61
62
63
64
55
66
67
68
69
70
7L
72
73
81

10
11
T2
13
14
15
t6
17
18
19
20
2L
22
23
24
25
26
27
2B
29
30
31
32
33
34
35

0
0
0
0
0

0
0

0

0
0

0

0

0

0

0

0

0

0

0

0

0
0

0

0

0

0
0
0

0
0

0

0
1
0

.36
_35
-34
_ 33.
-32
.00
- 18

0
0

0
0
0
0
0

0
0
0

0
0
0

0

0
0
0

0

0

0
0
0

0
0
0
0
0
0
0
0
0
0
0
0

29
35
37
38
38
38
38
00
30
31
31
31
31
31
31
31
00
30
38
3B
37
3s
34
33
32
00
00

0-000
0-090
0.100
0-120
0 -L24
0-136
0. 140
0-140
0.140
0-000
0-090
0-100
0.120
0.r24
0-136
0-140
0-r40
0 _ 140
0. 000

/TNLET VELOCITY IN TfIE Y-DIRECTION
*BCNODE (UY)

0

0

0

0

0

0

0

0

0
0

0

0

0

0

0
0

0

0

0

0

0
0

0

0

0
0

-0-086
-0.100
-0 . 115
-0 -L22
-0 - 13?
-0.145
-0 - 150
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36 0 -0-160
37 0 0-000
38 0 0-082
39 0 0-100
40 0 0.110
41 0 0.120
42 0 0- 138
43 0 0.150
44 0 0-150
4s 0 0.180
46 0 0- 000
41 0 0.082
48 0 0.095
49 0 0-100
50 0 0.105
51 0 0-114
52 0 0.120
s3 0 0-125
54 0 0.135
ss 0 0.000
s6 0 -0.082
s7 0 -0.090
s8 0 -0. 090
59 0 -0.090
60 0 -0. 090
61 0 -0.090
62 0 -0.090
63 0 -0.090
64 0 0.000
65 0 -0-082
66 0 -0.090
67 0 -0.09068 0 -0-09069 0 -0.090
70 0 -0.090
7t 0 -0.090
72 0 -0-090
/INLET VEIoCITY IN THE VERTICàL (z) DIRECTIoN EoUÀLs zERo
*BCNODE (UZ)
1 1 0-0
81 0 0.0
/VELoCTTY IN THE LoNGSHoRE (x) DIRECTIoN oN THE SHoRELTNE BOUNDARY
/SHOULD BE ZERO
*BCNODE (tD()
181
2sr2 0
281
25L3 0
3 81
2514 0
4 81
2515 0
581
25l.6 0
5 81
25L7 0
7 81
2518 0
8 81
2519 0

981
2s20 0

0-0
0-0
0-0
0.0
0.0
0.0
0-0
0-0
0.0
0-0
0.0
0.0
0-0
0.0
0.0
0.0
0.0
0.0
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/VELOCITY IN THE OEFSHORE (Y) DIRECTION ON THE SHORELINE BOUNDARY

./SHoULD BE ZERO
*BCNODE (UY)
1 B1
25t2 0
2BI
25L3 0

381
25]-4 0
4 81
2515 0
5 81
2sr6 0

6 81
25r't 0
7 81
25t8 0

8 81
2sL9 0

981
2520 0

/VELOCITY IN THE VERTICAL (z) DTRECTIoN oN THE SHoRELINE BoIJNDÀRY
/SHOULD BE ZERO
*BCNODE (UZ)
1 81 0-0
2512 0 0.0
2 8L 0.0
2st3 0 0-0
3 81 0-0
2514 0 0. 0
4 81 0.0
2515 0 0. 0
5 81 0.0
2sL6 0 0- 0
6 81 0.0
25L't 0 0.0
? 81 0-0
2518 0 0.0
B B1 0.0
2sr9 0 0-0
9 81 0.0
2520 0 0. 0
/VELOCITY IN lHE LoNGSHoRE (X) DIRECTIoN oN THE oFFSHoRE BoUNDÀRY
/ssour,o BE zERo
*BCNODE ((IX)
73 81 0-0
2584 0 0-0
74 81 0.0
2s8s 0 0-0
't5 81 0-0
2586 0 0.0
't6 81 0-0
2587 0 0.0
77 81 0-0
2588 0 0. 0
78 81 0-0
2sB9 0 0- 0
79 81 0.0
2590 0 0-0
80 81 0-0
259L 0 0-0
81 81 0-0
2592 0 0-0

146

0.0
0-0
0-0
0.0
0-0
0-0
0.0
0-0
0.0
0.0
0.0
0.0
0-0
0.0
0.0
0-0
0.0
0-0
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/vEl,ocrTy rN THE oFFSHoRE (y) DrREcTroN oN THE oFFSHoRE BoUNDARY
/SHOULD BE ZERO
*BCNODE (UY)
73 81 0.0
2584 0 0. 0
74 81 0.0
2585 0 0.0
75 81 0-0
2s86 0 0.0
'16 81 0.0
2s87 0 0. 0
7't 81 0-0
2s88 0 0. 0
78 81 0.0
2589 0 0-0
19 81 0.0
2590 0 0.0
80 81 0.0
2s91, 0 0. 0
81 81 0.0
2592 0 0.0
/vELocITY IN THE VERTICAL (z) DIRECTIoN oN THE oFFsHoRE BoUNDARY
/snour,o BE zERo
*BCNODE (UZ)
73 81 0.0
2584 0 0- 0
74 81 0.0
2585 0 0-0
75 81 0-0
2586 0 0.0
76 81 0.0
258't 0 0. 0
17 81 0.0
2588 0 0-0
78 81 0.0
2589 0 0.0
79 B1 0-0
2s90 0 0-0
80 81 0.0
2s9L 0 0-0
81 81 0-0
2592 0 0-0
/vELocITY TN lHE LoNGSHoRE (X, DIRECTIoN oN THE BED BoUNDÀRY
/SHoULD BE zERo
*BCNODE (UX)

r47

I 81
2sL2 0
10 81
252L 0
19 81
2530 0
28 81
2s39 0
37 81
2548 0
46 81
2557 0
55 B1
2566 0

64 81
2575 0

0-0
0-0
0-0
0.0
0.0
0.0
0-0
0.0
0-0
0-0
0.0
0-0
0-0
0-0
0.0
0.0
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13 81 0.0
2584 0 0-0
/VELoCITY IN THE OFFSHoRE
/SHOULD BE zERo
*BCNODE (UY)
1 81 0.0
251,2 0 0. 0
10 81 0-0
2521 0 0-0
19 81 0-0
2s30 0 0.0
28 81 0.0
2539 0 0.0
3't 81 0-0
2548 0 0-0
46 81 0-0
2ss7 0 0. 0
55 81 0.0
2s66 0 0.0
64 81 0-0
2s1s 0 0.0't3 81 0-0
2584 0 0.0
/VELoCITY IN THE VERTICAL
/SHOUIÐ BE zERo

(Y) DTRECTION ON lHE BED BOUNDARY

(Z) DIRECTION ON THE BED BOUNDARY

*BCNODE (UZ)
181
25].2 0
10 81
2527 0
19 81
2530 0
28 81
2539 0

37 81
2548 0

46 81
2557 0
55 81
2s66 0

64 81
25'15 0
?3 81
2sB4 0

/FREE suRFAcE NoRMÀL vEl,ocrry sHouLD BE zERo
*BCNODE (UZ)
9 81
2520 0

18 81
2529 0
27 81
2538 0
36 81
254't 0
45 81
2556 0

54 81
2s65 0
63 81
25't 4 0

0.0
0.0
0-0
0.0
0.0
0.0
0.0
0.0
0-0
0.0
0.0
0.0
0-0
0.0
0.0
0-0
0.0
0-0

0-0
0.0
0-0
0.0
0.0
0.0
0.0
0.0
0-0
0-0
0.0
0.0
0.0
0.0
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72 81
2583 0
81 81
2592 0

0_0
0-0
0.0
0-0

/NOR,}TÀL tr TANGENTIAL DIRECTIONS ON THE SHORELINE BOUNDARY EDGES
*BCNODE (COORDTNATE)

811
251"2
9
2520
1
9
25r2
2520

25L2
73
2584
I
73
2512
2584

*BCSYSTEM ( SET:I , EDGE. ITANGENTfAL)
0,0,0,1r0,0,0r0,0
,/NORI,fÀL & TÀNGENTIAL DTRECTIONS ON THE oFFSHoRE BoUNDARY EDGES
*BCNODE (COORDINAT.E)
73812
2584 0 2
81 81 2
2592 0 2
73r2
81 02
2584 I 2
2592 0 2
*BCSYSTEM (SET:2 r EDGE, 1TÀNGENTIAL)
0.0,0,1.0,0r 0,0,0
/NoP.¡{ÀL e TANGENTTÀL DIRECTToNS oN THE BED BoUNDÀRY EDGES
*BCNODE (COORDINÀTE)

B1

1
1

1
1
1

1

1

1

0

81
0
1
0
1

0

3
3
3
3
3
3
3
3

0
81
0
9
0

9
0

*BCSYSTEM (SET-3 r EDGE, 1TÀNGENTTÀL)
0r0r0r1r0r0r0ror0
*END
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Suìrroutine USRNOD for generation of noclal coordina,tes

SUBROUTTNE USRNOD (X. NFIRST,NI,ÀST, NDFCD, SUB, IERR)

WITH SUBROUTTNE SEDIM FOR 1984 ELEMENTS*****************************************
SAND TRÀNSPORT TO BE CÀLCUI,ATED USING ÀCKERS'S FORMULA

USER SUPPLIED SUBROUTINE FOR THE DEFTNTTION OF NODES CALLED WHEN
*NODES ( CÀRT./CYLIN/SPHER. SUBROUTINE : SUB )

rNPUT:

150

VÀLUE SPECIETED ON THE CONTROL CARD . . ., SUBR:SUB
COORDTNATES DTMENSTON, ACCORDING TO THE DEFINITION IN
*PROBLEM ( 2-D/AXL- .. OR _. 3-D )

NORIIAL COMPLETTON
ERROR

a

c
c
c
c
c
C
c
c
c
c
c
c
c
c
c
c
c
c
c
c
c
c
c
c

SUB
NDFCD : 2(31

IERR : O

.GT. O

OUTPUT

NFIRST
x (3. r)

:::::
THE IÀST ORIGIN COMMAND PREVTOUS TO THE *NODE COMMÀND IS TAKEN ÀS
THE CURRENT ORIGIN,. lHE COORDINATE SYSTEM IS TAKEN FROM THE *NODE
COMI4AND.

TMPLICTT DOUBLE PRECTSION (À-H.O-Z)
coMMoN /TApEs/ rFMH. rNp, rNps, rour, rours, rourM, rFrD, rERF, rpsr,

1 IECHFI, IECHF, IECHP1, IELM, IELMS, INP1 . IUSER,
2 LPDEV(15) , IHLPF, TDEVF, TECHF2, IRÀDF

COMMON ./TNTERN/ IBUF, NBUF, NCBUF, NKVLD, KEYSTR, KEYEND, I NFI,AG,
1 rv!ÀJIND (150) ,MININD (750) , KVERIE (85) , IPVERF (85) ,2 TDVERI'(85) . INÀLTR, ILETP, TDATÀ, TNPROG, INFLG1, MECHF,
3 THUNT,TSHOWN

COMMON /TNTERC/ BUFFER(80, 15), FTLNAH
CHARACIER BUE'FER*I , BUFF8R(15)*80 , FrLNÀu*2o
EQUIVÀLENCE (BUT'FER, BUFFSR)
DTMENSTON UX(2592't,w (2592,).u(33, 10),v(33, 10),ur (33, 10),

+ SÀNDX(33r10),SÀNDY(33r10).BDX(33, 1o),BDy(33, 10), H (33, t0),
+ x(3, 2592' .AV (25g2r,AV (25g2r,xMovE(33. 10),yMovE (33, 1O)
NFIRST : 1
NIÀST : 2592
NDFCD : 3

oPEN(U¡¡1:199,
* FI LE:' / t:.ome / pop / us 16 / f oreign/vithana / f idap/ìo( Lour,,
+ STÀÎUS:'OLD')

OPEN (UNIT=200,
* FrLE-' / }¡.ome / g;op / us16 /f orei g'n /vi thana / f idap/uewaeo,,
+ STÀTUS:'OLD')

(NLÀSr)
I:NFIRSTT NLAST

FIRST (LÀSTI POINT DEFINED
CÀRTHESIAN COORDINÀTES OE THE POINTS

C

c
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200
c

151

c

(-

c
c
c
L

c

50

c
c
c
c

INSERT HERE NORMÀL EXECUTION COM},IANDS

IN THE FIRSÎ ITERÀTTON, BED COORDINATES ARE GENERÀTED BY ANALYTICÀL
FORMUI,A. IN ÀLL OTHER ITERÀTIONS THESE COORDINATES ARE READ EROM
THE OUTPUT FILE (MXLOUT) OF THE PREVIOUS TTERÀ.TION.

ITE:1
rF(rTE.NE.1)GO To 115

DO 50 N : r, 2592
X(1.,N) : 0.0
X(2,N) : 0.0
x(3'N) : 0.0
CONTINUÐ

GENERATION OF THE COORDINÀTES OF THE NODES ÀT THE BED LEVEL

INITIÀL BED ELEVATION FOR THE FIRST ITERÀTION

DO200I:I,32
DO200J-1,73,9
N=J*91*(r-1)
x(1,N) : 0.25* (I-1)
x(2,Nl : (J-1)/60.0
CONTINUE

20L
c

202
c

203
c

204
C

20s
c

206
c

207
c

208
c

DO 201
x (3,N'

Do 202
x (3, N)

N:1
: 0.4

, 244, Br
24 _ 0.25*0 - 001* (N_l) /81.0

0, 253, 87
94 _ 0 .25*0 .001* (N_10) /81.0

343,81
- 0.25*0 - 001* (N-19) /8r - 0

352. Br
_ 0-25*0- 001* (N_28),/8r - 0

64, 550. B1

-2r4 - 0.25*0.001* (N-64) /81.0

CONTTNUE

N:1
- 0.3

CONTINUE

DO 203 N
x (3,N) :
CONTINUE

DO 204
x (3,N)

DO 2OB
x (3, N)

0 -364

N_
0

N:
-0

28,
433

CONÎINUE

DO 205 N : 37, 442. BI
X (3,N) : 0- 30a - 0.25*0.00I* (N-37) /81.0
CONTINUE

DO 206 N : 46, 451, 81
x(3,N) : 0-2't4 - 0-25*0.001i (N-46) /81.0
CONTINUE

DO 2O'l N : 55, 541, 81
x(3,N! : 0.244 - 0-25*0.001* (N-55) /81.0
CONTINUE

CONÎTNUE



Appendir-C

209
C

210
C

2r1
C

212
C

2r3
c

2L4
c

2'J,5
c

2r6
c

2L'l
c

218
c

2L9
c

220
c

22r
c

222
c

DO 209 N
x(3,N) -
CONTINUE

DO 2r2 N : 487, 532, 9
x(3'N) : X(3.406) - 0.
CONTINUE

r52

(-
: 73,
0-184

64 0, 81
- 0.25*0.001* (N-?3) /81- 0

Do 210 N : 325, 334, 9
x(3'N) : X(3'244) - 0.25*0.001 - 0-I25/3.75
CONTINUE

DO 2IL N : 406, 433, 9
x(3.N) : X(3,3251 - 0.25*0-001 - 0.25/3-'15
CONTTNUE

25i0.001 0.2s/3.15

DO 213 N : 568, 631, 9

X(3'N) : X(3,48?) - 0-25*0.001 - 0.25/3-'r5
CONTINUE

DO 2L4 I : 649, 1,297 , 8I
DO2L4 J:9,81,9
N:I+J-9
X(3,N) : 0.L22 - 0.25*0.001*(I-649)/81.0
CONTINUE

DO 215 N : 1378¡ 1441,. 9
x(3,N) : X(3,t2971 - 0.25*0.001 + 0-25/3-15
CONTINUE

DO 216 N : 14591 1504, 9

x(3,N) - X(3r13?8) - 0.25*0.001 + 0-25/3.15
CONTINT'E

Do 2L7 N : 1540, ]-56'7, 9
X(3'N) : X(3,1459) - 0.25*0.00r + 0-25/3.15
CONTTNUE

Do 218 N : 1621, 1630, 9

X(3,N) = x(3¡1540) - 0.25*0.001 + 0-25/3-75
CONTINUE

DO 2I9 N : 1702. 2512, BL
X(3,N) : 0.424 - 21-0*0.25*0.001 - 0.25*0.001* (N-1?02) /8r-O
CONTINUE

DO 22O N : 1711, 252I, 8I
x(3.Nl : 0.394 - 21.0*0.25*0.001 _ 0 -25*O- 001* (N_1711) /81-0
CONTINUE

DO 22I N : 1639. 2530. 81
x(3,N) : 0.364 - 20.0*0-25*0.001 - 0.25*0.001*(N-16391 /8I.0
CONTINUE

DO 222 N : 1648. 2539, 8I
X(3,N) : 0.334 - 20.0*0-25*0.001 - 0-25*0.661*(tt-1648)/81.0
CONTTNUE
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223
c

224î

225
C

226
c

221
c

c
175

DO 226 N
x (3,N) :
CONTTNUE

DO 227 N
x (3,N) :
CONTINUE

153

c
DO 223 N : 15751 2548, 8L
x(3,N) : 0-304 - 19-0*0-25*0.001 - 0-25*O-g91*1N_1576)/81.0
CONTINUE

Do 224 N : 1585¡ 2557¡
x(3,N) :0-274 - 19-0*
CONTINUE

DO 225 N : 15131 2566, 8L
x(3,N) : O-244 - 18-0*0.25*0.001 - 0.25*0.001*(N-1513)/81-0
CONTINUE

B1
0-25*0-001 - 0.25*0.001* (N-1585) /81.0

:l
o_2

522, 2575, 8r
14 _ 18-0*0-25*0-001 _ 0.25*0-001*(N_1522) /8r.0

450. 2584, Br
84 - 1?.0*0-25*0.001 - 0-25*0.001* (N-1450) /8r.00.1

c

c
c
c
c
22

230
U

c
c
C
229

GO TO 228

CALL SEDIM (ItX, (ry, U, V, UT, SANDX, SÀNDY, BDX, BDy, H, X, ÀU, AV,
+ XMOVE, YMOVE, NLS, MOF, NLSI, MOFI, XL. YL, ARE"A, MTÀ)

GA TO 229

GENERÀTTON OF THE COORDINAÎES OF THE NODES TN THE FREE WATER SURFACE.

DO230I:Lt32
Do 230 if : 9, 81, 9
N:J+81* (I-1,
x(1,N) :0-25 * (I-1)
x(2,N) - (J-9) /60.0
x(3,N) : 0.495 - O.25 *
CONTTNUE

(r-t¡*6.60t

GENERÀTTON OF THE COORDTNATES OF THE NODES IN BETWEEN THE FREE
SURFACE AND THE BED.

I

Do 231 I : L, 2584,
DO232if:L, 1
N:I+J
X (1,N) : X (1¡ I)
X(2,N) - x(2,I1
CONÎINUE
X(3'I+1) = X(3,r) +
x(3.T+2, = X(3¡r) +
X(3,I+3) - x(3'r) +
x(3,r+4, = X(3,I) +
x(3,I+5, - x(3,I) +
X (3, I+6) - x (3. r) +
X(3'I+7) : x(3'I) +
CONTINUE

9

232

10
233
c

(x (3, r+8)
(x (3. r+8 )
(x (3, r+8)
(x (3. r+8)
(x (3, r+8)
(x (3, r+8)
(x(3,r+B)

- x(3,rll/t2
- x(3,I))*15,/84
- X(3,rrl*24/84
- X (3, f.l , *34/84
- x(3,rrl*45/84
- X(3,I'l ,*57/84
- x(3,r) ) *70l84

312
c
c
c

WRTTE lHE NEW BED COORDINATES 1O lHE FILE 'NEWBED'

Do233N-1,2592,9
I¡¡RITE(UNIT=200, FMT:10)N, X(1,N), X(2,N), X(3,N), ÀU(N), Av(N)
FORMÀTl2X, 15, 5F10.4)
CONTTNUE
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RETURN
END

CLOSE (UNrl:100 )

CLOSE (UNIT:2OO)

r54

c

C
C
c
C

SUBROUTINE SEDIM (fJX, T'Y, V, V I UT' SÀNDX' SANDY' BDX, BDY, H, X, AU, ÀV,
+ XMOVE, YMOVE, NLS, MOF, NLS I, MOFI, XL, YL, ARE,A, IIITA)

*********************************** t************************

SUBROUTINE TO CALCUI,ATE SÀND TRÀNSPORT IN THE BED USING THE OUTPUT
NODÀL VELOCITIES FROM THE FIDAP MODEL

IMPLICTT DOUBLE PRECISTON (À_H,O_Z)
Dr¡{ENSTON UX(25921 , lJy(2592), U(33,10), V(33,10), UT(33,10),

+ SÀNDX(33,10), SÀNDY(33,10), BDX(33,10), BDy(33,10), H(33,10),
+ x(3,25921, AU(25921. Av (25921, xlJovE(33,10), yMovE(33,10)

c
c
c

c
c
c
¿-

c
C

c
c
C

c

LIX, UY
AU, AV
U (I,J) ,V (I, J)
UT (I, J)
H (r, J)
SANDX. SANDY
BDX, BDY
XMOVE, YMOVE

NODÀL VELOCITIES IN X,Y DIRECTIONS
DEPTH ÀVERÀGED NODAL VELOCITIES IN X/Y DIRECTIONS
CELL VELOCITIES IN X,Y DIRECTIONS
TOTÀL CELL VELOCTTY
MEAN CELL DEPTH
CELL SAND TRÀNSPORT P.ATES IN X,Y DIRECTIONS
CELL EDGE SAND TRÀNSPORT R.ATES IN X,Y DIRECTIONS
NET TRÀNSPORT FOR EÀCH CELL IN X.Y DIRECTIONS

SETTING DIMENSIONS OF ÀREÀ
NLS : NIJMBER OE CELLS IN X-DTRECTION
MOF : NUMBER OF CELLS IN Y-DIRECTION

NLS : 31
MOF:8
NLSI: NLS
MOFI: MOE

SEÎTTNG DIMENSTONS OF GRIDS IN X-Y PLÀNE-ALL DTMENSTONS TO BE TN METRIC
XL.YL: LENGTH OE EACH CELL IN X,Y DIRECTIONS

xL : 0.25
YL : 0.15
AREA : XL*YL

READ NODAL VELOCTTY COI1TPONENTS FROII THE PTDAP OUTPUT FILE IIXLOUT

DO 300 N : L, 2592
READ (UNIT:100. FMT:11) N, X (1, N), X (2, N) . X (3, N), UX (N), UY (N)
FORMÀT (2X. ï6. 4X, 3 (F15 - rrl, 2X, 2 (F18 - 14 ) )
CONTINUE

CONVERT THE NODAL VELOCIÎIES TO DEPTH AVER,AGED VELOCITIES-(M,/SEC}

+2
+2

c

c

C

c
C

1l
300
c
c

DO 301 f:l¡2584,9
DO 301 J:1.9
N:I+J-1
A: ((IX(I) + tI)((I+l)

1 (UX(r+1) + nx(r+2)
2 (ux(f+2, + ux (r+3)
3 (UX(r+3) + ux(r+4)
a (r¡x ( r+4 ) + r.tx ( r+5 )

5 (rrx (r+5) + ux (r+6)
6 (ux(r+6) + ux(r+?)
7 (UX(r+7) + r.'X(r+B)

) /2 *

I /2 *
l/2 *
I /2 *

l/2 *
t /2 *
) /2 f
l/z *

(x ( 3, r+1)
(x (3, r+2)
(x (3, r+3)
(x(3,r+4)
(x(3,r+5)
(x(3.r+6)
(x (3, r+7,
(x (3, r+8)

x(3,r)) +
x (3, r+t) ) +
x(3.r+2)) +
x(3,r+3) ) +
x(3,r+41) +
x(3,r+5) ) +
x (3, r+5) ) +
x(3,r+7))

I
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C

B : X(3, l+8) - X(3,I)
AU(I) :À/B

155

c

(-

c : (rry(r) +
1 (UY (r+1) +
2 (w(r+2) +
3 (uY (r+3) +
4 (uY (r+4 ) +
5 (uY (r+5) +
6 (uY (r+6) +
7 (uY(r+7) +

uY(r+1) )

uY (r+2 ) )
uY (t+3) )

rrv (r+4) )

uY(r+5) )
uy (r+5) )

w (T+1') | /2
uY (r+B) ) /2

/2
/2

/2
/2

* (x(3, r+l)* (x(3,r+2)
* (x (3, r+3)* (x(3,r+4)
* (x (3,1+5)
* (x (3, r+6)* (x (3, r+? )* (x(3,r+8)

- x(3,r)) +
- X(3,r+1)) +

- x(3,r+21) +
- X(3,r+3)) +
- x(3,r+4)) +
- X(3,r+5)) +
- X(3,r+6)) +
- x(3.r+7))

c
30
c
c
c

D : X(3, I+8)
AV(r) : c/D

- x(3.r)

1 CONTINUE

CONVERT DEPTH AVERAGED NODÀL VELOCITIES TO CELL VELOCITIES

DO 302 I : 2r NLS+1
DO 302 J :2, MOE+I
N - 1 + (I-2)*81
N1 : N + (J-2)*9
N2:N1+9
N3-Nl+81
N4-N1+90
U(I'J) - (ÀU(N1) + ÀU(N2) + ÀU(N3) + À,U(N4))/4-0
v(r'J) : (Àv(N1) + Àv(N2) + Av(N3) + Àv(N4))/4-0
CONÎTNUE

DETERMTNÀTION OE. TOTAL CELL VELOCITIES (METRES/SEC)

DO 303 f : 2t NLS+1
DO 303 J = 2, MOF+I
B : U(I,J)*t2 + y(Í,7¡**2
UT(I,J) = ABS(SQRT(B))
CONTINUE

CONVERTING NODÀL HEIGHTS TO CELL DEPTHS-(METRES)

304I:2,NLs+l
304J:2,MOF+I
1 + (I-2) *81

: N + (J-2r*9
:Nl +9
:Nl+81
-Nl+90

H(I,J) : (x(3,Nl) + x(3,N2) + X(3,N3) + x(3,N4))/4-0
H(I,J)=0-494-H(I,J)
CONTINUE

SAND TRÀNSPORT ROUTINE

SET TI¡{E TNTERVÀL IN SECONDS

MTÀ : 600

230
c
c
c

330
c
c
C

304
c
c
c
c
C

DO
DO
N:
N1
N2
N3
N4

c
c
c

TRANSPORT R,AIES FOR EÀCH CELL
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308
c

310
c

372
c

156

c
c
c
c
c

COMMENT OUT THE I,IETHOD WHICH IS NOT APPLICABLE

METHOD 1: USrNG ACKERS ÀND WHITE I*IETHOD

DO305J:
DO305r:
¿: (H(I¡J)
B : (7.7019

2, MOF+I
2, NLS+1
**0.0936) * ((LOG10(4166?*H(l,J) ) )**0-4382)
*uT(r,J)/À) - 1-0

630

rF(B-LT.0-0)GO rO 306
c: B**2.9343
SAND : 0. 000012567*UT (I, J) *C* (H (I, J) **0.0936)
GO TO 307
SAND : 0-0

!,ÍETHOD 2: USfNG SHIELD'S BED LOAD FORMULA

DO 305 J : 2, MOF+1
DO 305 r : 2t NLS+1
S : 0-OOg9* (UT (f .Jl**21 / (H(I , J) **1-33333333)
sAND = 9.573*UT(I,J) *H(r,J)*S* ( (995.38*H(I.J) *S)
IE' (SAND.GT. O. O) GO TO 30?
SAND = 0-0

THETÀ : ÀTAN(V (I, J) /U (f , J't I
SÀNDX(I.J) : SAND * CoS(THETA*3-1415926/180-0)
SANDY(I,J) : SAND * SIN(IHETA*3.1415926,/180-0)
CONTTNUE

TRANSPORT R,ATES EOR BOTINDÀRY CELLS

DO 308 J : 2¡ MOF+I
SÀNDX (1,J) : SANDX(2rJ)
SANDX(NLSI.J) : SANDX(NLS+I'J)
CONTINUE

DO 309 r : 2, NLS+1
SANDY(r,1):0-0
SANDY(I,MOEI) : 0-0
CONTINUE

CELL EDGE VALUES

DO 310 r : 1¿ NLS+I
DO 310 J : 2, MOF+1
BDX(r,J) : (SANDX(r.J) + SANDX(r+r, Jll /2-0
CONTINUE

DO 311 J : 1, MOF+I
DO 311 1 : 2, NLS+1
BDY(I,J) : (SANDY(I,J) + SANDY (T,J+71.I /2.0
CONTINUE

NET SAND TRÀNSPORT INTO EACH CELL

DO 312 J : 2¡ MOE+I
DO 3I2 I : 2¡ NLS+I
XMOVE(I,J) : BDX(I-1'J) - BDX(r.J)
YMOVE(I.J) : BDY(I' J-l) - BDY(I,J)
CONTINUE

C

C

c
c
c
c
c
c
c
c
3

- o-04621

07

305
c
c
c

30
c
c
c

311
c
c
c

9
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313
C

314
c

316
c

317
c

318
c

t57

c
c
c

31
c
c
c

5

ÀHOUNT OF EROSION OR DEPOSTTION

DO 313 J : 2t MOF+1
DO 313 T - 2, NLS+1
RISE : (YL*XMOVE(I,J) + XL*YMOVE (r,J) ) * MTA / ÀREÀ
H(I,J):H(I,J) -RISE
CONlINUE

DO 314 J : 2, MOF+1
H(1,J) : H12,J)
H(NLSI,J) : H(NLS+IrJ)
CONTINUE

DO 315 r - 1r NLSI
H(I,1) : H(f,21
H(I'MOFI) - H(r¿MOF+1)
CONTINUE

CONVERSION OF CELL DEPTH VÀLI,'ES TO NODÀL HETGHTS

DO 316 I = 2¡ NLSI
DO 316 iI : 2¡ MOFr
N: 1 + (r-2)*81 + (J-2)*9
X(3,N) : (H(f-1,J-1 ) + H(I-1,J) + H(I,J-1) + H(I, Jr, /4-Ox(3'N) :0-494 - x(3,N)
CONTINUE

DO 31? N - 1r 25L2, Bl
x(3,N) :2*X(3rN) - x(3,N+91
CONTINUE

DO 318 N = 73¡ 2584. 8L
X(3,N) - 2*x(3.N) - x(3,N-9)
CONTINUE

RETURN
END
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c

c
c
C

C
C

c
c
c

c
c
c
c
c
c
c

c

Appenclix-D

Subroutine USRELN{ for generation of nodal connectivities

SUBROUTTNE USREI,¡4 (NECÀRD,NDP,NGROUP, SUB,NELGRP, IERR)

FOR NO- OF EIE¡,IENTS : 1984(31X8X8), NO. OE NODES : 2592(32x9x91

USER SUPPLIED SUBROUTTNE FOR THE DEFINITION OF ELEMENÎS

INPUT:

SUB,NDP,NGROUP ÀRE THE VALUES SPECIFIED ON THE CONTROL CARD
. -. , SUBR:SUB , NODE:NDP , GROUP:NGROUP '
OUTPUT

NELGRP : NU},IBER OF ELE¡4ENTS IN THIS GROUP

NECARD(NDP,NELGRP) ELE!1IENTS DEEINITION r'OR THIS GROUP
rERR : 0 NORMÀL COMPLETION

.G1.0 ERROR

rMPLrCrr DOUBLE PRECTSTON (À-H,O-Z)
coMMoN /TÀPES / TFMH, TNP, INPS. IOUT, IOUTS, IOUTII. IFID, IERE, IPST,

]- IECHFI. IECHF, TECHE1, IELM. IELI{S, INP1, IUSER,
2 LPDEV(15) . IHLPF, IDEVF, IECHE2, IRÃDF

coMMoN /TNTERN/ IBUF, NBUE, NCBUF, NKVLD, KEYSTR, KEYEND. INELÀG,
1 MÀJrND(160).MININD(?50).KVERTF(85),IPVERF(85),
2 TDVERF (85) , INALTR, ILETP, IDÀTÀ. INPROG, INFLG1,MECHF,
3 IHT'NT,ISHOWN

coMMoN /INTERC/ BUFEER (80, 15), FILNÀ.I-I
CHARACTER BUFFER*1 , BUFFSR(15) *80 , FILNA¡,Í*2O
EQUIVÀLENCE (BUFFER, BUFFSR)

DIMENSTON NECÀRD (NDP, *)

IF (NGROUP .8Q.2',
IF (NGROUP . EO. 3 )
IF (NGROUP. EQ. 4 )

GO TO
C,O TO
@TO

222
333
444

c
c
c
c
c

NELGRP : 1984

INSERT HERE NORMÀL EXECUTION COMM.\NDS

GENER,ATION OF THE GLOBAL NODE NUMBERS OF THE ELEI4ENT NODES
ELEIÍENT GROUP:I/ 3-D BRICK ELEMENTST NODES:B

NE:0
DO 100 I : 1, 243I. 8I
DO100J:1r I
DO100K:1, B

N : (r-1) + 9* (J-1) + K
NE:NE+1
NECARD(1,NE) : N
NECÀRD(2,NE):N+81
NECARD ( 3, NE I
NECÀRD(4,NE)
NECåRD (5. NE)
NECARD (6,N8)
NECARD (7.NE)
NECARD(8,NE)
CONTINUE

N+
N+
N+
N+
N+
N+

9

90
1

B2
10
91

100
c

RETURN
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2

c
C
L

c
C

c
C

C
t_

22 NEIÆRP : 248

GENERÀTION OF lHE GLOBAL NODE NU},IBERS OF THE ELEMENT NODES ON WALL
SURFACES

NE : ELE¡4ENT NUMBER

1-SHOREEND WALL

ELEMENT GROUP:2, 2_D QUADRILATERÀL ELEMENTS, NODES:4

NE:0
DO 200 f : L, 243I, 8I
DO200J:1,8
N: (I-1) +J
NE:NE+1
NECARD(l.Ne¡ : ¡¡
NECARD(2,NE):N+81
NECÀRD(3'NE):N+82
NECARD(4'NE):N+1
CONTINUE

c
33
c
c
c
c
c

200

300
c

400
c

RETURN

3 NELGRP :248

2-OFFSHOREEND WÀLL

ELEMEMI GROUP=3, 2-D QUÀDRILÀTERÀL ELEMENTS, NODES:4

NE=0
Do 300 L = 73t 2503, 81
DO300J:1¡ I
¡ -(I-1)+J
NE:NE+1
NECÀRD(I,NE):N+81
NECÀRD(2,¡¡e) : N
NECÀRD(3'NE):N+1
NECÀRD(4,NE):N+82
CONÎINUE

RETURN

NELGRP : 248

3-BED WALL BOUNDARY

ELEMENT GROUP=4¡ 2-D OUADRILÀTERÀL ELEMENTS, NODES=4

c
444
L

C

c
c

NE=0
Do400I:1¡
DO400J:9,
N :I+ (.J-9)
NE:NE+1
NECÀRD(1.NS) :
NECARD(2'NE) -
NECARD(3,H8) :
NECÀRD(4,NE) -
CONÎINUE

RETURN
END

243r, 8r
12,9

N+81
N
N+9
N+90
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Appenclix-E

Subroutine USRIVIXL for generation of mixing lengths

SUBROUTINE USRMXL (NELT, NE, NG, VMU, TEMP, SPEC1, SPEC2, UV, DUV, VEL, SHP,
1 DSDX.DSDY,DSDZ,NDP,XLTYL'ZL' PROP'MDVSC'TIME'
2 NIP,MNDP,DEN)
****************************************t**************************

FOR 1984 (31X8X8) ELET,IENTS ÀND 2592 (32X9X9) NODES

USER DEFINED MIXING LENGTHc

c
c
c
c
c
c
c
c
c
c
c
c
c
c
c
c
c
c
c
c
c
c
c
c

NELT
NE
NG
VMU
TEMP
SPECl
SPEC2
XL
YL
ZL
uv
D{.IV
SHP
DSDX
DSDY
DSDZ
VEL

GLOBÀL ELEMENT NU}IBER
LOCÀ,L ELE}{ENT NUMBER
GROUP NUIIBER
VISCOSITIES
TEMPEP.ATURE
SPECIES 1

SPECIES 1
X COORDINATES
Y COORDINATES
Z COORDINATES
VELOCIÎY CO!{PONENTS
VELOCITY GR.ADTENT COMPONENTS
ELEMENT S¡IAPE FUNCTIONS
SHÀPE PUNCTION DERIVATIVES IN THE X DIRECTION
SHÀPE EUNCTION DERIVÀTIVES IN lHE Y DIRECÎION
SHÀPE FUNCTION DERIVATTVES IN TfiE Z DTRECTION
VÀLUES OF NODAL DEGREES OF FREEDOI4 ÀT NODAL
POINTS OF ELEI{ENT NELT
USER DEFINED PAP.AMETERS
NUMBER OF COMPONENTS OF VISCOSITY ARRÀY
TII{E
FIRST DIMENSTON OE S¡IAPE FUNCTTON MATRICES
NUMBER OF INÎEGRÀTION POINTS

c
c
c

IMPLTCIT DOUBLE PRECISION (A-H,O_Z)
DIMENSION VMU(9,NTP),SHP (MNDP,NTP) .DSDX (MNDP.NIP)
DIìIÍENSION DSDY (MNDP,NIP) ,DSDZ (MNDP,NTP) ,VEL (*) .PROP (*)
DTMENSION ÎEMP (NIP),SPECl (NrP),SPEC2 (Nrp),XL(Nrp)
DIMENSION YL (NIP) .ZL(NIP),UV (3,NIP) .DIIV(9,NIP),R(1984)
zRO : 0.D0

DETERMINATTON OF R , THE I-IEAN DEPTH OF ELOVÌ

rF(NE.Lr.513t GO TO 301
rF(N8.cr.512-ÀND.NE-LT-1025) cO ro 302
rF(NE-cr-1024) GO TO 303

PROP
MDVSC
TIME
MNDP
NIP

CONTINUE
Do201I:Lt
Do201J:1.
N:r+(J-1)
R(N) : 0.085
CONÎTNUE

I : 9t
J : Lt

+ (J-l)
.115R(N) : O

CONTINUE

L29, 64
B

20!,64
8

|-
301

20r
c

202
c

DO
DO
N

2
2

02
02
I
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203
c

204
C

205
c

206
c

207
c

208

209
c

210
c

2IT
c

2r2
c

2]-3
c

214
c

I : I1t 209, 64
J : 1. B

+ (J-1 )
R (N) : 0.145
CONTINUE

DO 2O4 r : 25t 287, 64
DO204J:1¡8
N:I+ (J-1 )
R(N) : 0.175
CONTIN{'E

DO 205 r : 33, 289, 64
DO205J:1,8
N:r+(J-1)
R(N) : 0-20s
CONTTNUE

DO 206 I : 4L, 36I, 64
DO206J:1rB
N:I+ (.J-11
R(N) : 0-235
CONTINUE

DO 207 f : 49, 369, 64
DO207 J:1r I
N:I+ (.t-1)
R(N' : 0.265
CONTTNUE

DO 208 f : 57 t 44L. 64
DO20B.f :1, I
N:I+ (J-1)
R(N) : O.29s
CONTINUE

Do 209 N : 1931 200
R (N) : 0. 094
CONTINUE

DO 210 N = 257t 212
R(N) : 0-137
CONTINUE

DO 211 N = 273. 280
R(N) - 0-158
CONTINUE

DO 2I2 N : 321¡ 352
R(N) : 0-203
CONÎINUE

Do 213 N : 353. 360
R(ll) : g-2rt
CONÎINUE

DO 2I4 N - 3B5r 432
R(N) - 0.2'10
CONTINUE

c
DO 203
DO 203
N:I

161
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c

2r5

2),6
c

c
302

2r7
C

c
303
c

218
c

2L9
c

220
c

22L
c

222
c

223
C

224
c

225

226
c

c

DO 215 N - 433, 440
R(N) : 0-250
CONTINUE

DO 2L6 N : 449, 512
R(N) : 0.337
CONTINUE

co ro 304

CONTINUE

DO 2L'l N : 513, 1024
R(N) : 0.370
CONTINUE

co ro 304

CONTINUE

DO 218 N : 10251 1088
R(N) : 0-337
CONTTNUE

DO 2L9 N : 1089¡ 1136
R(N) : 0.270
CONTINUE

Do 220 N : 1137¿ 1144
R(N) - 0-250
CONTTNUE

DO 22L N : 11531 1184
R(N) : 0.203
CONÎINUE

Do 222 N : 1185¡ 1192
R(N) - 0-22L
CONTTNUE

DO 223 N : 7217, L232
R(N) : 0-137
CONTINUE

DO 224 N - 1233, 1240
R(N) : 0-ls8
CONTINUE

DO 225 N : 1281, 12BB
R(N) : 0.094
CONTINUE

DO 226 I : 1345, 1927, 64
DO226 J-1, B

N:I+J-1
R(N) - 0.085
CONTINUE
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227
c

DO 227 1 : L289t 1929. 64
DO 227 J: 11 8

N:I+J-1
R(N) : 0-115
CONTTNUE

228
C

Do 228 I : L297, L93't, 64
Do228 J:1, B

N:r+J-1
R (N) : 9.14t
CONTINUE

229
C

DO 229 1 : I24Lt L945. 64
Do229 J-1¿ I
N:I+'J-1
R(N) : 0-175
CONTINUE

230
C

DO 230 r : L249¡ 1953, 64
DO230J:1r I
N=r+J-1
R (Nl : 0.20s
CONÎTNUE

23r
c

DO 231 I : 1193, L961, 64
DO231J:1¡ I
N:I+J-1
R(N) : O'.23s
CONTINI'E

232
c

DO 232 f : L2Oa¡ L969, 64
DO 232 .J : 1r I
N-I+J-1
R (N) - 0.265
CONTINUE

233

DO 233 I - 1145, L977. 64
DO233J:1r I
N: I + J -'1
R(N) - 0-29s
CONTINUE

04 CONTINUE

CALCULATE CENÎROD X AND Y FOR ELEMENT

234
c

xT = 0.0
YT : 0-0
zT : 0.O
DO 234 J - 1. NIP
XT : XT + XL(J)
YT:YT+YL(J)
ZT-ZT+zL(J'l
CONTINUE

FNIP : ELOAT(NIP)
XÀVG - XT/FNIP
YÀVG - YTIFNIP
ZÀVG : ZT,/FNIP

c
3
c
c
c

c
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50
100

DO100J:1
D{IXDX : Dt'v (
DTIXDY : DW(
DUXDZ = D(Jv(
D{.rYDX : DW(
DUYDY : DûV(
DWIDZ : D[IV(
DUZDX : D(IV(
DUZDY : DW(
DUzDz - D(IV(

164

c

c
MINTMUM WAL], DTSTANCE

w : 1.2
YD:W-YAVG
zD : R(NE) - (0-490 - zAvG)
Y: MIN(YAVG.YD'ZD)

YR : Y,/R(NE)
pRprpE:0.14 - 0.08*(1-0 -yR)**2 - 0.06*(1.0 -yR)**4
F¡4IXL : R(NE) *PRPIPE
IE (FMIXL.LT-0-0) EMIXL : 0-0

MIXING LENGTH FOR ELEMENT

XllL : Fl'lIXL (XÀVG. YAVG' ZAVG)
XllL : FIÍIXL
XPIL2 : DEN*XML*XML

CALCUI,ÀTE AVERÀGE DUDX, DUDY ÀND DUDZ FOR ELEMENT

C

c

c

c
c
c

NIP
J)
J)
.l)
J)
ar)

J)
J)
.r)
J)

L.
2,
3,
4.
5.
6,
7,
8,
9.

c

c

DUDX - SQRT (DUXDX*DUXDX
DUDY : SQRT (D(XDY*DUXDY
DUDZ - SQRT (DUXDZ*DVXDZ.
DUDN : SQRT (DUDX*DUDX +
VSC : XML2*DUDN
DO50r:1,9
VMU(I,J) - VSC
CONTINUE
CONTINUE
RETURN

END

+ DUTDX*DUTDX + DUZDX*DUZDX)
+ DUYDY*DTTYDY + DUZDY*DUZDY)
+ DUYDZ*DUTDZ + DVZDZ*DVZDZI
DUDY*DUDY + DUDZ*DÛDZ)
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