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Last decade advances in deep learning have supposed a great leap in state-
of-the-art results with regard to tasks such as image classification, language
translation, and many others. However, with such success, there has been
a related increase in model complexity and size, which has incremented the
hardware requirements both for training and inference (both generally and
initially limited to GPUs). Moreover, the hardware capabilities (OPS perfor-
mance, memory, throughput, latency, energy) have supposed an initial limita-
tion to deploying applications in resource-constrained platforms and applica-
tions, such as mobile or embedded platforms.

There have been many initiatives to reduce training time, and energy costs,
and improve data efficiency during the development phase. Equally, there has
also been profound research to optimize deep learning models with a focus
on inference and deployment: decreasing model complexity, size, latency, and
memory consumption. In such direction, there are five optimization methods
that have stood out: pruning, quantization, neural architecture search, effi-
cient operations, and distillation.

In parallel, in order to enable inference deployment in specialized hardware
platforms, new frameworks have appeared (such as CMSIS-NN or uTensor for
MCUS, and TF Lite for mobile platforms). Those frameworks include several
features for the deployment of models, but most importantly, the crucial point
is if they support the specific model operations and optimizations, ensuring
the final application deployment.

All in all, from optimization procedures to conversion and deployment frame-
works, the procedure of developing efficient NN-based models and deploying
them to constrained hardware has certainly improved, albeit with still some
limitations. In such a sense, this thesis is framed by such improvements and
limitations: first, with the development and improvement of NN optimiza-
tion techniques, and second, with the use and development of software for
porting the optimized models. All with a special focus on three industrial and
practical cases which are the main drivers of the developments: automotive
human-machine interaction, ITM in mobile devices, and bronchoscopy guid-
ance.

In the first case, we show the deployment and optimization of RNNs in MCUs,
as well as the usage and improvement of Bayesian optimization and NAS
methods to deliver minimal but well-performing networks. Altogether we
deliver a framework for automatically converting and deploying networks in
Cortex-M-based MCUs. In the second environment, we employ quantization
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and efficient operations to bring an ITM network to mobile devices for effi-
cient inference, providing improvements in latency up to 100x with only 3%
accuracy loss. Finally, we develop an efficient bronchoscopy guidance net-
work with structured pruning and efficient operations, that provides a reduc-
tion of x4 of NN size and an improvement of ≈14% in accuracy for position
localization.
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Chapter 1

Introduction

Neural network (NN) development, usage, and commercialization have ex-
ploded in the last decade, even though they were created in the 40-50s and
further developed later. NNs have succeeded thanks to three main factors
[31]: data availability, training of algorithms, and suitable training hardware.
This conjunction has allowed for advancements and state-of-the-art results in
areas like computer vision and natural language processing, albeit at the cost
of higher computational loads and requirements [32]. Models with abundant
data available and powerful training hardware have grown in complexity and
size, restricting their application to certain conditions, and also increasing
their training cost and energy consumption [7, 33, 34].

Alleviating such conditions has multiple benefits: from reducing CO2 emis-
sions [35] to a more accessible and fairer AI development [7]. Research ef-
forts in such direction have focused on tasks such as how to implement data-
efficient training or the development of hardware accelerators, among many
lines of research. Betwixt them, an important research objective has been the
reduction of model complexity while maintaining performance, that is, mak-
ing NN models more efficient. In this latter sense, methods such as quanti-
zation, pruning, or Neural Architecture Search (NAS) are examples of tech-
niques that allow reaching smaller efficient models, enabling their deploy-
ment in platforms with restricted computational resources. There has been
a huge development of software (complementary to the existing NN devel-
opment frameworks) devoted to porting and adapting NN models to those
application-specific hardware platforms, such as mobile phones, or ultra-low
power micro-controllers. The conjunction of optimization methods and stan-
dardized deployment frameworks has allowed both to port NN models to
many applications that were previously restricted due to the limitation of the
computational resources. However, with regards to optimization methods
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and deployment frameworks, there are still limitations and points of improve-
ment, like the further reduction of hardware requirements of some models, the
extension of techniques to new operations and applications, or an increased
standardization and support for deployment frameworks.

All in all, from optimization procedures to conversion and deployment frame-
works, the procedure of developing efficient NN-based models and deploying
them to constrained hardware has certainly improved, albeit with still some
limitations. In such a sense, this thesis is framed by such improvements and
limitations: first, with the development and improvement of NN optimization
techniques, and second, with the use and development of software for port-
ing the optimized models. All with a special focus on industrial and practical
cases which are the main drivers of the developments.

This first chapter provides context and a guided introduction to the main fo-
cus of the thesis: adaptation and/or development of NN models for deploy-
ment into resource-constrained platforms. First, in Section 1.1, a brief histori-
cal background is provided to be able to put the work in context, as well as to
understand the historical reason for such a topic. Second, in Section 1.2, the
research purpose of the topic is introduced, stating its importance and how
has been dealt with by the research community. Section 1.3, describes the con-
ceptual scope for the work and how the research field is organized. In section
1.4, the different resource-constrained platforms considered are introduced as
well as how their development and use have been linked to the development
of optimized NNs. Finally, in Section 1.5, the thesis topic is defined, further
specifying its amplitude, purpose, and appropriate nuances.

1.1 Brief historic background of neural networks

in AI

The objective of infusing sapience in inanimate objects has a long cultural tra-
dition in humankind [36, 37] and modern inventors and thinkers often have
followed such purpose in their undertakings and thoughts [38, 39, 40]. In
such pursuit, a source of inspiration has been the human brain itself: from
the first experimental studies about the brain organization and functioning,
[41, 42, 43], to its analysis with modern techniques like optogenetics [44, 45],
understanding how the brain enables thought and understanding has been
one of the major inspirations for AI. And such is the starting point for neural
network models and deep learning.
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FIGURE 1.1: NN word trends from the 1940s until the end of
2010s. We can see, more or less distinctively, the different phases:
first, cybernetics, second, connections, and finally deep learning

era. Note: cybernetics has separated from NNs meaning.

First phase, Cybernetics. The first recognized AI studies [31] were inspired
by the physiological and functional relationship among neurons in the brain,
as well as how to process logical propositions through them. McCulloh &
Pitts [46] established the first artificial "neurons" network model, a weighted
linear model, f (w, x), where w represent the connections and x the inputs or
stimulus. Such a model was shown to be able to represent computable func-
tions and construct boolean operatives through network connections, but con-
nections and their strength were manually set. Later, Hebb [47] developed a
method for the update and modification of such connections and their values,
setting the start for learning algorithms.

Immersed with other AI research streams, like logic and theorem solvers [48,
49] or programming languages [50], artificial neural network theory expanded.
Learning methods were improved with works such as Adaptive Linear Ele-
ments (ADALINE) [51, 52], or the Perceptron [53, 54, 55, 56], which was the
first model showing weight learning conditioned to input categorization [57].
Works such as [58] showed that an ensemble of elements connected between
them could represent an individual concept.

However, albeit an initial enthusiasm, the incapacity for solving scaling dif-
ficulties [59] and the limitations of first NNs [60], such as only being able to
represent linear systems, produced backslashes in funding and research that
hindered advances until the 80s.

Second phase, Connectionism. Although AI was immersed in a so-called
winter due to the failure of expert systems to deal with uncertainty and their
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incapacity to learn from experience, during the late 80s and early 90s neu-
ral network models experienced new advances. Such improvements were
condensed in the research advance of parallel distributed processing [61, 62],
which fostered the concept of connectionism, where a large number of com-
putational units could develop intelligent reasoning when connected and in-
tertwined. Altogether with such development, other advances helped pro-
mote the field. The review and further research of the back-propagation algo-
rithm [63, 64, 65, 66], which had already been developed in the 60s [67, 68],
allowed training multi-layer NNs with internal representations, finally estab-
lishing them, mathematically, as universal function approximators [69]. Ad-
ditionally, NN hardware mapping and usage experienced a renewed boost
[70, 71, 72, 73, 74] up-heaving the importance of such relationship.

Regarding speech recognition, and after important advances in language mod-
eling with Hidden Markov Models (HMM) in the 80s, notable developments
were made to the field using NNs, where the identification of mathematical
obstacles [75, 76] and the development of the Long Short-Term Memory Net-
work (LSTM) [77] stand out.

During the late 90s and early 2000s, there was notable progress in neural
network research. Convolutional NNs (CNN) were developed based on the
neocognitron [78], a network based on the mammalian visual system. From
then on, neural network models continued to obtain increased performance,
and improvements were made in their modeling [79, 80]. However, and once
again, unrealistic claims, the incapacity to translate them to results, and the
surge of new models, such as kernel machines or ensemble methods, drew
funding back from neural network research until the mid-2000s.

Third phase, Deep Learning. At the time, NNs were thought to be especially
difficult to train, probably due to the high computational cost of training al-
gorithms for the available hardware and the subsequent lack of experimenta-
tion. Nevertheless, interest was drawn again upon NNs with the work [81]
that showed an efficient way to train a deep belief network using a greedy-
layer strategy. Advances followed with other architectures [82], and, espe-
cially, with a focus on the importance of depth [83, 84], which popularized the
term deep learning.

Interest in deep learning finally detonated with the work [85], which used
deep convolutional NNs and GPU training to win the ImageNet Large Scale
Visual Recognition Challenge by a notable margin and a drop in the error
rate of more than 10% compared to previous editions. Since then, deep NNs
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have begun to be used extensively in other tasks and fields, such as speech
recognition [86, 87, 88], natural language processing [89, 90, 91], recommender
systems [92, 93], or reinforcement learning [94, 95], establishing new state-of-
the-art solutions and applications.

Additionally, research has also flourished with new advances. Techniques
for improved training and generalization, such as dropout [96, 97, 98], ReLU
and variants [99, 97, 100, 101, 102], batch normalization [103, 104], or weight
decay [105, 106, 107], have been developed. New architectures and models
have been engineered improving state-of-the-art results: generative adversar-
ial networks (GANs) [108, 109, 110], transformers [111, 112, 113], new RNNs
and CNNs [114, 115, 116, 117], graph NNs [118, 119], as well as NAS, to find
even better performing architectures by exploring the configuration space. Ef-
forts have also been made towards improving the explainability and inter-
pretability of NNs and to understand the reason for their learning capacity
[120, 121]. Libraries and frameworks [122, 123, 124] have been standardized
and open-sourced, pushing the possibility to compare and build upon re-
search. Representation learning, unsupervised training, and other learning
strategies, such as one-shot learning, have driven the boundary of knowledge
with regard to how information is processed inside NNs and how much is
needed to create valuable representations.

All in all, we have briefly visited the history of NNs and their trends (in Fig-
ure 1.1 the word trends related to NNs can be visualized). As seen, there
have been and continue to be great developments related to NNs. Improve-
ments that have ground on specific developments in the first decade of the
XX century: data abundance, hardware improvement and generalization, and
the availability of training algorithms. In the next section, will question the
need to add efficiency as the main driver for NN development and see how
academics have dealt with it.

1.2 Why efficient neural networks?

With the advent of the World Wide Web and the spread of personal and portable
devices, the digitization of society has increased and the quantity of data gen-
erated has largely augmented, facilitating the creation of bigger datasets. The
datasets during the first phase were small (tens to hundreds of samples), with
enough data to prove that NNs could learn certain functions, while in the
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FIGURE 1.2: (Top) Illustration of increasing complexity and size
of models pursuing a higher accuracy (acc.) over the years. FPO
stands for floating point operations. Image taken from [7] with
permission from the authors. (Bottom) Illustration of the size
and operational complexity of different networks versus the at-
tained accuracy. Image taken from [8] with permission from the

authors.
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second phase they had already augmented in size (thousands) and complex-
ity, such as in the case of MNIST [79]. Finally, in the third phase, datasets
increased in complexity, as with CIFAR-10 [125], and later, from 2010 and on-
wards, in size, reached sample numbers of hundreds of thousands and tens
of millions (ImageNet [126, 127], Youtube-8M [128], WMT [129], and many
others).

In parallel, computing power has increased, is cheapened, and is generalized.
Early NNs were developed to be implemented in the CPU, which hindered
training them. Even if a careful implementation can yield appropriate infer-
ence results in a CPU [130], current models are insufficient for training. On
the contrary, GPUs have supposed a breakthrough for training NNs. Tradi-
tionally developed for graphics rendering, their inherent parallelism capabil-
ity and higher memory bandwidth than CPUs, make them more suitable for
NN training, where there are large numbers of parameters, gradients, and ac-
tivations that can be updated independently if they are in the same layer.

Original GPUs were specialized hardware only devoted to the graphics do-
main. However, they increasingly added more subroutines for other tasks,
thus becoming more flexible, and soon they were adapted for scientific and
NN computation [131, 132] showing improvements over CPUs. After the
creation and expansion of GP-GPUs and associated languages, like NVIDIA
CUDA, its usage for training deep learning networks expanded and soon
was adopted by many researchers [133, 134]. Finally, after the creation of
deep learning frameworks (Tensorflow [135], Pytorch [123], MNext [124], and
others), which abstracted such hardware capabilities, GP-GPU usage for NN
training and inference exploded, boosting research and advances in deep learn-
ing.

This situation, altogether with the existence of suitable algorithms for training
NNs and data availability, has led to an increase in model size, complexity,
and accuracy, as illustrated by Figure 1.2, generating the current success en-
joyed by deep learning models. Regarding size, the first models had dozens of
neurons, mainly limited by hardware capabilities, but since the second phase,
models have more or less doubled their size every 2.4 years [32], attaining the
size of billions of parameters [136] and even hundreds of billions of param-
eters [137]. An increase has also occurred at the complexity level, where the
connections have grown from tens [51] to tens of thousands per neuron [138],
and new and more specialized operations types, such as attention [112], have
specialized information processing. Altogether both increases have brought
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new accuracy SOTA in many tasks such as semantic segmentation, object de-
tection, machine translation, text generation, and others, pushing at the same
time the requirement for more hardware resources.

As seen, improvements in accuracy have been accompanied by an increase
in computational costs and data required. While models grew in complexity
and size, the time spent training increased substantially, and so the hardware
usage, thus augmenting the energy consumption and carbon-related emis-
sions [34]. Processing power and memory requirements also increased, let-
ting to platform separation for training (in the cloud) and inference (also in
constrained devices or edge environments). Moreover and until now, hard-
ware development has been able to match the requirements of new and costly
models, however, this tendency might not hold in the near future [139, 140],
impeding further increase in model size and complexity in a feasible and use-
ful manner. As an added problem, the increase in complexity has been accom-
panied by the need for increasing annotated data [32] to avoid overfitting,
resorting then to long processes of dataset production with all the costs asso-
ciated and the bias that labeling induces in the learning process. Additionally
and until recently, little attention has been given to methods and procedures to
reduce training times or training adaptation to new instances [141], hardening
the problem of transfer learning.

In summary, there are several reasons for promoting efficient NNs based on
two main grounds: operability and data. With regards to data, the goal is to
promote NN efficiency to reduce the dependency on the quantity of data, thus
avoiding massive labeling, but also in what is learned from data, promoting
easier task shift. Concerning the operability case, it is mandatory to reduce
complexity and hardware requirements in order to reduce the energy con-
sumption both in training and inference, but also to help port NN utilization
to tasks and situations that are resource constrained [142, 143]. The present
work is focused on the latter case: how to make NN more efficient so as to
port them to applications with resource-constrained devices.

1.3 Neural Network Optimization

Given such context, there have been continued research efforts to promote
efficiency in NNs. In the present work, we fundamentally based our devel-
opments on operability, specifically focusing on the model and how it can be
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FIGURE 1.3: Proposal of organization of methods for accelerat-
ing or enabling NN inference in resource-constrained devices.
The three most important branches are optimization, architec-

ture design, and hardware acceleration.

adapted and made more efficient so it can be used in constrained environ-
ments. The focus has not been on data issues or efficiency through hardware-
specific implementations [144].

There have been multiple and varied research efforts that have tried to make
NN models more efficient so they can be deployed, developed for, and used
in constrained hardware environments, that is, platforms that previously did
not have the required computational resources for such models to be appro-
priately run on them. Among such different methods, six stand out as the
main procedures for model efficiency improvement: quantization, pruning,
distillation, neural architecture search, efficient operations, and ab initio model
development. Below, those methods are briefly introduced and organized ac-
cording to their functionalities.

Quantization is a general concept present in multiple scientific fields, such as
quantum physics [145] or signal analysis [146], and implies the discretization
of a continuous space into a discontinuous one in which elements are isolated
from one another. In the NNs case, quantization discretizes the numerical
space available for weights and activations by using a fixed point representa-
tion and often also by reducing the bit depth. It was one of the first methods
developed [147, 148, 149], but has gained strength and robustness in devel-
opment in the past decade [130, 150, 10]. Its main benefits are size reduction
and inference acceleration, although it might also provide minimal accuracy
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improvements due to regularization. The reduction of the bit depth provides
a reduction of model and feature map size, thus reducing the memory (static
and dynamic) required to run it. By using fixed-point representations, it pro-
vides reduced latency when used altogether with hardware suited for such
formats, such as CPUs or NPUs. Although it is commonly used for inference,
it has also been applied to training [151, 152] and it recently regained inter-
est in reducing resource consumption and accelerating the training procedure
[153, 154].

Pruning intends the reduction the complexity of the network, in terms of size
or operations, by suppressing elements of it and at the same time minimizing
the impact on accuracy. Initially developed in the late ’80s [155], and early
’90s [156, 157], new research has emerged in the last ten years [158, 159], tran-
sitioning from its application in initial small networks to the bigger modern
networks 1. The principal point, however, is still the decision measure, that
is, the evaluation procedure that selects which weights or activations should
be deleted. With regards to such criteria, three different categories can be de-
termined [160]: magnitude-based [155, 158, 161, 162], which select weights
based on their local saliency, similarity-based [163, 164], which identifies re-
dundant values, and sensitivity-based [165, 166], focusing on the effect on the
loss. More categorizations can be posed [12], but with regards to hardware de-
ployment, there is a distinction that affects enormously their latency reduction
benefits and not only size: if they are applied to individuals (unstructured)
or groups (structured) [167]. While in the latter case latency reduction is an
immediate benefit, in the former the deployment framework must allow for
sparse computations [168, 169, 170].

Distillation focuses on transferring the knowledge of a bigger model or en-
semble of models, also known as Teacher, to a smaller model, known as Stu-
dent. Initially developed by [171], and further matured by [172], it has been
further extended to different architectures [173, 174] and tasks [175, 176]. Some
research has been devoted to its principles [177, 178, 179], however, the prin-
cipal ideas remain the same. The student is trained with both the class prob-
ability distribution (soft targets) produced by the teacher, softened through a
temperature parameter, and also the real class labels (hard targets). The tem-
perature parameter can soften or harden the labels and it controls the distri-
bution of information transferred to the student, thereby enabling information

1Network in [157] had 2600 parameters, while modern networks can have from millions
to billions, thus changing the feasibility of certain objectives and algorithms
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on secondary classes or values.

Efficient operations aim to reduce the computational burden in terms of mem-
ory used and latency of operations while maintaining the informative capac-
ity, enabling their deployment and usage in more constrained platforms such
as mobiles [16, 180]. Such reduction is usually achieved through the com-
bination of simpler operations and the way they are combined, a procedure
known as operation factorization. Outstanding examples are the GRU cell [181]
compared to LSTM cell [77], or depthwise separable convolutions [15, 16] and
ShuffleNet units [180] compared to standard convolutions. Note that the de-
sign of such operations has been mostly manual. However, recently, NAS
methods have been used to automatically define efficient blocks taking into
account different constraints such as the number of FLOPS or the memory
used [182, 183]. Finally, another possibility, although less used, is to change
the mechanisms of operations, as in circular projections [184] or deformable
convolutions [185, 186].

Neural Architecture Search builds NNs in an automated manner given a
search space, a search algorithm, and an objective [187]. Although initially de-
veloped to improve performance, it has also been oriented to multiobjective
search [188]: by taking into account different objectives, like memory usage
and accuracy, efficient and well-performing NNs can be built. Hence, Pareto
optimal NNs can be developed and deployed in differently resourced plat-
forms, such as micro-controllers or mobile phones [35, 189]. The three most
important components of NAS algorithms are the search space, the search al-
gorithm, and the objective: the search space defines the available operations
and parameters for the network, and the search algorithm samples new net-
work proposals and values them according to the objective. Although it can
deliver well-performing results, even beyond manually building, it is costly
in terms of computation time [34, 190] and extremely dependent on the search
space.

Ab initio methods focus on building NNs which are efficient by design and
from inception. This means they do not apply a method a posteriori to make
the network more efficient. By definition, there can be a matching zone with
efficient operations, since those are also efficient from the beginning. How-
ever, the difference is in the degree of efficiency or latency achieved and how
models are built: while efficient operations are usually modular, ab initio mod-
els are usually built as a whole. Depending on the task, such methods are
prone to be used or not, image enhancement is a task where they often are



12 Chapter 1. Introduction

employed. Outstanding examples are look-up table (LUT) usage [191, 192],
bilateral space modeling [193, 194] and Laplacian Pyramids [195, 196], among
others [197].

After taking a glimpse at each optimization method2, it can be observed that,
although every method has its particular features, they can be divided into
two sets depending on whether the optimization is done given a predefined
network or it is defined from the beginning. Quantization, pruning, efficient
methods, and in a certain way distillation, are limited to the original network
they are applied to, and their procedures are thus bounded to a certain degree.
Meanwhile, NAS, to a certain extent, and ab initio development, can provide a
more flexible optimization given the intervention of the developer. Such dis-
tinction is the most important when proceeding with the deployment because
it will establish the limits of our final model in terms of performance, latency,
and accuracy. An illustration of the organization of such methods, altogether
with hardware acceleration, is presented in Figure 1.3.

All in all, these methods establish the base mechanisms to make a model more
efficient or to develop it more efficiently. Each method with its benefits and
drawbacks can be used to reduce the resource requirements of the network
and thus more easily deploy them in a resource-constrained platform. Al-
though it is not the main focus of this thesis, the deployment platform, as well
as related factors, such as the availability of frameworks for deployment or
adaptation, play an important role in the procedure of application develop-
ment and the usefulness of the mentioned optimization methods.

1.4 NN frameworks for resource-constrained hard-

ware

The success of NNs promoted the creation of open-source, well-maintained,
and developed deep learning frameworks, such as Caffe [198], Chainer [199],
MXNet [124], Tensorflow [135], PyTorch [123], and others. Altogether with
the previously introduced optimization methods, which focus on reducing
the computing requirements of NN models, the former success has also led
to the development of libraries and frameworks for porting them to resource-
constrained or specialized hardware, thus broadening the range of applica-
tions and environments where NNs can be deployed.

2Conditional computation is not included since, although it could optimize a system through
compositionality, it is not per se an efficiency development method.
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In the case of mobile phones, the first official library was Tensorflow Mobile
[200], which appeared in 2015 and had only support for CPU deployment. It
was substituted by Tensorflow Lite (TFLite) [201] in 2017, which incorporated
kernels for inference in hardware accelerators, and had support for NNAPI
[202], thus allowing for direct hardware usage through the Android system.
With the development of TFLite, and the adoption of optimization procedures
such as quantization, TF closed the DL pipeline: training, optimizing, and
deploying could be done using the same framework. Dismissing the first at-
tempts of hardware vendors, such as Qualcomm [203] or ARM3, to provide ac-
cess to hardware accelerators (like GPU, DSP, NPU), the NNAPI has allowed
for a more standardized connection to such systems directly from the deploy-
ment framework despite its drawbacks [204]. This access has even become
easier with the introduction of TFLite Delegates [205], which helps vendors
and developers standardize hardware accelerator access to a common high-
level API, as in the case of [206], which provides a universal GPU access. De-
spite the prominence of TFLite, other frameworks are also adding support for
model deployment on smartphones, like PyTorch with Pytorch Mobile [207],
even though with greater restrictions than TFLite concerning operations and
hardware access.

Another hardware platform that has experienced a notable development re-
garding hardware and software connection is microcontrollers. First attempts
were purely driven by hardware vendors, such as NXP [208] or Texas Instru-
ments [209], and provided deployment environments for their platforms and
the connection to the training frameworks. However, such connections were
highly limited to high-end platforms and had severe constraints concerning
available operations. A first important step was made by processor core IP
vendor ARM, which provided a NN deployment suite, CMSIS-NN [210], for
their whole range of Cortex-M and A chips. Afterward, more frameworks ap-
peared for both converting and deploying NNs to microcontrollers, as in the
case of μTensor [211], NNOM [212], or Apache TVM [213], which lately has
extended its range to more platforms and procedures. Finally, as in the case of
mobile phones, training frameworks have also begun to include support for
deployment in MCUs, like TFLite Micro [214], albeit with limited operability.

Albeit with differences, the same process has been repeated for other plat-
forms, such as FPGAs with OpenVINO framework [215], or embedded boards,

3https://community.arm.com/developer/tools- software/graphics/b/blog/posts/smile-
to-the-camera-it-s- opencl
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(A)

(B)

FIGURE 1.4: Two illustrations of the diverse components and
steps of scientific development: from research to commercializa-
tion. Picture (A) broadly illustrates the 4 main areas of scientific
development and the organizations involved in them. Taken
from [9] with permission of the authors. The present thesis is
placed between applied research and the application of knowl-
edge. Picture (B) states the different Technology Readiness Lev-
els (TLRs). The current thesis spans from TLR 2, and as far as
TRL 7. Picture of public domain from Wikipedia, Technology

Readiness Level.

with NVIDIA’s TensortRT [216]: from platform-specific and vendor linked
framework implementations, to generalist and broad frameworks for deploy-
ment, NNs have experienced a growth in the availability and generality of
deployment, albeit with still outstanding limitations.

All in all, the development of deployment frameworks and their linkage to
training frameworks is still a subject of needed research and effort. Many lim-
itations still exist in those frameworks in terms of support for operations, op-
timization procedures, and hardware accelerator access. We can consider that
the success of application deployment is tightly bonded to two factors: (1)
the link between general purpose and platform-oriented development frame-
works and (2) the support and suitability of the selected framework chain to
the specialized hardware platform instance.
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1.5 About this thesis

As shown in previous sections, there is a need to produce more efficient NNs
solutions to widespread their application domain, especially in resource-constrained
environments, but also to optimize their computing requirements. Such need
has been partially covered by the initial development of optimization and
development procedures, namely quantization, pruning, distillation, NAS,
efficient operations, and ab initio development. They allow either reducing
the computing requirements of a model or developing a new functionally-
equivalent model with lower requirements. However, there are still improve-
ments needed in developing further these methods and making them avail-
able for industrial applications.

As previously seen, along with the optimization improvements, there has
been a surge in software for deploying NNs to resource-constrained or spe-
cialized hardware platforms. Hardware platforms, like mobile phones and
micro-controllers, have experienced a surge in deployment frameworks that,
albeit still with important limitations, allow them to deploy NNs and develop
new applications.

The conjunction of the research of optimization methods with the develop-
ment of deployment frameworks has allowed for the development of models
in industrial settings with limitations in resources (like connection or comput-
ing power). Such a fact has enabled not only the creation of new applications
but also the improvement in results or conditions of already existing applica-
tions.

In such a setting is placed the motivation for this thesis: the advancement of
optimization methods, their conjunction with deployment software, and the
application of both in industrial settings. In this thesis, we will implement
and improve examples of each optimization method, developing models for
different industrial application and their deployment in resource-constrained
hardware platforms with NN deployment software available. This thesis does
not focus on specialized hardware for NN accelerated inference, but rather on
how to adapt or develop NNs to run efficiently in hardware not specifically
designed for the latter purpose. Then, the objective of the present thesis is
stated as the following:
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To develop, improve, implement, and apply certain cases of the optimization and de-
velopment methods (quantization, pruning, efficient operations, and NAS develop-
ment) in different application and industrial environments with the focus on resource-
constrained hardware that will execute the NN deployment software for efficient in-
ference (algorithmic and computational).

Therefore, there are 3 main components of the thesis: optimization methods,
deployment software for hardware platforms, and selected industrial appli-
cations. Concerning the optimization methods, the present thesis covers all
of them except distillation with more or less depth, in some cases directly
applying them, due to the industrial nature of this thesis, and in others ex-
tending and further improving them. In the case of hardware platforms we
have focused on three: mobile phones, micro-controllers, and embedded GPU
boards; thus limiting also to specific deployment frameworks for such plat-
forms, mainly TFLite for mobile phones, CMSIS-NN for micro-controllers,
and TensorRT for GPU boards. Finally, with regard to industrial applica-
tions, we have tackled four different problems: gesture recognition with ca-
pacitive sensors, inverse tone mapping (ITM), bronchoscopic virtual tracking,
and meningitis segmentation.

Specifically, the contributions at the research level have been:

• Analysis of the SoA regarding embedded machine learning in Advanced
Driver Assistance Systems [1].

• Implementation, analysis, and research of minimal RNNs for gesture
recognition in resource-constrained MCUs [3, 2].

• Implementation, research, and extension of Bayesian optimization based
NAS methods with conditional Gaussian Processes for searching mini-
mal NNs [4, 217, 218].

• Development of NN converter between DL training framework (PyTorch)
and deployment framework (CMSIS-NN) [219, 220]

• Analysis, research and development of an efficient NN for inverse tone
mapping in smartphones [6].

• Research and development of efficient convolutional and recurrent-based
NNs for improved and efficient video bronchoscopy tracking.
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From a research perspective, this thesis is placed conceptually between ap-
plied research and its bridge to product development and the application of
knowledge, as illustrated in the central parts of Figure 1.4a. Under the TLR
scheme, illustrated in Figure 1.4b, this thesis is placed between TLR 2 and
TRL 7: we improve research methods proving their feasibility and also per-
form technology demonstration. All in all, the intention is to provide a better
link between research and application for the rising constrained artificial in-
telligence domain.

The rest of the thesis is organized as follows. Chapter 2 provides a general the-
oretical background for the optimization methods applied in the experiments,
and Chapter 3 details information about deployment frameworks and related
platforms used. The next chapters are devoted each to a different industrial
setting and cover the introduction, background, experiments, and contribu-
tions to each case. Chapter 4 covers gesture recognition on microcontroller
units. Chapter 5, Inverse Tone Mapping in Smartphones, and Chapter 6, two
medical applications on embedded GPUs. Finally, Chapter 7 states the main
conclusions of the thesis and further research directions.
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Chapter 2

Applied Optimization Methods

The purpose of the present section is to provide the necessary technical back-
ground and context for framing the proposed developments and research. In
the form of theoretical descriptions or as a review of the recent advances on the
topics, the intention is to position the reader with the necessary background
and fundamental concepts among which the thesis is found.

There are four main sections, each devoted to an optimization method used
in the thesis projects: quantization, neural architecture search, pruning, and
efficient methods. In each of them, the literature available regarding the topic
is reviewed and briefly discussed, outlining the main characteristics and func-
tioning of the core of the topic. Each section has the same structure. First,
an introduction to the topic, followed by a brief description of the recent his-
toric evolution. Next, a concise fundamental review where the fundamental
concepts of the topic are treated, followed by a discussion on important char-
acteristics. Finally, we finish with the conclusions.

2.1 Quantization

2.1.1 Introduction

Neural networks are computing intensive in terms of operations, mainly mul-
tiplication, and size. Optimizing resources to reduce the size, time, and the
energy consumption is of outstanding importance in order to accommodate
NNs in commercial products which are economically viable. They are usually
trained and used with 32-bit float data types for both weights and acti-
vations. Thus, one way to reduce resource consumption is to use reduced
bit-depth integer data types and computations [130, 150, 10]. By converting
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only weights, model size can be reduced. However, if activations and opera-
tions are also performed on smaller data types, latency improvements can be
achieved altogether with model size reduction, especially when using special-
ized deployment frameworks and appropriate instruction sets are available.

However, when performing inference in a reduced data type (typically 8-bit
integers) with a network that was trained on a bigger bit-depth data type,
losses in accuracy can happen. To remediate this solution, several options ex-
ist. First, by working with a quantization scheme that more closely matches
the original data distributions of each layer, some of the accuracy can be re-
stored (for example, a notable improvement can be obtained between the
power of 2-based symmetric quantization and a scale and offset-based scheme).
Moreover, if quantization is developed also during training, quantization-aware
training, these schemes can be closely matched to the evolution and values
of the higher bit-depth data type values of the network. Additionally, other
schemes and further data type reductions (below 8-bit integers) have been de-
veloped, obtaining further model size reductions but needing more complex
schemes to avoid the accuracy drop [221, 222]. Moreover, such works have
been added in deployment frameworks due to their complexity and also the
difficulty of translating operations into hardware instruction sets.

In general, quantization allows to reduce the model size and latency, but usu-
ally with a reduction in the accuracy. Its usage is widespread in common
development and deployment frameworks for some common data types such
as 16-bit floats or 8-bit, enabling its use and its benefits. However, for other
data types its direct application is difficult due to the lack of support in com-
mon deployment frameworks and hardware instruction sets. In the present
section, we are going to review the main types of quantization schemes, how
quantization is conducted, and how the accuracy drops associated with it can
be avoided to the maximum. All this, with special relation to the develop-
ments used in the thesis.

2.1.2 Brief History

In [147] researchers were already studying the effect of quantization in neural
networks, even the possibility of reducing such adverse effects by inducing
quantization in the backpropagation process.

Since the second wave of neural networks, there has been interest in reducing
the hardware and computing requirements of NNs. A way to pursue such an
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objective was to reduce the arithmetic precision of operations and values and
their representation, thus reducing computing time, size, and hardware area.
Works such as [151, 152, 223, 224] experimented with reducing the bit size, the
representation (either fixed or floating point), and the implementation on spe-
cialized hardware of back-propagation and inference with neural networks. It
was generally seen that reductions in precision and the use of fixed point rep-
resentation could be beneficial, especially at inference time. Recently, the topic
has regained interest with works such as [225, 153, 130], where it is shown that
fixed-point low precision, such as 16-bit or 10-bit, is already sufficient for train-
ing deep NNs with minimal degradation by paying attention to the rounding
and dynamic range schemes.

During the past years, quantization has gained a good pace both in research,
development, and adoption in major development frameworks, where int-8
has been widely implemented for inference. Additionally, extreme (1-4 bit)
quantization has also been researched, introducing such heavy quantization
even during training time [154].

2.1.3 Fundamental Review

There are different options when applying quantization to a NN with regards
to quantization scheme, bit-depth, and target structure. With regards to quan-
tization scheme, stand out symmetric quantization, affine quantization, and
affine fake quantization during training [10, 226, 150]. In the case of the bit-
depth, we have every possible bit-depth available under 32-bits, however, typ-
ical values are 8, and less used 2 and 4. Finally, one can target weights only or
operations and weights, being able to apply quantization layer or filter-wise.

Symmetric Quantization Having a 32-bit floating model with minimum and
maximum weight values in range (xmin, xmax), the model can be converted to a
quantized range (−N/2, N/2− 1) with a scale factor, s (where N corresponds
to the maximum value achievable with the bit depth, b, for example N = 256
when using b = 8 bits). The quantization operations are as follows

xq = xr · s−1 (2.1)

xQ = clamp(−N/2, N/2 − 1, xq) (2.2)
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where xr is the original floating point number. As seen, in this case, we are
doing symmetric quantization around 0. If the floating numbers are unsigned
the scaled number can be clamped to xQ = clamp(0, N − 1, xq). In order to
dequantize we only need to apply the quantization scale inversely :

xr′ = xq · s (2.3)

Specifically the factor s can be chosen as the following when using symmetric
power of 2 quantization: s = 2b−1−log2(xm), where xm is the absolute maximum
between xmax and xmin.

The clamp function is defined as:

clamp(a, b, x) = a i f x < a (2.4)

x i f a < x < b (2.5)

b i f x > b (2.6)

Affine Quantization In the previous case, the center of symmetry is 0. How-
ever, in most cases, that is inefficient and induces losses because the data
might not be centered in it. Thus, the quantization scheme can be improved
by adding an offset value z that handles such displacement. Now, after scaling
it, the quantized value is displaced by z

xq = xr · s−1 + z (2.7)

xQ = clamp(0, N − 1, xq) (2.8)

where now the scale factor is s = 2b−1−log2(xmax−xmin) for power of two quanti-
zation. The offset z is then the integer value corresponding to the float value
xmin + (xmax − xmin)/2. Then the dequantization operation becomes

xr = (xQ − z) · s (2.9)

In this case, as noted in [10], the naive convolution leads to a reduced through-
put due to the use of larger accumulation buffers (16 or 32-bit). However, this
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can be partially solved through optimized convolution kernels, as detailed in
[227].

Simulated Quantization The usual procedure for quantization is to train in
float and then, once the network has been trained, then quantize it by either
examining the maximum values for weights or by making forward passes and
storing extreme values for weights and activations. The main issue is the drop
in the performance metric introduced by quantization schemes as detailed in
the present section. This is most commonly due to [150]: 1) different output
channels differ in the range of values (sometimes by more than 100x), mak-
ing it difficult to group them under the same quantization scheme, 2) outlier
weights which cannot be included during quantization.

A solution to cover these outliers and differences missed by post-training
quantization is to use simulated quantization during training [150, 10]. In this
configuration, weights are still stored in float, as well as the activations, and
the backpropagation step of gradients takes place as usual. However, during
the forward pass, quantization is applied and undone, faking its effect in each
of the operations: weights are quantized, as well as the inputs, and activations.
Outputs are finally dequantized to recover float values. Specifically:

xout = (clamp(0, N − 1, xr · s−1 + z)− z) · s (2.10)

where the quantization has been applied and undone (in this case in an asym-
metric manner). With regards to the maximum and minimum values, in the
case of weights, the extreme values are directly collected. In the case of ac-
tivations, as they depend on the input, a possible strategy is to collect them
continuously and apply a moving average to the seen extremal values. It is
also possible to add the simulated quantization to the backward pass [10], but
then, as the derivative is mostly zero for the quantized step, the quantizer has
to be modeled in a different manner, for example, through a straight through
estimator [154, 228].

Parameters and Granularity We have previously mentioned that, for exam-
ple, in a power of 2 based quantization, the scale parameter could be chosen
as s = 2b−1−log2(xm), where xm is the absolute maximum between xmax and
xmin. However, there are more ways. For example, TensorRT [216] selects the
scale and offset parameters as those that minimize the KL divergence between
the float distribution and the quantized one. The selection of the parameters
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FIGURE 2.1: Example of the different accuracies achieved with
post-training quantization depending on the type of quantiza-
tion for Mobilenet V1 and V2 (mvv1-mv2) and Resnet networks.

Figure adopted from [10]

affects notably the accuracy drop between the float model and its quantized
version.

Additionally, we have referred to the maximum and minimum values. Those
values are collected once the model has been trained (for post-training quan-
tization) by running a set of samples (known as a calibration set) through the
model. Hence, these values can be taken for different elements of the net-
work. They can be obtained for a whole layer or, as another example, for a
single channel of a layer. This difference affects severely the subsequent per-
formance of the quantized network, as detailed in [10]: the more precise and
granular the quantization the better. However, that induces more computa-
tional complexity for the quantized kernels. Thus, usually, quantization is
limited to channel or layer and not ported at the weight level.

Moreover, the network can be quantized only at the weight level, achieving
only model size reduction, or both weights and activations, enabling latency
improvements by performing operations in the converted data type. How-
ever, in this latter case, accuracy drops take place. In Figure 2.1 accuracy is
plotted for different quantization configurations for MobileNet-V1, V-2, and
ResNet networks.
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FIGURE 2.2: Difference in accuracy between quantized from
scratch models or models quantized from a floating point trained

model. Figure adopted from [10].

2.1.4 Discussion

Low precision in DNNs has been explored widely, with important works such
as [153], which explores the accuracy results on the ImageNet dataset at dif-
ferent precisions (32-bit float, 16-bit float, 20-bit fixed point, and a fixed point-
mixed precision scheme, 10-bit for weights and 12-bit for activations). Train-
ing is also performed with lower precision arithmetic. Going back as far as
1991, for example, in [151], we can see that training with a fixed point for re-
ducing the drop in accuracy was already possible. In 2011, the latency reduc-
tion with 8-bit integer fixed point arithmetic and post-training quantization
was of 2x without accuracy loss. All these works showcase that quantization
was already available and ready before the current deep learning frenzy, then
the obvious question is, why some improvements have translated into indus-
trial applications and others not? One important reason is the suitability of the
data format for the inference hardware. For example, 16-bit floating type fits
perfectly GPUs and 8-bit integers generally fit well CPUs in MCUs, however,
other data types require the adaptation of instruction sets and the inclusion of
the quantization operations, hindering the implementation in these cases.

Such is the case of extreme quantizations, with data types of 4, or fewer bits.
They haven’t shown sufficient benefits compared to more standard quantiza-
tion types, as to overcome the hardware and implementation difficulties and
bring them to general hardware deployment platforms. Hence, they are still
restricted to the research and development environment [222].

More importantly, there are factors during quantization that are in fact being
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incorporated in deployment and development suites. One of such topics is
the importance of how the parameters are selected since it can affect the re-
sults of the quantization process. For example, the distribution of quantized
weights are distributed is of utmost importance [229]. As detailed in [230],
CNN weights follow gaussian distributions when weight decay is applied.
Moreover, it has been shown that weights generally follow Gaussian Mixture
Models [231]. Hence, being able to define a non-uniform quantization distri-
bution would allow reducing the quantization error.

In the same sense, the granularity selected for quantization is of importance
[232] and has been incorporated into most suites. In general, the more spe-
cific the granularity the better, but with a trade-off with the difficulty of im-
plementing the operations. In Figure 2.1, quantization per channel delivers
better results than per layer.

An important factor that we have not explicitly tackled is the combination of
quantization and other compression modalities. A good example is a com-
bination with distillation where it can help reduce the accuracy drop of the
quantized model by having a floating point trained teacher [232, 233, 234]

Finally, another important topic, is the benefit of quantization-aware training
[235, 10] using simulated quantization to avoid accuracy drops. Moreover, as
depicted in Figure 2.2, how the quantization is applied during training is also
important, with much bigger benefits once the model has been trained with
floating point values.

2.1.5 Conclusions

In the present section, we have reviewed quantization for neural networks,
its characteristics, the different possibilities, and its adoption in major devel-
opment frameworks and hardware platforms. As main conclusion, we could
point out the benefits in model size and latency reduction for most models,
but with the caveat of a variable decrease in accuracy. However, such drop
can be reduced with different techniques such as for example, quantization-
aware training.

With regards to its final usage in applications, albeit there has been a lot of re-
search with different quantization schemes and data types, the most common
ones and suited for hardware platforms have become the only ones widely
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available for usage (16-bit float, or 8-bit integer). However, some develop-
ment frameworks, such as PyTorch, have started easing the use of other data
types for quantization, promoting its research and use.

All in all, quantization supposes an excellent way to decrease the computing
requirements and accelerate inference while maintaining accuracy or playing
a trade-off with a drop on it.

Finally, we haven’t covered quantization extensively, but the most used meth-
ods and techniques that have been involved in this thesis. For those interested
in more details about the methods presented and other possibilities regarding
quantization, as well as the results provided by them, we suggest the follow-
ing reviews among others. [226] gives a concise summary of the most used
methods and how they function. [10] provides more detail for fake quantiza-
tion in a quantization-aware training context as well as extensive testing of the
different methods and the results obtained, [236] focuses on the quantization
process of a network and the results on extremely quantized networks, and,
finally, [237] focuses specifically on the efficient component on inference.

2.2 Neural Architecture Search

2.2.1 Introduction

Part of the success of deep learning in visual tasks comes from the man-
ual design of hierarchical feature extractors [85, 238, 14, 16], which automate
and condensate the feature engineering process. With time, the complexity
of such architectures has increased as the search for increased performance
has continued. Such a building process has become time-consuming and
error-prone. Thus, Neural Architecture Search (NAS), which consists of the
automatic building of neural network architectures, is a natural progression
step. Currently, NAS has already over-passed manually generated networks
in tasks such as image classification [190, 239] or semantic segmentation [190].
Deeply tied to AutoML [240, 241], it is also linked to hyperparameter opti-
mization [242, 243], and meta-learning [244].

The main core components of NAS are the search space, the search strategy,
and the performance evaluation strategy [187]. The search space defines the
configuration options available to build the network, the search strategy de-
fines the way new configurations are sampled or parameters of the architec-
ture changed, and finally, the performance evaluation strategy defines how
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the performance of proposed architectures is estimated or predicted. The sim-
plest case with regard to evaluation is to fully train the networks and seek
to achieve the highest validation accuracy. However, this is extremely costly
in terms of resources, both energy and time. Thus, lately, new ways of pre-
dicting/anticipating the performance of architectures without the need for
training or, in general, ways to reduce the search time [187], have become
an important line of research.

Moreover, most first NAS frameworks only focus on the accuracy of the NN,
delivering complex or inefficient networks. Lately, this has been remedied
by taking into account other objectives such as memory consumption or la-
tency [188, 182], thus delivering NNs that are efficient or comply with certain
resource restrictions. Additionally, in order to push efficiency further, some
studies orient their NAS frameworks to hardware platforms, in a general ap-
proach [245, 35], or targeting more specific platforms, such as mobile [246],
MCUs [188] or FPGAs [247], among others.

Such advances have pushed NAS forward, but there still are many lines of
progress to advance the automatic building of NNs, such as reproducibility or
multi-task/multi-objective environments, which make NAS a current state-
of-the-art problem. In the current section, we review briefly the history of
NAS and its fundamental components. We also discuss its main problems
and their relation to the present thesis to finally conclude with the principal
points illustrated.

2.2.2 Brief History

Evolutionary algorithms were used in the 90s and first 2000s to evolve neural
architectures, as with the first notable work [248], and also to jointly find the
optimal weights [249, 250, 251]. A good review of such methods can be found
in [252]. However, it must be noted, that most current evolutionary meth-
ods only use evolutionary algorithms to develop the architecture but not to
find the optimal weights [187, 253, 254], where back-propagation is the most
common algorithm.

Bayesian optimization gained momentum in the 2010s, advancing state-of-
the-art NNs architectures [255] and finally setting a cornerstone with the first
NAS-built NN winning over human experts [256]. Finally, NAS became an
established research topic after [257] obtained competing results in the CIFAR-
10 and PennTreebank datasets by using reinforcement learning.
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Since then, the field has advanced not only focused on achieving better per-
formance but also taking into account other important factors. In this sense
two directions stand out: first, reducing the search cost in terms of energy and
time, and second, including in the NAS objective other important factors of
the NN, such as memory consumption, latency, or energy.

2.2.3 Fundamental Review

Search space The search space defines the possibilities for building the fi-
nal network: what elements can be used, how are they can be defined (for
example, which values can be assigned), and how they can be connected.

In its more simple case, the search space is defined by a sequential architecture
and its components. The number of layers, what is the type of each layer,
and hyperparameters for every specific type of layer (number of neurons, ker-
nel size in convolutions, etc) conform to the typical components of the space.
Some of the first NAS research projects were based in such a search space
[256, 258]. It is important to note the conditionality of this type of search space
(for example, the fact that there are seven layers, impacts the fact that the
kernel size of the 8 layers is not needed), which has a big impact on the mod-
elization of the space and the search of new networks, as we will see in the
search strategy section.

Modern neural networks use tricks to improve convergence or performance
that involve multiple connections among layers, such as residual or dense con-
nections. The addition of such a feature to the search space, brings the second
different type of NAS search spaces branched architectures [259, 260, 239].
The main difference with respect to the previous is that each layer now has
another parameter: the input connections coming from other layers.

Taking inspiration from manually designed neural networks that are built by
repeatedly using a pattern with different parameters, as in the case, for ex-
ample, of the MobileNet family [15, 16], another type of search space was
defined: cell or block based search space. In this case, the search is per-
formed on the contents, parameters, connections inside the cell/block, the
types of different blocks (for example, [190] details two types of blocks: nor-
mal cell or reduction block, which reduces the dimensionality), and the way
and quantity to stack or scale them. This brings two main benefits: a priori re-
duction of the search space and better generalization in transfer learning due
to great reusability. This method has been largely and successfully in many
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research projects [261, 262, 263]. However, the problem of how to organize the
newly found cell in the overall architecture is still present. Such configuration
is called the macro-architecture: how are cells (micro-architecture) combined to
form the overall network? Although first attempts used handmade rules [190]
or [263] imitated other architectures, the combination of both spaces is needed
[187], as they are intertwined forming a hierarchy of choices and configura-
tions [264].

In general, the more complex the configuration or search space, the more com-
plex is going to be the modeling of its relation to the performance of each
network.

Search Strategy The object that searches through the search space, mod-
els its relationship with the performance, and samples new architectures, is
the search strategy. There are four main search strategy types depending
on which underlying algorithm is used: bayesian optimization, evolution-
ary algorithms, reinforcement learning, and gradient-based methods. We will
briefly cover the first three.

Reinforcement Learning (RL) is suited to frame the NAS problem with its com-
ponents: state, agent, action, and policy. The natural choice is to assign the
generation of the architecture as the action of the agent, the search space to
the action space, and the performance of the network with unseen data to the
reward [257, 265, 266]. The policy, however, has not have a direct assignment
and there are different choices, such as, for example, using an RNN policy
trained with REINFORCE algorithm [267] to sample sequentially the architec-
ture [265]. Nevertheless, this is not the only option to frame the problem with,
and there exist many more, for example, by assigning the architecture as the
state and the actions are morphisms [268] applied to it [258].

Evolutionary algorithms (EA) are also well suited for NAS. The population
in this case consists of a set of models and mutations are modifications to a
model, for example changing a parameter to a layer, adding one layer, connec-
tions, and so on. When a sample is selected, the offspring set (mutated version
of the parent) is trained and evaluated on the validation set to be added to the
population. It is important to note that most modern methods [189, 253, 254]
use EA only for NAS and not for training the networks, which are trained
using gradient-based methods. Where most methods differ is in the way of
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updating the population, generating offspring, and sampling parents. For ex-
ample, with regards to offspring generation, an option is to generate them ran-
domly, but inheritance, that is, maintaining learned weights, and morphisms
can also be used [189]. Another classic example is how to update the popu-
lation, where deleting the worst performing individual is an option [269], but
also removing the oldest one [239].

Bayesian Optimization (BO) uses a surrogate model to model the relationship
between the search space and the performance metric obtained by each con-
figuration, that is

p = f (x) (2.11)

where p would be the metric, f the surrogate model, and x the architecture
configuration vector. Thus, the surrogate model has to be fitted. Each trained
architecture and the corresponding metric conform to a sample, with all the
samples

S = {(x, f (x)), (x1, f (x1)), ...} (2.12)

one can fit the surrogate model to model the relationship such as the following
difference is minimal [270]

∑
x, f (x)∈S

( f̂ (x)− f (x)) (2.13)

where f̂ (x) is the predicted metric by the surrogate model.

Methods differ in the model used for the surrogate model. A possibility is to
use tree-based models, like the Tree-parzen estimator [271] or random forest
models [272]. These models are well suited for conditional spaces. Common
use has been to employ them to jointly search for architectures and hyperpa-
rameters [255, 273, 256]. Many advances have been produced in this direction,
with, for example, Monte Carlo Tree Search [274] or hill climbing algorithms
[260].

An alternative to tree-based models is to use Gaussian Processes (GPs) [275].
Apart from the surrogate model, in this case, an Acquisition Function is used
to sample the next points in the search space, trading-off different strategies
the predicted metric, and the uncertainty associated. The main difficulty with
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GPs is that they are not well suited for modeling conditional spaces. For
this reason, a special kernel (the function that measures the distance between
points in the modeled space) has to be defined. An example is the Arc Kernel
developed by [276] and implemented in PyTorch in this thesis [277], or the one
presented in [278].

Finally, an alternative to the previous two models is to use a neural network as
a surrogate, like RNNs [279] or autoencoders [280], among other possibilities.

Performance Evaluation The natural and naive way to evaluate an architec-
ture is to train it and evaluate it on unseen validation data according to some
accuracy or performance measure. However, this can be extremely costly, in
terms of energy and time if every time a new architecture is found by the
search strategy it has to be trained from scratch (spending up to thousands of
GPU days [239, 269].

There are ways to reduce the time spent training and searching, among which
stand out: using lower-fidelities (or proxy metrics), curve extrapolation, weight
inheritance, and one-shot NAS, among others [187].

Lower-fidelities estimate the performance of the full metric by using a modi-
fied context, including training for fewer epochs [190], training on a subset of
data, on smaller images [281], among others. The main risk, in this case, is that
the difference between the full context and the lower fidelity is too big and the
ranking of evaluated networks changes [282]. This risk can be reduced using
incremental fidelities [283].

Curve extrapolation [284, 273, 285] (acquisition functions could be seen as a
form of curve extrapolation) pursues to estimate the evolution of learning
curves so as to disregard architectures that perform poorly before training
them fully.

Weight inheritance consists in using weights of previously trained networks
for the new sampled network, thus reducing the training time until conver-
gence and the number of total GPU days [286, 258]. The new networks can be
produced from the original network by means of morphisms or architectural
changes [287]. Another advantage of this process is that the network search
space is unbounded, allowing also for diminishing morphisms [189].

Finally, the one-shot architecture search trains only one network, and all the
other sampled networks are defined as a sub-graph of the original with the
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corresponding weights shared [288, 245, 289]. Subnetworks can be then eval-
uated without training them, speeding up network evaluation and reducing
the GPU days employed. This also helps to produce a full Pareto frontier of
networks with regards to computing resources [35, 245]. The main difference
between one-shot NAS architectures is how they train the main architecture.
For example, ENAS [290] use an RNN controller to sample architectures from
the main architecture and trains the one-shot model taking into account ap-
proximated gradients. An important limitation of one-shot NAS is the restric-
tion to the original network and the subspaces that it defines.

2.2.4 Discussion

Most existing work on NAS has focused on image classification, however,
it has already been applied to other fields such as image restoration [291],
detection [292], image segmentation [293], and many other tasks. Initially
centered on only achieving improved accuracy, new methods have appeared
that focus on multi-objective NAS, taking into account other metrics, such
as memory consumption, model size, or latency [294, 295]. However, this
multi-objective frame requires the balancing of the different objectives to find
the Pareto frontier, pushing for the incorporation of multi-objectives in search
methods [296, 297].

Moreover, including the multi-objective setting, NAS methods have also started
focusing on hardware-related platforms, building methods focused specifi-
cally on a platform or on being efficient for hardware [298]. For example,
studies such as Sparse [188, 4], MCUNet [], or MicroNets [299], have targeted
MCUs, pursuing the development of NNs automatically deployable in MCUs
following a set of hardware constraints. Also stands out the case of mobile
platforms, with studies targeting specifically mobile platforms [246, 298, 300,
301].

Additionally, the reduction of search time and energy has also acquired re-
newed importance. Early NAS methods required vast amounts of energy
and computation time, proving inadequate given the improvements they pro-
vided. For example, [265] used 800 GPUs for between three and four weeks to
achieve their results. Since then, an effort has been applied to reduce time
search with more efficient search methods, low fidelity proxies, and other
schemes [290, 302, 303].
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An important problem of NAS concerns the search space. State-of-the-art
NNs are usually manually engineered for performance through an expertise-
requiring process, and thus it is difficult to design an open or standardized
search space in which to find an outperforming NN. On the contrary, usu-
ally, such engineered architectures are often used as common blocks to design
search spaces, introducing restrictions to the type of architectures discovered.
The classic exploration vs. exploitation problem takes a renewed view in NAS,
where it plays an outstanding role. In such terms, trying to find search spaces
that are more general and transferable stands out in the works [304, 264].

Following a similar discussion, an important discussion is centered around
the usefulness or worthiness of NAS compared to random search (RS). For
example, [239] performs a comparison between RL, GA, and RS-based NAS.
Among the findings, stand out the fact that, in small datasets, like CIFAR10,
GA and RL outperform RS but only with a small margin of around 0.5% error
on the test set. Similar findings have been shown in [264], where margins were
even smaller and on a larger dataset: the validation error difference between
RS and GA on the ImageNet dataset was of around 0.7%. However, two main
a factor not taken into account is the time spent to obtain such results and the
fact that NAS is highly dependent on the search space configuration.

Additionally, there is a reproducibility problem [189, 305] when comparing
NAS methods, for example, with regard to the search method. The main
point is that results do not only depend on the search space and dataset but
too many hyperparameters or training strategies. Including a learning rate
cosine annealing schedule, using better data augmentation, or regularization,
among many other factors, can help improve results. Thus, it is necessary to
standardize training conditions, as well as the search space and data. A step
towards such purpose is found in [306, 307, 308], where the search space has
been standardized, and in [309], where the hyperparameters are also consid-
ered. The idea of a full AutoML suite, where everything is standardized so
conditions among runs are maintained, has already been proposed in [187].

Finally, another important concern about NAS is that it has little associated ex-
plainability: it does not assess why certain architectures are better than others
or why similar architectures have such a marked difference in performance.
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2.2.5 Conclusion

In the present section, we have reviewed NAS functioning, and its compo-
nents, and pointed toward several points that were of interest for the present
thesis.

Overall, NAS is an excellent technique to produce networks that are high per-
forming. Moreover, the latest advances in multi-objective NAS have helped
deliver in an automatic manner networks that target not only accuracy but
other constraints, such as memory or energy consumption, model size, or la-
tency. This has also fostered NAS for specific platforms like MCUs or mobile
ones, helping to bring ML to hardware-constrained environments.

However, there are still major lines of improvement for NAS, including ex-
plainability and reproducibility. Also, the improvement of search efficiency
and its worthiness regarding resources used are major breaking points. Ad-
ditionally, NAS for resource-constrained platforms can still be improved in
many terms, such as, for example, the integration with the software environ-
ments, and deployment frameworks (with all their restrictions regarding op-
erations).

We have not covered extensively the NAS topic, but rather introduced it and
highlighted the most important concepts with regard to this thesis. If the
reader is interested, detailed reviews exist for this topic, among which we rec-
ommend [187, 270] for the basic components and understanding of the status
and evolution of NAS, and [310] for a more in detail review of current chal-
lenges and solutions. For GA-based NAS-specific review, we suggest [311].

2.3 Pruning

2.3.1 Introduction

Pruning is a compression technique that focuses on the deletion of a certain
part of a network’s weights to reduce the model size, or additionally the la-
tency of the model while producing a minimum accuracy drop. That is, given
a network, f (x, Θ), where x is the input and Θ the weights of the network, a
pruning procedure would dismiss, according to a certain evaluation or scoring
metric, a subset of the weights and select the rest Θ′ as the final weights. The
proportion of the final weights with respect to the number of initial weights
is termed the sparsity, s, of the final model, s = 1 − ||Θ′ ||0

||Θ||0 , and the dismissed
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FIGURE 2.3: (Left) Illustrative simplification of the pruning pro-
cedure targeting connections and neurons in a fully connected
network. (Right) Visual example of shape-wise pruning [11]. Im-

age adopted from [12].

parameters are usually assigned a 0 value or deleted. A simplified illustration
of pruning can be found in Figure 2.3

When applying pruning to a network there are four important factors to con-
sider which will affect the final result of the process:

• Valuation Metric: how are the weights ranked and valued?

• Structure: is pruning applied to single weights directly (unstructured) or
is it applied to entire filters (structured)?

• Distribution: how is sparsity distributed through the entire network?

• Scheduling: when is pruning applied?

It is important to consider that a pruning method does not only deliver a sole
sparse final model but a collection of models with different sparsity-quality
and which are generated during the pruning procedure.

Algorithm 1 Standard pruning procedure.

Require: Network with weights θ, Dataset D, number of pruning rounds, N,
the fraction of weights pruned per round p Output: Network with pruned
weights θ′ and sparsity level s
θ ← θ′
for n ← 1 toN do S ← compute_saliencies(θ′)
θ′ ← prune_p_weights(S, ||θ′||0p)
θ′ ← finetune(θ′)
end for

2.3.2 Brief History

Originally developed in the late 80s [312, 165], it gained attention with the
seminal works of Optimal Brain Damage (OBD) [157] and Optimal Brain Sur-
geon (OBS) [313]. Both works are examples of second-order derivative usage,
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by magnitude and change respectively, to select weights to delete. Also, both
set up the traditional algorithm for pruning, as explained in Algorithm 1.

During the 2000s few developments and improvements were made with re-
gard to pruning for neural networks. However, linked to the success of NNs
in the 2010s, pruning research recovered attention. Seminal works like [158],
which restated the procedure of Algorithm 1, opened the door for new ap-
proaches. Since then, new developments with regards to scheduling [314, 315,
316], scoring metrics [317], distribution, and fine-tuning [318] have pushed
forward pruning research.

However, a double change of paradigm was initiated by the works [161], fur-
ther extended in [319], and [320, 321]. In [161], the mindset moves from spar-
sifying a network to being able to find an internal subnetwork equally com-
peting with the bigger one, and in [321], from learning meaningful weights to
just focusing on the architecture, thus without the need of training for prun-
ing. These changes have set off a set of fresh research to better understand
pruning, instead of merely focusing on the benefits at the size or latency lev-
els.

2.3.3 Fundamental Review

Valuation metric The main component of the pruning procedure is the eval-
uation and ranking of weights (or filters) to prune them. Such evaluation can
be focused on the magnitude, redundancy, or sensitivity of the weights or fil-
ters w.r.t the loss [160].

Magnitude-based pruning

In general, magnitude-based pruning can be separated into three groups [160]:
data-dependent, data-independent, and optimization methods.

Data-independent methods consider only the characteristics of weights or fil-
ters. For example, it is widely accepted that the magnitude of the weight is
indicatively proportional to its importance [322]. Thus, the first naive prun-
ing procedure would be to prune all zero-valued weights or those below a
threshold. [158] is an example of how threshold pruning, altogether with it-
erative pruning, can help to reduce the size factor of a network. Importance
magnitude is usually computed through a p-norm,



38 Chapter 2. Applied Optimization Methods

||x||p =

(
N

∑
i

xp
i

) 1
p

(2.14)

where x would be a set of N weights. The same metrics are applicable if
pruning is going to be applied filter or layer-wise [323], by removing filters
with the least accumulated value of weights. Other examples of data inde-
pendent methods involve the minimization of co-variance between original
and pruned filters [324], deleting filters near the median value of other filters
[325] or the Average Percentage of Zeros (APoZ) [326], which forms a syner-
gic combination with ReLU activations. An important note, however, is that
direct thresholding can delete weights that later on can become important.
In such a sense, [327] proposes a system to keep track of which weights are
marked for deletion, without deleting them until a further step.

Data-dependent methods make use of data samples to estimate related mea-
sures in feature maps. Variance is a common measure [328], where filters are
valued with regards to the variance in the respective feature maps, as well as
entropy [329], which helps prune filters whose feature maps carry less infor-
mation.

Finally, optimization-based pruning methods base the procedure on finding
the minimum set of filters that best represent the original feature maps. This
can be done through feature map approximation through least squares, as in
[330, 331], or by computing the effect of deletion of filters and the difference
between original and new feature maps [332].

Sensitivity-based pruning

Instead of considering its value or its norm, sensitivity-based pruning ranks
the weights by their impact on other measures, usually the loss. Such impact
is generally measured by perturbing or deleting the weights and computing
the effect on the loss. Two main groups of sensitivity-based strategies can be
distinguished [160].

First, importance methods measure the effect of directly deleting parameters by
adding accompanying parameters to nodes or groups of nodes, or through
penalty components in the loss. [165] is an example where the importance of
a node is measured by the derivative of the loss with respect to its accompany-
ing parameter, in this case, named attentional strength. Works such as [159] or



2.3. Pruning 39

[333] extend importance methods to channels and filters, in this case through
penalty terms added to the loss, as in Lasso regression

L′ = L+ λ||W||2 (2.15)

where W are the weights, λ the regularization factor, and L the loss. Such
penalty term forces weights to reduce their value, setting importance differ-
ences among them. l-1 norm can also be used to drive weights to 0, being
named Ridge regularization.

Second, Taylor’s approximation methods measure the impact of weight dele-
tion through a Taylor expansion of the loss:

ΔL =
δLT

δW
+

1
2

ΔWT HΔW +O(||δW||3) (2.16)

where H is the Hessian matrix. Then, most methods distinguish w.r.t. which
order they approximate to, usually neglecting third or superior orders. [157]
consider only second-order terms since the network is supposed to be in a lo-
cal minimum and further suppose the Hessian to be diagonal, that is, weights
are uncorrelated. [313, 334, 335] consider such later assumption as incomplete,
and add an approximation to the full hessian. [336] extend Taylor expansion
methods to channels and filters but only taking into account first order param-
eters, and further extend their work to consider the squared loss change due
to parameter deletion [337].

Most of the previous methods do not take into account weight interaction, as-
suming no correlation. [338] consider the full Hessian matrix approximated
through a Fisher Information Matrix represented by a Kronecker Factored
Eigenbasis [339], thus taking into account correlations between weights. In
the same line, [340] uses a Collaborative Channel Pruning method to assess
the impact of a combination of channels through Taylor’s approximation of
the loss.

Finally, although most of the methods compute saliency or penalty through
the loss, there are other possibilities: BN penalty addition [159], applying
LASSO to scaling factors [333] or adding dropout hyperparameters [98] are
examples of some of them.

Redundancy-based pruning
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Magnitude-based pruning can end up deleting weights that even if their value
is small can play a role, as in the case of networks with largely saturated
weights [341] or large minimum norms [325], and the same happens with a
penalty based scoring [327]. As an alternative, redundancy [163, 342, 158, 343,
344] can be another option to prune weights. Given a sufficiently large net-
work, is plausible that there are duplicated parameters or groups of weights
that perform similar solutions. Then, those that are redundant can be deleted
or grouped. Among the different typologies for identifying redundancies
stand out similarity measures [342, 345, 346], clustering [347, 348], distance
and geometric features [325] or statistical significance [328, 330].

Structure Pruning can target the network with different granularity and or-
der. It can be applied to individual weights or connections in a random man-
ner, that would unstructured pruning, or it can target bigger units such as filters
or entire layers, that is, structured pruning [167, 11, 349, 13].

The majority of research is targeted at unstructured pruning because it can
deliver the bigger sparsity with the minimum effect on accuracy. However,
the main downside of unstructured pruning is that without special hardware
operation kernels it cannot provide latency improvements. Only if the model
is compressed it can deliver size improvements. Both aspects are due to the
fact that sparsity is unordered and cannot be deleted. On the contrary, struc-
tured pruning, as it targets whole blocks in an ordered manner, can be used
for decreasing latency by deleting such blocks.

However, a notable example, of how, with adequate hardware kernels, un-
structured pruning can help increase efficiency is found in [350], where they
develop sparse kernels and include them in the XNNPACK library for fast
sparse CPU computation, delivering an improvement of 1.3-2.4x with respect
dense equivalents.

Distribution How pruning is distributed along the network affects both ac-
curacy and inference cost. That is, pruning all layers equally performs worse
than distributing the amount of pruning wisely [351, 323, 336]. As an exam-
ple, it is sufficient to consider a convolution layer: its application to a spatially
bigger input involves a greater computation cost than to a smaller one, and
thus pruning will have more effect in the first case [352].

In [350], examples of pruning distribution criteria can be found, where hard-
coded distribution policies are implemented for pruning. For example, albeit
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FIGURE 2.4: Graphic illustration of the three choices for schedul-
ing pruning: one-shot, iterative, and progressive. Adapted from

[13].

the final layer in a classification model contributes significantly to the number
of parameters, its pruning can affect severely the accuracy and so it is not
normally pruned. The same usually happens for the first layer.

Scheduling Another important factor with regard to the pruning procedure
is when to apply it and if the network is retrained or fine-tuned afterward.
Then, we have two main steps that distinguish pruning scheduling: pruning
and training. The traditional and common way to apply theses steps [157,
334, 158] is to iteratively train and prune. The pruning procedure would be
as follows. First, a network is trained until reasonable results are obtained.
Second, weights are valued according to the saliency metric and then a subset
of them is pruned. Third, the network is fine-tuned with new sparsity values.
Finally, repeat steps two and three N times. The whole procedure is illustrated
in Algorithm 1.

However, there are two more possibilities for pruning scheduling [353, 13]: (1)
one-shot, when the network is initially pruned up to a predefined sparsity and
then fine-tuned, (2) progressive, when the network is trained but at the same
time pruned progressively during training iterations until reaching objective
sparsity and, then fine-tuned again. However, it is commonly agreed that
both iterative and progressive pruning outperform one-shot pruning given
the same conditions [318]. An illustration of the different schedules for prun-
ing can be found in Figure 2.4.
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Although usually only the final pruned model is used, there are pruning al-
gorithms that require the models from some previous pruning iterations. The
idea is that, while the network is learning the pruned weights might change,
thus, if one preserves the mask of pruned weights, one can avoid unnecessary
pruning [313, 338, 13]

2.3.4 Discussion

Lottery Ticket Hypothesis. An important discussion surrounds the value of
pruned weights, and whether they are useful for convergence by providing a
mask for the initial bigger network. The Lottery Ticket Hypothesis [161] states
that "a trained network contains a subnetwork, which can be trained to be at least as
accurate as the original network using no more than the number of epochs used for
training the original network", and establishes the usefulness of the mask pro-
vided by pruned weights at iteration K to initially select a subnetwork. To
clarify the procedure, it is as follows: pick a network f and train it until con-
vergence at iteration K, prune it and obtain the mask of the remaining weights,
m, then pick the original network at initialization and prune it with mask m,
delivering the subnetwork fm, which can be trained until the same k iterations
and obtain similar or better results with a portion of the original size. This
idea has attracted quite an interest due to the traditional belief that a pruned
network could not be retrained from scratch to attain similar performance to
its original network [353].

However, [315, 351] were unable to replicate the usefulness of pruned weight
initialization compared to random initialization, with the exception of large-
scale data with unstructured pruning. In a further study, [319], refine the
hypothesis to the use of the mask at another intermediate iteration k com-
ing from later stages of training. Subsequent research has revolved around
further questions and their answers, concluding, for example, that pruning
can be beneficial for transfer learning [354, 161] between different tasks and
even types of problems, like NLP or RL [355], or that pruning is optimizer
independent [356]. All in all, it can be concluded that iterative pruning and
reinitialization with late-stage training weights help to improve efficiency.

Pruning at Initialization. A new branch of pruning research, named Prun-
ing at Initialization (PaI) [353], stems from the works [320, 321, 357, 358] and
focus on pruning before training or training slightly to discover relationships
among weights and prune them. SNIP [320, 321] is one of the first works in
this direction, centering attention on the saliency of weights through random
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loss preservation. That is: how much does the loss change if weight is absent?
The idea is translated to training dynamics at the first steps of training by
[357] using a gradient signal preservation (GraSP). They include a perturbation
in a second-order Taylor approximation of the loss (equation 2.16) to obtain
the saliency of weights,

S() = 2TH +O(||||22) (2.17)

where S is the saliency, the perturbation vector, the gradient, and H the
Hessian.

Another research branch of PaI is not focused on the loss or training, but rather
on the topology of the network, and solely based on it, the pruning can take
effect. [359] focus on sub masks learned by the LTH but without retraining
the subnetwork, arguing that it already has knowledge. [358] further extend
this idea by keeping scores for weights but without training them, obtaining
good results on ImageNet. Theoretically, the idea is finally developed by [360],
which defines the strong LTH: inside an over parametrized network, there is a
subnetwork with notable performance and without training.

Inference speedup. Due to the lack of sparse kernels in hardware platforms,
unstructured pruning only serves for size reduction and through the usage of
compression tools like GZip [226]. There are, however, specialized kernels,
but with limited application, for sparse matrix-vector multiplication [361, 362,
11, 13]. Examples are [350, 363], who developed sparse convolutional ker-
nels with a decrease in latency of 1.3-2.4x, around a 2x factor reduction in the
number of parameters, and a 3x reduction in FLOPS with respect the previous
generation while maintaining top-1 accuracy.

On the other hand, structured pruning, if appropriately managed, e.g. by
choosing appropriate partition blocks and adequate kernels, can conduct both
latency and storage improvements [364]. Thus, the latter is preferred for effi-
cient inference in the case no suitable implementation is available.

2.3.5 Conclusion

In general, it has been proven that pruning strategies work: pruning mod-
els are able to consistently outperform random pruning [352, 331, 351, 346]
and compress models showing minimum drops, or even increasing, in ac-
curacy. Moreover, for a fixed number of parameters, pruned models tend
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to outperform models trained from scratch with no sparsity induction pro-
cess. However, there are two main downside points as stated by Blalock et alli
[352]. First, pruning does not deliver as many benefits as changing to a better-
performing architecture. And second, there are not sufficiently standardized
benchmarks and conditions in the pruning community as to allow fair com-
parison among methods and distinguish improvements and better working
methodologies [352, 160].

Notably, if one’s purpose is to decrease latency, although there are sparse ker-
nels available [350, 363, 361, 362], their support is limited and hence is better
to apply unstructured pruning at the filter or layer level.

It has also been seen that there has been a change of paradigm in pruning:
from traditional deletion and training based to sub-network and architecture-
based pruning. This new direction has opened a new line of research that still
has questions and difficulties to focus on, e.g., they still under-perform simple
traditional pruning [351, 353].

Finally, pruning is a prominent and current research topic, and we have tried
to cover the main aspects of its w.r.t our focus, not being able to include all in-
formation about it, for example, combinations with other optimization meth-
ods like distillation [365, 366] or its relation to energy efficiency [367]. To
the reader interested in deepening the knowledge about pruning, and also
its use for developing efficient models, there are plenty of resources available.
Among them the following reviews are suggested: [160] focuses on metric
scoring, [226] has a brief review with a focus on model deployment, [352]
questions comparability in pruning, [353] focuses on the change of paradigm
made by the Lottery Ticket Hypothesis and its comparison to previous schemes,
and [12] review both pruning and quantization.

2.4 Efficient operations

2.4.1 Introduction

The early and subsequent success of CNNs for classification came at the cost of
higher computational complexity. Soon these networks and operations were
applied to other tasks such as semantic segmentation or super-resolution. The
higher spatial resolution required for this further increased the computational
complexity. The need to reduce it and bring these networks to platforms with
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fewer resources, entailed and initiated a field of research specially devoted to
making neural network operations more efficient.

A possible name for the field would be deep learning efficient operations re-
search. Its focus is the analysis and development of deep learning operations
so as to reduce their computational cost while ensuring the least accuracy or
performance drop. Although important works have been devoted to CNNs,
other architectures have also been the subject of the previous pursuance, as in
the case of RNNs or attention mechanisms.

An important difference with respect to other optimization methods is that
the benefits are applied before training and there is no need for subsequent
procedures during and after training. Notably, the first efficient operations
designed were handcrafted and manually designed. Lately, however, there
have been recent works improving the state-of-the-art by combining NAS and
efficient operations, to search for best-performing operations automatically.

Overall, efficient operations are an important optimization method, delivering
the performance benefits from the start, and being specifically useful if the
target platform is already defined. In this section, we review some of the most
important works on the matter, describe their methodology, and discuss their
advantages compared to other types of optimizations.

2.4.2 Fundamental Review

The first notable example of improving an architecture by making use of more
efficient operations is the substitution of FC layers with convolutional layers
in visual tasks. Fully connected layers break spatial relationships since they
operate as vectors, and being a dense operation leads to an explosion in the
number of parameters. Meanwhile, convolutional layers, by reusing spatial
filters of low dimension are able to both conserve spatial information and re-
duce the number of parameters employed. Additionally, the use of pooling
layers helped reduce further spatial dimensions, decreasing the number of
operations performed.

Explicitly, for an image of size [C, H, W], a fully connected layer with N neu-
rons has a total of C · H · W · N + N parameters, while a convolutional layer
with F filters of dimension [k, k] would imply (C · k · k + 1) · F. Typically, for
images k << H W and F < N, which illustrates the decrease in the number of
parameters. LeNet [79] was one of the first architectures to introduce convo-
lutional and pooling layers, and since then and until transformers, most of the
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state of the art networks for visual tasks (AlexNet [85], ResNet [14], Inception
[368], among many others) have continued to use convolutional layers.

Depth-wise Separable convolutions constitute an improvement in efficiency
for regular convolutions. They operate in two steps:

1. Perform a depth-wise 1x1 convolution with Fo output channels

2. Perform a kxk convolution without changing the number of channels, Fo

Then, if the dimension of the input is [Fi, H, W], the resulting computational
cost is (1 · 1 · Fi · Fo · H ·W) + (k · k · Fo · H ·W) = H ·W · Fo · (k2 + Fi), which is
lower than the cost of a traditional convolution H ·W · Fo · k2 · Fi. More details
can be found at [16]. It has proven, as in the case of Xception [369] or ResNeXt
[370], to be a way to increase convergence and keep a good trade-off between
accuracy and the number parameters.

The idea is further extended in MixNets by applying differently sized convo-
lution kernels [371].

Residual mechanisms were introduced in [14], and although they did not in-
troduce explicit efficiency improvements in inference, they helped build larger
networks by mitigating the vanishing and exploding gradient problems. Fur-
thermore, they have served as a base for posterior improvements in efficiency,
such as the next operations. An illustration is found in Figure 2.5.

Inverted residuals and linear bottlenecks Both improvements were proposed
in [16]. Inverted residuals consist in, contrary to traditional residual connec-
tions [14] which perform a wide → narrow → wide, performing a narrow →
wide → narrow sequence regarding the number of channels. By applying a
point-wise, a depth-wise convolution with higher spatial filters, and finally
another pointwise operation the number of parameters can be reduced. The
total computational cost for an inverted block is then H ·W · t · d′(k2 + d′+ d′′),
where t is the expansion rate from narrow to wide number of channels, and d′

and d′′ are the number of channels respectively.

As the number of parameters and operations is reduced, the explanatory ca-
pacity of the network is also reduced. Thus, in order to avoid the damage
that non-linear activations like ReLU cause to the information contained in an
option to add the residual information without a non-linearity, thus the name
linear bottleneck (bottleneck indicates the fact that the residual is connecting
filters with low numbers of channels).
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(A)
(B)

(C) (D)

FIGURE 2.5: Example of efficient operations. (A) Residual con-
nection [14]. (B) Depth-wise separable convolution [15]. (C)
Depthwise separable convolution with inverted residual and lin-
ear bottleneck (right) and without residual (left) [16]. (D) Shuffle
blocks, with (right) or without (left) spatial resolution reduction

[17].

Shuffle blocks are composed of pointwise and depthwise separable convo-
lutions but with the addition of group convolutions and channel shuffles [17,
180]. Since pointwise convolutions can suppose an expensive addition to the
number of operations, and on small networks with a limited number of chan-
nels they can damage accuracy. To avoid such complexity, in [180], they apply
point-wise convolutions to groups of channels. Next, to avoid information be-
ing shared across channels they apply a shuffle layer, which cross ports input
channel information to other groups. With both mechanisms, they are able to
maintain accuracy and deliver a notable speedup (achieving equal accuracy
on ImageNet as AlexNet, they provide a speedup of x13). In Figure 2.5 (D), a
detail of ShuffleNet blocks with and without spatial reduction is illustrated.
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NAS built operations. Since many modern deep neural networks are built by
stacking the same (or similar) base blocks to configure the main feature extrac-
tor, there have been efforts to search automatically for the architecture of effi-
cient blocks. In works like MNASNet [246], the authors define a search space
for all the possible unit operations (convolution, depthwise convolution, ad-
dition, concatenation, and many others) and search for an efficient base block.
They built the overall network by stacking these base blocks together. More-
over, they can drive the overall qualities of the base block through the different
objectives that the network has to attain, such as accuracy, latency, or others.
Other examples of works would be FBNet [298], ProxylessNAS [245], or PC-
Darts [372], among many others (usually included inside cell based NAS).

Attention mechanisms [373, 374] have constituted an important attempt to
improve the learning capacity of CNNs. Among the studies devoted to atten-
tion, there have been some that have tried to maintain a trade-off between the
overhead added to the network and the increase in performance. Examples
of such types of work are Squeeze and Excitation (SE) modules [375], which,
for example, only adds a 0.26% of GFLOPS relative increase when added to
ResNet-50, or Channel Block Attention Modules (CBAM) [376], among many
others like Bottleneck Attention Modules (BAM) [377] or ULSAM modules
[378]. Overall, they provide an efficient manner to improve the capacity of
networks with little inference overhead.

RNNs have also experienced an evolution to more efficient architectures at
the operation level. In order to improve the learning capacity of vanilla RNNs
and vanishing gradients, LSTM [379] was developed. However, LSTM in-
cluded operations which could be reduced to avoid the extra computational
complexity: it maintained two states, the input activation vector Ct and the
hidden state, ht, and performed a set of operations on each vector to add the
information to the input information, totaling 4n2

h + 56nh + 12 number of pa-
rameters, where nh is the hidden state dimension. An illustration of the net-
work can be found in Figure 2.6 and the number of operations is detailed in
Figure 2.7.

Such operational and size complexity was reduced with the development of
the GRU cell [181]: it reduces the number of stored states to one and reduces
the number of operations. The number of parameters is reduced to 3n2

h +

45nh + 12. The number of operations is detailed in Figure 2.7 and in Figure 2.6
an illustration of the network can be found. More details for the operation
comparison between LSTM and GRU can be found at [2].
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FIGURE 2.6: Illustration of the internal operations for both LSTM
(left) and GRU (right). Illustration taken from [2]

.

(A)
(B)

FIGURE 2.7: Number of operations for both the LSTM and GRU
RNN cells as a function of the hidden state size, nh.

Apart from this great advancement, there has been profuse research on how
to optimize RNNs cells at the operation level [380, 381], but also at exploring
the size limits at which RNNs can be used [382], for example in the case of
embedded platforms [383, 384].
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FIGURE 2.8: Latency vs Top-1 Accuracy for different models us-
ing batch size 1 on an NVIDIA Jetson TX1. Image taken from [8]

with permission from the authors.

2.4.3 Discussion

Efficient operations suppose an excellent way to increase efficiency in neural
networks. However, as there is no free lunch, the evaluation of the efficient
operation is based on the trade-off between latency (or other measures) and
accuracy. Often, such equilibrium is difficult to maintain and an improve-
ment in both criteria is not achieved. Such situation can be seen in Figure 2.8
in some particular cases. For example, in the case of the MobileNet family,
from V1 to V2 there is a substantial decrease in latency but also an increase
in accuracy. The same happens with the ResNet-50 and the addition of SE
modules, which improve accuracy but decrease latency. Thus, improving an
architecture solely by adding efficient operations is difficult if a Pareto im-
provement is targeted. Improvements at the architecture level, such as those
defined by the EfficientNet family [182] or DenseNets [385], suppose bigger
improvements.

Nevertheless, despite this difficult trade-off, efficient operations suppose an
excellent means for developing NNs specifically for some platforms. As the
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performance of operations is especially linked to the deployment framework
and also the platform used, depending on which operations we focus the re-
sults will be suitable or not. A clear example is MobileNet blocks previously
mentioned, which help develop networks that can work better on CPU-based
inference, as in mobile phones or other platforms. An example can be found
in [6], where IRLB blocks are used for deploying a network to a mobile CPU.

2.4.4 Conclusions

In the present section, we have reviewed some efficient operations that helped
make NNs more efficient and deploy them to specific hardware. However,
as discussed, maintaining a good trade-off between accuracy and latency (or
other system measures) is difficult. Moreover, important improvements are
often achieved not by substituting blocks for more efficient ones ad hoc but
by redesigning the overall architecture either for the accuracy or targeting a
specific platform. All in all, efficient ops help improve NNs but the important
consideration is the platform and the deployment criteria.

As a side note. There are many other efficient operations not covered here
such as GhostNet [386] or SqueezeNets [387]. We have not been able to include
all advances in efficient operations and we have restricted to those that have
had an impact on the thesis. We have also not included Transformers [112]
because they have fallen out of the scope of the present thesis. However, they
supposed an increase in performance for both vision and NLP tasks and also a
reduction in training convergence with regards to the number of FLOPS [226].
Efficient transformers are discussed in [388].
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Chapter 3

Deployment frameworks for
Resource-Constrained Hardware
Platforms

In the previous chapter, we have illustrated and summarized some of the
techniques available for reducing the computing requirements of a model.
Specifically, we have focused on quantization, pruning, NAS, and efficient
operations. With such techniques or procedures, we are able to reduce the
computing requirements of models so as to ease or adapt them to a resource-
constrained platform.

However, that does not directly mean that we can run it on the desired plat-
form. First of all, there has to be a deployment and inference framework that
allows us to run such an optimized model by using the specific hardware re-
sources of the platform. Secondly, the framework has to support the specific
operations of the model (for example, if the model uses depthwise convo-
lutions, the framework has to be able to use them). And finally, the frame-
work has to be able to exploit or handle the optimizations that the model has
been subjected to (a classic case is the lack of sparse operators for convolu-
tions which reduces unstructured pruning to just a size reduction). Without a
proper deployment and inference framework that is able to handle our model
and its optimizations, all the developments stated in the previous chapter are
worth less than wet paper (at the application level). Such is the importance of
the deployment framework.

As they are intimately related to hardware, deployment frameworks are usu-
ally specialized for a specific platform and their dedicated computing instruc-
tions. Moreover, the specialization usually goes beyond broadly classified
hardware (MPSoC CPUs, GPUs, MCUs, FPGA, etc.) and reaches detailed HW
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types, company-specific developments, or specific families of devices (e.g.
different ARM architectures). Such is the case, for example, of CMSIS-NN
[210] which is specialized for Cortex-M MCUs, OpenVINO, specialized to In-
tel hardware (CPUs, GPUs, FPGAs, and others), or the STM32Cube.AI [389],
which is focused on deploying ANN on a fixed range of STM devices.

It is important to distinguish clearly the role of deployment frameworks inside
the development pipeline. After training a model and optimizing it, one does
end up with a file with the weights and activation functions that encode the
network topology. Next, one wants to deploy it to the desired hardware plat-
form or accelerator [18], but cannot do so because the way the model is stored
is not readable and usable in such a platform. That is the role of the deploy-
ment framework, to enable the deployment of the model in a hardware plat-
form or accelerator and the usage of specific hardware resources by the model.
Such a process involves a change in the format weights are stored. However,
it can also involve optimizations, such as quantization, since many platforms
operate on limited data types. With regard to these optimizations, depending
on the relationship between the development and the deployment framework,
they can be performed in one or another. In Figure 3.1, different hardware ac-
celerators are plotted with respect to the number of operations they can handle
and the energy consumed. They are also separated with regard to their native
data types and their nature as hardware platforms (chip, board, or whole sys-
tem). Such complexity and differences should put into account the difficulty
to adapt and bring a neural network to specialized hardware. Importantly to
note is that usually, the deployment framework is thought only for inference
and not for training, as well as the platforms it is intended to.

Also important to note is that, albeit as of today it might appear that there
are many deployment frameworks devoted to many hardware platforms and
allowing many different optimizations and operations, it has been due to an
explosion in development in the past five years. Back in 2017, there were al-
most no public deployment frameworks to bring NNs to hardware devices,
and those that were available had a limited matrix support1. One had to rely
upon under-supported specific libraries or use a general computation library
and build the support for operations. Around that time, however, an increase
in the development of deployment frameworks for most platforms started. As
most development frameworks had several years of development and were

1We refer to matrix support as the NN operations that the deployment framework can
handle. As examples, one can check the CMSIS-NN matrix support or the Tensor RT matrix
support.
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FIGURE 3.1: Number of Giga operations per second versus
power consumption of publicly available AI accelerators and
processors. Figure extracted from [18] with permission from the

authors.

mature and stable enough, the desire to extend NNs to as many applications
and circumstances as possible demanded the development of the necessary
software. To pick two outstanding examples, among the many possible ex-
amples, one could state the case of Tensorflow Lite [201], which was released
in 2017 and has brought ML models to platforms such as smartphones, or
OpenVINO, which allows the acceleration of NNs in Intel hardware, includ-
ing FPGAs, and was released in May 2018.

All in all, when this thesis began there was limited support with regard to
deployment frameworks. And in that situation is where we frame part of the
developments and contributions. In the first developments, I had to develop
my own inference libraries for GRU or LSTM for a RISC-V CMU or had to im-
plement my own conversion framework, as in the case of Torch2CMSIS [219]
(enables format conversion and quantization of PyTorch developed NNs to
Legacy CMSIS API). Later on, with the next projects, the increasing availabil-
ity of deployment frameworks turned the problem to know if the model and
optimizations were supported and what could be performed. In both cases,
however, the importance of the deployment framework is major since it marks
the successful deployment of the NN or its total lack of applicability.

In the present section, we are going to cover the deployment and inference
frameworks with a focus and orientation toward devices instead of other clas-
sifications. More specifically, we aim to cover only deployment frameworks
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related to hardware platforms used in the industrial applications of the present
thesis. That is, we are going to cover mainly frameworks for MCUs (Sec-
tion 3.1), smartphones (Section 3.2), and embedded GPU boards (Section 3.3),
although we will also briefly cover other devices such as FPGAs boards (Sec-
tion 3.4). Then, with each framework, we are going to review which opera-
tions they cover, the optimizations that they are able to handle, and in general,
the benefits and limitations that each framework has, providing orientation
for the successful joint development and deployment of NNs.

3.1 Microcontroller Units (MCUs)

Deploying effectively a NN to a resource-constrained MCU can be a daunting
task [229]. MCUs usually use general-purpose processing cores (single-core
in most cases) which lack many high-end CPUs (from the operating system
and virtual memory management to thread-level parallelism or vectorized in-
structions), and operate on lower frequencies (8- to 200 MHz, compared to 1
to 2 GHz from GPUs), and might not have Floating Point Unit (FPU), adding
overhead to inference with floating point numbers. All these reasons can con-
vert a fully functioning application in a non-constrained environment to not
feasible projects in an MCU-based environment. For such reason, optimiza-
tions described in Chapter 2 can help deploy those applications. However,
there is still one final caveat. The set of instructions2 [390, 229], programming
language, libraries available, et cetera are totally totally different from a NN
development environment, hindering even more or directly forbidding the
deployment.

To solve both problems and bridge the development of NNs and their de-
ployment in resource-constrained MCUs, deployment frameworks have been
developed. They convert the network to suitable formats, allow for running
NN operations in the MCU processor and with an instruction set, and allow
for certain optimizations to be used.

In the next paragraphs, we review some of the most current and common
deployment frameworks for MCUs, their main characteristics, and notable
points.

2The ISA (Instruction Set Architecture) is of utmost importance for running NNs in MCUs.
Most of them don’t have SIMD instructions, most registers are strictly 32-bit, and not all arith-
metic and logic instructions are covered. Moreover, most MCUs are based on the ARM Cortex
architecture, which is proprietary and thus not freely extendable, whereas the open-source
RISC-V ISA support for NNs is still scarce. [229]
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CMSIS-NN [391] is a deployment framework developed by ARM for Cortex-
M MCUs. Specifically, more than a deployment framework is a set of efficient
neural network kernels optimized for running with maximized performance
and minimal memory footprint.

The library is separated in two sets of kernel functions NNFunctions and NNSup-
portFunctions. The first provides the interface to fundamental neural network
functions such as convolutions, poolings, or activations, while the second pro-
vides utilities needed for those functions such as data type conversions or
activation look-up tables. The kernels are built with support for two data
types, 8-bit or 16-bit, though their optimizations are focused especially on 16-
bit Multiply-and-Accumulate (MAC) instructions.

The first versions, denoted as CMSIS-NN Legacy API, were based on symmet-
ric power of 2 and layer based quantization, with no offsets or layer fusion. In
later developments, CMSIS-NN matched TFLite Micro data making a break-
ing change to the core development, but improving however quantization:
now per channel, with offsets, and layer fusion. In Table 3.1 a summary of the
differences can be found.

One of the main caveats of CMSIS-NN is that is a deployment library without
a standardized conversion utility. Hence, to deploy the model built in the
development environment (PyTorch, Tensorflow, ...) one has to follow several
steps to adapt the neural network to CMSIS-NN. First, ensure manually that
all layers are compatible and supported. Second, check that the data layout
of the development environment matches the one in CMSIS-NN, and if not,
weights have to be reordered prior to conversion. Third, compute the Q.Q3

scheme of all the layers and the associated statistics. Fourth, compute the
layer shifts. Finally, one can write the inference code with CMSIS-NN. It is
due to this reason that Torch2CMSIS was developed as part of this thesis: to
automatically go through all these steps and ease deployment of NNs with
CMSIS. However, with the current TF Lite compatible API, all those steps are
covered by TF Lite prior to obtaining the inference code.

Tensorflow Lite for Microcontrollers (TFLite Micro) is an extension of the
TF Lite library (Tensorflow’s library for optimized models and deployment to
mobile) targeted to MCUs. It has a broad matrix support, which consists of a
subset of Tensorflow operations, compared to other deployment frameworks.

3Bits assigned to the integer part, first Q, and to the decimal part, second Q, in a fixed point
numeric scheme
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Operation Legacy APIs TFL micro compliant APIs
Core loop No input or filter offset Input and/or filter offset

Re-quantization Shift and saturate in one instruction. 5 cycles Greater than 200 cycles for one output element
Quantization Per layer quantization Per-channel quantization
Output offset No Per-layer output offset

Fused Activation No Yes

TABLE 3.1: Differences between the CMSIS-NN Legacy API
quantization and the new TF Lite compatible scheme. Extracted

from the CMSIS-NN Github page.

It is built as a generic tool, targeting any 32-bit MCU, making it an extremely
portable framework with an appropriately sized memory footprint (the core
runtime fits in 16 KB, while uTensor fits on 2 KB). However, this generality
makes the lack of connections to specific hardware vendor environments a
difficult step for deployment. Moreover, when there are no automatic tools
for generating and deploying the inference code.

Interestingly, it supports floating point binary32 format and 8-bit fixed point
integer computations. As previously stated, and reflected in Table 3.1, it sup-
ports per-channel quantization, it has input, filter, and output offsets, and it
includes layer fusion. It does not support 16-bit integers. Similar to the new
CMCIS-NN API, it can make use of the specialized kernels for 8-bit integer
quantization to have accelerated inference. The principal caveat of the whole
framework, however, is that the network topology is interpreted at runtime
instead of being statically compiled, adding a huge drawback for optimiza-
tions and increasing memory footprint at runtime.

Overall, it is a really flexible and open framework that has a broader cover-
age of operations and optimizations than other frameworks, as well as well-
established support.

uTensor is a C++ opensource machine learning deployment framework cov-
ering Tensorflow as development platforms and models, and Arm MCUs as a
hardware platform. It consists of a runtime library for inference, with which
the user can build the inferencing code, and a translation tool to convert the
model to an MCU-compatible version. It has additional libraries like uTensor_cgen,
which automatically builds inference code from a .pb () Tensorflow Lite file to
.cpp and .hpp files.

As of the writing of this thesis, uTensor is well maintained and has current
support. However, one of the main downsides is the small matrix support,
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which might be limited for complex networks but more than sufficient for ef-
ficient and small classification networks. As a positive point, it supports per-
channel and per-tensor symmetric quantization schemes based on the Tensor-
flow Lite quantization specification.

MicroTVM is an extension of the high-performance compiler for neural net-
works Apache TVM [392] which targets bare metal MCUs as deployment
platforms. Although it is currently only tested on Arm targets, it supports
deployment to other architectures, such as RISC-V. Still under development,
examples are found supporting networks based on Tensorflow Lite and for
classification but the matrix support is unclear, as well as its support for other
frameworks. However, it still is a promising possible alternative to CMSIS-
NN for low-level MCU acceleration, delivering in some cases performances
far superior to it.

Other frameworks. With the raise of TinyML [393], the number of available
frameworks for deploying NNs in MCUs has flourished. As it is not our in-
tention to give an exhaustive list and description of all of them, we mention
here some of them as well as their main characteristics and where to find more
information.

STM32Cube.AI is an example of a company-based (STMicroelectronics) de-
ployment framework. It targets the family of 32-bit MCUs from the same
company, and it supports most of the major development frameworks, either
directly (Keras and Tensorflow) or through ONNX [394]. It comes with great
matrix support and seamless integration with other STM development tools,
easing the deployment process. It supports 8-bit integer and 32-bit float data
types and operations. However, the fact that is limited to STM platforms and
that the base code isn’t extendable are major drawbacks.

emlearn [395] is a deployment framework for machine learning systems trained
with Sciki-Learn or Keras targeting any device with a C99 compiler available.

MicroAi [229] is a deployment framework supporting any 32-bit MCU inde-
pendently of the vendor and for Keras developed models. They support,
aside from 8-bit integer and 32 float data types, 16-bit integer data, and op-
erations. They use fixed-point quantization Qm.n, instead of offset and scale-
based quantization. Despite its publication, there seems to be no currently
available code for the framework.
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Other inteteresting frameworks include Gravity [396], FANN-on-MCU [397], or
Micro-LM [398].

3.2 Mobile Platforms

Although smartphones have recently grown spectacularly in hardware ca-
pabilities, most DL frameworks cannot be used directly for inference in the
mobile platform for different reasons (third-party library dependency, lack of
software-hardware link, among many others [25]). Such a situation, and the
need to have hardware-specific optimizations, have determined the need for
specific mobile-devoted deployment frameworks. In parallel, the growth in
mobile phone usage and the increase in available data that has come with it
has also motivated the development of such frameworks to ease the develop-
ment of applications and systems.

Most frameworks are written in C++ [26] to enable high performance and
access to current mobile hardware accelerators and processors (mainly CPU,
GPU, and DSP). Most of them are also developed by major technology compa-
nies such as Google (TF Lite), Tencent (NCNN), or Xiaomi (MACE) (although
there are some exceptions with universities or start-ups), and are also ma-
jorly open-source to promote community contributions and user accessibil-
ity. They mostly have a low memory footprint, being significantly lower for
frameworks only targeting mobile inference [26]. An important point to com-
ment is that many of these deployment frameworks have profited from the
development of hardware accelerators thanks to important acceleration APIs
such as XNNPACK, ARM Compute Library, QNNPACK, OneAPI, GEMM-
LOWP [227], Intel OneDNN[399], among many others.

In the next paragraphs, the characteristics of the most common mobile de-
ployment frameworks are described.

Tensorflow Lite (TF Lite) . One of the first deployment frameworks for mo-
bile platforms was the TF Mobile platform, released in 2015, which allowed
deploying DL models to Android smartphones but with any hardware ac-
celeration (CPU inference only). Later on, in 2017, it was re-implemented as
Tensorflow Lite, which now included support for many hardware accelerators
through the android NNAPI. As hardware and mobile vendors have continu-
ously added more support for NNAPI, this has led to a good improvement of
TFLite, which has culminated with the introduction of TF Lite Delegates.
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TF Lite delegates are a software abstraction layer that enables hardware ac-
celeration on mobile platforms by using on-device accelerators such as GPU
[206] or DSP (such as the Qualcomm Hexagon) without the need to write ex-
plicit code for each accelerator. They represent a major advantage since they
help DL developers abstract from hardware-specific code and allow hardware
vendors to write their own delegates for their hardware.

Overall, TFLite is a lightweight and fast framework that allows the deploy-
ment of Tensorflow models to mainly Android but also iOS platforms. It has
a good set of development tools, which ease the deployment of models in An-
droid platforms, such as the integration with Android studio. Built around
the TFLite Library, it includes the TF Lite Task library, with out-of-the-box in-
tegration with many DL tasks, and the TF Lite Support Library, which helps
with other functionalities, such as data pre- and post-processing. It has the
support of many optimizations provided by Tensorflow, such as quantization
or pruning (albeit with limitations for sparse kernels [226]). Moreover, it has
APIs for many programming languages and support for many hardware ar-
chitectures. However, at some point, if the developer wants to carry out spe-
cific tasks, deep knowledge of Android is required to go back and forth from
the Java Native Interface (JNI).

PyTorch Mobile is the framework developed by Facebook Inc, after Caffe2,
and connected to the PyTorch development framework, which eases the con-
nection between both settings: development and production. It supports An-
droid and iOs platforms. It has beta support for GPU and DSP through third-
party libraries (Vulkan and Google NNAPI, respectively). It has optimized
inference with floats through the XNNPACK [363] library (floating point op-
timized operators for ARM, WebAssembly, and x86 platforms) and with inte-
gers 8 quantization trough QNNPACK. Notably, its connection with the de-
velopment library makes it really easy to export a model through the just in
time (JIT) and related tools that can be consumed in the deployment frame-
work. Contrarily, the access to some efficient procedures or functionalities in
the Android environment is not so seamless and requires interaction with C++
code through the JNI, hindering the building of the whole application.

MACE ((Mobile AI Compute Engine) is the deployment and inference frame-
work developed by the company Xiaomi for mobile heterogeneous comput-
ing platforms. It supports hardware acceleration on GPUs and DSPs (through
the Qualcomm Hexagon SDK). Written in C++, it allows to consumption of
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Name Company Android IOS CPU GPU DSP Time Open source Training
TensorFlow lite Google � � � � 2017 �

PyTorch Mobile* Facebook � � � � � 2017 � �
core ML2 Apple � � � 2018
NCNN Tencent � � � 2017 �

Feather cnn Tencent � � � � �
SNPE Qualcomm � � � � �
MACE Xiaomi � � � � � 2018 �

Paddle model Baidu � � � � � 2017 �

TABLE 3.2: An overview of the popular deep learning frame-
works for mobile terminals. Inspired in [25]. * Previously con-
tained inside Caffe2. We have covered only the major frame-

works. A more broad list is included in [26].

Tensorflow, Keras, or ONNX models directly. It has a good matrix support
and it allows quantization in CPUs and DSPs. It also includes benchmarking
and debugging tools, easing the continuous development of models and their
checks.

Core ML is the deployment framework developed by Apple for their mobile
OS, iOS. It allows hardware acceleration only on GPUs and the Apple Neural
Engine and it is not open source hindering its extension and usage. Apart from
the inference run-time library, it provides a set of tools (Core ML Tools) for
adapting models from common training frameworks, although it allows also
building and training models with the Create ML application. To help deploy
models and develop specific applications it has a set of libraries supporting
common tasks in different DL fields, such as Computer Vision (Vision library)
or NLP.

NCNN is Tencent’s deployment framework for many platforms, including
mobile ones, Android and iOS. Purely written in C++ does not rely on third-
party libraries for acceleration, although it only supports GPU as hardware
accelerators. It can consume models from major development frameworks
and it allows for quantization in integer-8 and half float precision. It does not
have a well-documented API.

DL deployment is a currently ongoing research and development topic. We
have not intended to cover all the frameworks but to provide insight into
some of the major frameworks available and the current situation. Impor-
tant frameworks not covered are the Qualcomm framework Snapdragon Neu-
ral Processing Engine (SNPE), the Alibaba’s Mobile Neural Network (MNN)
[400], PaddleLite from the PaddlePaddle development framework, or Ten-
cent’s FeatherCNN, among others. In Table 3.2, an overview of the most
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popular mobile deployment frameworks for DL is given. To access a more
extended review on the topic, we suggest the reader the following surveys or
reviews ([401, 25, 402, 26]). An important note to mention is that, although
DL frameworks for mobile platforms allow for easier deployment and inte-
gration, development frameworks can also be, in some cases and given the
hardware capabilities of smartphones, in the production platform, as detailed
in [26].

3.3 Embedded GPU boards

GPUs, since the explosion of deep learning, have been the preferred solution
for training. Moreover, for computing-intensive tasks, such as image super-
resolution, and other image tasks, they have also been the preferred inference
platform.

There are different GPU vendors, and although the market of X86-compatible
embedded boards has different players, such as Intel GPUs, in the case of deep
learning, the predominant player is NVIDIA. Due to the specialized libraries
for deep learning, like CUDA or cuDNN, and its usage by major development
frameworks it is the de facto choice both for training and inference.

There are some applications that for privacy or connection reasons need to
perform the task in the device without sending the information, and, in paral-
lel, the task is too heavy to be deployed to the CPU. In such cases, embedded
GPU boards or modules, like the Jetson product family, provide good perfor-
mance in restricted environments.

Albeit not common, there are other alternatives for inference coming from
Intel (OpenVINO [215]) and AMD (mROC [403]), but they are not targeted for
embedded GPU boards.

NVIDIA TensorRT is NVIDIA inference framework targeting general GPUs
and the main deployment framework for embedded GPU boards. It is written
in C++ but has also an API for Python. It has a broad matrix support and it
has extensions and tools for consuming many development frameworks (like
Torch-TRT or Tensorflow-TRT). It has support for inference with 32-bit float-
ing point data, half float, and integer 8 quantization enabling easy access to
quantized model inference. Moreover, it allows running sparse kernels on the
Ampere family of GPUS with Apex. Moreover, it allows fine-grained control
of inference (serial or streamed), data movements, and pre/post-processing
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in GPUs, due to its linkage to CUDA and other GPU-specific libraries. Fi-
nally, it also has support to work with dynamic shapes, high-performance
frameworks, like Deep Learning Accelerator (DLA), working with condition-
als, and a set of tools for profiling and benchmarking (like NVIDIA Nsight
Systems or trtexec). The only main drawback of the framework is that being
built with C++ and specialized GPU libraries, makes the debugging a rather
not accessible task.

3.4 Other platforms

There are many other platforms that require deployment frameworks to access
their hardware capabilities. We do not intend to cover all of them. Thus,
we will provide hints to resources and name just a few of the most common
platforms, and associate deployment frameworks for completion reasons.

Field Programmable Arrays (FPGAs) offer high computational power, low
consumption, and flexibility. However, it comes at a cost: difficulty to pro-
gram, which starts with the need for specialized hardware languages (Ver-
ilog/VHDL) and continues with the need for specific tools provided by sup-
pliers to design the solution.

To solve such complex problems, FPGA providers have provided deployment
frameworks that can consume a model with a standard interface, relying upon
the optimization of the core FPGA library. Examples of such deployment
frameworks are OpenVINO by Intel [215], LeFLow [404], VITIS AI from Xil-
inx, among many others.

Application Specific Integrated Circuits (ASICs). With the exponential growth
of AI usage in many applications and systems, the need to optimize hardware
utilization for deep learning operations has also grown. ASICs, which are inte-
grated circuits customized for a particular use, provide good performance and
energy used at the cost of reduced flexibility. However, since deep learning is
mostly based on a set of specific operations (matrix multiplication, nonlinear-
ities, etc) they stand out as an appropriate choice.

Currently, they have many names depending on the hardware provider (Ten-
sor Processing Unit (TPU), Neural Processing Unit (NPU), Visual Processing
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Unit (VPU)) but all of them are virtual components (IPs) oriented to their inte-
gration in Application Specific Integrated Circuits (ASIC) and specialized for
deep learning or some subset of tasks of it.

Regarding deployment frameworks, some ASICs can directly consume de-
velopment frameworks as deployment frameworks, as in the case of Google
TPUs, which can be used from Tensorflow. Others, such as Myriad X VPU
from Intel, require a specific deployment framework in this case OpenVINO.
Usually, the use of a deployment framework depends on the hardware com-
pany that produces the ASIC, which can link their deployment tools to ex-
isting frameworks, as in the case of Cerebras or Graphcore [405]. A good
summary of the available ASICs for deep learning can be found in Medium -
Hardware for Deep Learning. Part 4 ASIC by Grigory Sapunov.
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Chapter 4

Capacitive Sensing based Gesture
Recognition on MCUs

In the present chapter, we present the first application environment and project:
gesture recognition with capacitive sensors deployed to low-cost MCUs.

Gesture recognition with capacitive sensors is a well-studied, researched, and
industrialized topic. From hard-coded heuristic algorithms [406] to comput-
ing non-intensive machine learning algorithms [407], solutions, albeit limited
in gesture richness, had already been incorporated into low resource comput-
ing environments. Nevertheless, the success of NNs with tasks such as image
classification or gesture recognition itself has drawn attention to algorithms of
the like due to the new possibilities offered. The main constraint has been the
perception that they were too computing intensive for their usage in resource-
constrained devices. Hence, a research stream oriented towards diminishing
the resource requirements of such models or studying their deployment in
resource-constrained devices was initiated. Both at the optimization level and
the deployment framework, advances have been made from an almost non-
explored situation. In late 2018, there were almost no deployment or con-
version frameworks for NNs toward MCUs and the tiny ML [393] trend had
just started. Although optimization methods had already been studied (quan-
tization, pruning, etc) advances were still to be made, and the focus on the
hardware platform was a novel research direction. In such an environment
begins the first step of the thesis.

In this chapter, we study the implementation, optimization, and deployment
of tiny RNNs in MCUs devoted to gesture recognition in capacitive sensors:
from developing small enough RNNs so as they fit in a low-end MCU [2, 3],
or improving NAS algorithms [4, 218] for adapting such networks to specific
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hardware requirements, to automatizing the quantization and conversion of
such networks to Cortex based MCUs [5, 219].

The chapter is organized as follows. First, in Section 4.1, the topic of gesture
recognition with capacitive sensing and NNs on low-cost microcontrollers is
introduced. Next, in Section 4.2, we detail the first experiment with regards
to 1d gesture recognition with tiny RNNs. Section 4.3, describes the second
experiment, which is devoted to the extension and research of a NAS algo-
rithm. Section 4.4 illustrates the development of an unsupervised automatic
approach for developing RNNs and CNNs for gesture recognition on low-cost
MCUs. Finally, Section 4.5 draws the conclusions and possible next steps.

4.1 Introduction

Gesture recognition has advanced progressively in the last two decades thanks
to both the improvements in state-of-the-art models and the appearance and
enhancement of new sensing methods [408]. New technologies, such as KinectTM,
together with the decrease in the price of classical sensing methods, for exam-
ple, depth cameras, helped to create a vast amount of data, which allowed the
development of new solutions.

These improvements have spread the usage of gesture or action recognition
in a wide range of applications: from security to entertainment. However,
the sensing method and the implementation strategy vary depending on the
requirements of the application. Camera-based information retrieval tends to
capture contextual data that may or may not be necessary. On the other hand
and as an alternative, capacitive-based methods tend to be cheaper and do not
suffer from invasiveness issues but require complex information retrieval.

In the automotive environment, neither invasiveness nor contextual informa-
tion is desired for gesture recognition. Invasive sensors might affect the cor-
rect driving task and a sensing method that captures contextual information
might detect unwanted events. Capacitive sensors suppose an alternative so-
lution for those two problems. Although their first applications were devoted
to fluid or particle detection [409, 410], their low cost and short-range proper-
ties have spread their usage to many other areas, including automotive appli-
cations [411, 412], where they have received a great industrial interest during
last decades. When compared with mechanical buttons, the lack of moving
parts reduce wear and tear [413], contributing to much better durability and
reliability properties. Moreover, its design flexibility allows it to include them



4.1. Introduction 69

in a wide range of products and shapes while enabling cost reduction and
budget tightening. Their sensing mechanism is based on the measurement of
the value of a variable capacitor affected by the presence or proximity of the
object to detect, known as the target. The more the target decreases its distance
to the sensor, the better the system is able to detect it. As its name (proximity)
implies, this allows to use them as distance detectors (such as in [414]) and
non-contact and contact gesture recognition (such as in [406]).

In any case, the distance between the target object is indirectly computed by
reading the capacitance value. For low-cost sensors, the tolerances of the
building processes, the differences on PCB manufacturing and the different
placement of mechanical elements require that every design is calibrated to
make sure that the reading outputs are adjusted to an expected output range.
Moreover, the diverse capacitive characteristics when approaching different
parts of the body (fingers, hand, etc.) and their potion pattern can make it
challenging for classic digital signal processing (DSP) event detection algo-
rithms. Figure 4.1 shows some example readings of an individual proximity
sensor.

Additionally, capacitive sensors are being progressively introduced in much
human-machine interaction (HMI) systems of consumer devices like smart-
phones, smart watches, wearable devices and fabrics, and many others. As
users are more used to touch interfaces, finger or hand gesture control systems
are increasingly demanded by premium line car-makers and truck-makers
like BMW [415] and MAN [416]. However, the disparities in the mechanical
integration of the sensors on different product models increase the difficulty
to use a single gesture recognition system for all of them. A common solution
is to recalibrate the algorithm parameters for each new product design, but
this process requires some investment. Hence, a global gesture recognition
system that could embrace such variability could be of prominent benefit to
the manufacturer.

RNNs for Gesture Recognition in MCUs Such pursuit has been tradition-
ally approached by gesture classification methods in a two-step process: pro-
cessing and classification. In the first, data is transformed appropriately to a
feature vector at every instant. In the second, this vector is used to classify the
gesture by means of a model such as Support Vector Machine, Random Forest,
or Hidden Markov Model that take into account temporal evolution. The re-
cent success of NNs, and more specifically, CNNs [85] or RNNs, in tasks such
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FIGURE 4.1: Examples of normalized capacitance reading to var-
ious events over time.

as image classification, has spread its use in the gesture recognition pipelines.

The signals captured by capacitive sensors are complex in terms of spatial and
temporal relations [417], thus, RNNs, which are seamlessly suited for tempo-
rally structured data, seems a good alternative to implementing such flexible
gesture recognition systems. However, despite their expected good perfor-
mance, they are perceived, as CNNs, too computing-intensive to be embedded
in low-cost microcontrollers. This situation is changing with the last advances
in optimization and quantization of NNs for resource-limited devices [150].

NAS for Gesture Recognition in MCUs In order to make neural networks
more efficient and also to be able to embed them into resource-constrained
devices several strategies have been developed by researchers, e.g. prun-
ing [158, 157], quantization [150], efficient operations [15], and approximate
computing [418]. Along with these improvements, new software tools to
port networks to resource-constrained environments have been developed
[201, 419, 216, 420, 211].

However, all these previous optimization procedures are focused on modi-
fying an already trained structure and avoiding huge drops in performance;



4.1. Introduction 71

the model architecture is not modified. NAS is a different approach: it fo-
cuses on finding the best performing architectures by modifying the network
itself, usually by means of an evolutionary or genetic algorithm [250]. Lately,
NAS algorithms have focused their attention on developing architectures that
are both well-performing but constrained in resource consumption and usage
[189].

Although delivering state-of-the-art performance and efficiency, these meth-
ods still require high computational resources. From these three problems,
hyper-parameter optimization, NAS, and making neural networks (NNs) resource-
efficient, stemmed off a series of efforts centered in providing NAS solutions
for resource-constrained environments [188, 421, 35, 422, 423]. Nonetheless,
most of these efforts centered their attention on CNNs and do not include
RNNs. And if they include them [290], the focus is not centered on mini-
mizing the memory and size footprint of the architectures found. This lack,
altogether with the explosion of new technologies and environments enabling
or demanding gesture recognition (virtual reality, smart cars, depth image
sensors, wearables, among others), establishes an excellent opportunity for
automatizing the building of gesture recognition networks for embedded en-
vironments.

Unsupervised 2D Gesture Recognition As we have seen NNs have achieved
outstanding performance in tasks such as image classification or speech trans-
lation, as well as in our case, gesture recognition with capacitive sensors.
There have been also been methods developed to reduce their computational
requirements for them to be embedded, specifically, in resource-constrained
MCUs. However, in most cases, efforts have been directed towards super-
vised learning. In such cases, labeling is required, which can induce, among
other factors, bias in the model and undermine its real-world use [424]. To
partially solve this issue, unsupervised methods, such as autoencoders [425,
426, 427] or clustering [428, 429], focus only on the information provided by
the data to perform the task and avoid annotation and labeling, both error-
prone activities which could induce noise and bias. Nevertheless, the bias or
noise are not completely removed since the data itself could still be biased
and noisy. In the end, unsupervised methods do not only liberate from the
task and effects of labeling but also allow for more freedom in the learning
of patterns, by not being constrained to a specific purpose task. Hence, they
enable the possibility of pattern discovery and identification outside the con-
straints of the specific task purpose.
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Additionally, and as a parallel matter, we have only explored 1D interaction
in capacitive sensing. Due to its short-range nature, exploring 3D interactions
is challenging unless increasing notably the size of the sensor. 2D interactions,
however, come naturally with capacitive sensors, and, indeed, have been the
de facto technology for most HMI applications, like smartphone or machine
screens [430, 431] that include a touch sensor (often capacitive to get multi-
touch functionality) on top of a display. As stated previously, a global gesture
recognition system that could embrace the variability of capacitive sensors
could be of prominent benefit to the manufacturer. Moreover, in the case of
capacitive sensing with 2D interactions, there has been room for improvement
of both the error rates [432] and the methods chosen for detecting the increas-
ing complex gestures [433]. This fact, altogether with the restrictions on com-
puting resources of HMI in automotive environments, presents a challenge
where the optimization of NNs and their deployment in resource-constrained
devices stand out as a prominent opportunity for advancement.

4.1.1 Contributions

The contributions of the present chapter are divided into a three-step exper-
imental process. In them we progressively investigate the development and
improvement of RNN and CNN models, and especially their optimization, to
prepare them for their usage in a low-cost microcontroller platform devoted
to gesture recognition systems with a capacitive sensor.

First, we research the usage of RNNs for a capacitive proximity sensor appli-
cation in the automotive domain (following the work in [434]). Our proposal
is to use uncalibrated raw data to detect touch gestures for the control of car
infotainment and comfort systems using low-cost microcontrollers. Our objec-
tive in this section is then two-fold. First, the proposal of an RNN is suitable
for microcontroller embedding which is able to capture complex spatial and
temporal gestures, such as sliding or approximation. And, second, its opti-
mization to obtain maximum performance using Bayesian Optimization.

Second, we implement and modify SpArSe [188], a NAS oriented to micro-
controller deployment, while extending it to RNNs and combinations with
CNNs. We also introduce latency as a new objective for time-critical appli-
cations. Thus, we can automatically develop networks that can be targeted
to gesture recognition and which are especially suited for embedded devices
and time-constrained tasks. We apply our implementation in a popular ges-
ture classification dataset, the Corpus of Social Touch (CoST [435]), and obtain
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better results both in terms of accuracy, model size, working memory, and, for
the first time, latency when compared to manually developed architectures. In
addition, we modify the search procedure by introducing a low-cost fidelity
by running fewer epochs at the beginning and increasing them as the program
advances. Hence, this forces the search algorithm to be more exploratory at
the beginning and employ more time with Pareto solutions by the end of the
procedure, shortening the total time needed for finding optimal solutions. The
code is available in https://github.com/BCJuan/SpArSeMod. An important
additional outcome is the implementation of an special kernel [436] in a well-
known open source Gaussian Process library, GPyTorch [437].

Third, we explore and develop an unsupervised solution for 2D gesture cog-
nition with a bi-axial planar capacitive sensor. We present an auto-encoder
neural network that, in junction with K-Means (KM) and optimized through
NAS, can perform unsupervised classification in a low-resource microcon-
troller for recognizing gestures. Although there have been similar works with
other models [438] or with other topics [439], to the best of our knowledge,
this is the first work that presents a fully embedded and unsupervised solu-
tion for gesture recognition using neural networks and capacitive sensing. An
important outcome is a creation and open-sourcing of a library for automatic
quantization of PyTorch networks and their conversion to CMSIS-NN frame-
work, Torch2CMSIS [219].

4.2 1D Gesture Recognition

4.2.1 Sensing Mechanism and context

Proximity Sensing through capacitance measurement

The capacitance of a parallel plate capacitor is based on Equation 4.1, where
A is the area of the plates, ε0 is the dielectric constant for free space, εr is the
relative dielectric constant of the material separating the plates, and d is the
distance between the plates.

C =
ε0 · εr · A

d
(4.1)

Capacitive touch sensors are often based on the mechanical deformation that
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(A)
(B)

FIGURE 4.2: Different proximity sensor principles. (A) Self-
capacitance sensing. (B) Mutual capacitance sensing.

the target produces on some of the capacitor plates. This reduces d and conse-
quently increases C. On the other hand, proximity sensors work on two pos-
sible different approaches (as detailed in [440] and depicted in Figure 4.2): the
self-capacitance approach and the mutual capacitance approach. Grosse does
a finer analysis in [431] by describing a taxonomy of the possible configura-
tions.

In any case, for most proximity sensor designs, it is assumed that the sens-
ing surface is not deformed. In the self-capacitance approach, the sensor has
only one electrode, and the target acts as the other electrode of the capacitor.
Figure 4.2a illustrates the operation. The measured capacitance is the one cre-
ated between the electrode and the ground of the sensor system. The value of
the obtained capacitance depends on the distance to the target (the closer, the
higher), but also on the area of the plates and its relative dielectric constant
εr. Animal tissues εr can vary significantly depending on the type of tissues
but it is above 50 (see [441]) which is higher than air (that has a value slightly
higher than 1).

Mutual capacitance proximity sensors are often implemented as planar capac-
itors, due to their easy implementation on printed circuit board (PCB) tech-
nologies. In this case, there are two lateral plates, as illustrated in Figure 4.2b.
The electric field is bent between the two plates. When the target object ap-
proaches the sensor electrodes, it reduces the electric field between them.

Self-capacitance sensing has typically higher distance sensitivity [442] and it
is preferred for low-cost devices since it uses fewer electrodes and fewer pins
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from the microcontroller to implement the readout circuit. On the other hand,
mutual capacitance sensing can achieve higher granularity in close proximity
to target positions, which makes it adequate for 2D touch panels. Mutual ca-
pacitance sensors also reduce the influence of parasitic capacitances and allow
the presence of water, which are both problematic in self-capacitance sensing.

Mutual capacitance sensing is used in several works (like [443]). In the au-
tomotive domain, BMW research also presents in [444] a mutual capacitance
sensor with some similarities to the one presented here. Nevertheless, in this
work, we use a self-capacitance approach to reduce the system cost.

The capacitance variation is usually measured by analyzing some aspect of
the temporal response to a signal injected into the system. A good review
of different methods is done in [445]. Due to the inverse proportionally with
distance d, proximity sensors require a good resolution of the C readings to
estimate its value and perform gesture recognition. The process typically in-
volves what is known as capacitance-to-digital conversion.

Some methods, to do this conversion (such as [446]), is based on the use of
operational amplifiers (OpAmps) and require a number of external electronic
components. But, in low-cost solutions, they are avoided if possible. Another
option is the use of the switching capacitor principle [447, 448], by which a
capacitor is equivalent to a resistor with a resistance value related to the un-
known capacitance. Some microcontroller manufacturers add that kind of cir-
cuit to microcontroller lines targeting capacitive sensing application domains.

However, for a low-cost implementation, a solution based on general-purpose
microcontrollers is preferred. The charge transfer principle [449, 450] is es-
pecially adequate for its implementation in low-cost microcontrollers. Mod-
ern microcontrollers include a number of general-purpose input-output ports
(GPIOs). Although most GPIOs are digital, some of them are also connected
to analog-to-digital converters through analog multiplexors. Thus, some pins
can drive VCC or GND (when working as digital output pins), provide a high
impedance (or floating) value (when working as digital inputs) and work as
analog inputs. In other words, the same simple microcontroller pins can be
used to charge, discharge, and measure the decay time of the sensing capaci-
tor [451]. The challenge, for these types of measurement techniques, is to have
a good value resolution and quick response time.
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FIGURE 4.3: Capacitive functional foil for touch sensing. Sensi-
tized areas are depicted as light blue rectangles.
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FIGURE 4.4: Capacitive sensor readout system.

Sensor

The proposed sensor is a multi-touch sensor to be integrated into a car dash-
board. The intended sensitive distance is limited to less than 5 cm to reduce
the unintended activation of the functions it controls, so the self-capacitance
design is selected due to its relatively high range and lower cost.

The sensors are included in a capacitive foil embedded into a plastic module
specially designed for touch recognition. Both the capacitive foil and the plas-
tic case have special regions where touch events are expected. The structure
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of the capacitive functional foil is shown in Figure 4.3, and basically consists
of rectangular electrodes connected by a wire bus to an external connector.

The sensor foil is connected to a microcontroller that analyzes the sensed sig-
nals and determines the appropriate actions to perform. Capacitance mea-
surement is performed by a charge transfer-based approach which is detailed
in the patent [452].

The readout system is depicted in Figure 4.4. To perform the measurement,
two capacitors are used: the measuring capacitor, CM, which value is un-
known, and the integration capacitor, CA, which has a greater capacitance
than the expected CM. Two pins (1) and (2) of the microcontroller are used
to control the measurement sequence. VCC and GND can be forced by set-
ting the output value of the pin to 1 or 0 and activating the output enable
signal (OE) of the pin. On the other hand, if OE is not active, the pin is in
high-impedance mode acting as an analog input.

First, CA is discharged by setting both pins to GND. Then, a sequence of CM
charging and charge transfer to CA is done for a number of times. CM charg-
ing is done by setting pin 2 to high impedance and pin 1 to VCC. The charge
of CM is transferred to CA when pin 1 is in high impedance and pin 2 is con-
nected to GND.

After a number of N charge-transfer cycles, the analog value of pin 2 is read
through a 10bit ADC and used to compute the capacitance reading. The volt-
age value is determined by Equation 4.3

VA(0) = 0 (4.2)

VA(N) =
N

∑
i=1

CM

CM + CA
(VCC − VA(i − 1)) (4.3)

We use a fixed number of cycles N. The value for N is determined experimen-
tally depending on the application, as it is a trade-off between latency and
prediction accuracy. The overall process is performed for all seven sensors
in a time multiplexed fashion. The final acquired data stream consists of 10
channels (9 electrodes plus the shield) of 10-bit signals at a 356 Hz sampling
rate.

An alternative method proposed in [453] avoids using the ADC. Instead, they
propose to keep repeating the integration cycle until the voltage of CM is
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higher than the threshold voltage of digital 1 (VIH). Although this method
could reduce the cost by eliminating the need for ADCs, it is less deterministic
and can be slower due to the variable number of integration cycles required.

4.2.2 Gesture definition and data acquisition

The designed sensor is built having functional flexibility in mind so that it can
be used for button arrays or level controllers. In the first case, the expected
interaction is based on taping while in the second case finger swipes would be
used.

So, our interactive system is designed to recognize two different types of ges-
tures: taps and swipes. Since we have nine sensitive areas, we have the same
number of possible tap gesture events plus right and left swipe gestures.

Regarding the functionality of the system, a tap gesture on a specific electrode
of the sensor unit is typically used to activate or deactivate a specific option
or function of the product. On the other hand, a swipe gesture would be used
to relative increase or decrease some value. For all gestures, we expect that a
finger has physical contact with the surface.

Other activations of the sensor that do not involve a meaningful previously
described event are ignored. This includes approaches without touch, inter-
button touches, and multi-button touches.

The duration of the events is undetermined. Tap events have a lower duration
bound, but can be very long. Swipe gestures duration has a lower bound lim-
ited by the speed of finger movement and an upper bound by the combination
of the sensitivity and sampling frequency of the system.

The input data stream X can be modeled as a sequence of n samples from 10
sensors (see Equation 4.4). Although the readings of the ADC give integer
values, the process detailed in Equation 4.3 results in floating point values.

X = {x1, ..., xn}|xi ∈ R10 (4.4)

Event-based gesture recognition can be formalized as a function that maps the
acquired data stream X into a sequence of m recognized gestures (as shown in
Equation 4.5).

F : X → {G1, ..., Gm} (4.5)
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Each gesture Gi event can be defined as a set of features that uniquely identify
them. Those features are the gesture class, the starting time, and the gesture
duration (Equation 4.6).

Gi = {t0, Δt, c} (4.6)

In our case, the possible considered gesture classes c, also known as gesture
vocabulary, consist of tap gestures for each of the 9 sensors and swiping to left
and right directions (also known as slides). In Equation 4.7, Ti denotes a touch
gesture in sensor i. Sl denotes a finger gesture moving from right to left, and
Sr denotes a finger gesture moving from left to right.

c ∈ {T0, ..., T8, Sl, Sr} (4.7)

Since our system is based on a 1D sensor, the gesture vocabulary is simpler
than similar works working on 2D sensors (like [454]), which also include
more complex gestures like circle movements, rotations, etc.

Offline gesture recognition systems can analyze the whole X stream to seg-
ment and classify the potential existing gesture events. However, for interac-
tive HMI systems, online recognition systems must recognize gesture events
in less than a maximum response time Lmax (or recognition latency).

One solution is to work with a frame-based approach. A frame consists of a
subset of the past observed input samples that can be used for gesture segmen-
tation (also known as gesture spotting) and recognition. Frame size should be
shorter than Lmax; otherwise, it is impossible to produce the output at the re-
quired time. But this introduces a new problem: the gesture duration could
be longer than the required maximum latency (d > Lmax). In this situation, a
recognizer could either forecast the gesture or do a piece-wise recognition of
the whole gesture.

Sliding windows with some overlapping are typically used in frame-based
digital signal processing. In our case, we use a frame-based approach with no
overlapping and a frame size of 6 samples. Thus, a frame qi consist of a group
of 6 consecutive samples of the sensor data stream X (see Equation 4.8).

qi = {x6i, x6i+1, ..., x6i+5} (4.8)
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FIGURE 4.5: Example of the frame-based recognition approach
for an input stream of 30 samples in which a tap gesture occurs
on sample 12. The input samples X are grouped in 5 frames of
6 samples each. Frames 3 and 4 are classified as belonging to
a Tap gesture for sensor 1, while other frames are classified as

non-gesture

As we use a frame-based approach instead of an event-based approach, the
new frame recognition function g only has to map each frame to any of the
formerly defined gesture classes and an additional class G that denotes non-
gesture.

g : qi → c|c ∈ {T0, ..., T8, S1, Sr, G} (4.9)

Figure 4.5 illustrates an example of how the frame-based approach would
work for a short stream of data containing a single gesture event.

According to [455] and [456], the reaction time of an attentive individual to
prime stimuli goes from 100 to 600 ms. For interactive gesture recognition
systems in [457], Yin uses a maximum of 1-s reaction time, and Song a 100
ms [458]. In our case, as the sampling rate of the data stream is 356 Hz, the
minimum latency of the system introduced with our frame-based approach
will be at least 16 ms.

Data acquisition and annotation

To the best of our knowledge, there are no public datasets to test our system,
so we collected our own dataset. The purpose is to be able to include as much
variety of events as possible with the minimum human cost. A person was
instructed to do a collection of gestures over the sensing surface. He did it
with bare hands, wearing 2 mm neoprene gloves and 3 mm wool gloves to
simulate the variety of possible different scenarios found in the real world.
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All events were recorded separately. The dataset consists of 5224 recordings.
Each recording contains the signal raw integer values of the voltage sensed by
the ADC. Then, an annotation of events was generated. Instead of the classes
foreseen in Equation 4.7, the annotation collects information more detail as
described in Equation 4.10.

Anni = {t0, Δt, isT0, ..., isT8, dmin, Mattarget, Sc} (4.10)

where isTi is a boolean value that determines if the finger has touched the
sensor electrode i during the gesture. dmin is the minimum distance of the
target to the sensor surface. It is zero if any isTi is true. Mattarget is the material
of the target, possible options are bare hand, neoprene glove, wool glove, or
wet hand. Finally, the slide class identifier is used to annotate swipe events
Sc ∈ {Sl, Sr, ∅}.

Although we are only interested in the two types of events, taps, and swipes,
this annotation allows doing further analysis in the future.

For instance, a multi-button touch would show more than one touch and no
swipe. While a swipe gesture would contain multiple touches and swipe in-
formation.

An inter-button touch would have a minimum distance of zero, that is, touch-
ing the surface, but no touches to any button. Different events are represented
and in Figures 4.6a-4.6d, the curves from voltage measuring are represented
for different events.

Instead of manually labeling the dataset, we opted for a semi-supervised ap-
proach. First, we determined the isTi, dmin, and Mattarget for the all the record-
ings except slide recordings. This information is already available in the dataset
recording campaign information. Then, for single touch events, a binary seg-
mentation algorithm [459] based on the saddle point of the first derivative of
the sensor data is applied. This allows determining t0 and Δt. For multi-touch,
inter-touch, and approach events, a similar method is applied to determine t0

and Δt.

For slide gestures, isTi was not available from the dataset test plan so it was
first determined from an individual binary segmentation of each channel. Then,
starting and ending buttons are determined to later compute the slide direc-
tion Sc and timing information t0 and Δt.
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In order to obtain the training, validation, and test sets, the samples have been
separated in a stratified manner according to the 11 positive classes with the
following proportions: 60% for training, 20% for validation, and 20% for the
test.

For this partitioning, each event has been considered separately: the same
proportion has been extracted from each fine-grain event. Thus, the training
set consists of 3155 recordings, the validation set of 1035, and the test set of
1034 recordings.

As a single person was used to build the dataset, it contains some bias on the
characteristics of the events. This affects especially the swipe events, which
seem to have different moving patterns depending on their direction. To solve
this problem, more recordings should be done with different people, and data
augmentation techniques could be performed as well. These limitations will
be addressed in future work.

4.2.3 Implementation

Recurrent Neural Network Models

The models considered for use are three versions of RNN: vanilla [460], LSTM
[77], and GRU [461]. However, independently of the cell type, their data input
and output structures are the same. The input for each cell is a sample point
with its corresponding features. The output of the network is the class of the
segment related to the sequence of samples. In this way, the process works as
looking at a segment but in a dynamic manner. That is, the model classifies
segments. After the sequence has been classified, the internal state of the RNN
cell is reused for the next segment. The structure of the network is detailed in
Figure 4.7.

Regarding the three different RNN cells, vanilla is the simplest RNN network
[460]. The number of parameters of a vanilla cell (network with only one
layer) is n · (n + m + 1) while the number of operations is 2n · (n + m), where
n is the number of inputs and m the number of neurons.

LSTM cells are an improvement of vanilla cells created with the purpose of
solving the exploding/vanishing gradient problem. They were introduced by
Hochreiter in 1997 [77]. They have two hidden states, which serve as input
for the next cell, and also different internal operations for efficient and ad-
vanced memory management. The number of parameters of an LSTM cell is 4
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FIGURE 4.6: Dataset annotations for different gestures in differ-
ent conditions. (A) tap gesture with a neoprene glove. (B) nor-
mal tap on button 2. (C) finger approach, which is not considered

a valid gesture. (D) swipe right gesture.

times the corresponding for the equivalent Vanilla cell, that is 4n · (n + m + 1).
Regarding the number of operations, they are increasing by approximately 8
times n · (8n + 8m + 3) ≈ 8n · (n + m).

Finally, the GRU cell was developed in 2014 by Cho et al. [461] aiming to
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FIGURE 4.7: Detail of the RNN structure for any cell type. The
input at each step is a sample, x, with the corresponding features
for each sensor. The output of the class is for the whole sequence.
(Left) Example of RNN-based system with 1 layer. (Right) A sys-

tem with 3 layers.

solve also the vanishing gradient problem. In contrast to an LSTM cell, it only
uses one hidden state between cells and has fewer internal gates. Hence, they
have a lower number of parameters, 3n · (n + m + 1) and also lower number
of operations, 3n · (2n + 2m + 1) ≈ 6n · (n + m). GRU has proven to yield
similar results than the LSTM cell while being lighter.

Optimization

In this section, the different procedures to obtain the best-performing network
are defined. The objective is to obtain the network with the highest accuracy
at the minimum cost both in terms of resources and computing time.

This is a multidimensional multi-objective optimization problem. In this kind
of problem, we have to simultaneously find the best values (either maximize
or minimize) for several cost functions at the same time. Those functions can
be interdependent and contradictory.

In our case, we define our cost function set to optimize as Equation 4.11
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K(p) = (kNetPer f (p), KMem(p), ktime(p)) (4.11)

where p is a design space point, which in our case is a vector composed by the
concatenation of the design architecture parameters vector, the hyperparame-
ters of the network and its parameters.

For the different cost functions, we consider the accuracy of the network kNetPer f ,
the required memory to store the network parameters kMem, and the execution
time of the network ktime. As we will try to minimize the cost, we will express
all the cost functions in such a way that they give a lower value for better
design space points. We will also add some constraint functions that valid
design space points must fulfill.

We use the recall metric to evaluate the ability of the network to correctly
detect each class of the events in the acquired stream. However, since the op-
timization process needs a function to minimize, we define the cost associated
with the network as

kNetPer f (p) = 1 − RecallAvg (4.12)

where the average is computed over all the valid gesture classes.

Platform Cost Functions We are aiming for implementation in a low-cost
32-bit microcontroller with floating point support. The goal of the implemen-
tation is to avoid tightening to a specific architecture. We want to be able to
change from microcontroller families. The price of different models of a mi-
crocontroller family is usually determined by the amount of RAM. We put as
requirements a maximum 32 MHz clock frequency and 128 kB RAM mem-
ory. We estimate that a fraction of the RAM will be devoted to the program to
execute and its runtime memory requirements, but a large part of them will
be required to store the network parameters of the design SParams(p). Since
we use single precision floating variables, the memory requirements will be
derived from

kMem(p) = 4 · SParams(p) (4.13)

We decide that the maximum RAM memory budget for the network parame-
ters is 80KB, so we add the following equation to the model constraints.



86 Chapter 4. Capacitive Sensing based Gesture Recognition on MCUs

KMem < 80KB (4.14)

We also need to take into consideration the number of operations required to
complete the network computation for every sample to estimate the required
computing time. Floating-point operations take a different number of pro-
cessor cycles, depending on the processor floating-point unit implementation
and the C-Runtime implementations. We use some constant values for the dif-
ferent types of operations, and we associate a cost in cycles for each of them.
We do not stick to a certain family of microcontrollers to be able to easily esti-
mate the performance of the system on different processor architectures. The
computing time is then defined by the number of operations and their cost,
ending in an effective latency time. Thus, we add the following deadline as a
constraint to the system

ktime(p) < 2.8ms (4.15)

Optimization The optimization problem consists of analyzing a design space
point and evaluating it with a number of metrics. In our case, RAM usage, ex-
ecution time, and average recall.

If we want to try to make the networks deeper and less wide, we can see
that we could probably use up to 3 layers. Or even more, it depends on the
dimension of the hidden state of each layer. The problem is that at each layer
we add a new n dimension to the search space, as each layer’s hidden state
can have a different width.

The training of a network is already an optimization of a multidimensional
space with as many dimensions as the number of parameters.

Instead of using an expensive search algorithm for finding the best parame-
ters for every different network architecture, such as grid search, or an algo-
rithm that explores the space poorly, such as random search [462], we choose
Bayesian Optimization (BO) [463, 464, 465]. This method offers the best trade-
off between space exploration and time consumption.

BO is a machine learning-based optimization procedure specially designed for
global optimization of black-box1 functions without obtainable derivatives.
The objective is to solve the problem of finding an optimal point popt that
minimizes the cost function
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popt = argminp∈DSK(p) (4.16)

where DS refers to the design space.

The core idea of BO is that the cost of evaluating the objective function K
is too high in terms of time, opportunity, or economic costs, and it is mod-
eled by a surrogate continuous function g based on Bayesian statistics. The g
function allows us to quickly predict the values of new design points without
estimating the real K. Having a fast function predictor allows to the creation
of another acquisition function q to obtain new points of the design space that
are expected to minimize the cost function K. After the real function, K is
evaluated for the new point, the statistical model of g is updated.

The surrogate function g is usually a Gaussian Process (GP) or a Tree Parzen
Estimator (TPE) [271]. One advantage of TPE is that allows hierarchical and
categorical variables directly without having to modify the surrogate function.
Another difference between the two models is the part of the Bayesian statis-
tics model they try to fit. While GPs fits the posterior probability, TPE fits the
prior and likelihood functions.

In our case, we use the software Hyperopt [466] to perform the BO process,
based on TPE for modeling the objective and acquisition functions. A lim-
itation of Hyperopt is that it does not support multi-objective optimization,
but single-objective optimization. Since network accuracy is our priority, we
adapt the previous formalization to a single-cost function

K(p) =

⎧⎪⎪⎨
⎪⎪⎩

∞, i f kMem(p) > 80KB

∞, i f ktime(p) > 2.8ms

kNetPer f (p), otherwise

⎫⎪⎪⎬
⎪⎪⎭ (4.17)

The combinations that are not meeting the size and performance criteria are
directly discarded assigning an infinite cost.

We force three different optimization processes, one for each network type:
Vanilla, LSTM, GRU. The network architecture parameters and the training
hyperparameters are part of the multidimensional design space.

Hyperparameters and tricks When a new design space point is selected, we
quickly evaluate the constraint functions to discard network architectures that
do not meet the memory size and FLOPs requirements. The selected space
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point does not only sample values from the network architecture parameters
but from the hyperparameters used for training.

The network architecture training is an optimization process in itself. The
training process requires specifying of some hyperparameters. Since different
hyperparameters will lead to different NN parameters, they are considered
part of the design space to explore.

A difficulty to train RNNs is how to address the time of the sequences dur-
ing training. A common technique is truncated backpropagation trough time
(TBPTT) [467]. One of its important parameters is the number of time steps
used. Large values will allow capturing longer temporal events, but if they are
too large the vanishing gradient problem arises, so we test different values.

Learning rate (LR) is probably the most important hyperparameter since it
controls the amount of learning that a neuron is receiving when backpropaga-
tion occurs. A common technique is to use variable LR. We use an exponen-
tial Learning rate scheduler defined by Equation 4.18. Where LR0 is the initial
learning rate, DR is the learning rate decay factor (i.e., decay rate), Lstep is a
value that is incremented after each learning step, and Dstep (decay step) is a
factor to modulate the intensity of the decay at each learning step.

LR = LR0 · DR
Lstep
Dstep (4.18)

Some hyperparameters are fixed, and others are included in the optimization
process. In some parameter dimensions, we limit the possible values to a
discrete set, while in others we provide a continuous range with a uniform
or log-uniform distribution to sample from. The hyperparameters with their
ranges as defined in Table 4.1.

We use different batch sizes, and we limit the maximum training epochs to
10. As all the training variables are included in the optimization process, it
is expected that networks that either overfit or underfit are ruled out during
the process. However, to help avoid overfitting, dropout is also included after
each cell.

Since detecting touch and slide segments are more important than detecting
undesired events, we weigh the importance of those classes by a factor. We
allow weight factors from 3 to 8.
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Parameter Range
TBPTT time steps From 5 to 100 in 5 steps increments

LR0 From 0.001 to 0.1 in log-uniform distribution
Dstep From 30 to 100 in 10 steps
DR From 0.7 to 0.99 in log-uniform distribution

Batch size 2n (with n from 1 to 8)
Epochs From 1 to 10

Class weights From 3 to 8
Dropout 0.0 to 0.9 in 0.05 steps

TABLE 4.1: Range of the hyperparameters for optimization.

Vanilla LSTM GRU
LRNN 1 1 1

nh 16 16 16
Parameters 636 1932 1500

Memory (KB) 2.4 7.5 5.8
FLOPS 443 k 1.3 M 1.0 M

Time (ms) 0.2 0.6 0.4
Touch gestures average recall 64.26% 91.59% 80.78%
Slide gestures average recall 0% 28.50% 3.00%

Recallavg 69.38% 83.54% 75.00%

TABLE 4.2: Initial network results.

With this process, the optimal performing network regarding its hyperparam-
eters and architecture components is found.

4.2.4 Results

We start the optimization process from 3 design points manually selected to
compare the ability of the different RNN cells to capture the time dynamics of
sequences.

We select a single-layer network with a hidden state of 16 neurons. The re-
sults are shown in Table 4.2. As expected, the LSTM and GRU networks have
better performance than Vanilla. However, all the networks are far from an in-
dustrially acceptable performance, which we consider should be above 95%.
Nevertheless, the amount of available memory and computing time in the
final execution platform allows searching for other more complex implemen-
tations to find better-performing networks.

We run 100 iterations of the optimization process for every type of network
on a computer with two Intel Xeon silver 4210 CPU processors running at 2.2
GHz with a total count of 20 cores and 40 hardware threads and 96 GB of
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FIGURE 4.8: (A) Plot of the training procedure for the best LSTM
configuration of the optimization procedure. Loss in blue and
average recall (AR) of the touch classes in green. Dashed lines
correspond to validation (Val.) set values and solid to training
set (Tr.) values. The minimum value of the validation loss de-
limits the transition edge into the over-fitting region. (B) Time of

all the trials run during the optimization process.

RAM. We design the networks with Tensorflow 1.13 and run the optimization
process using HyperOpt. During the training process, we control the average
recall and loss in both the training and validation sets. We consider the model
with the last best validation loss to avoid selecting an over-fitted model. A
graphical illustration of the evolution of the loss and recall during training is
illustrated in Figure 4.8a.

The total execution time of the optimization is more than 10, 13, and 12 h for
Vanilla, LSTM, and GRU designs respectively. Figure 4.8b shows the execution
time for each trial. Discarded network architectures are quickly evaluated
while other design points take a variable amount of time depending on the
size of the architecture and the training hyperparameters. The first iteration
takes more time as the BO algorithm needs to sample several points before the
Bayesian model can be built.

The goal of the optimization is to find networks with better performance,
which is equivalent to minimal kNetPer f cost. Obviously, not all the opti-
mization trials obtain a smaller value for kNetPer f . Figure 4.9a shows the
Pareto front of the trade-off between optimization time and the achieved cost.
Although all training processes last for more than 10 h, the best results are
found faster for LSTM than other networks. For the LSTM, the minimum is
found in trial 23, while for Vanilla and GRU they are found in trial 67. In
any case, the optimization process follows a classical pattern in the economics
of diminishing returns, i.e., the benefits of additional training are decreasing
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(A) (B)

FIGURE 4.9: (A) Evolution of the minimum achieved error dur-
ing the optimization process. After the first 2 h of running the
optimization process, the error reductions are harder to achieve.
(B) Evolution of the size of the parameter during the optimiza-
tion process. The size of the model is often increased to achieve
lower error rates, but big error reductions are also achieved by

the change of other hyperparameters.

Vanilla LSTM GRU
LRNN 1 1 1

nh 34 46 12
Parameters 1950 11052 984

Memory (KB) 7.6 43.2 3.8
Touch gestures average recall 95.68% 98.08% 98.69%
Slide gestures average recall 34.94% 91.37% 83.27%

Recallavg 84.64% 96.86% 95.89%

TABLE 4.3: Best network designs found by the optimization pro-
cess.

with time.

The best-obtained networks are described in Table 4.3. The best-achieved per-
formance is given by an LSTM network but with just a slightly improved one
with respect to the best GRU network. Compared with the initial results in
Table 4.2, the improvement from optimization can be noted especially in the
cases of LSTM and GRU. In the case of vanilla, the only class that has im-
proved is touch. Both sliding gestures (left and right) almost have had no
increase in classification accuracy. In LSTM and GRU, however, the improve-
ment is mainly located in slide classes.

Both, the LSTM and the GRU are above the 95% minimum acceptable aver-
age recall that was part of our requirements. However, the complexity of the
networks is very different. Fig.4.9b depicts how the parameter size has been
evolving during the optimization process for different network designs. Some
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FIGURE 4.10: Confusion matrix for the best LSTM network de-
sign.

of the gains in performance are achieved by increasing the parameter size, es-
pecially in the LSTM network. But in other networks like Vanilla and GRU,
important gains are achieved by changing the values of some hyperparame-
ters such as the batch size and the learning rate.

It must be noted that both the architecture and training parameters are jointly
optimized. This explains the apparently contradictory observation that in
some steps decreasing the size results in less error, and in others, an increase
in the number of parameters produces an increase in the error. The obtained
Vanilla does not meet our minimum requirements and has a much lower per-
formance than GRU and LSTM. In the case of both LSTM and GRU, we can
observe a similar performance but with a different number of parameters. In
the case of the LSTM, the model weighs more than twice that of the GRU
model. In the case of the maximum RAM required for the model, the LSTM
requires more than three times the memory of the GRU cell. The confusion
matrices for both networks can be shown in Figure 4.10 and 4.11.

It is difficult to compare with other related systems found in the literature be-
cause of the difference in the technology of the sensors, their dimensions, or
their supported gesture vocabulary. However, to give an idea of the achieved
performance, we will compare it with the accuracy of the swipe gesture recog-
nition which is common in various systems.

MonoTouch [468] (which is a special surface device) achieves an 85–93% ac-
curacy for swipes. Flex Sensors [469] achieves a comparable 74–87% accuracy,
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FIGURE 4.11: Confusion matrix for the best GRU network de-
sign.

but in this case, the comparison is harder because it is based on a sequence of
finger poses. TouchRing [470] (which is not based on the touch panel, but a
smart ring) achieves a 78% accuracy on the swipes. Knuckletouch [454], which
follows a more similar approach to our work, achieves a 88–89% accuracy for
swipes. In our case, we achieve an 87–95% accuracy, which is comparable to
or better than the former works.

In any case, both networks have been validated in a final industrial product
with positive results. Although the GRU network has lower performance, its
very low memory consumption allows using a lower-cost microcontroller to
achieve additional savings.

Figure 4.12 depicts the parts of the final industrial product prototype based
on the presented techniques. A low-cost standard microcontroller running
the RNN-based gesture recognizer is mounted on a PCB which is connected
to the sensor foil. The device is placed under the mechanical enclosure of the
car dashboard.

4.3 SpArSe Extension

In the second section of this chapter, the topic of NAS, which was illustrated
in Section 2.2, is researched in conjunction with the other two corpus topics:
gesture recognition and MCUs.
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FIGURE 4.12: Industrial design of the final product. From top to
bottom (1) microcontroller PCB, (2) capacitive sensor foil, and (3)

mechanical enclosure.

The first objective is to implement, modify, and improve SpArSe [188]: an
automatic CNN builder for image classification. The second objective is to
extend it to account for latency as a new objective and incorporate recurrent
cells as part of its search space. The last objective is to test the framework in a
gesture recognition problem, Corpus of Social Touch [435] (CoST).

We also succinctly use pruning and quantization, which were described in
Sections 2.3 and 2.1, respectively, as means of further decreasing the require-
ments of the developed models.

4.3.1 Experimental Design

SpArSe Modification and Implementation

SpArSe is built upon two major components: the search space, Ω, and the
search strategy. Each point in the search space, Ωi, is a specification of the
neural network in terms of architecture and training parameters. The search
strategy consists of a multi-objective Bayesian optimization procedure, im-
proved with morphisms to reduce training time. Each of the configuration
points sampled during the search, Ωi, is evaluated with regards to a perfor-
mance constituted as a three objective target: accuracy, Model Size (MS), and
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Working Memory (WM). Each of the three metrics is defined as

Error(Ωi) = 1 − AccuracyVal(Ωi) (4.19)

ModelSize(Ωi) = ∑
i
||wi||0 (4.20)

WorkingMemory(Ωi) = max
l

(||xl||0 + ||wl||0 + ||yl||0) (4.21)

where l indicates layer l, w the weight matrix, x the input, and y the output of
layer l. In the original paper, WorkingMemory (WM) only includes input and
output or input and weight.

The search space, which is detailed in the original work, consists of sequen-
tial convolutional layers organized in blocks, altogether with the possibility
of branching through fully connected (FC) layers, and finally, the last output
layer. This search space comprises a wide range of choices encountered when
building a network of such characteristics: number of layers, type, and num-
ber of filters for each layer, as well as other training and pruning parameters.

An important note is that, as the search space is composed of conditional vari-
ables, an implementation of the Arc Kernel [276] is used, and is especially
suited for conditional spaces. By decomposing the space using and using a
cylindrical embedding, it is able to assess the conditionality among variables.
The embedding g, gi : Xi −→ R2, where Xi is the original dimension i space,
can be used with any distance and covariance method:

gi(x) =

⎧⎪⎨
⎪⎩

[0, 0]T i f δi(x = False

wi

[
sin
(

πρi
xi

ui − li

)
, cos

(
πρi

xi

ui − li

)]
otherwise

where wi ∈ R+ and ρ ∈ [0, 1] are the radius and angle factor of the cylin-
drical space, ui − li establishes the length scale of the dimension i, and δi is
a delta function establishing the existence of coupling among dimensions x.
The implementation, developed by the author, can be found in the GPyTorch
documentation for the Arc Kernel.

1) Search Space Changes: In our implementation, the changes applied to the
search space are the deletion of branching through FC layers and the simpli-
fication of the pruning strategy. The main reason to avoid branching is the
increase in weight and complexity. As explored in other studies in greater
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detail [161], the increased complexity could help to discover new structures
inside the network. Regarding pruning, the original paper uses structured
and unstructured pruning, whereas we have used only unstructured pruning.

2) Search Procedure Changes: The search procedure in the original implemen-
tation consists of three stages: in the first, new networks are sampled ran-
domly or morphed from a previous one. In the second stage, the morphs
are restricted to pruning. In the third stage, the reference configurations are
restricted to optimal Pareto Points. The architecture sampling procedure is
performed through Thompson Sampling (TS).

In general, we conserve the three-stage procedure, but with changes with re-
gards to the AcqF and the network training procedure. In the first stage,
we follow a low fidelity scheme, as detailed in [187], consisting of training
for only one epoch and sample models following a random procedure. In
this case, there are no morphisms, since we want to explore the space and
obtain architectural performance information. In the second stage, we con-
tinue without morphisms but the sampling procedure is led by a GPs with
Monte Carlo-based Expected Improvement (EI) as AcqF. Thus, we rely on
the AF for the proposal of new points, while in the original paper this was
relegated to morphisms or TS. The reason is the evidence of greedy explo-
ration by TS [471, 472], while EI, among others, balances better the explo-
ration/exploitation trade-off. In the second stage, we also increase the epochs
through which the models are trained. In the final stage, we base new sam-
pling points only on morphisms directed through the AcqF. The training epochs
are extended to a normal training procedure.

In addition, we have changed the method by which the maximum working
memory is calculated, as detailed in Equation 4.21. In the present implemen-
tation, the maximum feature map size or WM is the maximum sum of param-
eters of input, output, and weight along the network. An increase in WM is,
therefore, expected. In the case of an RNN cell, the present approach has been
to perform the WM computation for a cell as the unit of measure: we include
in the computation the input, the output, and all the weights and states of
the cell. We base this choice on the fact that in most implementations RNN
cells are built as a whole function and hence all these components consume
memory resources.
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FIGURE 4.13: Example of CoST samples. First, from the left, grab
the gesture. Next, tickle gesture. Third from the left, scratch and,
finally, squeeze. Values of pressure are standardized by mean

subtraction and standard deviation division.

Search Space Extension and CoST Dataset

Next, we extend SpArSe to gesture recognition, specifically, to sequence clas-
sification. The gestures that will be classified consist, as detailed next, of mul-
tivariate sequences. As the gestures must be classified within a certain time
span to ensure an adequate user experience [473], latency is also included as
another objective. To specify the latency of the network, the number of float-
ing operations (FLOP) used to predict a sample input is needed. Then, we
let the user specify the frequency or speed of its platform to finally obtain a
latency measure by comparing both measures.

Latency(Ωi) =
FLOPS

Plat f ormFrequency
(4.22)

To be able to capture temporal dependencies, RNNs are also incorporated into
the search space.

In order to test out the RNN and latency inclusion, and the overall suitability
for gesture classification, the next task is to trial our implementation and ex-
tension of SpArSe with a suitable dataset: the Corpus of Social Touch (CoST).
It consists of sequences coming from an arm-placed device with 64 pressure
sensors arranged in an 8x8 grid. The sensor is placed in the user’s arm to
detect the impulses for different types of actions. Each of the values of sen-
sors ranges from 0 to 1023 and the sampling frequency is 135 Hz. Each se-
quence is arranged as a tensor of dimensions Tx8x8, where T is the length of
the sequence. The lengths of the sequences vary from 10 to 1747 samples. The
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dataset was recorded with the participation of 31 subjects and comprises 14
classes: grab, hit, massage, pat, pinch, poke, press, rub, scratch, slap, stroke,
squeeze, tap, and, tickle. In Figure 4.13, samples for different classes from the
dataset averaged over the 64 channels, are presented.

In the present study, the CoST dataset has been divided into two different
manners. For the NAS procedure, the dataset has been split randomly be-
tween 20 subjects for training, 5 for validation, and 6 for testing. After finding
the best performing network, we apply leave-one-subject-out testing to obtain
the test results. Such division is in accordance of previous studies [27, 28, 474].

As stated in the previous section, the lengths of the sequences are quite large.
This induces problems both for RNN and CNN-based architectures. For CNN’s,
saving and using whole sequences would be a problem for embedded de-
ployment since we would be storing a really large array. For RNNS, there is
a dichotomy in the inference phase: if the RNN cell prediction is faster than
the sampling rate there is no problem with real-time prediction. However,
if it is slower you are forced to store all the data in RAM, which can be im-
possible for most microcontroller capabilities (a sequence of, for example, 500
samples, equals 125 KB, in 32-bit float numbers). Hence, we devise two strate-
gies: first, partition the sequences and predict the sub-sequences, as done in
previous studies [27, 475], and second, pick samples from inside the sequence
(fixing the beginning and the end). With the first method, the sequence is
not processed as a whole but rather separately, while in the second, although
intermediate information is lost, the whole sequence is perceived. This is im-
portant since for some sequences the gesture is recorded at the end [474]. Both
the number of chops and the in-sampling number are included in the search
procedure. In the case of CNN’s, the sequences are arranged in the original
8x8 grid, obtaining an [T, 8, 8] tensor, where T is the sequence length. To
adapt the CNN to different T sizes the model is padded to the length cho-
sen for the sequence, as detailed previously. The only preprocessing applied
to the dataset is standardization by mean subtraction and standard deviation
division for each channel.

4.3.2 Results

The network builder and trainer have been developed using PyTorch, as well
as the pruning and quantization procedures. Regarding quantization, post-
training static quantization is applied to CNNs and dynamic quantization to
RNNs, both cases with 8-bit types. The search algorithm is mainly built with
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(A) (B)

FIGURE 4.14: (A) Pareto frontier for our implementation of
Sparse and CIFAR 10 Binary. Notice the different possibilities
to choose from regarding RAM, size, and performance. Each
point corresponds to a specific configuration of the search space.
(B) Full search procedure for CIFAR-10 Binary with the modified

SpArSe. Color degradation shows the progress of the search.

Framework CIFAR-10 Binary MNIST
Accuracy (%) MS (KB) WM (KB) GPUD Accuracy (%) MS (KB) WM (KB) GPUD

SpArSe [188] 73.66 1.13 3.95 25 97.03 1.38 15 1
Ours 71.15 6.78 11.77 1 98.16 3.88 7.80 3

TABLE 4.4: Results for the original version of SpArSe and our
implementation. Accuracy is in % and Size corresponds to the
model weight in KB taking into account only weights and not
code. The maximum RAM is also in KB and corresponds, in our
case, to the computation specified in Section III-A. Our results
are run in a single RTX 2070 Ti, while the original paper uses
four RTX 2080. GPUD corresponds to Graphic Processing Unit

days.

Ax [476]. Each of the models and search procedures has been carried out with
a single RTX 2070 Ti.

SpArSe Implementation Results

We have compared the original implementation with our implementation af-
ter modifications. The comparison has been made with the MNIST [79] and
CIFAR 10 Binary [477] image classification datasets, with the same preprocess-
ing and splits as in the original paper.

In Table 4.4, results for the modified version can be compared with the original
implementation. In both cases, MNIST and CIFAR10 Binary, the size of the
model are bigger than in the original implementation. In the case of WM, it
is bigger for the original SpArSe in CIFAR10 Binary while it is lower in the
MNIST case. Regarding the accuracy, we obtain a 2 percentage point worse
result in the case of CIFAR10 Binary, but in the MNIST case, we obtain a result
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better by a 1 percentage point. In general and at first sight, our models seem
to weigh more and have similar performance. However, the authors consider
the results inconclusive with regards to which approach is better. The reason
is the stochastic nature of the search strategy and the oscillations that can be
found in the results after multiple runs. For this matter, a broad comparison
would be needed in order to achieve a fairer comparison.

Nevertheless, that does not imply that the increase in MS could not be due
to the architecture change. From the argument previously mentioned in Sec-
tion 4.3.1, it could be followed that reduced search space and the impossibil-
ity of the pruning strategy to prune further compared to the original search
space, would difficult the task of finding better and smaller networks. That
is, the bigger the search space the greater the probability of finding a well-
performing network with a smaller size and feature maps.

Finally, a point that was not noted in the original paper is the utility of the
Pareto frontier as the final result. With the frontier, we are able to choose
among a range of different combinations suiting our direct hardware con-
straints. For example, and as illustrated in Figure 4.14a, we could choose a
heavier network in the CIFAR10 Binary, with 74.79% accuracy, 47.12 KB in
size, and 46.54 KB in WM. Or, if we were constrained for those resources, we
could choose an example of the other extreme with 60.8% accuracy, 0.13 KB
in size, and 1.536 KB in RAM. Hence, as stated in the previous paragraph, it
would be necessary to determine a fairer comparison between methods, by,
for example, comparing the Pareto frontier.

An important point is also the search reduction time. In the CIFAR-10 Binary
case, the original implementation lasts 25 days searching for the final config-
uration, while in our case the search only lasts one day. In the MNIST case,
our search endures 3 days compared to 1 day of the original implementation.
However, we have only used 1 RTX 2070 and the original implementation
employs 4 RTX 2080 Ti, clearly distorting the comparison.

CoST

In the case of the CoST dataset, we have first compared the results between
splitting or in-sampling the data for a pure LSTM or GRU model, as estab-
lished in Section 4.3.1. Results are illustrated in Table 4.5. As seen, cutting
the signal delivers better results than sampling points from it, probably due
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Model Model Type Accuracy (%) MS (KB) WM (KB) Latency (ms)

Albawi et al. [39] CNN 63.71 3556.28* 2105.34∗ -
Ta et al. [41] Random Forest 60.8 - - -

Hughes et al. [42] 3DCNN + RNN 52.86∗∗ 71.34 175.95 -
Ours RNN Cut 65.12 15.77 13.86 199.62
Ours RNN Insample 58.38 32.20 31.89 155.43
Ours 2DCNN 63.54 77.21 45.36 134.36
Ours 2DCNN + RNN 61.64 74.77 51.66 267.12

TABLE 4.5: Results for the CoST dataset with hold-one-subject-
out testing, as in [27] and [28]. * indicates that it has been esti-
mated from the network details in the original paper. ** In this
case, authors did not use leave-one-subject-out testing and hence

only MS and WM are directly comparable.

Model Type Accuracy (%) MS (KB) WM (KB) Latency (ms)

CNN 63.54 77.21 45.36 134.36
61.44 27.74 42.64 100.60
52.93 13.58 18.54 10.49

CNN + RNN 62.07 112.52 72.34 221.14
61.64 74.77 51.66 267.12
57.69 28.22 34.04 56.70

TABLE 4.6: Results for the CoST dataset with hold-one-subject-
out testing for CNN and CNN+RNN search spaces. The first
three rows are for results with CNN and the last three with
CNN+RNN. Each row corresponds to the test result of different

configuration points in the Pareto front.

to the loss of signal information when sampling. Next, we tested the frame-
work with CNN and CNN plus RNN-based search spaces and compared all
of them to previous implementations. In general, the RNN with signal cut-
ting provides state-of-the-art results for all metrics except latency, which is
provided by a CNN.

As stated before, the results presented correspond to certain configurations of
the Pareto front. Other results, although totally useful, are usually neglected.
For this reason, a selection of other points of the Pareto front corresponding
to CNN and CNN+RNN cases can be found in Table 4.6. As can be seen,
although results regarding accuracy could be similar, there is a range of possi-
bilities to choose among regarding different sizes and latency values. All in all,
our implementation solutions have proven to be directly usable in resource-
constrained environments while obtaining the maximum performance for the
defined search space.
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4.4 2D Gesture Recognition

In the fourth section of this chapter, we explore the application and research of
an unsupervised method for 2D gesture recognition with a capacitive matrix:
NNs as information encoder, plus a K-Means algorithm for clustering the en-
coded vectors. Moreover, we employ the software developed in the previous
section (Section 4.3) to find suitable CNN and RNN networks in an automatic
manner. Finally, we develop an automatic quantizer and conversor [219] for
porting our models from PyTorch to code in CMSIS-NN directly usable in
Cortex-M or A MCUs.

4.4.1 Sensing method and data

Capacitive Sensing Platform

As depicted in Figure 4.15, the sensing platform consists of a surface touch
module with three elements: the plastic cover, the capacitive foil, and the em-
bedded board. The touch interface is the upper part of the plastic cover, which
is immediately after the capacitive foil and glued to it. The embedded board
is in the lower part and connected to the capacitive foil. The sensing compo-
nent, which is the capacitive foil, consists of a central sensitive surface and 24
electrodes that run through it: 9 horizontally and 13 vertically, plus a global
shield electrode.

The sensing mechanism is based on the transference of charge between two ca-
pacitors: integration and measurement condensers, as detailed in Section 4.2
or in the work [2].

The final result of a measurement is a set of voltages sensed at the measure-
ment capacitor, one for each electrode. Each voltage is then converted through
a 10-bit ADC to obtain a final raw value for each electrode at a predefined
sampling rate (in the present case, 500 Hz).

Collection and Preparation

The user enters the gestures by touching the sensing surface and, without
withdrawing the finger, draws the gesture on it. We detect the touch by the
method described in [478], and then we begin to collect the raw values of
the electrodes as described in the previous section. By examining which elec-
trodes, horizontally and vertically, have the highest value we can determine in
which spatial coordinates the finger is placed. When the user withdraws the
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FIGURE 4.15: Illustration of the capacitive foil. Each of the dots
represents an electrode, emitting each one a distinctive measure-
ment of its row/column on the surface. The foil is pasted un-
derneath the plastic cover and connected to the microcontroller

through the lower-left pins.

FIGURE 4.16: Examples of numbers drawn at the sensitive sur-
face. From left to right: a one, a five, a six, and a three. The black
points correspond to the electrode pairs through which the fin-
ger has passed. In an image configuration they correspond to 1s

while the background is set to 0.

finger, we stop collecting data. It has to be noted, that the gestures described
do not contain segmentation and thus we do not assess that problem. That is,
we consider a gesture all the signals from a touch to a withdrawal, and force
users to perform the whole gesture in such a manner.

By integrating all the coordinates through which the finger has passed we
construct a greyscale image of 9×13 pixels of the figure drawn. That is, we
mark the points through which the user has passed with a 1, while the rest
of the untouched points remain as background with a value of 0. Hence, the
orientation of the strokes is deleted and only the final form of the gesture
drawn is recorded. That is we produce a static version of the gesture. To
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ease the deployment in a microcontroller and due to deployment framework
limitations, we end up squaring the image to 13x13 by padding it. An example
of such a method can be seen in Fig 4.16, where different numbers drawn on
the sensitive surface can be visualized as the points through which the finger
has passed.

To collect the dataset, numbers from 1 to 9 were drawn a total of 100 times per
number on the sensing surface. The dataset is divided in a stratified manner
in training, validation, and test, with 720, 90, and 90 samples respectively.

4.4.2 Models and NAS framework

Models

We consider two auto-encoder (AE) model types, that is, networks that are
trained to replicate the input. The first a Convolutional Auto-encoder (CAE),
and the second is a Dense Auto-encoder (DAE), made only of fully connected
layers.

In general, the architecture consists of two differentiated parts: the first, the
encoder, is in charge of extracting the information and compressing it into
a central vector, and the second, reconstructing the input. In the CAE case,
compression is performed by a succession of convolutional or pooling layers
followed by ReLU activations, while the input reconstruction is performed by
deconvolution layers and final upsampling. In the DAE case, all the layers are
fully connected followed by ReLU activations, except for the final layer which
reconstructs the input by reordering the output of the network. In both cases,
there is a central fully connected layer that produces the latent feature vector.
An important note is that to reconstruct the input, as it is made of 0s and 1s,
we have used a Binary Cross-entropy Loss for training the AEs.

To provide unsupervised classification, a KM algorithm is in charge of group-
ing the compressed feature vectors into clusters. The choice of KM is central
since it needs the number of clusters to be specified. In our case, this is pre-
cisely the number of classes.

Training and Model Optimization

To train the whole unsupervised method we divide the training into three
separate steps. First, we train the AE to replicate the input. The loss used is an
L2 norm-based reconstruction loss. The networks are trained for a maximum
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of 50 epochs and the model with the best validation loss is used as the final
model; the number of epochs is chosen based upon observation of previous
training. Second, once it has stopped training, we forward the entire training
dataset through it and collect the latent feature vector for each input. The
latent vector corresponds to the central chosen vector, which can be seen in
Figure 4.17. In the CAE case, it has 12 elements, while in the DAE it has 117.
Hence, the feature extraction through the autoencoder acts as a form of data
compression algorithm with an effective compression ratio close to 10.

Third, we train the KM algorithm with all the collected feature vectors. That
is, we have a feature vector per image and each of those vectors correspond to
the central vector obtained by forwarding the corresponding image through
the trained autoencoder. For example, in the CAE case, we have 720 vectors of
size 12. As we are classifying 9 different numbers (from digit 1 to 9, excluding
0), we establish 9 clusters for the K-Means algorithms. K-Means algorithm
is initialized following the k-means++ strategy [479] of similarly distanced
cluster centers and the distance used is the L-2 norm2. Finally, to obtain test
or validation results, we forward the test or validation sets through the AE,
obtain the feature vectors, and predict to which cluster they belong.

Regarding the performance measure, we have selected a clustering supervised
measure, V-Measure [480], for checking the actual classification capabilities
of the framework. Choosing an actual unsupervised clustering metric, such
as Silhouette Score would not provide direct insight into the accuracy of the
predictions. The training, however, remains fully unsupervised.

As detailed as the first step, we have to build and train the network. How-
ever, building and tuning neural networks to be well-performing but also to
comply with hardware requirements is a difficult task. Hence, we employ an
extended implementation of a NAS framework [188] oriented towards opti-
mizing accuracy, model size, maximum feature map (working memory), and
latency. The details of the NAS and its extension are defined in Section 4.3.1.

The framework works, in each architecture case, CAE or DAE, with a config-
uration space composed of both training hyperparameters and architectural
parameters, including post-training linear static quantization and L1-Norm-
based pruning. Once the search space has been defined, the framework se-
quentially searches for solutions that minimize the previously mentioned and
defined objectives (Equations 4.19-4.22).

Once we have the best model found and trained by our NAS framework, we
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FIGURE 4.17: Best architectures resulting from the optimization
procedures for both the CNN and FC autoencoders. The ele-
ments in the image represent the feature maps. In the convolu-
tion case, the size of the feature map is indicated by the vertical
and depth numbers, while the horizontal number indicates the
number of feature maps. In the FC case, the number indicates
the number of neurons in each step, and the images are flattened

at the beginning and reshaped at the end.

can proceed with the next steps of training the KM model and obtaining test
results.

4.4.3 Results

The models established, CAE and DAE, are both developed in PyTorch and
the NAS procedure is developed under Ax [476] and BoTorch [481]. To pro-
duce the embedded code and transform the models, we use Torch2CMSIS
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FIGURE 4.18: Optimization procedure for CAE. The y-axis rep-
resents the Model size and the x-axis the error (per pixel classifi-
cation). Both axes are on a logarithmic scale. The color illustrates
the evolution procedure as each of the steps of the Bayesian op-

timization procedure.

Model MF (kB) MS (kB) L (ms) V-M (%)

CNN 2.69 6.13 5.53 87.18
FC 18.32 39.67 4.08 58.63

TABLE 4.7: Results for the optimization procedure with SpArSe-
Mod. MF corresponds to maximum feature map size, MS to

model size, L to latency, and V-M to the V-Measure.

[219], my library for model conversion and quantization between PyTorch and
the CMSIS-NN suite.

First, we illustrate the optimization procedure for the CAE with SpArseMod
in Figure 4.18. As seen, while the optimization procedure advances there is a
decrease in the model size. Also, one can observe the trade-off between the
model size and the error: while we continue to obtain smaller architectures
the error worsens, obtaining in some cases a compromise.

The final result is an election of the best points of the search: the Pareto fron-
tier. With the best-chosen model, we train and test the K-Means unsupervised
clustering and classification. We present the optimization results for the AEs,
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FIGURE 4.19: Cluster visualization of the different gesture num-
bers through t-SNE.

which correspond to the results for model size, maximum feature map, and
latency, and are detailed in Table 4.7, as well as the test results for the K-Means
unsupervised classification. As seen, the CAE outperforms the DAE in almost
all metrics, except for latency where DAE is a little bit faster. The results for the
model size and maximum feature map sizes are low enough to be able to em-
bed the model in a low-resource microcontroller. After the optimization result
and after training the KM model with the feature maps obtained, we obtain
the test results for the unsupervised classification. In this case, the CAE model
performs much better than the DAE, achieving a good result regarding the V-
Measure. This indicates the feasibility of this method to provide unsupervised
classification.

As the final step of our development, we further embed the best model with
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CMSIS-NN in an NXP-S32K142 microcontroller to perform inference. To per-
form inference and obtain test results in the embedded implementation, we
only need the encoder part of the CAE model and the centroids of KM. We pro-
ceed in the following manner: first and for each input, we obtain the feature
vector by forwarding the input through the encoder, and second, we measure
the distance to all the centroids and choose the nearest one to assign a class. It
is important to note that, in CMSIS-NN legacy API, the quantization used is
the power of two based and in the case of PyTorch is linear, enforcing thus a
loss of precision. This changes the accuracy of the model but not the size since
in both cases we use 8-bit integers. We obtain a V-Measure of 84.08%, hence
resulting in a loss of around 3.104% in the V-measure, but also validating our
embedded deployment.

Finally, to have a visual representation of the clusters, we embed with t-SNE
[482] all the encoded features from the training set and also the centroids. As
can be seen in Figure 4.19, the clusters are well separated identifying each one
as a group of gestures corresponding to a specific number.

4.5 Conclusions

As this chapter has been organized separately in three projects, the conclu-
sions drawn are separated as well.

First, we have shown that tiny RNNs can be used in embedded systems to
process the data from low-cost capacitive sensors to recognize simple gestures
such as touches and slides in various scenarios including the use of gloves and
bare hands.

The use of execution platform constraints in the Bayesian Optimization pro-
cess has been shown to be effective to reduce the optimization time. Thus, the
multidimensional design space can be quickly analyzed until a valid design is
found that meets the minimum requirements. Although further optimization
is possible, the investment would be justified if it is either able to increase the
accuracy of the system or reduce the platform requirements so that cheaper
hardware platforms can be used providing additional savings.

Second, we have modified and extended the procedure and architecture intro-
duced in [188], obtaining similar results regarding accuracy and size perfor-
mance, but reducing significantly the search time. These results act as a valida-
tion of the general NAS procedure since the modifications were only based on
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the addition of lower fidelities and modification of sampling methodologies.
By adapting the search space, including combinations of CNNs and RNNs, we
have been able to develop state-of-the-art methods for a Gesture Recognition
task. Further improvements could include an unconstrained or more flexible
search space and a tolerance-stopping method.

As contributions stand out the implementation and opensourcing of the NAS
system [218], as well as the implementation [436] of the Arc Kernel [276] for
the library GPyTorch [437].

Finally, we have shown a full pipeline of work for unsupervised classification
of gestures. We have employed a CAE plus KM as a model, and a multi-
objective NAS to find a proper embeddable model. Finally, we have been able
to embed that model into an embedded platform with CMSIS-NN, obtaining
good performance results, and thus validating our approach. There are two
next important steps to be able to improve the gesture recognition system.
First, to change the quantization to linear instead of the power of two based
to reduce the drop in performance and also to improve. Second, to improve
the clustering by adding a Kullback-Leibler divergence component in the loss,
hence separating more the feature vectors corresponding to different numbers
[483].

As contribution stands out the development and open-sourcing of a library
for automatic conversion and quantization of PyTorch models to CMSIS-NN
format [219].
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Chapter 5

Inverse Tone Mapping on
Smartphones

In this chapter, we present the second application, inverse tone mapping (ITM),
and its development for a specific hardware platform: mobile phones. ITM
consists in extending, transforming, and adapting the contents of a standard
dynamic range (SDR) image to a high dynamic range (HDR) environment.
Such a process is complicated and computationally demanding due to the
need for the hallucination of saturated values in the original SDR image.

SoA NN methods devoted to ITM have solved the problem by pursuing im-
provements in quality, yielding computing-intensive models only actionable
in GPU or with long processing times; efficiency in inference or the possibil-
ity for deployment in resource-constrained environments have been mostly
neglected. The current study presents a development for making NN-based
ITM more efficient and bringing its deployment to mobile phones. To pursue
such an objective we make use of different quantization schemes (Section 2.1),
efficient operations (Section 2.4), and attention functions, proving how these
mechanisms help make NNs more efficient and move them closer to resource-
constrained devices.

The chapter is organized as follows. Section 5.1 introduces the topic of ITM
and its context for NN and resource-constrained devices. Section 5.2 explores
and presents studies and works of relevance. Next, Section 5.3, presents the
proposed solution and all its components. Section 5.4 defines the experimen-
tal conditions, datasets and results obtained. Finally, Section 5.5 finishes the
section by offering concluding remarks and observations, as well as providing
future lines of work.
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5.1 Introduction

HDR imaging enables capturing, storing, and displaying images and videos
that cover the whole range of illuminance values present in natural scenes
[484]. In contrast, low dynamic range (LDR) imaging technologies only work
with a reduced range of values limited by their channel bit depth, thus pro-
ducing results of inferior perceived quality [485, 486].

In the last two decades, HDR imaging methods have been applied in different
fields and sectors, such as digital games [487, 488] and photography [489, 490],
among others. Due to the lack of appropriate HDR displays, HDR content was
converted to LDR. This operation, called tone mapping (TM) [491, 492, 493],
pursues reproduction of images by reducing the tonal values within the im-
ages, which leads to loss of details and inevitable appearance changes in the
reproduced images [485, 494]. Recently, there has been a substantial increase
in production and commercialization of HDR displays. Sustained by new
standards, such as HDR10, the number of HDR TVs shipped worldwide has
leaped by more than a 10x factor between the years 2016-2019 [487]. In con-
trast, most content to be reproduced is still LDR, thus not attaining the repro-
duction capabilities of HDR displays.

This situation shows the need for the conversion of LDR images into HDR
content. As mentioned previously, this process is named ITM and involves
the recreation of the missing information, and expansion and adaptation of
the available information to a higher bit depth. Handcrafted ITM algorithms
[495, 496, 497, 498, 499] focused on range expansion to accommodate the LDR
content to the new bit depth, as well as the application of tone operators to lin-
earize the content and adjust the missing information. However, such meth-
ods did not provide sufficiently appealing results that could match originally
produced HDR content [500].

Deep neural networks (DNNs) have been applied to ITM tasks [501, 20, 502]
providing state-of-the-art results and products in industrial applications [503].
Nevertheless, current deep-learning-based ITM methods incur high computa-
tional costs, both in terms of memory and latency, due to the use of costly
operations [504, 21], large models [22, 505] or feedback loops [29, 502], among
other factors. Such burdens impede their deployment and usage in resource-
constrained environments, such as edge devices and mobile phones.

To address this issue, we propose a novel Mixed Quantization Network (MQN)
for computationally efficient mobile ITM by integrating different quantization
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FIGURE 5.1: Mobile ITM from single LDR images using mixed
quantization network (MQN). Employment of mixed quantiza-
tion methods and efficient blocks in MQN help reduce the com-
putational complexity of HDR image reconstruction (shown at
the bottom row) from single LDR images (shown at the top row),
and enable its deployment to mobile platforms, achieving a la-
tency of ≈21ms with a Samsung Note 20 Exynos 990 MPSocC.

schemes applied to models, deploying efficient convolutions into models, and
training models using input data. The proposed MQN enables attaining simi-
lar accuracy compared to state-of-the-art methods on a reference ITM dataset
and can be deployed to a mobile platform to perform more computationally
efficient inference. Further, it can be utilized by different hardware platforms,
such as CPU or GPU, due to the flexibility of its components and structure.
More precisely, our models can perform 10x to 100x times faster inference
than competing methods (sample results are given in Figure 5.1). The present
work, as far as the author is aware, is the first one devoted to constructing
computationally efficient DNN-based ITM methods for mobile ITM tasks.

5.2 Background

Next, related work and concepts with regard to ITM, NN-based ITM methods,
and NN efficient methods are reviewed.

Vanilla ITM Methods. Vanilla ITM methods have been implemented using
tone operators [495], expansion algorithms [495, 506, 499], such as gamma
curve expansion and over-exposed region enhancement [496], among other
techniques [485, 498]. A great benefit, in general, of such methods, is their low
computing power requirement. However, they struggle in the generation of
high-quality image content on over- and under-exposed image regions [504].
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DNN-based ITM methods. Recently, DNNs have been employed on ITM
tasks. Although most of these methods blatantly differ regarding network
architectures and model training components, they can be categorized into
three main groups.

The methods in the first group [507, 22, 29, 21, 508, 509, 510, 20, 511, 512, 513,
514, 515, 516], which recreate a HdR image from a single SDR one, suffer
from the problem of not accurately processing over- and under-exposed re-
gions, but provide more compact systems. Methods in the second group use a
group of bracketed over- and under-exposed images as input to directly learn
to generate HDR output [517, 518, 519, 520, 521, 522, 523, 517, 524], as simi-
larly utilized in photographic HDR generation. Methods belonging to these
two groups differ mainly according to their network components, such as non-
local blocks [520] and attention mechanisms [518]. Methods in the third group
train models to generate a set of over- and under-exposed images from an
LDR input, and then merge them to obtain an HDR image [502, 505, 525, 504].
Their main distinction from the other groups lies in the methods used to gen-
erate different exposures, such as deconvolution [504], sequential generation
[505, 525], or recurrency [502].

Single Image HDR Reconstruction. In this work, we focus on single image
HDR reconstruction. The task is substantially more challenging than multi-
input HDR imaging. Among the first works on this task, [20] proposes using
a U-Net type DNN to learn only representations of the over-exposed regions,
while the rest of the image is only linearized through a default function. [21]
use a three-branch network with different dilation ratios and sizes. Recently,
[22] achieved the state-of-the-art by developing a model that reverses and un-
ravels the camera pipeline to reproduce the final HDR, using a different DNN
for each step, thus resulting in a computationally heavy system.

Computationally Efficient ITM Methods. Most DNN-based methods use
heuristics that make them unsuitable for deployment in resource-constrained
platforms. A common trick to enhance the training that burdens inference is
using feedback loops [29, 502, 525], which are commonly used to generate dif-
ferently exposed bracketed images. Another case is when different DNNs are
stacked sequentially and/or in parallel [505, 22, 521]. There are also studies
that make use of custom network blocks, such as non-local blocks [520] or 3D
convolutions [504], which would hinder their deployment to mobile platforms
[526].
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FIGURE 5.2: Illustration of the base backbone and high precision
head that comprise the MQN. IRLB is used for fast inference and
gated attention mechanisms [19] for improvement of feature rep-
resentation learning accuracy. The dotted line indicates the sep-
aration between the fully quantized architecture and the dynam-
ically quantized head. Input is added to the output of the head

to produce the overall output.

5.3 A Mixed Quantization Network for Mobile ITM

The purpose of this work is to develop a learning-based ITM system with
fast inference, especially devoted to the deployment of platforms with lim-
ited computational power. To this end, we propose a Mixed Quantization
Network (MQN) by designing its architecture and components with state-of-
the-art fast inference techniques such as quantization and efficient convolu-
tions. To be able to accelerate inference while maintaining the required high
precision output needed for ITM, we implement a mixed quantization (MQ)
scheme as depicted in Figure 5.2. Moreover, we train models to learn multi-
scale feature representations of HDR content over the input using a backbone
network. The proposed MQN has two components: (1) a feature learning
backbone network, endowed with full integer post-training quantization, and
(2) a smaller network equipped with a head utilizing dynamic quantization to
obtain a target precision for ITM.
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5.3.1 Backbone and High Precision Head of MQN

Backbone

In order to learn multi-scale feature representations, we implement the back-
bone using a U-Net architecture with skip connections, which is also utilized
in other single image ITM methods [22, 20, 504] due to its strong accuracy to
speed trade-off compared to single-scale (resolution) networks [21]. As the
encoder of the backbone, we use a MobileNetV2 (MBV2) [16] to obtain fast
inference. We select a width factor α = 0.35 and apply skip connections at
the activations of layers (1, 3, 6, 13) and output of batch normalization at layer
16. We extensively use IRLB blocks [15], which have a reduced computation
cost1 compared to vanilla convolutions, and can be used in different hardware
platforms (GPU [258, 527], TPU [527], CPU [15, 16], NPU [528, 529]) with im-
provements in latency. To implement the decoder of the backbone, we favor
upsampling in contrast to transposed convolutions, since the former is faster
and does not produce artifacts [22].

To construct the decoder, after each upsampling we concatenate the upsam-
pled feature maps and selected intermediate outputs of the encoder with skip
connections. Following the concatenation, we add several IRLB blocks oper-
ating on the same resolution. Instead of IRLB blocks, the last two blocks of
the decoder are composed of pointwise convolutions followed by batch nor-
malization and ReLU activations. We design the whole network to have a re-
duced number of filters and convolutions compared to other U-Net structures
(U-Net [530] has 7.76M parameters, U-Net++ [531] has 9.04M parameters and
our model has about 1M parameters), thus reducing latency and memory con-
sumption.

Attention mechanisms

We employ a gated attention mechanism (depicted by Att. in Figure 5.2) after
IRLB blocks to improve performance. In the analyses, we explore three meth-
ods to implement attention: spatial attention (SA), channel spatial attention
(CSA), and channel block attention (CA).

First, at the end of the first IRLB block in the decoder, we add Spatial Attention
(SA) [376] gated blocks. We define SA blocks by

1The computational cost reduction from a vanilla convolution to a depthwise separable is
of 1

N + 1
D2

k
, where N is the number of output channels and Dk is the size of the convolution

kernel.
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O f = ((σ1 ◦ C1)(I f ))� I f (5.1)

where Of and I f are the input and output respectively with f channels. C1 de-
notes a convolution with a filter and kernel of size 1, σ1 is a sigmoid activation,
and ◦ indicates function composition.

Second, we add channel information through a depthwise convolution in par-
allel to the SA mechanism, which defines the channel spatial attention (CSA)
mechanism at a given layer by

Of = ((σ ◦ Df )(I f ))� (((σ ◦ C1)(I f ))� I f ) (5.2)

where Df is a depthwise convolution with f filters.

Finally, although with a higher computational cost due to pooling mecha-
nisms, we also test channel attention (CA) blocks [19]. This operation, inspired
by both residual layers and gated attention is defined by

O f = ((σ1 ◦ Cf ◦ σ2 ◦ Cf ′ ◦ GP)(I f ))� I f (5.3)

where Cf denotes convolution with f filters and kernels of size 1, where f ′ =
f · r and r is the reduction ratio of the attention mechanism. Finally, σ2 is the
ReLU function and GP denotes global pooling.

In the analyses (Section 5.4.3), CA provides higher accuracy compared to SA
and CSA. All such attention mechanisms can be seen as reduced one-head
attention models without dense connections, thus being faster but also less
powerful than those employed in, for example, transformer networks [112].
All three attention mechanisms are depicted in Figure 5.3.

High Precision Head

The head is in charge of recovering both the required detail and style of the
input LDR image in the output HDR image. For this reason, the head is
composed of three layers (convolution, instance normalization (IN) [532] and
ReLU) and a residual connection with the original input of the model. Then,
the head produces the final HDR prediction by Ĥ = σ(I + φ(O)), where φ de-
notes a hyperbolic tangent activation function, I is the input LDR image and
O is the output HDR image of the system. We use φ to learn the nonlinear
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(A)

(B)

(C)

FIGURE 5.3: Depiction of (a) Channel Attention (CA) block,
(b) Spatial Attention (SA) and Channel Spatial Attention (SCA)
block. Conv refers to a standard convolution, a soft sigmoid form
denotes the sigmoid activation, the rectilinear symbol denotes

ReLU activation and the ⊗ denotes element-wise product.

transformation between pixel values of the LDR and HDR images, and the
purpose of using σ is to map to relative illuminance values, i.e. [0, 1] interval
[21]. The entire MQN architecture is illustrated in Figure 5.2.

5.3.2 Mixed Quantization and Fusion

Full 8-bit integer quantization [150] cannot be used directly in ITM, since a
higher precision output (HDR image) is required. Hence, direct ITM methods
[507, 22, 29, 21, 508, 509, 510, 20] cannot use full 8-bit quantization and benefit
from size and latency reduction on devices supporting only integer-valued
operations. To address this problem, we define a mixed quantization scheme.
The backbone of MQN is quantized to full 8-bit integer quantization of both
weights and activations, to obtain the most acceleration at inference time, thus
opening the door to deployment in integer-only hardware accelerators, such
as NPUs, but without restricting the application in other platforms, such as
FPGAs [533] or GPUs [534]. Meanwhile, the remaining part of the network,
the head, which produces output with the equivalent resolution to that of the
input, is quantized by dynamic range post-training quantization [150]. That is,
8-bit integer quantization is applied to the weights and 32-bit float activations
are used in order to obtain the required high precision output for the mobile
ITM tasks.
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5.3.3 Loss functions

We train MQN models using the following loss functions of ground-truth and
predicted HDR images H and Ĥ:

• �1 loss function L1(H, Ĥ) = ||Ĥ − H||1, where ‖ · ‖1 is the �1 norm.

• �2 loss function L2(H, Ĥ) = ||Ĥ − H||2, where ‖ · ‖2 is the �2 norm.

• Cosine loss function LCS(H, Ĥ) = 1 − 1
K ∑K

k=1
〈ĥk,hk〉

||ĥk||2||hk||2 , where 〈·, ·〉 de-

notes the inner product, and ĥk ∈ R3 and hk ∈ R3 is the k-th pixel vector
of the image Ĥ and H.

• As part of the problem is content generation, we include a perceptual
loss in the form of a variant of the feature reconstruction (FR) loss func-
tion as in [535] to force the network to match the feature traits of the orig-
inal HDR images. In this case, we use a VGG16 to produce the necessary
feature maps to compute the FR loss by LFR(Ĥ, H) = ∑3

i=1
1
K ∑K

k=0 |Fi(hk)−
Fi(ĥk)|, where Fi denotes the output feature map obtained from the ith

pooling block of the VGG16 and | · | is the absolute value function.

Thus, the overall loss function used for training the MQN model is defined by

LMQN (Ĥ, H) = λ1L1(Ĥ, H) + λ2L2(Ĥ, H) + λ3LCS(Ĥ, H) + λ4LFR(Ĥ, H),
(5.4)

where λi > 0, i = 1, 2, 3, 4 are parameters used to balance range of loss func-
tions.

5.4 Experimental Analyses

First, the experimental setup and evaluation methodologies are described, and
implementation details such as further information on datasets, training, and
evaluation procedures are given. Next, results from the architecture alterna-
tives defined in Section 5.3 are presented. Finally, the proposed model is com-
pared with state-of-the-art methods with extensive analyses regarding the ac-
curacy, latency, and other measures.

5.4.1 Datasets

We build our training data from a collection of HDR image datasets [536, 537,
538, 539], consisting of 3768 HDR images, split into a training set of 3580 im-
ages and a validation set of 188 images. Most of these datasets do not contain



120 Chapter 5. Inverse Tone Mapping on Smartphones

unprocessed LDR images which can be used as input. We opt then for creating
the LDR images through TM [21], that is, we apply a tone mapping operator
(TMO) [492, 491, 493] to the original HDR images to produce LDR images. For
testing and comparing with state-of-the-art methods, we use publicly avail-
able datasets, HDR-Eye [540], HDR-Real [22], and RAISE-1K [541]. These
datasets contain LDR and HDR images, enabling a fair evaluation between
methods.

Training Datasets

We employ 4 different datasets for training: Ward, Funt, PFSTools, and HDR-
Plus. Most of them only contain high bit-depth images, and thus input LDR
images have to be recreated using TM operations. Specifically, the four tone
mapping operators (TMOs) used are: Drago [492], Mantiuk [491], Reinhard
[493] and Exposure obtained from the OpenCV library [542]. For data aug-
mentation, we use a batch of ground-truth HDR images. For each image, a
TMO is chosen randomly and the TMO is applied to the image with random
parameters.

Ward and PFSTools The Ward dataset [537] is a collection of 33 HDR images
originally intended to compare different HDR formats (OpenEXR, Radiance
RGBE, and XYZE, 24-bit and 32-bit LogLuv TIFF, and others). The PFSTools
[538] is a collection of 8 HDR images of both outside and interior scenes.

Funt The Funt collection [536] is a set of 105 HDR images built by bracketing
9 differently exposed LDR images. The LDR images have a difference of 1
exposure value (EV) between them, a rate of capture of 5 seconds, and the f-
stop is not fixed. The final HDR images are created from raw LDR bursts by
alignment and filtering.

HDRPlus HDR+ [539] is a content enhancement pipeline dataset consisting
on 3640 bursts (made up of 28461 images in total) resulting from the Google
HDR+ system. The dataset also contains an intermediate DNG burst merge
image and the 8-bit image resulting from the pipeline. We use the merged
burst image in DNG format as our HDR output and do not use the 8-bit im-
ages defined as a result of the pipeline or the raw input images.
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Test Datasets

For testing our method, we choose three datasets that, contrary to our training
data, have LDR-HDR paired images, thus enabling a fair evaluation.

HDR Eye HDR Eye [540] consists of 46 LDR-HDR pairs taken with the Sony
DSC-RX100 II, Sony NEX-5N, and Sony 6000 cameras. The HDR images are
generated by combining LDR images with exposures (-2.7, -2, -1.3, -0,7, 0, 0,7,
1,3, 2, 2.7). Evaluation is performed using images with size 256x256 as sug-
gested in [525].

HDR Real HDR Real [22] is a photographic dataset specially designed for
extreme HDR contexts. It consists of 1838 LDR-HDR pairs taken by amateur
photographers, employing 42 different cameras, using different exposures,
and covering the whole range of lighting conditions: from near pitch-black
to extremely saturated images. We perform evaluation using 256x256 images,
following [525]. Instead of preprocessing the datasets as employed in [22], we
employ the dataset directly without preprocessing.

RAISE 1K The RAISE-1K [541] consists of a subset of 1000 RAW-TIFF im-
age pairs selected from the original RAISE dataset. Originally intended for
digital forensics, it contains high-resolution images captured in diverse sce-
narios: indoor, outdoor, man-made, and natural. Following [22], we consider
using unprocessed RAW images (with 12- or 14-bit depth) as ground truth
HDR images, and the TIFF images as 8-bit LDR input images. We convert
the RAW images to .hdr format and the TIFF images to JPEG. For evaluation
we downsize images to a quarter of their original size respecting proportion
ratios, resulting in images that are approximately 720p.

5.4.2 Experimental Setup

Accuracy measures

We measure the accuracy of methods using Peak Signal Noise Ratio (PSNR),
Structural Similarity (SSIM) and HDR-VDP-2 [543].

For the evaluation of methods using Peak Signal Noise Ration (PSNR) and
Structural Similarity (SSIM), we use tone-mapped images and predictions. In-
spired by [22], and unlike our training procedure where we use OpenCV tone
mapping operators, we tone map images using four tone mapping operators
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from the Photomatix suite [23] for evaluation: (1) detailed, (2) balanced, (3)
realistic and (4) photographic.

Regarding HDR-VDP metric evaluation, we use version 2.2.2 for evaluation.
Our predictions take values from [0, 1] (relative luminance). We rescale them
to a display range of 1000 cd/m2 and align the 0.01 and 0.99 percentiles of
both prediction and ground truth. For a fair comparison, we use the same
parameters as utilized in [505, 525] to obtain the pixel-per-degree parameter,
which are 24-inch display, 0.5 distance and 1080p display resolution.

With regards to latency measurements, we test models on both a desktop
GPU, NVIDIA GTX 1080 Ti, and a mobile platform, Samsung Note 20 Exynos
990. The latency calculations are performed on the desktop platform taking
into account the process between the reading of the LDR image and the out-
put of the final HDR image, that is to say, the reading and writing computa-
tional costs are not considered. So, for those methods, such as [20] or ours,
that use the input mixed with the output to create the final HDR image, the
combination procedure is also included in the latency computation. In the
mobile platform, latency is tested through the native benchmark application
for the arch64 architecture offered by Tensorflow [544], always running on a
CPU with 4 threads, using images of size 256x256, and results averaged over
300 runs.

Training parameters

The entire training takes approximately 5 days on a computer with an Intel
Core i7-6850K and an Nvidia GTX 1080 Ti. We use the Adam optimizer with
an initial learning rate of 5 × 10−5, a decreasing learning schedule with a de-
cay factor of 0.99 applied at every 4 epochs, and a batch size of 4. In the
analyses, the best results are obtained using λ1 = 1, λ2 = 1, λ3 = 0.1 and
λ4 = 0.05 for integrating loss functions.

5.4.3 Ablation Studies

In this section, we study ablations with regard to various attention mech-
anisms, quantization schemes, loss functions, and deployment of MQN to
hardware platforms for efficient mobile ITM.
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FIGURE 5.4: Illustration of feature maps learned at the Att. 4
layer of the MQN depicted in Figure 5.2. The rows show in or-
der results obtained without using an attention mechanism, fol-
lowed by using SA, CSA, and CA. The first column shows the
predicted HDR image Ĥ and the rest shows the feature maps

learned at different channels of the Att. 4 layer.

TABLE 5.1: Analyses of accuracy and latency measurements (on
the SN20E990) for different attention mechanisms. None indi-
cates that no attention mechanism is used and B indicates back-
bone. Blue and red indicate the best and the second-best accu-

racy, respectively.

Attention Latency B (ms) PSNR-TM SSIM-TM

None 11.55 ± 0.27 20.76 ± 3.21 0.8440 ± 0.0741
SA 11.68 ± 0.49 21.12 ± 3.03 0.8333 ± 0.0800
CSA 12.17 ± 0.25 20.75 ± 3.06 0.8559 ± 0.0597
CAB 12.40 ± 0.32 21.25 ± 3.11 0.8782 ± 0.0520

TABLE 5.2: Results obtained using different quantization
schemes. Latency (L.) is measured on the deployment platform

(SN20E990).

Backbone Head L. Backbone (ms) L. Head (ms) PSNR-T SSIM-T

Quant. Dynamic 11.52 ± 0.82 9.63 ± 0.12 21.25 ± 3.11 0.8782 ± 0.05
Quant. Float32 11.52 ± 0.82 20.95 ± 0.99 21.34 ± 3.08 0.8793 ± 0.05
Float32 Float32 21.13 ± 0.42 20.95 ± 0.99 21.58 ± 3.14 0.8727 ± 0.05
Int 16 - 857.67 ± 18.2 - 17.23 ± 3.87 0.7612 ± 0.1016

Attention Mechanisms

We explore different attention mechanisms specified in Section 5.3.1. Results
given in Table 5.1 show that accuracy increases when moving from SA to CAB,
which provides the best accuracy with an increase of 3% on SSIM, albeit with
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a) I. b) Ĥ. c) f1. d) f2. e) Δ f2. f) PMFs.

FIGURE 5.5: Analyses of the quantized Q(f) and floating point
F(f) features f learned by the MQN at the ConvBnReLU3 layer at
Figure 5.2 using a) three sample input images with b) predictions
Ĥ. Visualization of (c) the first channel f1 and (d) the second
channel f2 of f, (e) the difference map Δ f2 = ‖Q( f2)− F( f2)‖1.
We show the probability mass function (PMF) of Q( f2) and F( f2)

in (f).

an increase in latency of ≈ 1 ms. We examine the features learned using dif-
ferent attention mechanisms in Figure 5.4. We observe that better feature rep-
resentations of edges and surfaces are learned when models are trained using
CSA and CA. For instance, in both cases, the lamp is well captured with large
feature activation values, enabling the dimming effect in the prediction.

Quantization Schemes

Next, we study the behavior of features f learned at the interface between the
backbone and the head (i.e., at the ConvBnReLU 3 layer depicted in Figure
5.2), as well as how quantization affects the interface and the head. In Ta-
ble 5.2, we analyze how the performance and latency of models change for
different quantization methods. The results show that the proposed quantiza-
tion scheme enables us to obtain similar PSNR/SSIM accuracy whilst showing
improvements in latency.

In order to analyze the effect of quantization on statistical properties of fea-
tures, we compute histograms approximating probability mass functions (PMFs)
of features and their quantized versions. The results given in Figure 5.5.e show
that distributions of quantized features Q(f) and features with floating point
values F(f) have similar distributions. This result suggests that the quantiza-
tion scheme preserves statistical information on features.
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TABLE 5.3: Analyses of accuracy for different loss combinations..
Blue and red indicate the best and the second-best accuracy, re-

spectively.

Loss PSNR-TM SSIM-TM

(i) L1 20.00 ± 3.10 0.8295 ± 0.0646
(ii) L1, L2 19.96 ± 3.05 0.8281 ± 0.0656
(iii) L1, L2, LCS 20.22 ± 3.02 0.8268 ± 0.0625
(iv) L1, L2, LCS, LFR 21.25 ± 3.11 0.8782 ± 0.0520
(v) L1, LFR 21.19 ± 2.85 0.8261 ± 0.0832
(vi) L2, LFR 21.53 ± 2.92 0.8343 ± 0.0675
(vii) L1, L2, LFR 21.54 ± 2.85 0.8538 ± 0.0597

We also study what has been learned in the interface as well as the effect of the
network on a computer graphics image. In Figure 5.5 (c and d), we present two
feature maps f1 and f2 corresponding to two channels of f. The maps show
that two very different representations are learned in these channels: in (c)
light sources are identified, striking their relevancy for the ITM task, while in
(d) general edge structures are learned. Moreover, we can see in the first row,
as well as in Figure 5.1, that the network can be applied to computer graphics
images without having special artifacts or distortions, opening the door for
employment of MQN in computer graphics.

An alternative solution to the MQ scheme, already available in some network
optimization suits [545], is quantizing network parameters to 8-bit integers
and activations to 16-bit integers. We compare both schemes and present the
results in Table 5.2 (first and last, rows) using the same network with the ex-
ception of the IN blocks which have been substituted by Batch Normalization
blocks due to incompatibilities in the inference framework. The results show
that there is a substantial loss in accuracy when the int-16 scheme is used. In
the case of latency, we observe a substantial increase in latency, probably due
to an issue of a lack of suitability of such quantization schemes with the de-
ployment platform or the lack of suitable implementations in the deployment
suite. All in all, aside from latency measurements, analyses of the accuracy
of models show the benefits of our MQN in contrast to the aforementioned
scheme which has 8-bit integer parameters and 16-bit integer activations.

Loss functions

We analyze the effect of using different loss functions defined in Section 5.3.3
in Table 5.3. The results show that employing LFR with LCS and L2 increases
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Input wo/ Perceptual Loss w/ Perceptual Loss Ground Truth

FIGURE 5.6: Visual analyses of the effect of training models with
and without using LFR on predictions Ĥ. It helps models gain

structural coherency and improve color details.

accuracy substantially. Meanwhile, LCS and L2 seem to provide a slightly
negative effect on their own.

Moreover, we analyze qualitatively the effect of perceptual loss in the network
results, as illustrated in Figure 5.6. As the results show, training models using
perceptual loss helps learn feature representations of color coherency as well
as color details, further enhancing the quality of the image. Examples are the
structural coherency in the color-checker (row 1) or the sky color coherency
(row 4).

To provide additional information about the training process, in Figure 5.7 we
show the training and validation loss evolution of all combinations of losses
found in Table 5.3.

Deployment Platforms

In the experimental analyses, we used CPUs as our main deployment hard-
ware platform. However, as our objective has been to develop a well-performing
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FIGURE 5.7: Training (left) and validation (right) loss plots for
each loss combination established in Table 5.3.

TABLE 5.4: Comparison with other state-of-the-art single image
HDR reconstruction methods. Performance metrics and latency
values were reproduced with the same evaluation criteria and
original codes. Blue and red indicate the best and second-best
accuracy. P. indicates the number of parameters, L. M. indicates
latency for mobile CPU, M. RAM the maximum RAM mem-
ory consumed by the model, and O. the number of operations
in multiply-accumulate units. Performance values are given
in HDRVDP-Q score. *FHDR[29] uses recurrence: the present

value is computed taking into account two iterations.

Model P. (M) L. GPU (ms) L. M. (ms) O. (GMAC) M. RAM (MB) HDR-Eye Raise-1K HDR-Real
HDRCNN [20] 29.44 247 - 30.35 - 51.16 ± 4.43 51.89 ± 2.77 45.56 ± 8.18
SingleHDR [22] 29.01 976 - 112.75 - 53.05 ± 5.08 51.69 ± 2.56 48.72 ± 4.03

FHDR [29] 0.571 54 4970 ± 434 72.34* 832.40 51.41 ± 6.72 53.13 ± 1.71 45.82 ± 8.67
HDRUnet [546] 1.651 17 808 ± 22 23.42 353.46 50.32 ± 4.07 51.42 ± 3.35 44.60 ± 7.30
ExpandNet [21] 0.45 21 474 ± 7 13.66 262.77 50.52 ± 3.94 51.83 ± 1.68 44.86 ± 8.21
DeepHDR [547] 51.545 17 238 ± 4 18.94 251.17 51.11 ± 4.45 51.66 ± 2.79 45.81 ± 8.34
TwoStage [513] 1.088 32 3338 ± 456 54.91 397.41 49.68 ± 3.7 52.95 ± 2.36 43.46 ± 7.55

Ours (best) 0.928 11 21 ± 1 0.5 9.45 51.59 ± 4.61 51.81 ± 1.56 45.15 ± 8.15

but efficient model employing mixed quantization, attention, and efficient op-
erations, our model can also be extended to other hardware platforms. For
this reason, we also deploy our model to the GPU (Arm MaliTM-G77 MP11)
of SN20E990, elucidating the flexibility of our model with regards to the de-
ployment of MQN models on platforms with different hardware configura-
tions. We obtained a latency of 10.5 ms for our backbone and 9.3 ms for our
high precision head, improving our results even further and showcasing the
hardware flexibility for the implementation of our MQN.
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FIGURE 5.8: Visual comparison of results obtained using, from
left to right; input LDR images, HDRCNN [20], ExpandNet [21],
SingleHDR [22] and our proposed MQN. All images are pro-
duced with Balanced TMO from the suite Photomatix [23], simi-

larly to [22].
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5.4.4 Comparison with State-of-the-art Methods

In Table 5.4, we compare the accuracy, latency, and size of models trained
using MQN and state-of-the-art methods. We selected competing methods
according to two criteria: (1) We considered methods that promised a reason-
able accuracy-latency trade-off [546, 547] due to their simplicity, to evaluate
the efficiency gain introduced with our method. (2) To estimate the cost of
adding efficiency as a factor in network design, we compared MQN to state-
of-the-art or baseline methods [22, 20] that did not take accuracy-efficiency
trade-off into account. The results show that MQN models provide accuracy
(HDRVDP-Q score) on par with the larger state-of-the-art models and with a
notable reduction in latency and RAM consumption.

In terms of latency, our MQN provides the fastest model, both in experiments
conducted on GPU and mobile deployment platforms. Comparison of the la-
tency of the models on the GPU platform is not fair, since our MQN model
uses 8-bit integer quantization and employs depthwise convolutions which
are not suited for GPU platforms [16]. To obtain a fair comparison on the
mobile deployment platform, we adapt the four methods HDRUNet [546],
ExpandNet [21], DeepHDR [547] and TwoStage [513] that perform the fastest
inference on the GPU. The results show that the difference between the la-
tency of our MQN models and these four models increases further on the mo-
bile platform. More precisely, our MQN model is running in real-time (21ms)
while others run from a quarter of a second (DeepHDR with 238ms) to more
than 3 seconds (TwoStage with 3338ms). The same trend is observed with
memory consumption (maximum RAM MB) where our model stands as the
most efficient with a reduction of a factor of x26 or more. The main factor for
such differences is the employment of our MQ scheme with computationally
efficient components, such as IRLB blocks. These facts, along with learning
representations of HDR content over the input, enable us to obtain a faster
model with similar accuracy. However, other models use methods that hin-
der efficient deployment, such as by utilising images with same resolution
[21, 513], inefficient network composition [22], convolution operations and
special blocks [546, 547].

In Figure 5.8, we compare the ITM models visually. In the analyses, our MQN
model performs well with good quality in under-exposed regions. For in-
stance, our MQN model recovers details better than others as seen in the de-
tail of the image in row one. In the case of over-exposed regions, our model
can recover details better than HDRCNN [20] and similarly to ExpandNet [21]
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FIGURE 5.9: Distribution of HDRVDP Q score values for three
test datasets and 5 best competing methods in each case.

as seen in the lamp, tree, and tent details. Although SingleHDR [22] performs
slightly better on over-exposed regions, the SingleHDR model has 29 M pa-
rameters and takes almost a second to perform inference on a desktop GPU,
while our model is 29x times smaller and almost 100x faster.

Extended State-of-the-art Comparison

Histogram of HDRVDP-Q values In Figure 5.9, we plot the distribution of
the Q value scores obtained from HDRVDP for HDRCNN [20], SingleHDR
[22], ExpandNet [21], and our method for all three test sets: HDR-Eye, HDR-
Real and Raise 1K. As the results show, our method performs similarly or bet-
ter than HDRCNN and ExpandNet, and slightly worse than SingleHDR, even
though our method is purposed for fast inference and not for performance
quality, as other competing methods are.
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TABLE 5.5: Comparison with state-of-the-art single image HDR
reconstruction methods for PSNR and SSIM performance met-
rics. Values reproduced with the same evaluation criteria and
original code. Blue indicates the best and red indicates the sec-

ond best accuracy.

HDR Eye HDR Real Raise 1K
Model PSNR−T SSIM−T PSNR−T SSIM−T PSNR−T SSIM−T

HDRCNN [20] 18.82 ± 3.49 0.7754 ± 0.1044 16.53 ± 5.65 0.6378 ± 0.2303 17.25 ± 2.81 0.5950 ± 0.1213
FHDR [29] 20.30 ± 5.40 0.7794 ± 0.1897 16.47 ± 5.83 0.6436 ± 0.2305 17.68 ± 3.67 0.5653 ± 0.1315

ExpandNet [21] 19.85 ± 2.96 0.7854 ± 0.0954 16.24 ± 5.99 0.6175 ± 0.2564 16.58 ± 2.77 0.5264 ± 0.1306
SingleHDR [22] 21.70 ± 4.50 0.8259 ± 0.1244 21.16 ± 5.33 0.7409 ± 0.2150 15.12 ± 3.44 0.5688 ± 0.1253
DeepHDR [547] 19.38 ± 3.38 0.7723 ± 0.1131 16.49 ± 6.15 0.6252 ± 0.2591 17.22 ± 2.86 0.5861 ± 0.1243
TwoStage [513] 17.97 ± 4.16 0.7519 ± 0.1057 14.57 ± 4.52 0.5660 ± 0.2235 19.12 ± 2.81 0.6162 ± 0.1257
HDRUnet [546] 18.58 ± 4.11 0.7724 ± 0.1139 14.59 ± 4.73 0.5778 ± 0.2478 17.70 ± 3.07 0.5989 ± 0.1263

Ours Best 19.97 ± 4.21 0.7990 ± 0.1160 15.95 ± 5.76 0.6162 ± 0.2436 17.71 ± 2.73 0.5776 ± 0.1150

FIGURE 5.10: Latency and accuracy trade-off comparison with
the HDR Eye dataset between competing methods and our pro-
posed solution. Accuracy is measured by the HDR-VDP Q value
score. Latency is computed both in the mobile (CPU) and GPU

platforms.

Quantitative Evaluation on Tone Mapped Images We also evaluate our
method and compete for state-of-the-art methods using PSNR and SSIM. To
provide HDR images for these metrics, we tone map the images with the use
of the Photomatix suite and four tone mapping operators: Detailed, Balanced,
Realistic, and Photographic. Results are shown in Table 5.5. The results show
that our method performs better than ExpandNet and HDRCNN in HDR Eye
and Raise, and always after Single HDR. However, note that our method is
100x faster than SingleHDR both on mobile and GPU, and almost 10x faster
than ExpandNet on mobile.
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FIGURE 5.11: Three examples of extreme cases of overexposure
in HDR Real dataset. Order from top to bottom is: input, HDR-
CNN [20], ExpandNet [21], SingleHDR [22], our method and

ground truth.

Comparative Analysis of Latency and Accuracy Our method is intended
for fast inference, while all competing methods focus on accuracy. We com-
pare the latency and accuracy trade-off in Figure 5.10. We can see that our
model is almost 100x faster than SingleHDR while providing only 3% accu-
racy loss, and while being 10x faster than ExpandNet it achieves a 1 Q point
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more on accuracy.

Analyses for Extreme Over-exposed Cases In Figure 5.11, we illustrate the
difficulty of ITM for some of the samples belonging to the HDR Real with three
extremely over-exposed inputs. As seen, all networks struggle to recreate the
ground truth, failing in most of the content.

5.5 Conclusion

In this work, we proposed a novel DNN-based method called Mixed Quan-
tization Network (MQN), for computationally efficient ITM. The proposed
MQN has produced competitive accuracy with better computational efficiency
compared to the state-of-the-art, being the first DNN-based single image ITM
method targeting computationally efficient mobile ITM.

We have proven how with the use of quantization (Section 2.1), specifically a
mixed quantization scheme, and efficient operations (Section 2.4), IRLB blocks,
we can reduce the computational requirements of models. Moreover, we also
have proven, by deploying our framework to CPU and GPU mobile platforms,
that such optimizations can move the models closer to efficient inference on
hardware platforms that a priori could not handle such models.

Nevertheless, although we have attained similar performance to SoA models
while being more efficient, there are still more steps to push efficient inference
further. Examples could be using distillation, structured pruning, or NAS in
order to improve latency and accuracy trade-off for mobile ITM.
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Chapter 6

Bronchoscopy Navigation

6.1 Introduction

Early detection is fundamental for lung cancer mortality reduction [548, 549].
After a suspicious pulmonary lesion (PL) has been detected through a com-
puted tomography (CT) scan, a decisive diagnosis can only be achieved through
a biopsy. Recent advances in sensors and imaging have improved the sensi-
tivity yield of navigational bronchoscopy (NB) [550, 551], establishing it as a
solid alternative to percutaneous approaches, which have a higher degree of
medical complications [552, 553].

Among the different methods for NB, vision-based NB (VNB) stands out for
its low cost, accessible configuration, and reliability. In such a method, a vir-
tual model of the patient pulmonary system is built from CT scans [554, 555,
556] and the optimal path to the PL is defined. The physician should replicate
this path during the interventional bronchoscopy. Therefore, during naviga-
tion, VNB models require the registration of the virtual lung model with the
frames from the video bronchoscopy to provide effective guidance during the
biopsy. The registration can be achieved by, either tracking the position and
orientation of the bronchoscopy camera [557, 558, 559, 560], or by calibrating
its deviation from the pose (position and orientation) simulated in the virtual
lung model.

Traditionally, the problem of image-based tracking in VNB has been solved
through geometric and hand-crafted methods. Feature generation [557, 558,
580, 560] and similarity measures [571, 572, 569, 30] were commonly used for
such purpose, accounting, however, with tracking errors and large execution
times.
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Method Year Image Size Tracking Type PE (mm) AE (º) CTF (%)
[561] 1998 100x100 Local/Global 2 5 -
[562] 2001 - Local - - 79
[563] 2002 - Local - - -
[564] 2002 410x410 Local - - 73.37
[565] 2004 454x487 Local 3 ± 2.26 2.18 ± 1.63 -
[566] 2004 - Local - - 77.79
[567] 2006 30x30 Local - - 76.4
[568] 2009 - Local - - -
[30] 2010 - Global - - 89

[559] 2011 362x370 Local - - 83.2
[569] 2011 30x30 Local - - 70.2
[570] 2012 362x370 Local 3.72 10.2 -
[571] 2014 256x263 Local 4.5 12.3 -
[572] 2015 487x487 Local 8.48 ± 6.29 - -
[573] 2016 - Global - - -
[574] 2017 50x50 Local 1.5 - -
[575] 2017 - Local 5-151 - -
[24] 2019 - Local 2.4 3.4 90.2

[576] 2019 307 × 313 Local 3.18 ± 2.34 - -
[577] 2020 256x256 Local 1.17 9.71 -
[578] 2020 440x440 Local 3.02 - 78.1
[579] 2021 Local 6.2 ± 2.9 - -

TABLE 6.1: Comparison among bronchoscopic tracking stud-
ies with regards to data and evaluation characteristics. Notably,
none of the methods share a dataset (currently there is no pub-
licly available dataset for this task) or publish their code. More-
over, metrics, although aiming to measure the same quantities,
are different or lacking in some cases. Metrics shown are um-
brella terms for measuring the position error (PE), angle error
(AE), and the number of correctly tracked frames. Tracking type
[30] refers to the type of information provided by the tracking:
global type positions the bronchoscope in macro terms, e.g. 3rd
bifurcation, while local, give information with regards to posi-

tion and angle of the bronchoscope.

Recently, supervised data-intensive learning methods, such as neural networks
(NNs) [581, 574, 577, 576], have been used for localization and tracking in
bronchoscopies, providing better results than previous methods. Moreover,
temporal learning techniques have recently been applied to other endoscopic
modalities [582] but have not been appropriately tested in bronchoscopy. Ad-
ditionally, depth information has lately been extensively used to improve track-
ing [583, 579, 576, 584], mixing it with generative neural networks [577, 576,
584, 579].

Despite these advances, there is a common obstacle among studies: results
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FIGURE 6.1: Details of the synthetic dataset for bronchoscopy
tracking and calibration. 6.1a, an example of synthetic frames
from a trajectory from patient P18’s lower left lobe. 6.1b, posi-
tions visited by the trajectories corresponding to two different
patients: P18 and P20. Both cases only show points pertaining to

the lower right and left lobe trajectories.

are affected by a lack of fair comparability due to the absence of public bron-
choscopy datasets and the usage of appropriate metrics as a gold standard,
Additionally, learning methods depend on high data availability, often hin-
dering their application in data-scarce environments. Table 6.1 summarizes
such a situation from bronchoscopic literature: none of the selected studies
details public code or data as to allow for a fair comparison. With regards
to metrics, position and angle metrics differ or lack in most studies, making
further comparison difficult.

In such a situation, with great progress but also a lack of comparability, is
of outstanding importance to establish ground points for enabling advances.
In the case of a system for pose estimation in intervention guiding, it should
address 3 key points: 1) definition of the most appropriate metric and com-
parison protocol for the evaluation of the estimated pose; 2) determination of
the most accurate strategy for the processing of temporal information and 3)
the highest generalization level (single or across subject) of models.

Hence, the goal of this paper is to analyze the performance of different deep
learning approaches for image-based bronchoscopy tracking using a standard-
ized and fair comparison framework. In particular, we contribute to the fol-
lowing aspects:
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• Synthetic Dataset. We present a bronchoscopy navigation synthetic dataset
based on real anatomies to enable fair comparison among methods with
a cross-subject setting analysis, as well as, address the data requirements
of learning methods.

• Evaluation Protocols. A study and comparison of rotation and position
losses and metrics (including a novel one) for bronchoscopy navigation,
which helps to establish better grounds for training and evaluation.

• Processing of Temporal Information. We investigate different solutions
for neural network temporal learning. Models such as recurrent NNs
(RNNs) [77, 585], pseudo-3D convolutions [586] or 3D convolutions [587],
could exploit temporal information in bronchoscopic videos, currently
not explored, and provide new results.

• Population Modelling. We analyze the different options with regards
to data usage for industrial applications: first, with a patient setting,
focused on the development of a general model, and second, with an
intra-patient setting, by providing a specialized model.

The following sections are organized as follows. Section 6.2.1 describes the
data generation and its characteristics. Section 6.2.2 presents the different
metrics and losses for evaluation. Then, Section 6.2.3, defines and describes
important concepts and composition of the proposed bronchoscopic system
and its elements, altogether with a description of the temporal learning archi-
tectures and proposed population modeling. Next, Section 6.3 presents the
experiments, their setup, and the main results obtained for the system while
exploring their significance. Finally, Section 6.4 concludes this chapter with
the main key points and important takeaways.

6.2 Methodology

6.2.1 Dataset Generation

Virtual lung models are built from an own database of computed tomography
scans 2 [588] using [556] to segment the airways. Virtual airways models are
simulated using their own platform developed in C++ and VTK, BronchoX.

From the virtual models, bronchoscope trajectories are simulated from the tra-
chea entrance up until the 4-6 level and cover the upper-right, lower-right,

2CVC CPAP Study Database
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upper-left, and lower-left lobes. Trajectories are generated from the central
navigation path through the luminal central line traversed using the arch-
length parameter. Different increments in this parameter allow the simulation
of varying velocities across the path.

For each central path, different variations, both, in position (between [−2 : 1 :
2] voxels in each axis) and camera orientation (in the range [−45 : 15 : 45] de-
grees of rotations around the navigation vector) are generated. The variation
in camera position implicitly also modifies the camera point of view, since it is
given by its position and a point in the central path at a distance Δd from the
current point. The rotation around this navigation vector introduces a varia-
tion in the orientation of the image plane. This way, we simulate a full change
in the camera central pose.

Finally, paths with neighboring variations are randomly combined along the
navigation arc-length parameter in order to simulate realistic trajectories. In
total, our dataset has 876 trajectories per patient and lobe, amounting to a total
of 842712 frames.

The dataset has as input values the synthetic frames from the camera view
during the trajectory and as ground truth source values the associated pose in-
side the VTK airway model coordinate system. The position is in voxel units,
and camera view angles are presented in Euler angles.

Figure 6.1a shows some dataset examples. Each row has different carinas and
each column represents variations in position and orientation from the central
navigation. Figure 6.1b shows examples of the lower left and right lobes for
two different patients. Dataset will be made publicly available.

Additionally, the data is processed before training to prepare the inputs and
ground truths. For every two pairs of images in a sequence, the difference in
position and rotation between them is computed. Both components, the dif-
ference in position Δp = (Δx, Δy, Δz) ∈ R3, and the difference in orientation
Δo = (Δα, Δβ, Δγ) ∈ R3, define the difference in pose, ΔP = (Δp, Δo) ∈ R6,
which constitutes the ground truth of the system. That is, we predict the dif-
ference in position and orientation between two images, thus allowing both
tracking and calibration. No standardization is applied to the ground truths,
while images are standardized through mean subtraction and standard devi-
ation division.
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(A) Base network (B) Base network plus recurrence

(C) Base network plus convolutional recur-
rence (D) Base network plus 3d convolutions

FIGURE 6.2: Architectures for bronchoscopy calibration and
tracking. (a) is the baseline network without temporal informa-
tion management, as in [24]. (b, c, d) include different mecha-

nisms to manage temporal information across predictions.

6.2.2 Metrics

In order to train and validate a system for pose estimation, we need metrics
for assessing the error of the predicted rotation and position. As those are two
separate components, we can have different metrics for each of them.

The most common choice is either the mean squared error (MSE), when the
metric is a loss function, or its equivalent, euclidean norm (L2), when it is an
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evaluation metric. Although they naturally fit the euclidean space of posi-
tions, these functions do not necessarily suit the rotation space. An alternative
used in the literature is the direction error (DE) [589],

DE = cos−1(vE · vGT) (6.1)

where vE and vGT are, respectively, the estimated and ground truth direction
vectors. Such direction vectors are computed from the rotation matrix, R, and
a unitary direction vector, u, as:

vr = R · u =⎡
⎢⎣

cβcγ −cβsγ sβ

sαsβcγ + cαsγ −sαsβsγ + cαcγ −sαcβ

−cαsβcγ + sαsγ cαsβsγ + sαsγ cαcβ

⎤
⎥⎦
⎡
⎢⎣

ux

uy

uz

⎤
⎥⎦

where, ci and si are, respectively, the cosinus and sinus of angle i. A common
choice for u is the look-at vector of the virtual camera, usually given by the
x-axis, so that:

vr = R ·

⎡
⎢⎣

1
0
0

⎤
⎥⎦ =

⎡
⎢⎣

cβcγ

sαsβcγ + cαsγ

−cαsβcγ + sαsγ

⎤
⎥⎦

The main issue with such a function is that the choice of u affects the per-
ceived rotations. That is, by selecting a specific u, the system is oblivious to
the rotations through that direction.

To remedy the such problem, we present an alternative metric, the cosinus error
(CE):

CE =
1
3
((1 − cos(ΔαE − ΔαGT))+

(1 − cos(ΔβE − ΔβGT))+

(1 − cos(ΔγE − ΔγGT)))

where (αE, βE, γE), (αGT, βGT, γGT) are, respectively the estimated and ground
truth Euler angles.
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Importantly, all metrics can be used both as loss for training, as well as metrics
for evaluation of performance.

6.2.3 Relative Pose Estimation

Given a sequence of L image pairs at time t, (It
1, It

2) ∈ D1 ×D2, for D1, D2 a
source and target domains, a pose estimation system can be formulated as a
function, fP , predicting the difference in pose between the image pairs:

fP : (It
1, It

2)
t=L
t=0 −→ (ΔPt)t=L

t=0 , It
i ∈ Di, ΔPt ∈ R6 (6.2)

where each domain Di = RCi×Hi×Wi represents RGB images (Ci = 3) of
size Hi × Wi, and the difference in pose for each time t is a vector ΔPt =

(Δpt, Δot) = (Δxt, Δyt, Δzt, Δαt, Δβt, Δγt) representing the difference in (x, y, z)
position coordinates and (α, β, γ) Euler angles.

In case It
1, It

2 are consecutive frames of the same path, fP is modeling a tracker,
and the change in a pose through the sequence would be given by accumulat-
ing the differences estimated across the video:

PL = P0 +
L

∑
t=0

ΔPt (6.3)

where P0 corresponds to the initial pose vector, and PL to the pose vector after
the accumulated changes of the L pose differences.

If It
1, It

2 correspond to frames of different paths, fP would be modeling a pose
calibration.

The network loss is given by the addition of the position and rotation metrics:

L = Lp + Lo (6.4)

where p refers to the position and o to orientation. The position loss Lp is
given by the MSE error, while for the orientation loss Lo we used the three
metrics (MSE, DE, and the proposed CE) described in the previous section.

In any case (tracking or calibration), if the input sequence has more than two
image pairs (L > 0), there are several ways of processing such temporal infor-
mation in order to improve the difference in pose estimation. All architectures
follow Equation 6.3 and their scheme can be found at Figure 6.2. The different
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architectures used are a base network working only between two images, and
3 different ways of incorporating temporal information across frames. Next,
configuration details for each architecture are presented, altogether with the
population modeling approach.

Base Network (Baseline)

The baseline network is a static estimation of pose differences from a single
image pair (L = 0 in Equation 6.2). Each image is passed through a convolu-
tion backbone, specifically an EfficientNet-B0 [183]. Then both feature maps
are concatenated and passed through a convolutional block and a ShuffleNet
block [17], to obtain a suitable performance/latency trade-off. Finally, the re-
sulting feature map is flattened and passed through a fully connected layer to
obtain the different pose predictions between the two images. An illustration
of the overall components of the base network can be found in Figure 6.2a.

Recurrence (Baseline + LSTM)

The previous network does not include temporal management. To be able to
include such information, the first modification to the base network consists
in the addition of a recurrent LSTM [379] (Long Short Term Memory) module
after the ShuffleNet block. Such convolutional plus recurrent network type
can well exploit temporal information, and thus it has been successfully ap-
plied to video tasks, such as object tracking [590], action recognition [591] or
video captioning [592].

For every pair of images in the sequence, we obtain a group of feature maps.
Each one is flattened and a vector, v, of dimension (L, F), is built, where L
is the number of image pairs and F is the size of the flattened feature maps.
Such vector, v, is the input for the LSTM block. At each step, l from the se-
quence of L image pairs, the output vector from the LSTM cell is forwarded to
a fully connected layer, which finally delivers the difference pose vector. An
illustration of the mentioned module is found in Figure 6.2b.

Convolutional recurrence (Baseline + ConvRNN)

In the previous architecture recurrence required flattening the feature maps
so they could be fed to the LSTM. Such flattening destroys visual relations
present in the feature maps, thus losing information. To avoid such loss, a
possibility is to use a convolutional LSTM [593], where vectorial operations
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are substituted by convolution ones. In such a way, we are able to maintain
the visual structure during recurrence. Flattening, however, is still needed to
produce the pose prediction through a fully connected layer after Conv-LSTM.
In Figure 6.2c, an illustration of the overall structure is presented.

3D Convolution (Baseline + 3D)

An alternative to recurrence for managing temporal information is 3D convo-
lutions [594, 595]. Once all the feature representations from all image pairs in
the sequence are generated, a 4D tensor of size (L, C, H, W) can be built.

Such tensor is fed to a block of two (Conv3D, BatchNorm, ReLU) layers. Work-
ing at once with the feature maps coming from all image pairs allows learning
relations among them, producing improvements in angle and position estima-
tion. After the 3D convolution block, the result is flattened and fed to a fully
connected layer to predict the final difference pose prediction. In Figure 6.2d
an illustration of the overall network can be seen.

Approaches for Population

Once the data has been prepared as specified in Section 6.2.1, we define two
different approaches to prepare our training and validation scheme. The pur-
pose is to establish the attainable degree of generalization of the models de-
veloped in two different industrial settings.

First, is the population or cross-subject setting, in which a patient is selected
as validation and the rest of the patients are used for training. This case, in an
industrial environment, would correspond to building a general model with
different patients and expect enough generalization of the model to apply it
directly to an unseen patient.

And second, is the personalized setting, where validation is performed over
the same patients as training, but with different sequences. Such a proce-
dure implies that every time we include a patient, models should be retrained.
Hence, although the procedure would be more cumbersome, less generaliza-
tion effort is expected from models.

Pruning

The presented networks, although stemming from a highly efficient network,
EfficientNetV1-B0, have a fixed set of computing requirements. To reduce the
computational burden and allow for a better adaptation to resource-constrained
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environments, we apply L2 structured pruning [167]. Moreover, to avoid the
drop in performance, we apply pruning progressively during training: first,
we train the network until epoch, e, afterward and until epoch, e′, we prune
the network the same amount each epoch in an accumulated manner, thus
avoiding a sudden change in network training. With such a procedure, we
achieve decreasing network requirements while maintaining or even improv-
ing network accuracy.

6.3 Experiments and results

In the present section, we present the experimental details and results for the
experiments and configurations stated in Section 6.2.3.

Experimental setting . With regards to data and for conducting the follow-
ing experiments we have selected different groups for each experiment. More-
over, at each experiment, we have selected 15 trajectories per patient and lobe
for training, reserving a 3 for validation. Each sequence has been divided into
a set of pairs of images. In the case of temporal information experiments, we
have selected the same number of sequences, but sequences have been split
into chunks of 10 pairs of images.

Networks have been trained using two NVIDIA RTX 2080ti, using Adam opti-
mizer with a learning rate of 1e−4, and early stopping based on validation loss
evolution. Dropout has been added to the ShuffleNet blocks to avoid over-
fitting. In the case of temporal learning, networks have been trained using
truncated backpropagation through time (T-BPTT). A batch size of 2048 has
been used in all the experiments, with the exception of the architectures, with
a batch size of 512 to offer comparability among trials since the 3D architecture
did not fit into memory.

6.3.1 Results

Losses

Table 6.2 shows results (mean ± standard deviation) in the validation set for
the different loss combinations evaluated with the different metrics. The best
performers are highlighted in boldface. For all evaluation metrics, with the
exception of L2 loss for the L2 metric, the network trained with the proposed
rotation metric CE achieves the best results. Models trained with metrics
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Position Error Rotation Error
Loss L2 L2 DE CE

LpMSE + LoMSE 0.549 ± 0.573 1.236 ± 6.762 0.724 ± 0.498 0.173 ± 0.194
LpMSE + LoDE 0.368 ± 0.191 2.441 ± 8.491 0.713 ± 0.533 0.434 ± 0.385
LpMSE + LoCE 0.264 ± 0.169 1.554 ± 8.572 0.542 ± 0.503 0.116 ± 0.181

TABLE 6.2: Results for the different loss combinations evaluated
with the different metrics. Values show mean and standard de-

viation.

adapted to the rotational domain improve also the results for the position
error, not only in average but also in variability. A reduction in the latter
indicates a more stable behavior of the predictions and, thus, higher general-
ization or transfer capability.

Patient Settings

We implement the two patient settings described in Section 6.2.3, outer and
intra settings, altogether with the loss configuration, LpMSE + LoCE. In Fig-
ure 6.3, we compare validation performance with regard to the position and
angle errors of both options. Clearly, the intra-patient setting obtains notably
better results, both for position and angle results, indicating the benefits of re-
training the model each time a new patient enters the pool, albeit its associated
costs.

Moreover, we also examine the effect of increasing the number of training
and validation sequences. As seen in Figure 6.3, increasing data helps reduce
the error in the intra-patient setting for both the position and angle terms.
However, in the case of the outer-patient setting, it only helps reduce the angle
error, while the position error is only reduced slightly. The improvements in
the intra-patient setting when increasing data show a positive association with
our synthetic dataset since its data production is cheap and unlimited with
regard to quantity.

Architectures

Table 6.3 shows results for the validation set and for the different architectures
presented in Section 6.2.3. For this case, sequences of 10 pairs of images are
used for training, while full sequences are used for validating the methods.
We employ LpMSE +LoCE as combined loss, as well as the intra patient setting.
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FIGURE 6.3: Effect of data increase in an outer-patient (red) and
in an intra-patient setting (green). Average Position Error is rep-
resented by a dashed line and Average Cosinus Error is repre-
sented by a solid line. The X-axis represents the number of se-

quences per lobe and patient available.

Config. L2 (voxels) CE
Baseline 0.395 ± 0.268 0.188 ± 0.237

Baseline + LSTM 0.371 ± 0.240 0.213 ± 0.250
Baseline + 3D 0.397 ± 0.252 0.167 ± 0.221

Baseline + ConvRNN 0.355 ± 0.252 0.195 ± 0.242

TABLE 6.3: Ablation results for the different architectures pro-
posed in Section 6.2.3 with regards to performance metrics L2

and CE.

As observed, recurrence improves position tracking. The results, in both cases,
favor the convolutional recurrent solution compared to the plain recurrent,
showcasing the benefit of maintaining the 2D visual structure inside the re-
current cell. It is interesting to note the slight worsening of rotation tracking,
being worse in the plain recurrent solution.

In the case of the 3D convolution fusion, it can be observed the improvement
in rotation tracking, albeit the lack of improvement in position tracking.
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FIGURE 6.4: Results for the pruning experiment. Size represents
the relative size of the pruned networks with regard to the origi-
nal one. Note the improvement in rotation prediction of the net-

works pruned to a 90%, 70%, 50%, and 30%.

Config. Param. (M) GMAC Latency FP32 (ms) Latency FP16 (ms) Latency INT8 (ms)
Baseline 13.967 1.086 157.915 93.9702 70.2556

Baseline + LSTM 14.164 1.087 308.4 97.1851 66.7389
Baseline + 3D 13.983 1.223 163.881 91.6489 62.6699

Baseline + ConvRNN 14.142 1 .089 251.524 95.8629 65.7964

TABLE 6.4: Ablation results for the different architectures pro-
posed in Section 6.2.3. Latency is computed with an NVIDIA
Jetson AGX Xavier embedded GPU board, using trtexec bench-
mark, and TensorRT 8.4 as conversion and deployment environ-
ment. Sample input has dimensions (1, 10, 3, 256, 256), being

(batch size, sequence length, channels, height, width).

With regard to latency, we measure the latency in FP32, FP16, and INT8 for all
different architectures. Results are shown in Table 6.4. In FP32, and in both
cases, LSTM or ConvRNN. the addition of recurrence increases the number of
parameters, the number of operations, and latency, especially in the latter case,
probably due to the lack of specific implementations. In the case of 3D, there is
only a slight increase in latency for FP32. However, as we move to smaller data
types, such as FP16 or INT8 we notice two things, first, the notable decrease
in latency for both cases, and second, the reduction of the initial differences of
latency, obtaining homogeneous results for all different architectures.
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Network Param. (M) L2 (voxel) CE
OffsetNet [596] 43.6 0.419 ± 0.276 0.197 ± 0.228
BronchoTrack 9.8 0.361 ± 0.270 0.180 ± 0.235

TABLE 6.5: Comparison with the state-of-the-art method for
bronchoscopy tracking and calibration in terms of position error

(L2), angle error, and the number of parameters.
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FIGURE 6.5: Position trajectory comparison with the two state-
of-the-art methods, OffsetNet (green), our method (orange), and

the ground truth (blue).

Network GPU Board FP32 Latency (ms) FP16 Latency (ms) INT8 Latency (ms)
OffsetNet [596] GTX 1080 Ti 28.8154 - 23.1551

BronchoTrack (baseline + ConvRNN) GTX 1080 Ti 40.7378 - 32.8537
OffsetNet [596] Jetson Xavier 186.705 69.3725 44.1123

BronchoTrack (baseline + ConvRNN) Jetson Xavier 251.524 95.8629 65.7964

TABLE 6.6: Comparison with the state-of-the-art method for
bronchoscopy tracking and calibration in terms of latency in
two GPU boards: GTX 1080 Ti and an embedded GPU board,
NVIDIA Jetson Xavier. Results for input with dimensions (1, 10,
3, 256, 256), where each dimension corresponds to (batch size,
length of sequence, channels, height, width). TensorRT 8.4 is
used as a deployment framework and trtexec as a benchmark
utility. The latency benchmark is performed with unpruned net-
works since sparsity is only available for Ampere-based archi-

tecture boards.

Pruning

In Figure 6.4 results for the pruning scheme defined in Section 6.2.3 are pre-
sented. We select as the loss combination, LpMSE + LoCE, the intra-patient
setting, and the convolutional recurrent solution. Taking into account the
base network, the latter is pruned up to different degrees, producing a set
of pruned networks. Specifically, we prune the base network to a (90%, 70%,
50%, 30%, and 10%) of its original size.

As seen in the figure, pruning up to 70% improves the rotation accuracy while
slightly improving the position results. Pruning up to 30% improves further
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the rotation accuracy but slightly worsens position results. Finally, pruning up
to the 10% of its original size critically harms the accuracy of both the rotation
and position tracking. All in all, the improvements obtained through pruning
show how it can help remove redundancy and adapt the network to the data
complexity in case.

Comparison to State-of-the-art

Finally, we compare our model with the current state of the art for bron-
choscopy tracking, OffsetNet [581], implementing it as described in the origi-
nal publication. For such comparison, we build on our best results in previous
sections and choose as loss the combination LpMSE + LoCE, as the architecture
of the convolutional recurrent network while pruning it to a 70% of its origi-
nal size. We call this network BronchoTrack. Both networks are trained and
tested in an intra-patient setting, using sequences of 10 steps long for training,
and full sequences for testing.

In Table 6.5 we show results for the comparison in the test set. As shown our
network is better for both position and orientation tracking. Moreover, it has a
notably reduced computational burden in terms of parameters, it weighs more
than x4 less. However, with regards to latency results shown in Table 6.6,
our network is noticeably slower in FP32, while it has a reduced difference
in INT8. We explain these results due to the special operation included in
our network (ConvRNN, ShuffleNet blocks), which might not have special-
ized operations kernels in the deployment framework and for the embedded
board, making OffsetNet, which is simpler in terms of operations, much faster.

In Figure 6.5, we further compare both models by showing the accumulated
position tracking for example trajectories in the test set. As seen our model
is able to closely match the ground truth sequence while OffsetNet deviates
more and struggles to follow the ground truth path.

6.4 Conclusions

In the present study, we have presented several contributions to bronchoscopy
tracking and calibration. We have built a synthetic dataset to allow for a fair
comparison between methods and be able to train data-hungry models. Two
different patient settings for training learning methods have been analyzed,
concluding with the benefits of an intra-patient setting. We also have experi-
mented with the configuration of a neural network model with regard to the
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loss function, temporal information management, and resource consumption
reduction. Finally, when compared to a state-of-the-art method, better results
have been obtained while consuming fewer resources in terms of memory. All
in all, there are still important next steps to take to improve current results.
Such steps could involve the study of transfer learning to real bronchoscopy
videos, for example with the use of generative adversarial networks, or the
adaptation to the specific conditions of a medical setting in terms of hardware
and resources.
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Chapter 7

Conclusions and Future Directions

7.1 Conclusions

Last decade advances in deep learning have supposed a great leap in state-
of-the-art results with regard to tasks such as image classification, language
translation, and many others. However, with such success, there has been
a related increase in model complexity and size, which has incremented the
hardware requirements both for training and inference (both generally and
initially limited to GPUs). Moreover, the hardware capabilities (OPS perfor-
mance, memory, throughput, latency, energy) have supposed an initial limita-
tion to deploying applications in resource-constrained platforms and applica-
tions, such as mobile or embedded platforms.

There have been many initiatives to reduce training time, and energy costs,
and improve data efficiency during the development phase. Equally, there has
also been profound research to optimize deep learning models with a focus
on inference and deployment: decrease model complexity, size, latency, and
memory consumption. In such direction, there are five optimization methods
that have stood out: pruning, quantization, neural architecture search, effi-
cient operations, and distillation.

Such techniques can be grouped into two sets: first, those that set off from a
network and apply the optimization (pruning, quantization, and distillation),
and second, those that create a network (NAS and efficient operations). The
first group has benefits limited by the initial network and generally but not
always their improvements are traded for a decrease in accuracy. Meanwhile,
the second group can offer improvements with the possibility of improving
the accuracy by exploring automatically or manually the network configura-
tion space. Thus, as a conclusion, if a great change in latency, or any other
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performance-related metric, is desired without a limitation in improvements,
NAS and efficient operations should be targeted as optimizations.

Nevertheless, the first group of optimizations is usually the fastest to apply
since it does not require exploration or manual network building. Moreover,
NAS can be extremely expensive in computing time. Hence, in conclusion, it
can be stated that quantization, pruning, and distillation are generally cheaper
to apply than NAS, in the sense that requires either fewer human or hardware
hours to implement and obtain results.

In parallel, in order to enable inference deployment in specialized hardware
platforms, new frameworks have appeared. The number of frameworks has
grown greatly in the past years targeting many platforms. Examples are CMSIS-
NN, uTensor, TF Lite Micro, and others for MCUS, and TF Lite and Core ML
for mobile platforms, among many frameworks and platforms. Those frame-
works include several features for the deployment of models, but most impor-
tantly, the crucial point is if they support the specific model operations and
optimizations. This last point is critical since it can affect severely the deploy-
ment process. Thus, as conclusion, before training it is of utmost importance
to check the full pipeline to deployment, including running inference, ensur-
ing that deployment is feasible.

As stated in the introduction, this thesis has been based on the two previous
concepts, optimization methods, and deployment frameworks. Altogether
with an industrial research scope. I have worked from researching, improv-
ing, and implementing optimization methods, passing through developing
deploying tools, to prototyping research projects. Specifically, I have worked
in three different industrial and research environments, where I have researched,
developed, and applied different optimization methods in order to bring deep
learning models to the targeted deployment platforms while using or devel-
oping the corresponding deployment frameworks. In all of them, I reached to
provide scientific advances with respect to the state of the art.

In the first environment, on MCUs for low-cost automotive applications, I ex-
perimented with quantization, NAS, small RNNs, and unsupervised meth-
ods. I have shown that tiny small RNNs can be used for gesture recognition
on MCUs with simple gestures. Moreover, I have used NAS to find small, fast
but well-performing RNNs for gesture recognition by extending and adapt-
ing an already existing NAS framework [188] to include RNNs and latency
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in a multi-objective setting, proving its usefulness. Additionally, I have con-
tributed by open-sourcing an implementation of the arc-kernel [276, 436] nec-
essary for improved multi-objective search with Gaussian processes, and also
a converter, quantizer, and automatic deployer for deploying NNs from Py-
Torch to CMSIS-NN in MCUs [219].

In the second environment, ITM on mobile platforms, I have experimented
with quantization and efficient operations. I have used a mixed quantization
scheme to, altogether with efficient operations (IRLB) and attention mecha-
nisms, accelerate a network and reduce its computational requirements, so as
to deploy it to a mobile platform. Moreover, all optimizations applied enabled
the network to run in most of the hardware platforms (CPU and GPU) of the
device, proving their versatility and portability.

In the final environment, bronchoscopy navigation on embedded boards, I ex-
perimented with pruning and efficient operations. I have used efficient opera-
tions (ShuffleNet blocks) and an efficient network (EfficientNet-B0) to produce
a network that has a reduced model size and performs better than state-of-the-
art models. Moreover, pruning has helped us to reduce the model size further.

All in all, the present thesis, has shown how model optimization methods
help reduce computing requirements of NNs during inference, improving
their deployment in resource-constrained hardware platforms. These opti-
mizations can serve to improve latency, model size, or memory consumption
among many performance metrics. However, each of them has different char-
acteristics, effects, and resource consumption, making them suitable for dif-
ferent applications. Moreover, we have also shown the importance of deploy-
ment frameworks, where the support for specific operations and optimization
methods is of utmost relevance.

7.2 Future directions

There are still many research directions to improve inference for NNs and ease
their employment in resource-constrained platforms.

First of all, we have only tackled a subset of models, mostly CNNs and RNNs.
However, newer models, such as transformers, are even heavier, and there
is still much room to elucidate how optimizations can help to bring them to
resource-constrained devices. There is already active research on the topic
[597, 598, 599].
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In the same sense, we have explored three platforms: MCUs, mobile, and em-
bedded GPU boards. However, there are other platforms that are experiment-
ing with growth, albeit more limited, on the capability to deploy NN models,
such as FPGAs or ASICs. Research trying to ease deployment in FPGAs, for
example, could be useful due to their higher energy efficiency characteristics.
However, the adaptation of both NN operations and especially, optimization
methods, is not a straightforward task and is a topic under active current de-
velopment [600, 601].

The integration of deployment frameworks and optimizations is a work in
progress by companies and researchers. Examples are the integration of sparse
kernels in TensorRT or in XNNPACK. Currently, design has to specifically take
into account every step from the development of the network to the platform
and deployment framework to succeed in deployment. Advances in integrat-
ing model operations, optimizations, and deployment frameworks will relax
the constraints and help spread AI to currently inaccessible applications and
situations.

Finally, an also important research focus is the explainability of the improve-
ments provided by methods such as NAS, pruning, or efficient operations,
which would result in better comprehension of NNs and their improvement.
In parallel, the combination of all of them is another topic that could be further
explored.
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