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Abstract

The focus of this thesis is the development of a superconducting hot electron bolometer
(HEB) mixer intended for the operation as a heterodyne receiver for the observation of
the electric quadrupole transition of molecular hydrogen in space at 10.7 THz.

The developed detector is based on a quasi-optical receiver concept using a lens to
couple the RF-signal to an antenna. The mixing element is a phonon-cooled niobium
nitride microbridge that is integrated in the center of the antenna. The detector consists
of a copper tellurium detector block containing the IF-board and IF-connector and the
HEB-device glued to the flat backside of the silicon lens. The HEB-device is a circular
RF-chip based on a 9 µm thick silicon carrier membrane with the RF-circuit structures
and integrated HEB-element on its upper side.

For the development of the RF-circuits the dielectric properties of the carrier substrate
that consists of high resistivity float zone silicon (HRFZ Si) have been determined since
the data available is insufficient for this high frequency range at cryogenic temperatures.
The dielectric properties were investigated by means of transmission measurements of
different plane parallel silicon samples with two Fourier Transform Spectrometers (FTS)
within a frequency range from 4 THz to 18 THz for temperatures between 5 K to 300 K.
The measured refractive index increases less than 0.002 with frequency within a frequency
interval of 12 THz. From 300 K to 5 K it is reduced by 0.83 % in average. The absorption
coefficient of HRFZ Si roughly decreases by 35 % from 300 K to 5 K. The determined
permittivity of the carrier substrate at cryogenic operating temperatures of the receiver
is 11.4(±0.1).

In total 20 different designs of RF-circuits have been developed and fabricated on
one wafer by E-beam and UV-lithography technology in the in-house microfabrication
facility. The RF-circuits are based on three different broadband antennas and variations
of a narrow-band antenna. One narrow-band and one broadband RF-circuit address an
operating frequency around 4.7 THz instead of 10.7 THz to enable a comparison with
the UpGreat receiver which has been developed in our research group. The broadband
antennas are a self-complementary logarithmic, a logarithmic and an Archimedean spiral
antenna. The narrow-band antenna is a double-slot antenna of a full effective wavelength
in length that is attached to an RF-filter. To investigate the influence of the lens on
the antenna beam of the 10.7 THz double-slot antennas a software has been developed
and evaluated that is based on a spectral ray tracing technique because the available
commercial CST software is not suitable for that task within the present resources and
time constraints.
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According to numerical calculations the double-slot antenna out of the investigated
antennas reaches the highest overall coupling efficiency. The predicted Gaussian coupling
efficiency without considering losses within the gold layers is 49 % for the designed 4.7 THz
double-slot antenna when being mounted at the backside of the silicon lens without an
anti-reflection coating. From all broadband antennas the Archimedean spiral antenna
that typically is used for distinct lower frequencies below 1 THz, is predicted to obtain
the highest overall power coupling to a Gaussian beam of about 39.4 %. Applying an anti-
reflection layer on the lens these Gaussian coupling efficiencies are expected to increase to
about 64% and 57% for the double-slot antenna and for the Archimedean spiral antenna,
respectively.

In total five different RF-circuits have successfully been assembled in the detector block
and used as an external power detector of an FTS to determine their spectral response
within an interval from 3 THz to 12 THz. They are based on three narrow-band designs
for 10.7 THz, one narrow-band design for 4.7 THz and a broadband circuit based on
the Archimedean spiral antenna. The detectors with the double-slot antennas exhibit a
distinct polarization-dependent sensitivity that is maximal at the dedicated polarization
direction of the DS-antenna and vanishes for the polarization direction perpendicular to
it. All assembled 10.7 THz narrow-band detectors show a response peak slightly below
the intended operating frequency with deviations of the center frequencies less than 4 %
to 8 %. The measured curves of the RF-response around the operating frequency agree
well with the predicted curves of the coupling efficiency between the HEB-element and
the antenna. The detector with the Archimedean spiral antenna shows a significant direct
response over the entire frequency range from 3 THz to 12 THz. To our knowledge the
Archimedean spiral antenna as well as the double-slot antenna till now so far are the
only antennas designed for 10.7 THz that have been realized and verified as direct HEB
power detectors. The measurement results confirm that these HEB-devices are suitable
candidates for future heterodyne measurements. The local oscillator (LO) source that
is needed to operate the detectors in heterodyne mode is a Quantum Cascade Laser
developed by the Quantum Optoelectronics Group of the IQE, ETH Zurich, and has not
yet been completed at the end of this work.
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Zusammenfassung

Gegenstand dieser Arbeit ist die Entwicklung eines supraleitenden Hot Electron Bolome-
ter (HEB) Mischers, welcher als Heterodyne-Empfänger für die Beobachtung des elek-
trischen Quadrupol-Übergangs von molekularem Wasserstoff im Weltall bei 10.7 THz
eingesetzt werden soll.

Der entwickelte Detektor basiert auf einem quasi-optischen Konzept, bei dem das HF-
Signal mit Hilfe einer Silizium Linse in eine Antenne mit integriertem Mischelement
eingekoppelt wird. Das Mischelement besteht aus einer Phononen-gekühlten Niobnitrid
Mikrobrücke im Zentrum der Antenna. Der Detektor setzt sich aus einem Kupfer Tel-
lurium Gehäuse und darin enthaltener ZF-Platine, ZF-Anschlüssen und dem HEB-Bauteil
zusammen, welches an die flache Rückseite einer Silizium Linse geklebt ist. Das HEB-
Bauteil ist eine kreisrunde HF-Platine, welche aus einer 9 µm dicken Trägermembran aus
Silizium besteht auf deren Oberseite die Hochfrequenzschaltkreise aus Gold mit darin
integriertem Mischelement aufgebracht wurden.

Aufgrund der unzureichenden Datenlage zu den dielektrischen Eigenschaften des zu-
grunde liegenden Trägersubstrates der RF-chips bei der gewünschten Betriebsfrequenz
und kryogenen Betriebstemperaturen wurden Untersuchungen von hoch reinem Siliz-
ium (High Resistivity Float Zone Silicon) vorgenommen. Anhand von unterschiedlichen
plan-parallelen Silizium-Scherben wurde mit Hilfe von Transmissionsmessungen mit zwei
Fourier Transform Spektrometern der frequenzabhängige, als auch temperaturabhängige
Brechungsindex der unterschiedlichen Proben über einen Frequenzbereich von 4 THz
bis 18 THz für Temperaturen zwischen 5 K und 300 K ausgewertet. Die Messergebnisse
zeigen, dass der Brechungsindex innerhalb eines Frequenzintervalls von 12 THz weniger
als 0.002 mit der Frequenz ansteigt und von 300 K auf 5 K durchschnittlich um 0.83 %
sinkt. Die Permittivität des Trägermaterials bei der Betriebstemperatur des Empfängers
wurde anhand der Messergebnisse auf 11.4(±0.1) geschätzt.

Insgesamt wurden 20 unterschiedliche Entwürfe von Hochfrequenzschaltkreisen aus
einem gemeinsamen Wafer mit Hilfe von Elektronenstrahl und UV Lithographie im haus-
internen Mikrofabrikationslabor hergestellt. Die Hochfrequenzschaltkreise basieren auf
drei unterschiedlichen Breitband-Antennen und Variationen einer schmalbandigen An-
tenne. Neben den Entwürfen für 10.7 THz wurde jeweils ein schmalbandiger und ein
breitbandiger Hochfrequenzschaltkreis für eine Betriebsfrequenz von 4.7 THz entworfen
um einen späteren Vergleich mit dem UpGreat Empfänger zu ermöglichen, welcher in
unserer Forschungsgruppe entwickelt wurde. Als Breitbandantennen wurden eine selbst-
komplementäre logarithmische, eine logarithmische und eine Archimedische Spiralantenne
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verwendet. Die schmalbandige Antenne besteht aus einer Doppelschlitz-Antenne mit der
Länge einer effektiven Wellenlänge, an welche ein Hochfrequenzfilter angeschlossen ist.
Um den Einfluss der Linse auf die Hauptkeule der 10.7 THz Doppelschlitz-Antennen
zu untersuchen wurde eine Software entwickelt und evaluiert, welche auf einer Technik
mit spektraler Strahlungsverfolgung (spectral ray tracing) basiert. Die verfügbare kom-
merzielle CST Software ist mit den vorhandenen Rechenressourcen und aus Zeitgründen
für diese Aufgabe nicht geeignet.

Numerischen Berechnungen zu Folge erlangt die Doppelschlitz-Antenne von allen un-
tersuchten Antennen die insgesamt höchste Kopplungseffizienz mit einem Gauss-Strahl.
Die vorhergesagte Gaussian coupling Effizienz ohne Berücksichtigung von Verlusten in
den Leiterschichten aus Gold beträgt für die 4.7 THz Doppelschlitz-Antenne 49%, wenn
die Antenne auf die Rückseite der Silizium Linse platziert wird und die Linse keine
Antireflektionsbeschichtung hat. Von allen Breitband-Antennen erreicht die Archimedis-
che Spiralantenne, welche üblicherweise Anwendung bei deutlich niedrigeren Frequenzen
unter einem Terahertz findet, die höchste insgesamte Leistungsankopplung an einen
Gauss-Strahl von um die 39.4%. Es wird erwartet, dass die Gaussian coupling Effizien-
zen bei Auftragung einer Antireflektionsbeschichtung auf der Linsenoberfläche auf um
die 64% für die Doppelschlitz-Antenne und 57% für die Archimedische Spiralantenna
angehoben werden kann.

Insgesamt wurden fünf unterschiedliche Hochfrequenzschaltkreise erfolgreich in einen
Detektorblock eingebaut und als externer Leistungsdetektor eines Fourier Transform
Spektrometers verwendet um ihre spektrale Empfindlichkeit in einem Frequenzintervall
von 3 THz bis 12 THz zu messen. Die Hochfrequenzschaltkreise basieren auf drei schmal-
bandigen Entwürfen für 10.7 THz, einem schmalbandigen Schaltkreis für 4.7 THz und
einem breitbandigen Entwurf mit einer Archimedischen Spiralantenne.

Alle Detektoren mit schmalbandigen Antennen weisen eine klar polarisationsabhängige
Empfindlichkeit auf, deren Maximum in der zugehörigen Polariaztionsrichtung der An-
tennen liegt und welche für die Polarisationsrichtung senkrecht dazu auf Null abfällt.

Für alle drei schmalbandigen 10.7 THz Detektoren wurde ein Maximum um die 10 THz
in der spektralen Empfindlichkeitskurve gemessen, welches weniger als 4 % bis 8 % von der
vorhergesehenen Betriebsfrequenz entfernt liegt. Der gemessenen frequenzabhängige Ver-
lauf der Empfindlichkeitskurven um die Betriebsfrequenz deckt sich mit den Vorhersagen
für die Kopplungseffizienz zwischen HEB-Element und Antenne. Das Detektormodul
mit der Archimedischen Spiralantenne weist ein Antwortsignal über den kompletten Fre-
quenzbereich von 3 THz bis 12 THz auf. Nach unserem Kenntnisstand sind die Archimedis-
che Spiralantenna als auch die Doppelschlitz-Antennen für 10.7 THz die bisher einzigen
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Antennen, welche bislang für 10.7 THz entworfen und als direkter HEB-Leistungsdetektor
realisiert und verifiziert wurden. Die Messergebnisse weisen sie als geeignete Kandidaten
für kommende Heterodyne-Messungen aus. Der vorhergesehene Lokaloszillator, welcher
für den Betrieb der Detektoren als Heterodyne-Empfänger notwendig ist, ist ein Quantum
Cascade Laser, welcher von der Quantum Optoelectronics Group im IQE, ETH Zürich
entwickelt wird und bei Abschluss dieser Arbeit noch nicht fertig gestellt wurde.
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1. Introduction

1.1. Astronomical observations of molecular hydrogen in space

Molecular hydrogen is the most abundant molecule in the universe[168]. It exists as two
spin isomers which differ in the spin states of their nuclei[75]. In its para-form the two pro-
tons have anti-parallel spins (see Fig. 1.1). For ortho-hydrogen the spins of both protons
are parallel to each other. Since there is only forbidden radiative transitions1 between
both spin states[75], they can be considered as independent states as long as no catalytic
acting compounds are present. A conversion between the para and ortho form, however,
can be strongly hastened by collisions with appropriate collision partners like dust grains.
The actual para-ortho ratio of H2 in comparison to its expected thermal equilibrium
ratio therefore can provide important information about the physical parameters of its
environment.

Figure 1.1.: Spin isomers of molecular hydrogen. The spins of both protons are antiparallel
for the para-H2 and parallel for the ortho-H2.

Being a homonuclear2 and diatomic molecule molecular hydrogen neither exhibits per-
manent nor vibrational induced electrical dipole moments due to its symmetry, but only
provides the weak emission features of electric quadrupole transitions (∆J = ±2)[168] ow-
ing to small spontaneous emission Einstein coefficients[145]3 4. Basically, molecular hydro-

1The radiative orho-para transition rate in the ground vibrational level (J:1→ 0), for instance, is
approximately 6.20(62) × 10−14 y−1 [129]

2composed of only one element
3Difference to the respective next multipole depends on α2 (fine-structure constant)
4The magnitude of the Einstein coefficients for the first pure rotational transmission lines, for instance,

lies between 10−11 s−1 to 10−7 s−1 [145].

1
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gen exhibits three different spectroscopic transitions for astrophysical observations[177].
Besides the pure rotational transitions in the mid-IR, that is the ro-vibrational transitions
in the near-IR and elecronic bands in the UV.

Molecular hydrogen is an important target for observations since it plays a key role in
many astrophysical contexts[69, 164, 33, 75, 107, 177, 165, 124, 105, 43, 120, 59] which
are too manifold to mention them all in detail at this point. As a major cooling agent
in astrophysical media whose physical conditions correspond to those of warm molecular
gas [161, 75, 177], and as an initiator of chemistry of interstellar gas by its formation
on dust grains [86], it plays for instance a key role in understanding the processes that
regulate star formation and the evolution of galaxies [51].

The lowest rotational transmission line at around 10.7 THz, which is the operational
frequency of the designed receiver of this work, especially is important for the investi-
gation of warm clouds since the directly observable coldest H2-gas[141] in the nearby
Universe, is only possible by the 28 µm transition line of the para-form H2. So far, most
information in this field has been obtained from tracer measurements or absorption lines
in other emission spectra. At cloud-temperatures below 50 K H2 is expected to be pre-
dominately in its ground state with a para-spin state configuration, where the para-ortho
rate in thermodynamical equilibrium is reached due to the interactions of the molecules
with the cold interstellar dust. A common and highly abundant molecule in the inter-
stellar clouds to probe the cold H2 gas is CO whose lowest transition frequency occurs
around 115 GHz. This main tracer of molecular clouds, according to hydrodynamical
and magnetohydrodynamical simulations, is formed with a significant delay with respect
to the formation of H2 [29, 158] with the consequence that CO is expected not to be a
good tracer for instance in the initial phases of molecular clouds evolution. Theoretical
and observational studies suggest that a significant part of molecular hydrogen around
30 % to 70 % is not traced by CO[72, 130, 104, 158] at all. Furthermore, the conversion
into abundance of H2 from observation data of CO is dependent on many aspects (e.g.
metallicitiy, density) which are subject of ongoing debates [65, 18], but most of the time
is expected to not perfectly map the H2-gas. As a consequence, tracer measurements
with CO seldom are able to reflect the complex reality of the object of observation what
emphasizes the importance of direct observations of H2, especially at colder temperatures
by the 28 µm quadrupole line of the transition from J:2→ 0 ( 510 K above the ground
state J=0) of the para-hydrogen. The 28 µm quadrupole-transition line, moreover, is an
indicator for collapse phases in early star formation[70] if the spectral line-resolution
is high enough to provide details about the velocity structure. In emission it is further
observable in Photon-dominated regions (PDRs) and shocked regions[19, 21].
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The direct observation of molecular hydrogen is challenging for several reasons. First
of all, its electronic transitions occur in the ultraviolet that is opaque to the Earth’s
atmosphere. Even so a space-based observation of the Lyman-Werner bands (11.2 to
13.6 eV) in absorption as done by the Far Ultraviolet Spectroscopic Explorer (FUSE) is
possible it requires a bright background source (like an O or B star) to observe these
absorption bands. Since it can be expected that most of the gas in the ISM does not
have a bright UV background source the potential targets being observable are limited.
In addition, it is expected that in many cases cold cloud structures of H2 would not have
be seen at all during observations as a large fraction may be located in cool, shielded
regions [33] where the excitation in the IR is too low and the UV pumping lines suffer
too much extinction to be detectable through emission lines.

The second challenge to observe molecular hydrogen is given by the fact that many
of the ro-vibrational and rotational emission lines are considerably weak based on their
electric quadrupole origin and can only be observed due to the high abundance of H2. The
direct observation of these lines, subsequently, requires high sensitivity measurements. In
many cases the IR-lines, additionally, lie on top of a strong dust continuum emission and
only can be disentangled from the bright background by high spectral resolution[115].

Moreover, in the mid-IR, the almost opaque Earth’s atmosphere makes an Earth-based
detection of most of the pure rotational lines unfeasible. Observations of few emissions-
lines in the mid-IR from ground are limited to high flux compact H2 emission sources
“with fluxes typically larger than 1 Jy”[177].

An adequate observation in particular of the 28 µm spectral line, however, either asks for
space-based missions (such as ISO, Spitzer and JWST in the mid-IR range) or platforms
located at a very high altitude of the Earth’s atmosphere at least from the stratosphere
provided by airplane or balloon-based telescopes (like SOFIA or ESBO). The study of
dynamics moreover requires a resolving power greater than R = λ

∆λ = 106 (thermal line
width ≈ 0.1 km/s) A short overview of existing and retired observatories and therein
operated instruments for the mid to far-IR regime from 3 µm to 30 µm is summarized in
table 1.1. As can be seen there is an ongoing effort to investigate the rotational transitions
of molecular hydrogen in the mid-IR. The recently launched MIRI instrument on the
James Webb Space Telescope (JWST) has been designed to cover a frequency range
that allows the observation of the lowest rotational emission line at 28.2 µm with a high
spatial resolution around about ≈ 0.1′′ and a medium spectral resolution around about
3000.5. From Table 1.1 it is clear that even the highest spectral resolution, as offered by
the EXES instrument still is an order of magnitude lower than what is required for the

5To the current state (Dez.22) the spectral observational range is possible from 4.9 µm to 27.9 µm[41]
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targeted H2 observations At the current state of technology receivers with higher grating-
based resolving power at 10.7 THz are difficult to be suitably implemented in satellite
or balloon-based missions due to opto-mechanical limitations, reasons of mechanical and
thermal stabilities and of weight. The only option open to achieve the required very
high resolution for kinematic observations of the 28 µm spectral line is then a heterodyne
detection technique as is proposed here. NbN HEB mixers have shown[16] to be able to
reach a sensitivity of 5 times the quantum limit ( hν

kB
), which should be adequate. A 10.7

THz HEB mixer, combined with a QCL local oscillator can be made small, light weight and
with a low enough power consumption for a balloon or a satellite mission. Such a receiver
is a necessary supplement to the JWST that after 2022 is the only platform for 28 µm
observations. The development of the heterodyne mixer that is the focus of this work
was originally intended to fly on the Stratospheric Observatory for Infrared Astronomy
(SOFIA) whose operational time was recently shortened to the end of September of 2022.
Test-measurements of the receiver are ongoing and can unfortunately not be finalized
during this work as long as the local oscillator that is mandatory for heterodyne detection
is still under development by IQE, ETH Zurich. Although an operation of the receiver on
the SOFIA observatory is not possible anymore, a mission on a balloon-borne telescope
(such as the European Stratospheric Balloon Observatory (ESBO) or the Super-pressure
Balloon-borne Imaging Telescope (SuperBIT)) is still conceivable.
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observatory/instrument wavelength power resolution
[µm] R = λ

∆λ

ground-based
VLT/CRIRES 1-5 20,000-100,000
VLT/ISAAC 1-5 1000-10,000
VLT/VISIR 5-24 350-25,000
IRTF/SpeX 0.7-5.3 50-2500

IRTF/iSHELL 1.06 - 5.3 80,000
IRTF/MIRSI/MOC 2-20 100-200

IRTF/TEXES 5-25 15,000-100,000
airborne

SOFIA/EXES (end mid 2022) 4.5-28.3 10,000-100,000
space-based

IRAS (end 1983) 12-100 low
ISO (end 1998):
ISO/ISOCAM 2.5-17 40
ISO/ISOPHOT 2.5-12 62-134

3-120 broadband filter
ISO/SWS 2.5-45 1000-35,000

Spitzer(SIRTF) (end 2020):
Spitzer/IRS 5.3 - 38 90-600

Spitzer/MIPS 24,70,160 bandwidth 5,19,35µm
JWST/MIRI 4.6 -28.6 100-3000

Table 1.1.: Summary of existing and past observatories with instruments suitable for ob-
servations in the mid-IR to the far-IR regime (3 µm to 30 µm respectively
100 THz to 10 THz).
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1.2. Receivers for the observation of THz signals

The focus of this work is the development of a heterodyne receiver at 10.7 THz whose
mixing element consists of a Hot Electron Bolometer (HEB). This section gives a brief
overview about the chosen HEB-based approach in the context of existing technology for
heterodyne receivers in the THz range that are used for astrophysical observations.

Two fundamental categories of detection may be distinguished. The first one is the
direct detection where only the power or number of photons is detected. The second cat-
egory encompass the heterodyne detection where the phase and amplitude information
of the incoming signal is preserved. Two prominent examples for direct detectors in the
THz regime are Kinetic Inductance Detectors (KIDs) and Transition Edge Sensors (TES)
both based on a superconducting element. The spectral resolution of such devices is de-
termined by the limits of realizable optical spectroscopic methods like filters and gratings
which typically enables a moderate to medium resolution. The available instruments for
observations around 28 µm (EXES, TEXES, MIRI) use filters and gratings which enable
to only reach a resolution up to 105 so far (see Tab.1.1).

In a heterodyne detector the sky signal is combined with a much stronger local oscillator
signal. The detector has a highly non-linear characteristic and the beat frequency that
is the result of this combination of the two signals on this detector contains both, the
amplitude and the phase information of the sky signal at a frequency that is orders of
magnitude lower. A resolution of 106 is easily achievable in that case. Consequently, to
enable the very high frequency resolution about 106 that is required for the receiver to
be developed, a heterodyne detection approach is chosen.

Common mixing devices in the THz range are Schottky-barrier diodes (a metal-
semiconductor junction), Superconductor Isolator Superconductor (SIS) tunnel junctions
and Hot Electron Bolometers (HEBs). Schottky diodes are semiconductor devices that
are generally cooled to 77K for best mixer performance, but that have nevertheless a sen-
sitivity generally considerably less than that of superconducting detectors[108]. An SIS
tunnel junction consists of two superconductors cooled below their critical temperature
which are separated by a thin insulator. Currently, the SIS mixers are the most sensitive
heterodyne mixers from 0.3–1.2 THz [108] and can easily reach an IF-bandwidth of about
12 GHz or more. The maximum THz frequency at which SIS junctions can be used as
mixing elements, however, is determined by the sum of the frequencies determined by the
superconducting energy gap of their junction electrode materials. Above this sum gap
frequency the SIS junction cannot be used as a sensitive mixing element. For niobium
(Nb), that is the most commonly used material, the maximum frequency is about two
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times the gap frequency 2∆
h ≈ 0.7 THz = 1.4 THz, if both electrodes are made of this

material. There is an ongoing attempt to further push this upper frequency limit by
using other suitable junction materials, but present high gap-voltage SIS-junctions are
still far away from enabling a 10 THz mixer.

An HEB is a superconducting microbridge consisting of a thin layer of a superconduct-
ing material that is placed on a carrier substrate and is attached at both of its ends to
generally normal conducting contact pads. Contrary to SIS mixers, for a HEB mixer it is
the lower frequency limit that is determined by the superconducting gap of its material.
This gap is a function of several parameters like the temperature, thickness and contact
conditions of the superconducting film. In the mixing mechanism of HEBs the Local
Oscillator signal creates a distribution of so called "hot electrons" in the superconducting
film that are the result of the breaking of Cooper pairs. The temperature of this hot
electron distribution is modulated by the beat between the local oscillator signal and
the sky signal. This temperature modulation, generates the intermediate frequency (IF)
signal when the HEB is biased , by a combination of DC current and LO radiation, at
the critical temperature of the bridge. The hot electrons release their energy by scatter-
ing, which is transported out of the system e.g. as phonons in the substrate, and can
reassemble to Cooper pairs. The elastic electron-electron scattering time sets the general,
ultimate upper frequency limit for a HEB mixer. It basically is the time the electrons
need to share their energy with other electrons to have an uniform electron gas in the
superconducting film and thereby pinpoints where the real RF-resistance ceased to be
frequency-independent. This upper limit is expected to be around about 10−15 s which
equals a frequency around about 160 THz[136, 117, 64]. The superconducting material
Niobiumnidride (NbN) that is used for this work has been proven to respond to near-
infrared to submillimeter radiation (64 THz) with an intrinsic response time for a NbN
film smaller than 50 ps [71, 54]. The IF-bandwidth of a superconducting HEB mixer is
determined by the thermal response time that is dependent on the film material param-
eters, the material of the underlying wafer material or the length of the bolometer film.
Most common material combinations are Niobiumnitride (NbN) films on silicon (3-5 GHz
bandwidth [17, 182]) or on GaN (7 GHz bandwidth[101]) or MgB2 on Al2O3(11 GHz
bandwidth [126]). There is an ongoing research on suitable material combinations and
methods to increase the IF bandwidth for example by applying additional films on top
of the superconducting film (0.1-14 GHz bandwidth [96]). Currently, the HEB bridges
are proven to be the best option for heterodyne mixers at higher THz frequencies. A
receiver based on a HEB mixing element, consequently, is the best choice to fulfill the
requirements profile elucidated in the above section.
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1.3. The development of a 10.7 THz mixer

At the beginning of the development of a heterodyne receiver several steps need to be
regarded. First, a receiver concept for the whole RF-design needs to be chosen (e.g. How
to couple in the signal? What is the mixing element?). Secondly, RF circuits needs to be
designed according to the formalism provided by microwave-engineering and refined by
means of numerical FEM solvers provided for instance by CST studio suite[66]. Modular
parts of the detector unit including IF-parts and housing need to be purchased or designed
and fabricated and an assembly concept needs to be found. A stable and continuous wave,
maybe even a phase-locked local oscillator (LO) at the operating frequency is required
to produce the reference signal needed for the heterodyne measurements. Necessary
components for a test-setup to characterize the assembled detector needs to be found,
designed, fabricated and put together.

Based on additional challenges related to the high operational frequency the work
necessary to enable the development of a 10.7 THz heterodyne receiver implied the devel-
opment of additional software tools and the investigation of different material properties
for cryogenic and vacuum applications at the operating frequency. Consequently, the
main work of this thesis can be divided up into four sections.

• The first part outlined in the chapter “RF design” introduces the chosen mixer
concept and contains the designs of the high-frequency circuits to embed the mixing
element. It implies narrow-band and broadband antenna designs and addresses
the problem that the calculation basis based on quasi static electro-engineering
formalism becomes insufficient to predict the performance of the RF circuits and
uses an alternative formalism for setting up the high-frequency circuits parts of the
RF-designs with narrow-band antennas.

• The second section of this work introduced in chapter “Optics” describes a software
that has been developed to calculate the influence of the lens of the lens-antenna
on the beam-pattern at 10.7 THz which due to restrictions in the computational
resources is not possible with the available commercial software CST[66]. The
new software is based on a spectral ray tracing method and can be executed in
parallelization.

• The third part arises from the still scant knowledge about material properties in
this specific frequency range of operation and encompasses the search of suitable
materials for the measurement setup and assembly of the receiver as well as the
measurement of the to this time unknown dielectric constant of high-resistivity
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silicon at cryogenic temperatures in the operating frequency range of the receiver.
The knowledge of the dielectric constant of silicon is crucial as it has a strong
effect on the RF-designs. To determine the dielectric permittivity as a function
of temperature an own test-setup with a Fouriertransform Spectometer has been
build-up and an additional measurement performed by Philipp Warzanowsky in
the Second Institute of Physics has been evaluated. The results are discussed and
compared with different theoretical models.

• The fourth main part follows after a short description of the fabrication method of
the device and the lay out of the mixerblock. It comprises the measurements and
evaluation of several HEB-devices. First of all, a detailed DC-characterization of
various fabricated HEB-devices have been done to allow a pre-selection of suitable
candidates for the assembly into the detector unit. In total five different HEB-
devices, which have been mounted in the detector blocks, were investigated regarding
their frequency-dependent direct response to a THz broadband source. The response
spectra were obtained by using the HEB-mixer as external power detector of a
Fourier transform spectrometer. Optical elements of the setup have been chosen
based on the research of suitable materials for the high frequency regime in the
third part of this work. All investigated HEB-devices, one broadband device, one
narrow-band device for 4.7 THz and three narrow-band devices for 10.7 THz, showed
a spectral response which is compared with predictions. Good conformity with
the predictions as well as deviations are discussed. A detailed investigation of
potential sources of error is carried out. According to their measured spectral
response all three narrow-band 10.7 THz HEB-devices and the broadband HEB-
device are suitable candidates for heterodyne test-measurements. The intended LO-
source for the generation of the reference signal for the heterodyne measurements
at 10.7 THz is a Quantum Cascade Laser (QCL) developed at the IQE, ETH Zurich.
Since at the end of my dissertation time the development of the local oscillator
has not been finished yet, no heterodyne measurements could be carried out. The
potential LO source for 4.7 THz from the at this time ceased upGREAT mission
is on its way back to our research group, by sea-fare, and soon will be accessible
to perform heterodyne measurements with the HEB-devices that are suitable for
4.7 THz. This remains a future task.

The overall structure of this thesis is as follows. First the theory needed for the char-
acterization of the bolometer mixer is presented. In the subsequent chapter all RF-parts
of the mixer are introduced including the elements of the quasi-optical receiver con-
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cept, and several narrow-band and broadband RF-circuits for 10.7 THz and 4.7 THz. The
RF-circuits are compared with each other. Chapter 4 introduces the software developed
to calculate the influence of the lens on the antenna beam. Chapter 5 summarizes the
investigation and results about the frequency-dependent and temperature dependent
dielectric permittivity of very pure silicon and other materials needed for the detector or
the measurement setup. The subsequent chapter describes the fabrication and assembly
of the detector unit. The fabrication of and needed process development for the RF-chips
has been done by Dr.Karl Jacobs. The design of the IF-chips, the housing and assembly
of the detector is the work of Michael Schultz. The IF-design of the passage between the
IF-chip and the RF-chip with regards to their embedding into the copper housing has
been done by Dr. Netty (C.E.) Honingh. Chapter 7 presents the measurement results of
various fabricated HEB-devices and the final chapter gives short conclusion and outlook.



2. Bolometric detectors

2.1. Bolometers

The detection mechanism of bolometers in general is based on the heating of an absorbing
material caused by incoming radiation at the frequency regime of interest. Changes in the
temperature of the absorber are measured by means of a temperature sensitive resistor.
The resistor either is a separate element thermally linked with the absorber (composite
bolometer), or the absorbing material itself (integrated bolometer). The temperature
dependence of the resistor can be defined by its temperature coefficient α

α = 1
R (TAbs)

dR (TAbs)
dTAbs

[1/K], (2.1)

where R(TAbs) and TAbs are the temperature-dependent resistance and the temperature
of the resistor, respectively. The temperature of the absorber and the resistor are the same.
The general bolometer structure, depicted in Figure 2.1, consists of an absorber that is

Figure 2.1.: Schematic of a bolometer

11



12 2. Bolometric detectors

thermally coupled with a thermal bath Tb ≤ TAbs. Incident radiation yields an increase of
the absorber temperature. Via the thermal interface the absorbed radiation power Pabs is
transmitted to the thermal bath. After switching off the incident radiation the bolometer
needs some time to return in its initial state with Tb = TAbs. The characteristic time for
this process is given by the heat capacity C of the absorber and the thermal conductance
G

τ = C

G
[s]. (2.2)

In case that the bolometer itself is used as a temperature-dependent resistor and is biased
with a constant current I, its voltage responsivity S (change in voltage drop per watt of
absorbed signal power) to a time varying radiant input power can be written as[140]

S = I · R · α

G − I2 dR
dT (1 + iωSτeff )

[V/W], (2.3)

where ωS is the angular frequency of the time varying part of the radiant input power
and dR/dT is the gradient of the resistance of the bolometer with temperature. The
thermal time constant is[140]

τeff = C

G − I2dR/dT
, (2.4)

and defines the maximum in frequency at which the receiver power can be modulated.
It determines the frequency bandwidth by

fIF = (2πτeff )−1. (2.5)

For a high responsivity and a small thermal time constant a large resistance gradient
as well as a small heat capacity is required. This is basically done by reducing the volume
of the bolometer and by optimizing the detector material properties to get a sharp
transition of the resistance with temperature. The thermal time constant can be further
reduced by increasing the thermal conductivity to the bath. Superconductors around
the temperature of their phase transition from superconducting to normal conducting
have a favorable high resistance gradient and therefore are suitable as power detectors.
An overview of superconducting hot electron bolometers and their cooling mechanism is
given in the following sections.
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2.2. Superconducting hot electron bolometers

A superconducting hot electron bolometer consists of a superconducting thin film on a
dielectric substrate, that is in contact with two metal pads that typically are normal
conducting. Since the film is only several nm thick, a few µm wide and a few hundreds
of nm long (see Fig. 2.2), it is also called a microbridge in the context of this work. The
contact between the contact pads and the microbridge layer typically is improved by
applying an additional adhesion layer (see Fig. 2.2(c)).

(a)

Substrate

HEB

C
on
ta
ct
s

l

w

(b)

NbN
(3.5-7 nm)

Si
(9 µm)

NbTi
(3 nm)

Au
(40 nm)

Nb
(3 nm)

Au
(70 nm)

contact pads

(c)

Figure 2.2.: (a) SEM image of a fabricated HEB microbridge with a length of 125 nm
integrated into an RF-circuit. The dark colored areas are parts of the silicon
membrane which are not covered by the NbN film in the center or by the gold
structures. Sketch of an HEB microbridge: (b) Top view, (c) Cross section
with typical dimensions and additional adhesion layers that are used used for
the HEBs of this work

One way to model the HEB is to separate it into co-existing thermal subsystems
[131, 150], namely Cooper pairs, quasiparticle which are electrons from broken Cooper
pairs, phonons in the film, and phonons in the substrate as depicted in Fig. 2.3. Each of
the subsystems can be described by distribution functions with an individual effective
temperature. The subsystems can interact with each other via electron-phonon scattering
and phonon-phonon scattering. The substrate can be thought as a thermal reservoir.
The interaction time between electrons and phonons in the thin film is a function of
temperature and increases for cryogenic temperatures due to a decrease in the phonon-
density. At temperatures of a few degree of Kelvin the phonon-system and the electron-
system consequently are only weakly coupled. Under these conditions, power that is fed
into the electron system yields an increase in the effective temperature of the electron
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system that is higher than the temperature of the phonon system. These electrons that
are driven out of thermal equilibrium and can be described by a Fermi function with an
effective elevated temperature[150] are called “Hot electrons”, where this term was initially
introduced for this effect in semiconductors[142]. Similar to the general description of
a bolometer, the performance of the HEB is determined by the heat capacity and the
thermal conductivity, which are the electron heat capacity, ce, and the electron-phonon
thermal conductivity, respectively. Coupling power into the HEB yields a change in
the distribution function of the hot electrons that causes a measurable variation of the
resistance of the microbridge.

2.2.1. Phonon-cooled HEB mixer

Depending on the dominant cooling mechanism of the hot electrons in the microbridge
superconducting HEB mixers are classified as diffusion-cooled or the phonon-cooled. In
the latter case the mixers release the thermal energy of their hot electrons via electron-
phonon collisions in the thin superconducting film. The energy of the film phonons is
relaxed via the phonons in the substrate. For a diffusion-cooled HEB bridge the relevant
path for the heat relaxation is via out-diffusion of the electrons into the contact pads. This
mechanism is dominant if the length lHEB (see Fig. 2.2(b)) of the microbridge is short
in comparison to the thermal diffusion length, Lth =

√
D · τe, where D is the diffusion

constant of the material and τe is the electron cooling time [136]. The cooling via out
diffusion is dominant if the out-diffusions time τdif = l2HEB

D is significantly shorter than
the time a hot electron needs to release its energy via the phonons to the temperature
bath (τΘ). The length of the HEB should therefore be short in comparison to the thermal
diffusion length Lth. A commonly used diffusion-cooled HEB material is Niob (Nb) on
silicon, with a diffusion constant of around 1 cm2/s for a 10 nm thick Nb film and an
electron-phonon inelastic scattering time around τep = 1 ns[136] at 4.2 K. Since those
bolometers based on Nb are extremely sensitive to damage by ESD, they require an
extremely careful handling and operation that is not compatible with an astronomical
receiver[166].

For the chosen material combination Niobium Nitride (NbN) on very pure silicon the
according heat relaxation process is dominated by phonon cooling. The electron relaxation
time in NbN is more than an order of magnitude smaller[150] than of Nb with a diffusion
constant about 0.35 cm2/s to 0.47 cm2/s for films with a thickness between 5.5 nm and
7 nm, respectively [157]. The phonon cooling requires ultrathin films (< 10 nm) that have
to be described in the dirty limit, and a good acoustic coupling of phonons of the film
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with the substrate phonons [74]. An even better acoustic coupling is present between
thin NbN films and GaN (membrane) substrates [102, 101] , but the development of that
technology is outside of the scope of this work.
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Figure 2.3.: Thermalization scheme of the 2-T model and energy transfer channels.

The thermal coupling scheme of a phonon-cooled HEB, where the diffusion cooling
of electrons through the contact pads can be neglected, is depicted in Fig. 2.3. The
interaction within the system can be described by time constants that refer to the time
which a component needs to exchange its thermal energy with another component. τep

and τep are the exchange times of thermal energy from electrons to phonons and from
phonons to electrons, respectively. The escape time τesc is the time a phonon in the
film needs to escape into the substrate. To enable the energy relaxation of the electrons
via the substrate presenting the thermal bath the thermal energy transfer towards the
thermal bath needs to be much faster than the transfer towards the upper subsystems.
In equilibrium the phonon-electron relaxation time is given by[150]

τpe = τep
cp

ce
, (2.6)

where cp and ce are the specific heat capacity of the phonons and the electrons, respec-
tively. The escape time of the phonons into the substrate is proportional to the thickness,
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d, of the superconducting film and defined by

τesc = 4d

β · u
, (2.7)

where u is the speed of sound and β is the acoustic phonon transmission coefficient. For
NbN the speed of sound is about 4.7 km/s, the estimated electron-phonon interaction
time in NbN films is 12 ps[71] and and the escape time determined for a 5 nm thick NbN
film on Si is about 25.9 ps[157].

In the simplified approach where ce is much larger than cp in the low temperature
limit the electron temperature relaxation time τΘ is given by[149]

τΘ = τep + τesc
ce

cp
. (2.8)

To obtain a larger bandwidth this overall thermal relaxation time constant needs to
be minimized (see Eq. (2.5)). From Eq. 2.7 it is obvious that the reduction of the film
thickness results into a shorter phonon escape time and a faster overall thermal relaxation.
The film, however cannot be made arbitrarily thin since this leads to a large amount of
defects.

2.3. DC characterization of HEBs

The HEB element, is a superconducting microbridge (S) which is connected on both
ends with normal metal (N) contacts. Its DC properties thus mainly corresponds to
the properties of a superconductor, namely the intrinsic critical temperature Tc of the
superconducting material, and the critical current density Jc.

Below its critical temperature the superconductor enters the superconducting phase.
This means that the DC resistance steeply drops to zero below Tc as schematically
sketched in Figure 2.4 (a). In this superconducting state the resulting potential difference
at the ends of a superconducting wire would be zero. This DC current however cannot
take arbitrarily magnitude as is sketched in Fig. 2.4 (b). Increasing the DC current above
a certain value which is called the critical current Ic causes a sudden change of the IV
curve in form of a measurable voltage as it induces the phase transition of the wire into
the normal state. After passing this phase transition the current is a linear function of
the voltage. Reducing the current again the material reverts to the superconducting state
at a current value Ih which is smaller than Ic. This is because of the power dissipation
raising the temperature of the superconductor above its critical temperature. Only when
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Figure 2.4.: Schematic RT and IV curve of a superconducting bridge. The DC resistance
Rn of a superconductor in its normal state (III) drops down to zero below a
critical temperature Tc in the superconducting state (I) after a phase tran-
sition (II). Above a critical current Ic the superconducting state (1) breaks
down and the superconductor switchs over to the normal conducting state (2).
Reducing the bias current again ((2)→(3)) the IV curve is a hysteresis where
the superconducting state occurs at a current value Ih smaller than Ic.

the dissipation power and thus the DC current through the wire is sufficiently small
the superconductor can jump back to its superconducting state. The critical current
as well as Ih strongly depend on the operating temperature of the superconductor (see
Fig. 7.22 in Chapter 7 . If the operating temperature approaches the critical temperature
Tc the hysteresis-behavior of the IV curve vanishes. For the DC-characterization of an
actual HEB-device from its IV-curve measured at 4.2 K the critical current refers to
the maximum DC-current value close to the bias voltage around zero from which a
sudden voltage jump to a point with higher bias voltage and lower bias current can be
observed. Due to series resistance contributed by normal-conducting lines the Ic usually
does not occur at exactly zero bias voltage as can be seen from the measurement results
in Chapter 7.

The development of former HEB receivers in the Institute of Physics I clearly showed
that each single mixing element needs to be characterized separately, since even if two
HEB microbridges are from the same batch their electromagnetic properties deviate from
each other. For each superconducting bridge there needs to be a RT-measurement to
determine the critical temperature, the temperature width ∆Tc of the phase transition
and the resistance Rmax, which is the maximum value for the resistance in the normal
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state just before the transition into the superconducting state (see picture 2.4). Rmax is
needed to match the RF circuit to the HEB bridge. Where the normal resistance equals
the RF impedance [95]. The smaller the width ∆Tc of the phase transition the higher
the sensitivity of the bolometer. [140] An IV measurement of the HEB bridge in the
superconducting state yields the critical current and including the bridge dimensions the
critical current density.

According to Shcherbatenko et al. [153], Vercruyssen et al. [176], and Boogaard et al.
[11] there is evidence that a further intrinsic property of the NSN device can be stemmed
from the RT curves. They report about a contact resistance in NSN devices occurring as
an effect of the transition of the current from the normal conducting into the superconduct-
ing phase. An investigation concerning this resistance was carried out by Shcherbatenko
et al. [153] based on six HEB elements. Their results point to a charge-conversion pro-
cess at the NS interfaces as the most likely source for the measured resistance. Given
this interpretation the charge-conversion allows to estimate the coherence length of the
superconducting bridge.

2.4. Detection principle

2.4.1. Direct detection

An HEB, being a bolometer, can be used for the direct detection of the incoming radiation.
To that effect the superconducting bridge is operated at its critical temperature, carrying
a small DC bias current. At this bias point the voltage responsivity (Eq. (2.3)) is at
its maximum. Operating it as a power detector it integrates over the incoming spectral
radiation power. To gain frequency-dependent information about the RF direct response
of the HEB-devices of this work, they are used as direct power detectors of a Fourier
Transform Spectrometer (see Chap. 7.2). To limit the spectrum of the incoming radiation
a heat IR-filter is used to shield the devices from radiation above the desired measurement
bandwidth.

2.4.2. Heterodyne detection

A heterodyne mixer, converts the RF-signal to be observed down to a few GHz by
means of a reference signal that is called the local oscillator (LO). The signal that is
converted to lower frequencies and thus is called intermediate frequency (IF) signal
then can be amplified with low noise amplifiers and processed with well-established
spectrometers. The reference signal with high output power of several µW is at a fixed
frequency (ideally phase-locked) very close (about 1 GHz shift) to the operating frequency
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of the receiver. Reference signal and RF-signal typically are combined by a beam-splitter
and simultaneously forwarded through the antenna to the mixing element, in this case
the HEB. In contrast to classical mixers (like Schottky diodes or SIS junctions) where
the LO signal and the RF signal are multiplied by a highly non linear IV-characteristic,
the HEB is a power detector mixer. The sum of the RF and the reference voltage signals
is effectively being squared in the power detector, such that the overall dissipated power
in the mixer with resistance R is given by

P = 1
R

(VRF · cos(ωRF · t) + VLO · cos(ωLO · t))2 , (2.9)

where the index RF and LO of the voltage amplitudes V and the angular frequencies,
ω, refer to the RF signal to be observed and the LO reference signal, respectively. The
equation can be rearranged by means of trigonometric identities to

P = 1
R

(
V 2

RF + V 2
LO

2 + V 2
LO cos(2ωLOt)

2 + V 2
RF cos(2ωRF t)

2

)
(2.10)

+ 1
R

(VLOVRF [cos([ωLO − ωRF ] t) − cos([ωLO + ωRF ] t)]) (2.11)

For the HEB the thermal time constant (Eq. (2.4)) is of the order of a few 10th of pico
seconds. Accordingly, the temperature of the electron gas cannot change with the high
frequencies, and the power in the high frequency signals causes only an increase in the
average temperature of the bolometer. The frequency-varying part of the equation is
given by the difference in the angular frequencies ±(ωLO − ωRF ). The generated IF
voltage signal thus is proportional to

VIF ∝ VLOVRF (cos(|ωLO − ωRF | t)) , (2.12)

where ωLO − ωRF is called the lower sideband, and ωLO + ωRF is the upper side band of
the mixer.

2.5. Mixer characteristics

Although for this work no performance characteristics could be measured as the LO
source is still in the development process, for completeness, some basic parameters are
briefly introduced in the following. It is important to distinguish between both terms,
the receiver and the mixer. The term receiver includes all parts, like amplifier and other
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electronic components of the receiver system. Speaking about the mixer means the actual
detector module.

The sensitivity of a receiver is determined by the noise of its different components and
on the fundamental quantum noise limit. The output power of receiver system for an
input signal with power Pin is determined by the gain Gi and the input noise Pi of the
individual component by

Prec = Pin · G1G2 · · · Gn + P1G2 · · · Gn (2.13)

The first gain component G1 = Gmix in case of the HEB-receiver is the mixer conversion
gain that consists of the overall antenna efficiency times the HEB conversion efficiency.
The mixer performance is characterized by Gmix through the output IF power PIF by

Gmix = PIF

Pin
. (2.14)

The gain components with higher index relate to the back-end electronic components
after the signal passes the HEB-mixer.

The equivalent noise temperature of the receiver is given by

Trec = T1 + T2
G1

+ T3
G1G2

+ · · · + Tn

G1G2 · · · Gn
, (2.15)

where Ti is the equivalent noise temperature in the noise power in a bandwidth B

Ti = Pi

kBB
, (2.16)

with the the Boltzmann constant kB. The equivalent noise temperature T1 = Tmix refers
to the mixer noise temperature, and T2 to that of the first (cryogenic) amplifier.

The sources of noise in a HEB mixer are Johnson noise, TJ , fluctuation noise TF L, and
quantum noise, TQ[94]. The Johnson noise (thermal noise) is generated by the thermal
movement of the electrons in the HEB. The fluctuation noise is based on fluctuations
in the electron temperature due to random energy exchange with the reservoir. The
quantum noise is an unavoidable contribution which appears for mixers due to vacuum
fluctuations in the input signal 1 and is the fundamental lower limit of the noise which
is also present should all other noise contributions vanish. It is given by TQ = hν

kB
. A

typical mixer noise temperature that could be obtained with the NbN HEB mixers of
the UpGreat receiver for 4.7 THz is about 430 K with a conversion gain of -5.9 dB[17].

1fluctuation-dissipation theorem
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The following chapter deals with the different RF-circuit designs and their implementation
into the underlying RF-receiver concept. It is organized as follows:

1. First, the choice of the underlying RF concept is explained in context to alternative
implementations.

2. Secondly, a short overview of the RF-components used for the RF-circuits is given.

3. The restricting boundary conditions for the impedance match at the bolometer-
antenna interface are outlined.

4. The last block engages with the actual THz receiver designs, including the lens and
the RF-chip. In total, five variations of a narrow-band circuit design for 10.7 THz,
one narrow-band circuit RF-design for 4.7 THz as well as four versions of different
broadband spiral antennas for 10.7 THz and 4.7 THz are presented, respectively. In
the conclusion at the end of the chapter the broadband RF-designs and the 4.7 THz
narrow-band design are compared with each other.

At this point, it should be noted that this chapter presents broadband as well as
narrow-band antenna designs for 4.7 THz and 10.7 THz although the focus of this work is
the design of a receiver for a narrow transition line at 10.7 THz, where a large broadband
capacity for the antenna is not necessitated for most observational purposes. A receiver
supporting high directivity to increase the receiver gain advices the use of antennas
providing particularly high directivity as can be found among resonant, narrow-band
antennas. The design of such antennas at very high frequencies, however, is a delicate
matter due to several reasons which are addressed in more detail in the according design
chapter. Among others this includes that the standard design rules and calculation basis
for the antennas from the GHz range lose their validity at higher frequencies. Consequently,
scaling of functioning design concepts fails and needs to be replaced by other approaches.
At the same time, the numerically calculation due to the high operating frequency and
simultaneously comparatively large objects is extremely costly in terms of time and
computational resources. Secondly, the limitations and tolerances due to fabrication
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constraints in the dimensions of the RF-structure and HEB mixing elements as well as
in the uncertainties in the materials properties make it very difficult to conceive a design
which is tolerant against a multitude of parameters which can affect the performance of
the antenna. The prediction of the performance of such narrow-band heterodyne receivers
therefore remains to a certain extent uncertain. Another important aspect which needs
to be considered is that the LO source required for a 10.7 THz heterodyne receiver
likewise first needs to be designed and manufactured as no such QCL LO does exist
to date. It is uncertain if the development of the receiver and the development of the
LO can be finalized to the same time. The 4.7 THz designs further enable a comparison
of the quasi-optical receiver scheme chosen for this work with the waveguide receiver
scheme of the upGREAT receiver[17] developed in our research group . Based on the
above considerations, the RF-design does not only include narrow-band circuits but also
circuits with broadband spiral antennas around 10.7 THz and around 4.7 THz where a
LO source is already available.

3.1. RF-receiver concept

3.1.1. Why an antenna?

Thinking of a mixer layout intended for very weak signal detection it is particularly
important to reduce and avoid sources of losses and noises. Given that at 10.7 THz we
have no superconducting material for circuits available, the Au conduction lines should be
as short as possible and planar printed circuit boards on chips should be composed of as
few elements as possible. A well-known problem occurs when using planar antennas. Due
to imperfections in the interface an additional parasitic resistance of the antenna contacts
to the HEB bridge is added to the system. Thus a legitimate question is if an antenna is
actually necessary and can be omitted to directly eliminate this source of loss. Indeed,
there is one HEB mixer from [54] with an open structure layout where an extended
hemispherical lens directly focuses the signal on the HEB bridge without an additional
antenna. This HEB mixer is for frequencies in the range of 20 to 40 THz and uses a NbN
bridge of 30 × 20 µm with 5 nm thickness and a critical transition temperature of 9.4 K.
The optimal absorbed LO power at a LO frequency of 10.6 µm in [54] is estimated to
about 16 µW. The numbers for the critical temperature and the thickness of the bridge
are in good agreement with numbers which are provided by the in-house fabricated NbN

0The receiver has been developed to observe one of the most important cooling lines of the interstellar
medium, a fine structure transition line of atomic oxygen [OI] at the rest frequency of 4.745 THz [17]
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HEB mixers of the institute for 4.7 THz [16]. Following the diffraction limited ratio of
the bridge dimensions given in [54], the bridge dimensions for the center wavelength λ0

is about 3 · λ0 × 2 · λ0. For the wavelength of interest of this thesis this corresponds
to a surface size of about 90 × 60 µm2. Assuming that the optimal LO power absorbed
by the HEB is linearly proportional to the volume of the HEB bridge this leads to a
LO power of about 3 × 3 × 16 µW = 144 µW required for the mixing element excluding
any loss accounts based on the beam path and optical elements in the setup. The only
Quantum Cascade laser (QCL) development so far that covers an operating wavelength
about 28 µm reports on a peak output power of 0.1 mW [128] and thus is not sufficient
for the operation of an HEB mixer without integrated antenna structures. Even when
going close to the diffraction limit by choosing a bridge size of 60 × 35 µm2 the LO power
needed for the HEB bridge still is about 56 µW. A rough estimation of all losses just
before the lens of an open structure mixer is about 1 − 2 dB. This corresponds to an
output power of 70.5 − 88.8 µW of the LO. Considering additional losses due to the lens
of at least 1 dB, the power requirement needed to operate the mixer cannot be obtained
just as in the previous assessment before. To conclude, there is strong evidence that
the state-of-the-art QCLs of the current status of research are not sufficient yet for the
operation of NbN HEB mixers without integrated antennas at the desired operating
frequency.

3.1.2. Quasi-optical approach: Integrated lens-antenna

In the mid- to far-IR range there are two common methods to couple the THz radiation
into the receiver. The first relies on a waveguide horn while the second uses a lens directly
attached to or in the close vicinity of a planar antenna. In the waveguide horn approach
the RF-circuit is deposited on a thin membrane that is placed in a hollow metallic
waveguide of rectangular cross section which ends into the horn (schematically illustrated
in Fig.3.1(b)). As the membrane itself can operate as a dielectric waveguide it needs to be
considerably thinner than the operating wavelength to prevent not tolerable signal-losses
due to coupling into substrate modes. Mode coupling is possible as soon as the phase
velocity of a substrate mode becomes larger than that of the deposited transmission line
which is indicated by dropping below a critical frequency fc that is dependent on the
membrane thickness and the individual substrate mode. Figure 3.1 depicts the critical
frequencies of the first TM and TE modes to be expected for the transmission lines used
in this work 1 that has been estimated based on the formalism provided by [31]. According

1coplanar waveguides on a silicon substrate
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(a)

t

λ0/4

horn waveguide

backshort

membrane with antenna system

10 µm

(b)

Figure 3.1.: (a) Critical frequencies fc for the coupling of the Coplanar Waveguide mode
with different TE and TM substrate modes in dependence of the thickness, t, of
a silicon substrate. (b) Schematic of a waveguide-horn approach of a receiver.

to these results a silicon membrane used in the intended frequency range of this work
(highlighted area in Fig.3.1) preferably needs to be thinner than 2 µm to avoid mode
coupling. There is the real risk that such a thin RF chip easily breaks2 and/or provides
too little thermal conduction to ensure a sufficient cooling capacity which is mandatory
for the mixing process. Membranes of the required size further are questionable to procure
as not belonging to the standard provided by common companies and the expense factor
for a suitable horn which needs to be an one-off production due to the non-standard
frequency is considerably high. Based on these facts the quasi-optical approach using an
integrated lens antenna as sketched in Fig.3.2 is the concept of choice for the 10.7 THz
receiver. Attaching the membrane with the planar antenna directly to the backside of a
lens avoids the problem of power loss from coupling into waveguide modes and provides
mechanical stability as well as a good thermal coupling of the RF-chip to the heat bath.
A lens further presents a suitable socket for the broadband-antenna test-structures of this
work whose bandwidth exceeds that bandwidth of 2:1 which typically is realizable with
a waveguide-horn approach3. A drawback of the lens-concept is the power loss suffered
from reflections at the vacuum-lens interface which can get significant for lenses with
a high dielectric constant. In case of using silicon as lens material up to 30 % of the
incoming power can be reflected back in the worst case of normal incidence. This is

2Such a thin membrane suffers an enormous deflection when being cooled down in the waveguide and
would need to be place on a super smoothed rest in the hollow waveguide with a roughness distinctly
smaller than the membrane-thickness

3Restricting factors are the backshort that is only optimal for one frequency and the limits in the
dimensions of the hollow waveguide to suppress unwanted power coupling into higher order modes
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lens
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system

Figure 3.2.: Schematic of a quasi-optical receiver: The planar antenna system is deposited
on a substrate which is directly attached to the backside of a lens.

tantamount with an increase of the noise temperature of about 30 % and would yield a
respective higher integration time and thus less observation efficiency. To counter this
effect a common method is to apply an anti-reflection (ar) layer on the lens surface.
The optimal refractive index, nar , and thickness, tar , for a single-layer film for minimized
reflection at perpendicular incidence of radiation is[91]

nar = √
nlens · nsurround (3.1)

and

tar = (2m + 1) · λ

4 · nar
, m = 0, 1, 2 · · · , (3.2)

respectively. Although the thickness of the layer theoretically can be any odd number of
a quarter wavelength, one quarter wavelength is the convention with the goal to minimize
potential power dissipation in the film. Based on its concept of enhancing the transmission
by destructive interference the matching layer only works well within a bandwidth of
roughly 10 %[87], which is fine for most of astronomical observations and sufficient for
the narrow-band antenna designs of this work heading for a single operational frequency.
For an expected refractive index of silicon about n = 3.37 at operating temperatures
(see chapter 5) in vacuum the ideal respective index for an ar-film according to Eq.(3.1)
is around about 1.836. Common used materials like SiO, Alumina-loaded epoxy, Zinc
selenide (ZnSe) (n = 2.257@21.7 µm[137]) , low-density polyethylene (LDPE), Mylar (a
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BO-PET) or Kapton (a Polyimide) become to absorptive in the required frequency range
or are difficult to apply [91] (see also Sec. 5.3). A suitable, albeit not ideal, material that
successfully has been used [91, 87] as coating material for optics up to a few Terahertz
is Parylene C, that belongs to a family of thermoplastic polymers made from para-
xylylene. Its negligible outgassing behavior, only little transmissivity for moisture and
little permeability for gases[163, 162] render it a popular coating material for optics with
a high refractive index. However, there is only little information about its refractive index
in the transition between mid to far-IR at room temperature and no details about n can
be found at cryogenic temperatures. From two graphs from literature one may read off
a real dielectric constant for Parylene C of about ϵr = 2.56[110] at 10 THz which equals
n=1.60 and a refractive index of about 1.56-1.63 [77] between 10 THz and 11 THz for an
unspecified type of Parylene. Furthermore strong absorption bands has been reported
at around 3.29 µm, 6.89 µm and 9.57 µm[77] and can be seen in Fouriertransform-IR
spectra [103, 172] up to 22 µm. Upon request at some commercial companies, which offer
coating with Parylene, the required, estimated film thickness between 4.3 µm to 4.6 µm
was too thin for the round lens surface geometry to enbale a uniform ar-layer. Due to the
imponderable factors of thickness tolerances and uncertainties of the refractive index a
coating of the lenses is at first renounced with the consequence that the interference with
the back-reflected power will cause a ripple pattern in the beam pattern[55]. However,
ongoing development on vacuum deposition techniques and material research may lead to
a practicable ar coating in the future. Moreover, for the present project, with a fractional
bandwidth of only a few percent, a thick Parylene coating ( m>0 in Eq. (3.2)) might
suffice for the commissioned receiver.

3.2. Introduction of the RF-circuit elements

All different RF-circuits designed for this work are premised on planar antennas which
are placed on a dielectric substrate (see Appx. B.2) and which are briefly introduced in
the following sections. Fundamental antenna parameters needed for the description of
the performance of antennas are not further discussed at this point. The definitions used
in this work comply with the international standards, basically those of the International
Electrotechnical Comission (IEC) and the IEEE Standard Definitions of Terms for An-
tennas [143]. A brief overview of the definitions of these parameters is given in the Appx.
B.2. More detailed insight can be found in [4], [143] and [160].
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3.2.1. Coplanar Waveguides at high frequencies

Coplanar waveguides which are often used at higher frequencies due to their relatively
easy fabrication can leak power when applying them at higher frequencies. “High” in this
case especially refers to a higher slot width to wavelength ratio. This power leakage does
not only yield losses but concurrently leads to a reactive contribution of the characteristic
impedance Zc of the transmission line which needs to be carefully taken into account
using CPWs in resonant systems.
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Figure 3.3.: Real part of the effective dielectric constant and radiation loss of an infinitely
long CPW-line with slot width s = 2.5 µm and a width of the inner conduction
line of w = 0.7 µm. The CPW-line is placed on a infinitely large silicon substrate
with substrate dielectric constant ϵsubs = 11.4. Both quantities are calculated
based on the formalism described in the Appx. B.4.

The dominant mode of a slot line that is printed on an infinitely large dielectric
substrate4 has a phase velocity greater than the speed of light in the denser medium
which leads to radiation into the substrate and thus to power leakage of the transmission
line. As the conventional used definitions of the characteristic impedance become void
the analytical expression for Zc and the complex propagation constant γ = k received
by the conformal mapping method cannot be used any longer. A calculation procedure
which is used instead is presented in the Appx. B.4 and is based on the solution ansatz
described in [37, 56, 122, 123, 113, 55]. As dealing with higher frequencies and partly
with a significantly larger ratio between the width of the CPW slot and the frequency of
interest the procedure as applied in [56, 123] has been further enhanced in this work using
higher order expansions of a convolution integral. The difference in the characteristics
of a CPW line using the second order expansion of the formalism to the first order

4For THz receivers which are integrated with dielectric lenses the size of the dielectric lens in terms
of wavelength is as large that it can be treated as an infinite dielectric for the planar wave circuits
which are attached to the lens.
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expansion used by [56, 123] is exemplary depicted in Fig. 3.3 on the real part of the
effective dielectric constant and on the radiation loss. Figure. 3.4 gives an example of
the characteristic impedance and the propagation constant of a CPW that is used for
the RF-circuit designs in this work. The parameters are calculated by means of the
second order approach described in the Appendix. The slot width of the CPW-line in
this example is varied by ±0.1 µm to demonstrate how sensitive the characteristics of the
CPW react to small changes in its dimensional sizes and to underline the importance to
consider the changes in the characteristics occurring at higher frequencies.
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Figure 3.4.: Characterstic impedance and propagation constant calculated for a CPW con-
sisting of a perfect conducting metal structure placed on a infinitely large
silicon substrate of dielectric constant ϵsub = 11.4. The inner width of the
CPW is w = 0.7 µm. Both quantities of the CPW line have been calculated for
three different slow width of the CPW s = 1.3 µm, 1.4 µm, 1.5 µm. It is marked
in the legend of the plots as the middle value ±0.1 µm.

3.2.2. Narrow-band RF-circuits

The antenna used for the narrow-band RF-circuits of this work is a twin slot antenna that
belongs to the resonant antennas (see Fig. 3.5). Twin antennas are especially suitable
when looking for antenna configurations allowing for high directivity with a preferably low
number of simple elements. Integrated in its center is the mixing element that needs to be
DC-biased. Since the conduction lines for biasing and the readout of the IF-signal share
the same metal-layer plane as the resonant antenna, a RF-choke is directly connected
to the antenna. It blocks the high operating frequency and works as a low-pass filter
for the IF and DC-signal. Antenna and RF-choke together form the entire RF-circuit as
depicted in Fig. 3.5.

In an equivalent circuit model (see Fig. 3.6) similar to that proposed by [63] the antenna
slots may be represented as two voltage generators in series with the antenna impedance
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Figure 3.5.: Sketch of narrow-band RF-circuit: The RF-circuit consists of a double-slot
antenna and an RF-filter that acts as a low-pass filter.

Zslot. They are connected through the transmission lines of a certain characteristic
impedance Zc and of a certain length l to the HEB load with the impedance ZHEB.
The CPW-lines need to match the antenna impedance to the HEB-load that sits at the
symmetric feeding point of the antenna. The impedance which is seen at the antenna
feeding-point Zfp is the HEB embedding impedance. In case that the influence of the
connected RF-filter is negligible, it equals two times the slot antenna impedance after its
transformation across the CPW-lines, which is given by

Zfp = 2 · Zemb,2 (3.3)

= 2 · Zc · Zslot + Zc · tanh γ · l

Zc + Zslot · tanh γ · l
. (3.4)

Equation (3.4) directly pinpoints to the fact, that the length of the connection lines
determines the ratio between imaginary and real amount of the impedance at the terminal
of the antenna. Certainly, as the transmission line is defined in the same plane as the
antenna between the slots and cannot be infinitely small it naturally has an effect on the
slot-antenna contour which cannot be prevented and is not included in this simplified
representation. For the design of this work the connection lines are attempted to be kept
small in comparison to the length of the antenna.

The RF-choke, that is a quarter-wavelength reflection filter for high frequencies, is
directly connected to one of the slots of the antenna. It needs to block the RF-signal as
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Figure 3.6.: Equivalent circuit model of the double slot antenna and RF-choke. The slots
are represented as two voltage generators with the slot impedance Zslot. They
are connected with the HEB through CPW-lines which exhibit a characteristic
impedance Zc and wavenumber kc and have a certain length lCP W . The RF-
filter impedance is in series with one of the antenna slots. The total embedding
impedance Zfp which is seen by the microbridge is given by the sum of

well as to present a short at the antenna interface to not disturb the antenna resonance
by acting as a capacitive or inductive element and not to yield an asymmetric beam-
pattern. The impedance of the filter Zchoke can bee seen in series with one voltage
generator/antenna impedance. If it does not present a perfect short, the microbridge hence
sees an impedance on one side that equals the filter and the slot impedance transformed
by the CPW connection, Zemb,1. The overall embedding impedance subsequently is given
by the sum of both embedding impedances

Zfp = Zemb,1 + Zemb,2. (3.5)

Double-slot antenna

The double-slot antenna is composed of two equivalent slots that are placed parallel
to each other, as can be seen in Fig. 3.5. The distance to each other as well as the
length of the slots varies depending on the external (e.g. coupling to a Gaussian beam in
combination with a lens, suppression of coupling into certain substrate modes when placed
on plane-parallel substrate membranes[144]) and internal (e.g. impedance matching to
the mixing device at its feed point) boundary conditions. A brief introduction can be
found in the Appx. B.5.1. The slots are fed symmetrically thus they are driven in phase
to each other.

As each of the antenna designs described in this work consists of slot structures in a
plane metallic ground plane, it should be mentioned that the finite dimensions of the
ground plane is not taken into consideration. In point of fact, the radiation pattern of a
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slot antenna is a function of its ground plane geometry. Reflections of the E-field at the
edges of the metal sheet results into undulations that are superimposed on the original
pattern and modify the overall radiation pattern[42, 119]. The larger the dimensions
of the plane, the more numerous are the waves but simultaneously their magnitudes
decreases. As the metal sheet is very large in comparison to the wavelength of operation,
the finite ground plane dimensions, however, can be neglected in this case.

Considering that the antennas are driven in phase, the physical distance between the
slots determines the beam pattern including the beam width and directivity. That means
that placing the slots too far away from each other results into a splitting of the main
lobe into two equivalent side lobes. It should be noticed here that the lens has a crucial
influence on the beam pattern and on the coupling behavior to the incoming radiation
field that is explained in Sec. 3.4.2 and is not further discussed here. Connecting the
two slots by transmission lines, that enables a symmetrical feeding of the two slots from
one port, which in this work is terminated by the mixing HEB element, the electrical
length of the transmission lines needs to be carefully chosen to match the impedance at
both, the feeding points of the antenna and the HEB mixing device to not acting as a
inductive or capacitive elongation.

RF-choke

The RF-choke behaves as a RF short circuit at the desired operating frequency and lets
pass IF and DC signals. The RF-filter is a stepped-impedance low-pass filter and consists
of quarter lambda pieces of CPWs with higher and lower characteristic impedances as
schematically depicted in Fig. 3.5.

For an analytical approximation of the filter, the RF-choke is treated as a construct
consisting of pieces of transmission lines which characteristic impedance and propagation
constant have been determined by means of the high frequency approximation model
earlier discussed in Sec.3.2.1. Any shunt capacities due to sudden jumps in the dimensions
between adjacent CPW lines are neglected in the analytical design. The 50 Ω transmission
line at the IF-output of the filter is represented by a 50 Ω load. Starting from the IF-output
the input impedance Zi

in after the ith CPW element is

Zi
in = Zi

c · Zi−1
in + Zi

c · tanh(γ · l)
Zi

c + Zi−1
in · tanh(γ · l)

, (3.6)

with

Z0
in = 50 Ω



32 3. RF design

3.2.3. Broadband antennas

The following sections give a short overview of the concepts of spiral antennas that are
used in this work.

Logarithmic spiral antenna

The planar log-spiral antenna is one of the equiangular antennas whose shape can be
entirely specified by angles[46]. Its performance essentially is non-dispersive in case of
perfect conductance and an infinitely long antenna. It therefore is classified as a frequency
independent antenna[146].

A plane, logarithmic spiral-curve can be defined in polar coordinates by ρ(ϕ) = k · ea·ϕ,
where a and k are positive constants. The tightness of winding can be specified by the
angle Ψ between the radial vector ρ(ϕ) and the tangential of the spiral curvature at point
ρ(ϕ) as depicted in Fig.3.7. For an infinitely continuing arm this angle specifies the whole
spiral-curve and leads to its alternative name equiangular spiral[45, 46]. The constant
a depicts the measure of the winding strength by a = 1

tan(Ψ) . The length of the spiral
curve is given by the circumference of the spiral

L =
∫ ρend

ρstart

[
ρ2
(dϕ

dρ

)2
+ 1

] 1
2

dρ, (3.7)

which can be shortened to

L =
√

1
a2 + 1 · (ρstart − ρend). (3.8)

The arm of a spiral antenna is defined as the area between two logarithmic spiral
curves. The second edge is the identical image of the first edge but rotated by a fixed
angle δ with respect to the first curve. The angle δ determines the filling factor or the
metalization area of the arm.

A complete mathematical description of the logarithmic spiral antenna with two spiral
arms correspondingly is given by the equations for all four conductor edges

r1 = r0 · ea·ϕ (3.9)

r2 = r0 · ea·(ϕ−δ) (3.10)

r3 = r0 · ea·(ϕ−π) (3.11)

r4 = r0 · ea·(ϕ−δ−π) (3.12)



3.2. Introduction of the RF-circuit elements 33

x

y

•
̺

Φ

Ψ

Figure 3.7.: Schematic of a logarithmic spiral antenna with two spiral arms

If δ = π
2 the antenna has a self-complementary geometry.

The spiral antenna exhibits a broadside, bidirectional pattern with its maximum normal
to the antenna plane [4]. The number of turns of the spiral arms influences the antenna
pattern only insignificantly [46]. Typical values for the winding strength a are in between
0.2-0.4. If a gets large the spiral arms rotate only slowly and yields a radiation pattern
which becomes similar to that of a dipole. A convenient selection criterion for the lower
cutoff frequency of the antenna’s bandwidth is the change in its polarization near the
axis of its main lobe. If the wavelength becomes large compared to the total arm length
of the antennas, the radiated field of the antenna changes from elliptically to linearly
polarized. According to Balanis [4] the corresponding lower cutoff frequency is chosen
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as the frequency where the axial ratio of the polarization ellipse drops below 2 which is
reported to typically occur when the overall arm-length is about one wavelength. Taking
into account that ρstart is considerably small compared to the maximum arm length,
and that the effective wavelength of a spiral antenna placed on a substrate of dielectric
constant ϵr may be estimated by λeff = λ/

√
ϵr+1

2 this limit can be specified using
Eq. (3.8) and is given by

λmax = D

2

√
ϵr + 1

2 ·
√

(1 + 1
a2 ), (3.13)

where D is the diameter of the smallest possible circle compassing the whole spiral curves,
D = 2ρend.

Archimedean spiral antenna

The Archimedean spiral antenna is known to exhibit a broadband characteristic with a
rather constant feed point impedance over its frequency bandwidth [26]. Therefore, it is
sometimes classified as a frequency independent antenna[45] although it does not fulfill
the theoretical requirements of scale-independence specified by [146].5

The chosen design contains two spiral arms as depicted in Fig. 3.8 which are specified by
four analytical curves defining the rims of the arms. In polar coordinates these functions
describe the radius of a spiral curve in dependence of three quantities: the winding angle
Θ in radians, the radius change rate a and the inner radius of the spiral r0. It is given
by [171]

rin(Θ) = a · Θ + r0. (3.14)

The radius change rate a = ∆r
2π is the radius change for one turn of the spiral arm ∆r

per radian. The corresponding outer boundary of the arm is determined by the constant
shift of the winding angle by an offset angle Θoff :

rout = a · (Θ + Θoff ) + r0. (3.15)

A rotation of the first spiral arm by 180 ◦ gives the second spiral arm.
The total extent D of the Archimedean spiral is described by the outer radius after N

5Even if this classification is justifiable from an experimentally point of view, the Archimedean spiral
does not show the necessary identical electrical behavior at different frequencies due to physical
congruence of its surface when being scaled to another frequency[4, 146].
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Figure 3.8.: Schematic of the Archimedean spiral antenna with two arms. The inner and
outer spiral curve of each arm is defined via the analytical functions, rin and
rout, in polar coordinates given in Eq. (3.14) and Eq. (3.15).

turns

D = 2 · rout(Θend) = 2πNa + r0. (3.16)

In contrast to the logarithmic spiral antenna the width w of each spiral arm as well as
the slot width s between the arms are constant. The width of an arm can be obtained
by subtracting the inner and outer radius functions

w = |rout − rin| = Θoff a. (3.17)
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The slot width s is given by

s = πa − w. (3.18)

The invariable width of the arm and the slot allow the definition of the metalization
ratio X assigned by

X = w

w + s
. (3.19)

The length of the unwounded spiral arm L(Θ) can be found by integration over the
initial and final winding angle Θin and Θend, respectively:

L(Θ) =
∫ Θend

Θin

√
r2 + a2dΘ (3.20)

A common model to explain the radiation behavior of the Archimedean spiral is given by
the band theory developed by Kaiser [93]. In this simplified model the radiation is thought
to occur from a localized band on the spiral arms. The two spiral arms are approximated
as a two-wire transmission line of negligible wire width whose spiral geometry enables
its transformation into an antenna. For a typical straight two-wire transmission line
with a wire-spacing much smaller than the wavelength the currents in the wires are 180
degree out of phase. Consequently, the corresponding radiation from both lines cancels
each other. Wrapping of the two wires yields so called active regions, where the currents
of adjacent arm parts are in phase to each other and their radiation contributions add
up. For a tightly wrapped Archimedean spiral this happens where the circumference
equals about one wavelength[93]. Following this principle radiation likewise occurs for
higher-order active regions where the circumference equals odd multiple integer of lambda.
However, as the power of the outward traveling wave is reduced after passing an active
region, the contributions based on the higher-order regions typically are neglected.

Retaining the concept of active regions the lower and upper frequency, flow and fhigh,
of the antenna band is determined by the outer and inner radius of the spiral antenna,
respectively, by

flow = cphase

2πrout
(3.21)

fhigh = cphase

2πrin
, (3.22)
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where cphase is the phase velocity.
In practice the bandwidth is smaller than predicted by this theoretical limits. The

actual lower cutoff is determined by the frequency where back reflections at the cut ends
become negligible. The upper cutoff is given by the frequency from where the size of
the feeding structure at the center of the antenna becomes insignificant and resembles a
point like feed.

Although it is reported that the Archimedean antenna exhibits a higher loss compared
to the logarithmic spiral antenna [4], it is the concept of choice for 10.7 THz as the
Archimedean spiral geometry allows to design both, an input impedance at the antenna
feed-point that matches the resistance of the HEB element and a footprint geometry that
at the same time matches the dimension of the HEB element, respectively.

Frequency dependent input impedance at antenna base

For self-complementary antennas in their operational band the input impedance according
to Babinet’s principle [4, 146] is assumed to be Zsc = η0

2 ≈ 188 Ω in free space, where
η0 =

√
µ0
ϵ0

≈ 376.7 Ω is the impedance of free space. Placed on a thick substrate with an
electric permittivity, ϵr,sub, whose width is large in comparison to the largest wavelength
of the frequency band the input impedance of the antenna can be calculated from the
effective dielectric constant using

Z2
sc = η2

eff /4, with (3.23)

ηeff = η0√
ϵeff

.

The input impedance of both kinds of broadband antennas introduced in the previous
two sections accordingly is reduced when placing them on a dielectric substrate dependent
on the corresponding effective dielectric constant (as mentioned in Sec.B.2). Since this
effective dielectric constant is frequency-dependent the resultant input impedance, as well
is a function of frequency. It means that even an ideal, self-complementary logarithmic
spiral antenna in free space loses its frequency-independent characteristic when being
placed on a dielectric. The frequency dependency might be estimated resorting to the
representation of both antenna types as two parallel striplines on a dielectric substrate
that are separated by a narrow gap, and are called coplanar striplines. Retaining to the
band theory[93] the Archimedean antenna consisting of two winded-up arms exhibits a
field distribution similar to the propagating waveguide mode of striplines when driven
in its balanced mode[25]. Based on this statement Chen et al. [25] derived an expression
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for the input impedance of the Archimedean antenna 6 The expression is proofed to be
accurate up to frequencies of 20 to 40 GHz[24] and is used in this work with an effective
dielectric constant modified for higher frequencies.

From the mid-infrared range an analogy between logarithmic spiral antennas and
coplanar transmission lines has been justified for instance in the work of [60] recognizing
that the conformal transformation from the w plane to the complex z plane (z = ln(w))
of a self-complementary spiral yields into a coplanar strip line where the strip width
equals the width of the center-slot of the spiral antenna [100]. A semi-empirical, frequency-
dependent expression of the effective permittivity of a coplanar strip line with two parallel
strips of same width wcps with distance scps to each other has been derived by [82] and
is given by

√
ϵeff,cps(ν) = √

ϵqs +
√

ϵr,sub − √
ϵqs

1 + a
[

ν
νtc

]−1.8 , (3.24)

where

νtc = c0
4d
√

ϵr,sub − 1

is the cutoff frequency of the TE1 mode, and d is the thickness of the substrate. The
parameter a is empirically related to the geometry of the strip line by

log(a) ≈ u log(scps/wcps) + g, with

u ≈ 0.54 − 0.64q + 0.015q2

v ≈ 0.43 − 0.86q + 0.54q2q = log(s/d)

Equation(3.24) is used for both kinds of broadband antennas in this work to estimate the
frequency-dependent effective dielectric constant and enables to qualitatively pinpoint to
another important relationship between input impedance and dimensions of geometrical
parameters. It is worth to notice that Eq. (3.24) converges to the quasi-static value for the
low and to the substrate’s dielectric constant for the high frequency limit as to be expected.
In between both limits it is a non-linear, frequency-dispersive function whose curve is
dependent on the parameters specifying the geometry of the lines. The qualitatively curve
of ϵeff can be used to optimize the antenna’s input impedance. Aiming e.g for an input
impedance as constant as possible over a large frequency range the geometrical antenna

6The respective expression is deduced from a closed-form solution of the characteristic impedance of
periodic coplanar waveguides (PCPW) by conformal mapping.
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parameters accordingly should be chosen such that the effective electric permittivity is
a maximum flat curve in the operational frequency bandwidth. Striving for a greatest
possible input impedance, the curve should increase the least possible with frequency.

3.3. Matching between antenna and mixing element

The choice of the material used for the mixing element (approximately 5 nm thick NbN)
and the silicon RF-circuit substrate results in RF-circuit dimensions which are at the
limit of the resolution that can be achieved with fabrication. RF-structures which shall be
manufactured with e-beam lithography need to meet certain dimensional requirements.
For the required metal thickness of about around three times the skin depth at the
operating frequency the typical distances between metal structures must not fall below
is 0.5 µm. The silicon substrate used for the lens and the chip-wafer, roughly reduces any
planar antenna dimension by a factor of

√
11.4+1

2 ≈ 2.5. That means that an antenna
structure being of the size of the operational wavelength λ0 = 28 µm shrinks to 11 µm.
Hence, as being integrated within the chip the feed lines from the HEB mixing element
consisting of the NbN microbridge to the antenna are limited in dimensions by the antenna
size to not disturb the antenna geometry. Consequently, the width w and length l of the
microbridge are limited by the antenna design and by fabrication limitations. Firstly,
its length should not fall below 100 nm to 120 nm due to the resolution of the E-beam
lithography, and secondly, its width cannot be larger than the width of its contact pads
wcp that is determined by the antenna design. Using a phonon-cooled HEB bridge the
thickness of the film additionally needs to be as thin as possible. The target size for a NbN
film is about 5 nm, which is the smallest possible thickness to obtain a uniformly thick
and smooth film producible with the resources of our laboratory. The sheet resistance
R□ that could be achieved for the NbN-bolometers of comparable thicknesses t in the
upGREAT receiver[17] is about 1200 Ω/sq. The resistance of a microbridge made of
thinnest possible NbN layer thickness thus is determined by its width and length, more
specifically by its aspect ratio. It is given by

RHEB = ρ · l

A
= ρ · l

t · w
= R□ · l

w
, (3.25)

where A the surface perpendicular to the current flow. Since the aspect ratio of the
bolometer bridge cannot be chosen arbitrarily the resistance of the mixing element which
can be achieved is restricted to a certain range. The minimum the resistance of the
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bolometer is given by the maximum achievable width of the bolometer, wmax = wcp:

Rmin
HEB(wmax) ≥ Rmin (3.26)

Ideally, the impedance of the HEB should match the footprint impedance Zfp of
the antenna. To enable a reasonable power transfer at the feedpoint of the antenna
to the HEB element the design criterion is that the reflected amount of power shall
not exceed −12 dB which corresponds to a reflection coefficient Γ ≤ 0.25 in amplitude.
Thus the upper limit which the resistance of the HEB shall not exceed is given by
Rup

HEB = (1+Γ)
1−Γ · Zfp = 1.67 · Zfp.

3.4. RF-designs of 10.7 THz and 4.7 THz mixers

This section presents the designed RF-circuits of 10.7 THz and 4.7 THz mixers and their
implementation into the RF-chips and introduces the lens used for the quasi-optical
receiver.

3.4.1. Introduction of lens and RF-chip outline

Extended hemispherical silicon lens

In total, two lenses of same dimensions have been ordered from the company SUMIPRO
Optical solutions[159]. They are depicted in Fig. 3.9(a). Both lenses are extended hemi-
spherical silicon lenses with a length-to-radius ratio of 0.328, a radius of rlens = 0.5 mm,
and an extension length of Lext = 0.164 mm as depicted in Fig. 3.9(b).

For reasons of cost only one type of lens can be ordered. To nevertheless maintain
the opportunity of modifying the effect of the lens on the beam pattern of the antenna,
different lens types can be synthesized by adding a cylindrical extension to the flat
backside of the lens. It is the thickness of the silicon membrane of the RF-chip that
works as an additional extension of the cylindrical length. This way, by choosing different
membrane thicknesses for the RF chip it is possible to change the length-to-radius ratio
within the range which is expected to be favorable. For a single unit antenna it has
been reported that a high Gaussian-coupling efficiency around about 50% to 60% can
be achieved within Lext/rlens = 0.32 to 0.35 [52] with moderate high f-numbers.7 The
thickest Si-membrane within this optimum range is thinner than 12 µm and thus lies in
the range of available and processable membrane-sizes at our micro-fabrication facility. If
needed for later test purposes the chosen lens geometry additionally allows to approach

7The receiver of this work shall be integrated in setups with Gaussian beam-optics with moderately
high f-numbers (10-25).
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the properties of an elliptical lens. A synthesized elliptical lens (see also Appendix B.1)
can be attained using a cylindrical extension length about Lell

ext = rlens
nlens−1 = 210.4 µm

[52] and requires a 46 µm thick membrane which is a feasible option. The thickness of
the actual RF-chip membrane is 9 µm which corresponds to a ratio of Lext/rlens = 0.342.
The respective extension length synthesize a shape closer to the hyperhemispherical lens
which is preferable to reduce the reflection losses within the lens (see also Appendix B.1),
especially as the lens will be used without a matching cap-layer on the lens surface. As
has been demonstrated in [52] the reflection losses within an integrated elliptical lens-
antenna can easily exceed the 1.55dB which is expected from simple transmission-line
theory.

(a) (b)

Figure 3.9.: (a) Picture of the ordered silicon lens on a checkered paper; (b) Sketch of
the extended hemispherical lens. Varying the length Lext of the cylindrical
extension the optical properties change and for example can be adapted to
synthesize an elliptical or hyper-hemispherical lens. The dimensions of the
ordered lenses are Lext = 164 µm and D = 1 mm. The membrane-thickness of
the RF-chip, ∆L, which needs to be added to the fixed extension length of the
ordered lenses, is used to obtain the desired extension length.

RF-chip outline

The RF-chip which is directly attached to the flat backside of the lens needs to provide
a suitable embedding of the RF-structures into the IF-circuit, allowing to DC-bias the
HEB mixing elements and transmit the IF-signal. The RF-chips developed for this work
consist of circular 9 µm thick silicon membranes of 1.4 mm diameter as shown in Fig.3.10.
Beamleads made of around about 1.65 µm thick gold that sticks out at the rim of the
membrane are used to enable a good connection to ground via the detector housing that
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is made of copper. The RF-circuit of the respective design is placed on the membrane
such that the antenna with the bolometer is located at its center. A large 50 Ω-CPW
line for the IF-signal starting at the rim of the membrane is tapered into direction of the
center. The different broadband and narrowband RF-circuits are adapted to this tapered
end marked by the red ring in Fig. 3.10.

Figure 3.10.: Fabricated RF-chip: The chip consists of a 9 µm thick circle-shaped HRFZ
Si membrane with gold structures on it. The RF-circuits are embedded to
the IF-line at the center of the circle indicated by the red circle. This sample
contains only structures defined by UV-lithography, the RF-circuit part is
left blank.

• The embedding of the broadband designs into the 50 Ω-CPW happens via the IF-
portal marked in the bottom picture in Fig.3.11. The four sketches on top show the
individual connection to the inner line of the IF-CPW for each broadband design,
respectively: Antenna S1 directly grades into the inner CPW. Antenna S2 and S4
are first connected to a 1 µm thick gold line and subsequently are gradually tapered
to the IF-line. S3 is directly connected to the tapered inner line of the IF-CPW.

• The narrow-band RF-circuit designs with double-slot antennas are integrated into
the IF-circuit through a long 50 Ω-CPW line that on its one end is connected to the
RF-choke and on its other end widens into the large IF-output CPW-connection
of the RF-chip as schematically depicted in Fig.3.12. Its length is chosen such that
the antenna of each individual RF-design is in the center point of the RF-chip.
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Figure 3.11.: Embedding structure into the IF circuit for the broadband antennas: The
spiral antennas are incorporated to the inner line of the CPW of the IF-circuit.
The terminals the antennas are connected to are marked by the black circle
in the sketch. The width of the inner transmission line and the slot width of
the CPW are wIF = 80 µm and sIF = 34 µm, respectively. The remaining
parameters are a = 34 µm and b = 30 µm. The CPW consists of gold layers,
illustrated as yellow tinged surfaces in the picture. Silicon is colored in gray.
All broadband antenna versions from S1 to S4 with according transitional
lines to the IF-terminals are depicted on top of the embedding circuit.

Figure 3.12.: Schematic of the RF-circuit of double-slot antennas with connection to the
IF-CPW transmission line. The same schematic is used for the 10.7 THz and
the 4.7 THz DS designs. a = 2 µm and b = 4 µm.
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3.4.2. Design and simulation of narrow-band RF-circuits

The antenna and RF-filter used for the narrow-band RF-circuit designs have been in-
troduced in Sec. 3.2.2. Both components, antenna and RF-choke, undergo a separate
design and optimization process before being put together. One double-slot antenna with
RF-choke has been developed for 4.7 THz. For the operating frequency of 10.7 THz there
are, in total, five variations of a double-slot antenna. They are all attached to the same
RF-filter version that has been designed for 10.7 THz.

When designing planar circuits for receiver applications it is common to scale parts of
existing, working circuits to the desired frequency range, due to the linearity of Maxwell’s
equations. At this point it should be mentioned that the double-slot antenna has not been
designed according to the standard design parameters that are used for low frequencies [52].
This design method yields increasing down-shifts of the calculated resonance frequencies
for frequencies approaching, and exceeding 1 THz. Significant deviations of the center
frequency of a receiver up to 30 to 40 % [61], [55], [57] have been reported for RF-circuits
relying on low frequency models. A new physical design concept introduced in 2005
by Focardi[55] among other aspects considers the changes which are expected in the
charactersitics of the CPWs due to radiation effects at higher frequencies [123, 122]. All
narrowband RF-circuits of this work are attempted to likewise consider the change in
the CPW charactersitics for high frequencies.

Design of RF choke

The principle of the RF choke has been introduced in Sec. 3.2.2. It is composed of
7 high and low impedance coplanar waveguide (CPW) sections. The inductive and
capacitive sections were chosen according to the selection criteria briefly carried out in
the Appx.B.5.2. Their geometrical parameters are summarized in Tab. 3.1. The filter
has a bridge over the third filter-element (counted from the antenna side of the filter)
in order to suppress the degenerate odd CPW mode (the slot line mode (CSL mode)).
The bridge-substrate consists of a 350 nm thick and about 1.4 µm wide SiO2 layer with
a 1 µm wide gold bridge on top of it. To account for potential conductive or inductive
contributions at the antenna-filter interface, there are versions of the RF-choke where
the last filter-element is additionally shorted or elongated by 300 nm.

The input impedance of the filter, assuming a 50 Ω-load at one end of the filter, is
calculated based on Eq. (3.7). The characteristic impedance and the propagation constant
of the CPW sections have been estimated by the high-frequency approximation of second
order. They were calculated once for the chosen geometrical parameters, and secondly,
for the largest deviations from the nominal values which are to be expected due to the
fabrication tolerances. Fig. 3.13 shows the respective results, using the nominal length
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wh [µm] sh [µm] lh [µm] wl [µm] sl [µm] ll [µm]
0.7 1.5 2.4 2.3 0.3 2.7

Table 3.1.: Dimensions of the high and low impedance CPWs of the RF-filter. The geomet-
rical parameters belong to the width of the inner conduction line, the slot width
and the length of the respective filter-element as depicted in the graphic above
the Table.

Figure 3.13.: Input impedance of the RF-choke at the antenna-interface to be expected
within the fabrication tolerances. The input impedance is given for the nom-
inal length of the filter and once with the last element being shortened and
elongated by ∆l = ±300 nm, respectively.

of the filter and once shortening and elongating the last filter element by ∆l = ±300 nm.
Thereby the phase is tuned to shift the zero-crossing of the imaginary part by about
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around ±200 GHz.
The final S-parameters simulated with the time domain solver in CST for the nominal

dimensions of the RF-filter are represented in Fig. 3.14. The simulation overall encom-
passes 8 waveguide modes. The S21 parameters of all unwanted waveguide modes are
below −20 dB. In particular, the quasi TEM CSL mode is successfully suppressed below
the −30 dB limit and thus is not included in the figure.

2 4 6 8 10 12
ν [THz]

−20

−15

−10

−5

[d
B]

S-parameters: CPW mode

S11
S21

Figure 3.14.: S-parameters of the RF-choke for 10.7 THz simulated with the time domain
solver in CST assuming a gold metal layer and an underlying silicon substrate
with a dielectric constant of 11.4. Port 1 refers to the port of the RF-choke
that is directly attached to the antenna, port 2 refers to the end of the filter
that is connected to the IF-line as illustrated in the graphic below the plots.
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Design of double-slot antennas

Five different designs of a double-slot antenna at 10.7 THz and one double-slot antenna at
4.7 THz have been chosen for the final optical mask. All of them are based on antenna slots
of about a full effective wavelength in length. The bolometer in the antenna’s center is
connected to the slots by CPW-lines. For the purpose of achieving only little disturbance
of the antenna geometry by the attached transmission lines, the CPWs in all designs are
kept as narrow as possible within the fabrication constraints with a width constituting
less than 20 % of the length of the antenna slots. The bolometer bridge connected to the
CPW cannot be wider than the inner conduction line of the respective CPW. In order
to allow an acceptable power transfer to the mixing element the power reflection at the
antenna-HEB interface is aimed to not exceed −12 dB for all designs.

10.7 THz double-slot antenna designs:

In total five antenna versions for 10.7 THz have been designed based on the following
three considerations:

1. The variations in the designs shall enable to investigate which distance between
the two antenna slots emerged to be favorable for a good Gaussian beam coupling.

2. There exist a couple of factors which are able to shift the resonances of the antennas,
but only can be predicted within a certain range (such as material characteristics
or fabrication tolerances). The high operational frequency in conjunction with the
high dielectric constant of the carrier substrate make it impossible to develop a
design that is sufficiently tolerant towards all of the possible practical variations
in the design parameters. Consequently, some of the antenna variations are used
to anticipate potential deviations from the design parameters.

3. One safety-format of a double-slot antenna has been chosen, which according to
simulations, does not exhibit a notably low power reflection, but based on the
previous results of fabrication processes, has dimensions that definitely can be
manufactured with high accuracy.

The impedance curves of all five designs that have been simulated with the time domain
solver of CST studio suite (excluding the attached RF-filter) are depicted in Fig. 3.15.
For the above-mentioned reasons the antenna resonances are located around 10.7 THz
to cover a safety margin where the maximum of the resistance is spread around the
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frequency of operation. The respective input impedances at the antenna feeding point of
the five designs ranges from about 80 Ω to 110 Ω.
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Figure 3.15.: Simulated port impedance at the HEB-antenna interface of five different
double-slot antenna designs. The corresponding design parameters for each
design are listed in Tab. 3.2.

For the sake of clarity, the power reflection at the antenna-HEB interface is exemplary
depicted for antenna design no. 5 in Fig. 3.16, and has been calculated for the highest
and lowest resistance values for the bolometer bridge which are believed to be achievable
with the present NbN material (see Sec.3.3). The orange line in the plot represents the
best possible impedance match assuming that the HEB resistance equals the real part
of the feeding point impedance at the antenna base. It can be seen that the optimum in
power coupling for this design can vary as much as 600 GHz within the span of plausible
HEB resistances.

The parameters of all five designs are summarized in Tab.3.2. The numbers in parenthe-
sis indicate the assumed maximum possible deviation in the dimensions of the fabricated
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Figure 3.16.: Calculated power reflection for double-slot antenna design no.5 for the ex-
pected maximally and minimally achievable resistances of the bolometer
bridge and for the optimum HEB resistance.

structures from their nominal values and refer to the last digits. The variations in the
geometrical parameters are chosen as follows:

• First of all, the distance between the twin slots is varied from 5.6 µm, which cor-
respond to about a quarter of the effective wavelength λeff according to simple
static approximations with ϵ4 K

Si , to 5.0 µm. By reducing the distance between both
slots an increase in the directivity of the antenna is to be expected.

• Secondly, the width of the antenna slots is varied. A more narrow slot yields a
sharper resonance and a higher feedpoint impedance at the antenna-HEB interface
which facilitates a good impedance matching with the resistance of the bolometer
bridge.

• Thirdly, two different CPW versions are used as connection lines between antenna
slots and bolometer to enable the use of different widths and lengths of the bolometer
bridge.

Besides the accuracy in the dimensions of the different antenna designs, there are three
additional aspects that affect the antenna performance, namely, the resistivity of the gold
layer all structures are made of, the dielectric constant of the underlying silicon substrate
and the attached RF-filter.

The resistivity of the thin gold-layer needs to be estimated preliminary based on
measured DC resistances of dedicated test structures (long lines and squares). After
fabrication of a batch devices, the DC resistivity of the gold layer is estimated again
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l

s

d

wcpw

scpwlHEB

no. d[µm] l[µm] s[µm] wcpw[µm] scpw[µm]
1 5.6 9.0(1) 0.30(2) 0.80(4) 0.30(3)
2 5.2 10.3(1) 0.30(2) 0.80(4) 0.30(3)
3 5.0 10.0(1) 0.50(0) 1.00(1) 0.50(1)
4 5.0 10.2(1) 0.40(2) 1.00(1) 0.50(1)
5 5.0 9.9(1) 0.30(2) 0.80(4) 0.30(3)

Table 3.2.: Design parameters for the chosen mask versions. The length of the HEB lHEB

varies between 120 nm to 150 nm. The numbers in parenthesis indicate the
deviation in the dimensions of the fabricated structures from their nominal
values and refer to the last digits.

using the measured DC-resistivity of gold test structures present for every fabricated
batch (see Sec. 7.1.3). The dielectric constant of the silicon substrate, also at cryogenic
temperatures, has been estimated based on the measurements described in chapter 5 and
in [9]. Two examples of how both aspects can affect the antenna performance are given
in the Appx. B.5.1. The influence of the filter on the impedance curve at the antenna
base is shown in Fig.3.17(a) for the antenna design no.1. The respective power reflection
at the antenna-HEB interface is given in Fig.3.17(b).

The RF-filter attached to the antenna slots yields a couple of additional possibilities
of the antenna-filter system to resonate at lower frequencies than 10.7 THz, where, for
example, either the left or the right slot form a resonating system with the directly
attached CPW-lines. This is to be expected as the RF-choke is designed to present a
short-circuit for around the operating frequency, which does not extend over the whole
frequency range.
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Figure 3.17.: Influence of the RF-choke on the feeding point impedance of a double-slot
antenna (a) and the S11 parameters (b) for different loads at the terminal
base of the antenna. The curves refer to the double-slot antenna design no.1

The influence of the distance between the slots of the antenna on the main beam of the
DS antenna is approximated by calculating the far-fields for design no.1, no.2 and no.4
with the SRT based software described in Chap. 4. As has been discussed in the Optics
chapter the corresponding level of the side-lobes is a subject of uncertainty, the results
obtained with the software are believed to give a reasonable feedback about the variances
in the width of the main beam with different distances between the slots. The spectral
E-fields in k-space of the respective DS antennas are fed into the software as source fields.
They have been obtained via an FFT of the E-fields at the interface between antenna
and silicon surface from simulation results obtained by means of the CST software by
simulating a large substrate background using a thick silicon membrane instead of the
lens. The absolute magnitudes of the fields in the kx-ky plane are shown in Fig. 3.18. As
can already be seen from the spectral E-fields the different distances between the slots
and different lengths of the slots result in a compression and stretching of circle-shaped
contour lines. From (a) to (c) the distance between the slots is decreasing from 5.6 µm to
5 µm leading to an elliptically shaped E-field spot. Based on the spectral E-fields it is to
be expected that the most symmetrical beams are obtained for design no.2 and design
no.1 (Fig. 3.18(a) and (b)).

The SRT software runs with a resolution of 200 000 rays over a solid angle from
0◦ ≤ Θ ≤ 24◦ ,0◦ ≤ Φ ≤ 360◦ (dΦ = dΘ = 0.21◦), with an ORmax = 2, for in total
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(a) (b) (c)

Figure 3.18.: Spectral E-field in k-space for different DS antenna designs at 10.7 THz

1600 observation points that are distributed on a spherical surface with its center at
the origin of the center of the DS-antenna. The spherical surface has a distance about
6.327 mm(≈ 226 × λ0) to the curved surface of the lens. The results for the E-field
amplitude and phase along the x-direction (the dedicated polarization direction of the
DS-antennas) are depicted for two sectional planes at azimuthal angles Φ = 0◦ and
Φ = 90◦. The cross-polarization for all calculated E-fields is below -52 dB and can be
neglected. The E-field patterns according to the software results are rather similar. A
slight asymmetry of the main beam and the side-lobes is visible for antenna design no.5
as to be expected from the spectral source fields in Fig. 3.18. The high side-lobes are
not taken into consideration for the reasons already discussed in Sec. 4. The -9 dB beam
diameters are 3.1◦, 3.2◦ and 3.3◦ for design no.1, no.2 and no. 4, respectively. The here
observed differences can be neglected. The phase is acceptably flat within the main beam
for all three designs which is important for a high power coupling with a Gaussian like
LO beam.



3.4. RF-designs of 10.7 THz and 4.7 THz mixers 53

−7.5 −5.0 −2.5 0.0 2.5 5.0 7.5
Θ [deg]

−12

−10

−8

−6

−4

−2

0

A
m

pl
itu

de
[d

B]

DS antenna design no.1 (d = 5.6 µm)

Φ = 90◦
Φ = 90◦

(a)

−7.5 −5.0 −2.5 0.0 2.5 5.0 7.5
Θ [deg]

−2

−1

0

1

2

3

Ph
as

e

DS antenna design no.1

Φ = 90◦
Φ = 0◦

(b)

−7.5 −5.0 −2.5 0.0 2.5 5.0 7.5
Θ [deg]

−12

−10

−8

−6

−4

−2

0

A
m

pl
itu

de
[d

B]

DS antenna design no.2 (d = 5.2 µm)

Φ = 90◦
Φ = 90◦

(c)

−7.5 −5.0 −2.5 0.0 2.5 5.0 7.5
Θ [deg]

−2

−1

0

1

2

Ph
as

e
DS antenna design no.2

Φ = 90◦
Φ = 0◦

(d)

−7.5 −5.0 −2.5 0.0 2.5 5.0 7.5
Θ [deg]

−12

−10

−8

−6

−4

−2

0

A
m

pl
itu

de
[d

B]

DS antenna design no.4 (d = 5 µm)
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Figure 3.19.: Magnitude and phase of the co-polarized E-field (polarization along the x-
direction, main beam direction along the optical axis (z-axis). The results
have been calculated with the SRT software (see Sec. 4))
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4.7 THz double-slot antenna design:

The geometrical parameters of the RF-choke and the double slot antenna can be found
in Tab.3.3. The bridge dimensions are identical with those used for the 10.7 THz design.
The simulated input impedance at the HEB-interface is depicted in Fig.3.20. As shown in

antenna filter
l s d wCP W sCP W whigh shigh wlow slow

[µm] [µm] [µm] [µm] [µm] [µm] [µm] [µm]
18 0.8 12.7 1 0.8 1 2.3 4 0.8

Table 3.3.: Geometrical parameters of the 4.7 THz narrow-band antenna design.

Fig. 3.21 the RF-design exhibits a reasonable impedance matching at the HEB-antenna
interface within expectation range of achievable resistances for the NbN microbridge.
The mode coupling to the slot-line mode, as depicted in Fig. 3.21(b), as well as to other
Hybrid, TM or TE modes is successfully suppressed and is below −20 dB.
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Figure 3.20.: Simulated input impedance at the HEB-antenna interface of the 4.7 THz
design.
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Figure 3.21.: Simulated S-parameters for the 4.7 THz narrow-band antenna design. Port 1
refers to the port at the HEB-antenna interface, port 2 refers to a waveguide
port that is directly attached to the end of the RF-choke filter as depicted
in the upper sketch of Tab. 3.3. (a) Calculated power reflection at the HEB-
antenna interface for the maximum and minimum resistance of the HEB
element that is expected to be achievable based on the aspect ratio and
the expectation values for the sheet resitance of NbN (see Sec.3.3). (b) S21-
parameters for both quasi TEM modes, the CPW mode and the slotline mode.
The filter successfully suppresses the slotline mode over the whole frequency
range and reflects the CPW mode around its operating frequency (−30 dB).
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3.4.3. Design and simulation of broadband antennas

The broadband antennas are designed to target two different frequencies, one around
4.7 THz, and one enclosing 10.7 THz. If possible the operational bandwidth contains both
frequencies. To allow an acceptable power transfer at the HEB-antenna interface a power
reflection less than -9 dB is aimed at. A lower reflection would be desirable but could not
be achieved within the constraints of the HEB layer resistivity, the minimum dimensions
achievable by fabrication and the restrictions in the dimensions of the contact area to the
bolometer. I use a logarithmic spiral antenna design for the lower operating frequency
range. To achieve an acceptable impedance matching to the HEB element at 10.7 THz
I needed to switch over to a design with an Archimedean spiral antenna. Within their
frequency bandwidths both broadband antennas exhibit an elliptical polarization close
to a circular one that evolves into linear polarization passing their limits of their bands.
The higher cutoff frequency of the antenna bandwidths is defined through this change in
polarization which is determined by the feed configuration. The lower frequency limit is
dependent on the length of the spiral arms and their terminations.

The following sections introduce the spiral designs chosen for the first fabrication mask.
In total, there are three different spiral antennas, a logarithmic spiral antenna, a self-
complementary logarithmic spiral antenna and an Archimedean spiral antenna, which are
numbered consecutively from S1 to S4. Spiral antenna S1 and S2 are identical except for
their connection to the IF CPW line. They are optimized for a frequency around 4.7 THz.
The Archimedean spiral antenna S3, optimized for around 10.7 THz, is the only spiral
antenna that covers the operating frequency within its bandwidth with a safety margin
such that it is expected to meet the operating frequency in any case. Spiral antenna S4
has been developed mainly for testing purposes. It is used as a reference structure for the
other spiral designs of this work and existing spiral antennas of other works (e.g. [181]).

Design and simulation of spiral antennas

The design process of the broadband antennas in this work follows the guidelines specified
by the characteristic parameters which shall be optimized:

• One of the most critical design considerations is the optimization of the antenna
gain by matching the impedance of the terminal base of the antenna to the mixing
element in its center. At the same time the antenna-dimensions need to be kept
feasible with our in-house fabrication technologies. Among other things this restricts
the smallest possible value of the inner radius (see Fig. 3.22) and by this the upper
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frequency limit of the band of all spiral designs developed in this work. It represents
the largest limitation of the antenna gain and the upper cutoff frequency. Although
the broadness of the antenna bandwidth is no subject of optimization, it is aimed
to achieve an upper cutoff-frequency as high as possible.

• To allow a good coupling to a Gaussian beam the antenna should further exhibit
a main-beam with a possibly gaussian-shaped radiation characteristic and high
directivity. This implies to design each antenna such that their main beam is as
rotational-symmetric as possible.

With these optimization criteria in mind a first version of each of the antennas has
been formulated according to the antenna theory and the design rules described in the
previous three subsections. In the next step the antenna drafts have been investigated
and optimized based on simulations performed with the Time Domain solver of CST
Microwave Studio[66]. Due to the lack of computing power needed for the high frequency
range and in order to save computing time the antenna is simulated without the silicon
lens but is placed in the middle of the surface of a thick silicon substrate instead. All
remaining surfaces of the substrate are connected to open boundary conditions that enable
low reflections at these interfaces. First, all computations are performed on antennas
without feeding structures and IF-connections, additionally assuming lossless materials.
The metal structures being defined as a Perfect Electrical Conductor (PEC) in the first
instance later on are replaced by gold whose resistivity is fed into CST manually and
has been estimated separately accounting for the skin effect. The HEB is represented
by a discrete edge port which is used to feed the calculation domain with power. It is
treated as a lumped element with an inner impedance that is specified by the user. For
the optimization process the antenna is run in its transmitting mode, actively driven via
the defined discrete edge port.

Archimedean spiral antenna S3

The Archimedean spiral antenna is designed to encompass frequencies up to the operating
frequency of interest about 10.7 THz. To ensure that this frequency is covered by the
bandwidth of the antenna, the higher cutoff frequency is aimed to be sufficiently higher
than 10.7 THz. It is set to about 12 THz. To reach this cutoff frequency according to
Eq.(3.22) the inner part of the Archimedean spiral arms needs to continue until the inner
circle embracing the inner ends of the spiral arms has a radius of 1.74 µm. Accounting
for the width of the spiral arms, the design parameter r0 is set to 0.8 µm such that the
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corresponding radius of the circle (see Fig. 3.22) touching the outer edge of the spiral
arms is close to the required value and equals rmin = 1.79 µm. The dimension of the
spiral’s outer diameter is chosen such that 4.7 THz is within the bandwidth of the antenna
with a certain safety margin to the estimated lower cutoff-frequency.

Figure 3.22.: Zoom-in into the structure of the Archimedean spiral antenna. The radius
rmin corresponds to the minimum radius of a circle that just encompass the
outer rim of the ends of both spiral arms inside the antenna. The blue colored
surface indicates the silicon substrate.

Geometry specifications of Archimedean spiral antenna S3
r0 0.8 µm
w 1 µm
s 1 µm

wcp 0.5 µm
lHEB 120 nm
Nturns 1.75
rmax 7.8 µm
rmin 1.74 µm

Table 3.4.: Parameters of geometry for Archimedean spiral antenna S3 :
spiral arms: r0: inner radius, w: width of the spiral arms, Nturns : number of
turns of the arms, s: distance of adjacent spiral arms, rmin and rmax: minimum
and maximum radius of a circle encompassing the inner and the outer extension
of the spiral arms, respectively; feeding structure: width of the contact pads:
wcp, length of the bolometer bridge lHEB
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To achieve a possibly rotationally symmetric pattern with acceptable directivity a
rather tight winding of the spiral arms is beneficial. At the same time, the arm width of
the spirals should furthermore allow an acceptable transmittance of the IF-signal (0.5-
3 GHz). The final width of the spiral arms and the slot distance are chosen to correspond
to a metalization ratio of χ = 0.5 which conforms to a self-complementary spiral geometry.
The according antenna input impedance to be expected without added feeding structure
is depicted in Fig.3.23. Retaining to Eq.3.24 to estimate the effective dielectric constant
(depicted in the inserted graphic in Fig.3.23) the input impedance has been estimated
once using Brooker’s relation Eq.(3.23) and secondly, using the expression derived by [25]
for a two-armed Archimedean spiral. The results are presented in Fig.3.23 as orange and
blue line. According to both models the input impedance is predicted to be considerably
decreased in comparison to the prediction for the quasi-static approximation (depicted
as green dashed line). In contrast to these predictions the CST simulations show a higher
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Figure 3.23.: Estimation of the Archimedean antenna S3 without inner feeding structure
(in terms of contact pads) based on [*] Brooker’s relation and on equation
[**] derived by Chen et al. [25] for frequencies up to 40 GHz. Instead of
using the expression for the effective dielectric constant in [25] the effective
dielectric constant for [**] as well as for [*] is estimated based on Eq.(3.24)
and is depicted in the inserted graphic at the top, right-hand side. The green
dashed line refers to the input impedance expected for the quasi-static case.

real part and a significant imaginary contribution to the overall feed-point impedance of
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the antenna. Without additional feeding structure at the inner ends of the spiral arms
the imaginary part for this configuration is approximately as large as the real part of
the impedance as can be seen in Fig.3.24. Generally, the simulation results exhibit that
the smaller the inner radius of this geometrical configuration the higher the imaginary
part at the feed-point of the antenna. Adding the contact pads needed to connect the
antenna to the bolometer enables to compensate for this high inductive impedance part
but lead to a capacitive, however, significantly smaller, imaginary feed-point impedance.
The contact pads which behave like an additional capacitance do not only influence the
reactance at the feeding port but additionally affect the real part of the impedance. The
analysis by simulations reveals that in a first, rough approximation the real part changes
linearly with the inverse of the width of the contact pads. Tapering the contact pads
to reduce the capacitive contribution is not possible as their width also co-determines
the aspect ratio of the bolometer element in its center such that a reasonable impedance
matching at the HEB-antenna interface is not possible due to the high resistivity of the
HEB layer.
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Figure 3.24.: (a) Input impedance at the center of the Archimedean spiral antenna with and
without contact pads. (b) Time signal at the input port of an Archimedian
spiral antenna on a thick substrate simulated in CST. The signal is not
completely decayed to zero within the designated time frame of the time
domain solver. The resulting truncation errors bite as ripples in the frequency
domain. The impedance curve in (a) therefore exhibits an additional steady
oscillating signal on top of the actual curve.

A further possibility to influence the imaginary part of the antenna’s impedance is given
by its geometry. The analysis by simulations yields that to reduce the imaginary part of
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the impedance narrow arms and little distance between adjacent arms is favorable. For an
optimum feed-point impedance with a real part as high and an imaginary part as small
as possible both, the contact pads and the geometry of the antenna have been optimized
to the extent feasible within the above-mentioned constraints. The final dimensions
chosen for the Archimedean design are summarized in Tab. 3.4. The corresponding input
impedance at the feeding point of the antenna in dependence of its frequency is depicted
in Fig. 3.26(a). The impedance exhibits a large oscillation for the frequency range below
about 3 THz. These oscillations arise from the back reflection at the outer ends of the
spiral arms for those wavelength which are larger than the effective length of the arms
of the antenna. They define the lower cutoff-frequency that tallies rather well with the
prediction given by Eq. (3.21). Connecting the spiral at its outer ends to the IF-line yields
the same impedance curve above 3 THz but due to the changed termination conditions
results into a different oscillation behavior for the lower frequencies which are outside the
frequency range of interest. Furthermore the oscillation around 6 THz visible in Fig.3.26

Figure 3.25.: Simulated input impedance with and without connected IF-line. The data
had been smoothed by the auto-regressive filter of CST[68].

is smoothed out when connecting the spiral arms to the IF-line. It is to be expected that
this oscillation likewise is the result of current reflections at the straight-cut ending of
the arms used for this simulation and will be less pronounced for real case. Due to the
limited computational resources it has not been possible to calculate the input impedance
of the antenna connected to the IF-line based on simulations where the metal structures
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consist of gold. All metal parts are simulated as a perfect electrical conductor instead.
The real part of the impedance is situated between 90 Ω and 110 Ω for the frequencies

above 3 THz. In contrast to its real part, the imaginary part of the antenna’s input
impedance is a continuously slowly decreasing function with frequency. It generally
determines the higher limit of the frequency bandwidth. For an electrical termination
with a resistance matching the real part of the input impedance about 100 Ω the power
reflection at the antenna-HEB interface would still be below -12 dB at 12 THz, the highest
frequency value the simulation has been performed for, and is about -15.1 dB at around
the design frequency of 10.7 THz. In that ideal case the bandwidth from the point of
view of impedance matching encompasses more than 9 THz. However, the real part of
the HEB impedance cannot be chosen at this optimum value. As explained in Sec.3.3
the resistivity of the HEB layer and the possible aspect ratio restricts the the maximum
and minimum values to be expected for the bolometer resistance to 110 Ω and 360 Ω,
respectively. The corresponding S-parameters have been estimated using

S11 = Zin − RHEB

Zin + RHEB
,

and are depicted in Fig. 3.26(b). The respective orange and green dotted curve indicate
the limits within which the actual S-parameter can be expected. At best the resulting
power reflection above 2.67 THz continuously is below -12 dB.
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Figure 3.26.: Archimedean spiral antenne S3 : (a) Input impedance at the feeding point.
The antenna consists of a 90 nm gold layer with the dimensions and geometry
given in Table 3.4. The data had been smoothed by the auto-regressive
filter of CST[68] (b) Power reflection represented by the S-parameter S11 at
the interface between the feeding point of the antenna and the bolometer
expecting different values for the resistance of the HEB. Considered are the
minimum and maximum resistance which can be expected for the HEB made
from NbN, and the resistance of a HEB for the ideal case that it equals the
real part of the input impedance at 10.7 THz.
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Logarithmic spiral designs

The design process of broadband antennas based on the logarithmic spiral geometry
showed that a realistic log-spiral antenna encompassing a frequency of about 10.7 THz
with less than -9 dB power reflection at the antenna-HEB interface is not feasible under the
given conditions. In general, the feeding structure at the center of a self-complementary
logarithmic spiral antenna on silicon turned out to directly contribute to the imaginary
part of the input impedance and by this to determine the naturally achievable bandwidth
in case of perfect matching of the real part of the impedance. As a consequence, two
different logarithmic spiral antennas have been designed. Log-spiral antenna S1/S2 ad-
dresses a frequency range around 4.7 THz and is denominated S1 or S2 according to its
respective connection to the IF-line. Test antenna S4 is a self-complementary antenna to
mark off the limits of the highest cutoff frequency achievable within the natural limits of
fabrication techniques, pushing towards 10.7 THz. It further enables a better comparison
with the few published log-spiral antennas used within this frequency regime [152, 151,
88] that typically exhibit a self-complementary structure.

Overall design considerations and investigations

• inner radius
As a rule-of-thumb the higher cutoff-frequency according to Semenov et al. [151] is
given by about λmin = 20 ·din,circ, for their log-spiral antenna on a silicon substrate,
where din,circ is the diameter of a circle that just enclose the inner ends of the spiral
arms (see Fig. 3.28). Accordingly, a logarithmic spiral antenna working up to
10.7 THz and 4.7 THz requires an inner radius, r0, of about 0.7 µm and 1.6 µm,
respectively. As there is evidence that for the higher frequencies the standard
design rules are not completely scalable [88] the radius should be chosen such that
the frequency of interest safely is covered by the antennas bandwidth. For the
4.7 THz design S1/S2 the actual inner radius therefore is chosen to be reduced to
1.25 µm which corresponds to an upper cutoff about 6 THz according to the rule-of-
thumb. For a 10.7 THz log-spiral antenna a minimum radius of r0 = 0.5 µm would
be desirable. However, the limits of fabrication techniques and the requirement
of a reasonable impedance matching with the HEB sets a certain limit to the
dimensions of the design. For this reason the inner radius of 0.7 µm is retained for
the antenna design S4. It should be noted that the inner radius directly determines
the maximum possible width of the contact area between the inner spiral arms and
the bolometer bridge in its center. Due to the limits of the fabrication technique a
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minimal orthogonal distance to the adjacent antenna arms of about 0.3 µm should
be ensured. As a consequence the contact pads for the S1/S2 and the S4 designs
cannot be larger than 1.5 µm and 0.5 µm, respectively.

• complex input impedance of the antenna
It has been reported in [152, 151] that for self-complementary log-spiral antennas up
to 6 THz the antenna impedance at the feeding point has a non-negligible imaginary
component. Simulations results of this work using the CST software reveal that
even without additional inner feeding structure the logarithmic spiral antennas, not
restricted to the self-complementary ones, exhibit a non-vanishing imaginary part in
its input impedances which leads to a reduction of the power transfer to the mixer
element. Simply relying on the construction rules for a self-complementary log-
spiral antenna for this high frequency range the imaginary part can constitute up
to over 20% of the amount of the antenna’s input impedance without any additional
feeding geometry in terms of contact pads as depicted in Fig.3.27. This antenna
reactance is quite considerable and needs to be compensated if possible.

with contact pads

without contact
pads

Figure 3.27.: Percentage of the imaginary and real part on the overall magnitude of the
input impedance at the feeding point of antenna S4. The numbers have been
calculated once for the antenna without any feeding structure in terms of
contact pads and once adding the feeding structure that connects the inner
spiral arms to the bolometer bridge.
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• feeding structure
Similar to the Archimedean spiral antenna, the imaginary part of the foot point
impedance is further influenced by the chosen geometry of the contact pads which
connect the two arms of the spiral antenna to the HEB in the center of the antenna.
The contact pads behave like an additional capacitance as depicted in Fig.3.27. For
that reason contact pads with an hourglass shaped geometry offers the smallest
contribution to the imaginary impedance. In general, the narrower the contact
pads the lower their contribution to the imaginary feedpoint impedance. The need
not to fall below a minimum width in the HEB dimensions to allow acceptable
impedance matching to the antenna does not allow this contact configuration for
the desired frequency ranges. Therefore the geometry of the contact pads which
allows for the broadest contact pads and simultaneously offer the largest distance to
the winded spiral arms8 is used for all designs of the spiral antennas. The according
feeding geometry is sketched in Fig.3.28. To receive the desired width of the contact
pads, wcp, both spiral arms are pursued into the inner center of the antenna by the
correspondingly required angle β. Mathematically, it means that the spiral curves
starts at Φ = −β (see Sec. 3.2.3).

Figure 3.28.: Sketch of the geometry of the contact pads used for all log-spiral designs.

• influence of antenna geometry
The input impedance of the log-spiral antenna is a function of its antenna geometry.
Investigations by means of simulations revealed that a higher filling factor adjustable

8To keep the desired structure producible with the available fabrication technology
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via the rotation angle δ yields a reduction of both, the real and the imaginary
part of the impedance at the antennas feeding terminal. This is used to reduce
the imaginary part for the S1/S2 design where the width of the contact pads
contributes considerably to the antenna reactance. A tighter winding of the spiral
arms ( using a constant a between 0.2 to 0.4) leads to a slightly steeper progression
of the imaginary part of the input impedance and to a downward-shift of the curve
of the real part of Zin.

Self-complementary log-spiral antenna S4

The logarithmic spiral antenna S4 is used as a test structure to figure out the limit
achievable for the upper frequency within the natural limits of fabrication techniques and
to provide an antenna with a self-complementary shape to allow a reasonable comparison
with the few existing spiral antennas for the high THz regime, which typically exhibit
a self-complementary shape. The geometrical parameters of the design are specified in
Tab.3.5.

The input impedance expected by Brooker’s relation (3.23) for a self-complementary
antenna is approximated using the estimated effective electric permittivity given by
Eq.(3.24) that is depicted in the inset of Fig.3.30. Although it correctly predicts a
decreasing impedance with frequency (blue line), the real part of the input impedance of
the antenna, Re(ZCST ), simulated with CST is considerably lower (see dotted gray line).

The simulation results with CST studio suite expose that the real part of the impedance
is a slightly decreasing function with frequency around about 48 Ω ± 13 Ω as depicted
in Fig.3.32 (a) and that there is a considerable capacitive reactance around about 27 Ω
which slightly increases with frequency. The high imaginary part of the impedance mainly
is attributed to the contact pads as can be seen in Fig.3.31. As a consequence a power
reflection below -9 dB cannot be achieved over the whole antenna bandwidth even if the
bolometer element exhibits a resistance which perfectly matches the the real part of the
feedpoint impedance about 38.2 Ω at 10.7 THz as illustrated in Fig.3.32 (b). The common
requested condition for the inner radius to define the upper cutoff-frequency in that case
hence is necessary but not sufficient as the ultimate upper limit of the antenna-bandwidth
is set by the feeding structure instead. 9 Using the maximum and minimum resistance
the HEB element of NbN is expected to reach for the given dimensions (see Sec.3.3) the

9It should be noted here that increasing the inner radius to 0.8 µm retaining all other geometrical
antenna parameters would yield a power reflection below -9 dB over the desired bandwidth in case
that the real part of the input impedance is ideally matched. However, this antenna design has been
discarded in favor to focus on the ultimate limits reachable with fabrication techniques.
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Figure 3.29.: Zoom-in into the structure of the self-complementary log-spiral antenna S4.
The radius rmin corresponds to the minimum radius of a circle that just
encompass the outer rim of the ends of both spiral arms inside the antenna.
The blue colored surface indicates the silicon substrate.

Geometry specifications of log-spiral antenna S4
r0 0.7 µm
a 0.36
δ 90◦

wcp 0.5 µm
lHEB 100 nm
Nturns 1.5
rmax 23.6 µm
rmin 0.7 µm

Table 3.5.: Parameters of geometry for self-complementary log-spiral antenna S4 :
feeding structure: width of the contact pads: wcp, length of the bolometer
bridge lHEB

corresponding power reflection at 10.7 THz roughly lies in between -1.6 dB and -6 dB.
The S11 curve calculated for the so far measured bolometer resistance of the current
batch demonstrates that this antenna is only usable for test purposes.
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Figure 3.30.: Estimation of the input impedance of the log-spiral antenna S4 without inner
feeding structure based on Brooker’s relation. The effective dielectric constant
is approximated based on Eq.(3.24) and is depicted in the inserted graphic at
the top, right-hand side. The orange dashed line refers to the input impedance
expected for the quasi-static case the dashed green line refers to the input
impedance expected for the effective dielectric constant obtained for the high
frequency limit. The real part of the input impedance simulated with CST
studio suite[66] is drawn as gray, dotted line.

Figure 3.31.: Simulated input impedance of the log-spiral antenna S4 with and without
feeding structure in terms of contact pads which connect the ends of the
spiral arms to the mixing element, the HEB. The antenna material has been
treated as a perfect electrical conductor.
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Figure 3.32.: Simulated input impedance (a) and calculated power reflection (b) at the
antenna-bolometer interface for the log-spiral antenna S4. The material of the
metal structure is gold whose electrical properties have been approximated
accounting for the skin-effect based on measured dc resistance at 4 K. The S11-
parameters have been calculated assuming different values for the resistance
of the HEB. Considered are the minimum and maximum resistance which can
be expected for the HEB made from NbN, and the resistance of an HEB for
the ideal case that it equals the real part of the input impedance at 10.7 THz.
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Log-spiral antenna S1/S2

The log-spiral antenna addressing a frequency around about 4.7 THz has been designed
for two different versions of IF connections. The only difference between design S1 and
S2 is a slightly increased number of turns about 0.5. An overview about the geometrical
design parameters can be found in Tab.3.6.

Figure 3.33.: Zoom-in into the structure of the log-spiral antenna S1/S2. The radius rmin

corresponds to the minimum radius of a circle that just encompass the outer
rim of the ends of both spiral arms inside the antenna. The blue colored
surface indicates the silicon substrate.

Geometry specifications of log-spiral antenna S1/S2
r0 1.25 µm
a 0.3
δ 50◦

wcp 1.5 µm
lHEB 150 nm

S1 : Nturns ≈ 2
S2 : Nturns 1.5
S1 : rmax 104.4 µm
S2 : rmax 16.26 µm

rmin 1.25 µm

Table 3.6.: Parameters of geometry for log-spiral antenna S1/S2 :
feeding structure: width of the contact pads: wcp, length of the bolometer
bridge lHEB

The simulated feed point impedance and the corresponding S11 parameters calculated
for different values of the HEB resistance are shown in Fig.3.34 for the spiral antenna
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with 1.5 turns. Despite the non-vanishing capacitive contribution to the antenna’s input
impedance mainly arising from the feeding structure of the contact pads that connects
the antenna with the bolometer bridge a power reflection less than -14 dB can be achieved
for the best HEB resistance to be expected. The high peak in the impedance curve below
2 THz again arises due to back reflections of the current at the straight cut ends of the
antenna arms which needs to be used to enable the simulation with the CST software
with the existing computational resources. It is to be expected that this oscillation part
is reduced due to the IF connection and is shifted to lower frequencies for the design with
a slightly higher number of turns. An additional advantage of this design is the real input
impedance close to 50 Ω that enables a good power transfer to the 50 Ω-IF-connection
lines.

(a) (b)

Figure 3.34.: (a) Simulated input impedance of the log-spiral antenna S1/S2. The antenna
material has been treated as gold. (b) Power reflection S11 at the HEB-
antenna interface calculated for the maximum and minimum value for the
resistance of the HEB microbridge to be expected according to previous
measured NbN sheet resistances. The ideal value corresponds to the real part
of the antenna’s input impedance at 4.7 THz according to the simulation
result shown in (a).
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3.4.4. Far field properties of selected designs

In the following sections the far field properties of four of the above-introduced antenna
designs (three spiral antennas and one double-slot antenna) are presented for the config-
uration where the respective antenna is attached to the backside of a silicon lens. The
lens dimensions correspond to the lens used for the 10.7 THz double slot antennas (see
Sec. 3.4.1) since this is the practical lens currently available. The results presented here
are based on simulations carried out with the CST software, for frequencies below 5 THz,
and do not include the calculation of the field patterns of the 10.7 THz DS antenna
designs, which are discussed elsewhere in Sec. 3.4.2 based on the SRT-software results.

To allow a direct comparison of the broadband antennas with the double-slot antenna,
the respective radiation patterns are exemplary depicted at 4.7 THz, a frequency which,
in contrast to 10.7 THz, is within the bandwidth of all broadband antennas according
to the results in the above sections. The respective E-field magnitude and its phase are
depicted as orthographic projections calculated for a distance of 1 m to the center of the
antenna-backside. A cut through the main beam in two sectional planes at azimuthal
angle Φ = 0◦ and Φ = 90◦ is given at the right-hand side of each projection plot. To
enable a more detailed view, they show a cut-out in the elevation angle Θ, ranging from
−20◦ to 20◦.

In the first part the directivity, beam-width and radiation pattern at 4.7 THz of all four
antennas as well as the frequency-dependent behavior of the polarization of the spiral
antennas are presented. Taking into consideration that for the operation of the antennas
in a mixer module only their coupling to a linearly polarized LO source is relevant, the
second part of this section discusses the properties of the antenna beams with regard to
the coupling efficiency of the antennas with the radiation pattern of a linearly polarized
Gaussian beam.

The calculation of the radiation patterns of the antenna-lens designs is carried out by
simulations with the TD solver of the CST software[66]. As our computational resources
only allow to simulate the different antenna designs with the lens up to a frequency of
5 THz the investigated frequency range is restricted to this upper frequency limit but still
covers an acceptable part of the operational bandwidths of all broadband lens-antennas
to identify some of the frequency-dependent characteristics. To enable the calculation of
these far field properties the antenna designs need to be cut back as much as possible.
An acceleration and simplification using mirror symmetry planes in the software is not
possible as the spiral antennas exhibit point symmetry. The simulation is restricted to
only the respective antenna made from PEC attached to the lossless silicon lens. PEC
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is a perfect electrical conductor, that is used instead of the material properties of Au at
4.2 K, because it uses less simulation resources. The mesh size needed to be reduced to
a rather coarse resolution (a number of 461,049,600 (antenna S3 ), 721,242,336 (design
S1/S2 ) and 814,364,304 (antenna S4 ) hexahedral mesh cells without adaptive mesh
refinement for a bounding box of 1.3649 × 106 µm3, 15 cells per wavelength) and a solver
accuracy about -20 dB. The total simulation time on a PC with a Intel(R)Xeon(R) Gold
6144 3.5 GHz processor with 96 GB of RAM with a number of 16 CPU threads, and two
processes running in parallel was kept below 5 days (57 h to 104 h) per spiral antenna
design. For the log-spiral designs S1/S2 and S4 the frequencies at which the farfield
pattern is calculated further needed to be restricted to seven frequency points. To enable
the calculation of the far field of the 4.7 THz double-slot antenna design with CST studio
suite only the antenna without attached RF-blocking filter has been simulated again
assuming PEC instead of Au and excluding adaptive mesh refinement (bounding box of
1.3649x106 µm, number of mesh cells is 585891684, 15 cells per wavelength, steady state
crit. -25 dB).
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4.7 THz double-slot antenna

The E-field of the DS-antenna is clearly linearly polarized with a negligible cross polar-
ization of -50 dB. The respective orthographic projection and cut planes through the
beam of the E-field that is polarized along the main polarization direction (the y-axis) is
depicted in Fig.3.35. The directivity gain is 29.9 dBi. The main beam has a 9 dB width
of 8.5◦ and 8.19◦ in the Φ = 0◦ and Φ = 90◦ cutting plane, respectively. The side-lobe
level is below -11.1 dB.

E-Field polarized along main polarization direction (y-axis)
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Figure 3.35.: Simulation results of E-field for the double-slot antenna at 4.7 THz. All figures
show a cut-out in the elevation angle Θ from -20◦ to 20◦. The dashed orange
and black lines in the plots on the left-hand side indicate the cuts through the
main beam in two sectional planes at azimuthal angle Φ = 0◦ and Φ = 90◦

that are depicted on the right-hand side.
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Spiral antennas

Directivity and beam width: The directivity and the respective beam widths of
the radiation patterns of all broadband antennas are plotted together in Fig. 3.36. The
according 9 dB beam-width, Θ9 dB , has been determined in two sectional planes in space
that are orthogonal to each other, the plane at azimuthal angle Φ = 0◦ and Φ = 90◦,
respectively. The directivity is an increasing function with frequency and is for all spirals
considerably high with values above 28.8 dBi starting from 3 THz. Deviations in the
directivity between the different antennas are less than 1 dB within the covered range.
The lowest values are achieved by the S1/S2 spiral design.
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Figure 3.36.: (right axis) Comparison of the directivities in main beam direction of all
three different broadband antenna designs, (left axis) 9 dB beam-width in the
plane at Φ = 0◦ and Φ = 90◦.

As can be seen in Fig. 3.36 the beam widths in both planes for most of the frequency
points are slightly different from each other and oscillate around the average value of
both. The largest visible deviation for spiral S3 and S4 is 0.3◦, and for spiral S1/S2 is
2.2◦, respectively, over the investigated frequency range. It is reported that for log-spiral
antennas the beam-width within a fixed plane orthogonal to the antenna plane typically
varies around about 10 ◦ due to the fact that the pattern rotates with frequency[4]. A
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variation of the beam-width in both planes with frequency thus is to be expected but
the effect will be less noticeable due to the focusing effect of the lens.

Polarization: The logarithmic spiral antennas as well as the Archimedean spiral
antenna exhibit an elliptical polarization whose sense of polarization corresponds to the
winding sense of the spiral arms [93]. For a viewer placed behind the present antennas
looking into the direction of the incoming signal it is left-handed polarized (LHP). For
the frequency range investigated by simulations the amount of right-handed polarized
(RHP) radiation is at least -12 dB smaller than the left-handed part within the operational
bandwidth for all three antenna-lens constructions. It therefore is neglected for the further
discussion.

The polarization ellipse at each point in space is dependent on the frequency and
has its major axis tilted by a certain angle τ to the y-axis as depicted in the sketch of
Fig.3.37(b). To investigate the polarization behavior of all spiral antennas, both the axial
ratio AR and the tilt angle need to be considered. They are calculated using Eq.(B.21) and
(B.24). A detailed look on the spatial distribution of both quantities can be found in the
Appx. B.5.3. As can be seen from the orthographic projections for the self-complementary
spiral antenna in Fig. 3.37(d) and (f), the spatial variations of AR and τ are mainly
small with few exceptions at the edges. To visualize the frequency-dependence of the
polarization of the main beam, AR and τ are investigated exclusively along the main
beam direction at elevation angle Θ = 0◦ which corresponds to the point at u = v = 0 in
the orthographic projection as indicated by the green star in Fig.3.37(d) and the magenta
cross in (f). Within the depicted frequency range the axial ratio of all three antenna
designs oscillates with frequency. Above 3 THz AR is between 1.2 and 1.9 and rather
close to the AR corresponding to an ideally circular polarization which is indicated by
the green dashed line in Fig.3.37(a),(c) and (e). According to the common standard
radiation with an axial ratio less than 2 is considered to be circularly polarized[46] for
all practical purposes. From that experimental point of view the antenna-lens designs
exhibit a circularly polarized main beam within their operational bandwidths. Towards
the lower cutoff-frequency of the antennas the axial ratio steeply increases indicating
strongly elliptical polarization and the end of their operational ranges.

The tilt angles of the logarithmic spiral antennas varies with frequency between 49.1◦

and 80.6◦ where the variations for design S1/S2 are considerably less than for the design
S3. The steep in- and decrease around 4.5 THz for the Archimedean spiral S3 is not
completely understood. It is likely to be an effect due to the reflections at the straight
cut ends of the arms of the Archimedean antenna that have been observed in Fig.3.26 in
Sec.3.4.3.
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Logarithmic spiral S1/S2
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Figure 3.37.: Axial ratio, AR, and the tilt angle, τ , of the polarization ellipse as defined
in sketch (b). Plot (a),(c) and (e) show both quantities determined at the
point of maximum power in the direction of the main beam at polar angle
Θ = 0◦ (marked by a green star or magenta cross in (d) and (f)) for spiral
antennas S1/S2 to S4 that are placed on the silicon lens with the dimensions
specified in Sec.3.4.1. The orthographic projections (d) and (f), respectively,
depict the axial ratio and tilt angle of the self-complementary Archimedean
spiral antenna at 4.7 THz for the polar angle Θ from −1.85◦ to 1.85◦.
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Radiation pattern: The overall LHP part of the E-fields being the primary type of
polarization of the antennas is given in Fig. 3.38. The sidelobe level for all spiral antennas
is at least below -10 dB with rapid trailing edges. The edges of the main beams are visible
as a rapid phase change in the phase curves. Within the 3 dB beam-width of the main
beams the phases varies only slightly.

Logarithmic spiral antenna S1/S2 on silicon lens
Circularly polarized E-field
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Figure 3.38.: Simulation results of E-field for logarithmic spiral antenna design S1/S2 at
4.7 THz. All figures show a cut-out of the radiation pattern in the elevation
angle Θ from -20◦ to 20◦. The dashed orange and black lines in the plots on
the left-hand side indicate the cuts through the main beam in two sectional
planes at azimuthal angle Φ = 0◦ and Φ = 90◦ that are depicted on the
right-hand side.



Archimedean spiral antenna S3 on silicon lens
Circularly polarized E-field
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Self-compl. Log-spiral antenna S4 on silicon lens
Circularly polarized E-field
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Figure 3.38.: Continue
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Coupling to a linearly polarized source

To allow a good coupling of the final receiver to the about Gaussian and linearly polarized
beam of the local oscillator a good power coupling between the radiation pattern of the
antenna and the Gaussian beam is necessary. A high rotational beam symmetry, high
directivity with low side-lobe levels and a polarization with only little variations within
the main beam of the antenna therefore is preferable. As a first quantitative measure
of the antenna beam symmetry the difference in the 9 dB beam width in two different
sectional planes in space can be considered.

The DS-antenna in Sec. 3.4.4 exhibit not a perfect but an acceptable rotational radia-
tion pattern, directivity and side-lobe level.

Due to its self-complementary geometry the self-complementary logarithmic spiral
antenna S3 shows the highest rotational symmetry in its beam patterns with frequency
from all spiral antennas (see Fig. 3.36). In addition, sufficiently far away from the edge
of its lower cutoff frequency its polarization is among all three spiral antennas closest
to perfect circular (see Sec.3.4.4, Fig. 3.37). Consequently, for this spiral design not
the highest, but the most uniformly continuous antenna pattern coupling to a linearly
polarized Gaussian over its operating frequency band is expected. In contrast to antenna
S3 and antenna S4 the S1/S2 logarithmic spiral antenna partly shows considerable
deviations in the beam width for different cutting planes. For this antenna the variation
in the beam width as occurring at 4.7 THz is expected to result in a reduction in the
power coupling with a Gaussian beam up to 5 to 10%.

Since for the operation of the spiral antennas in a mixer module only their coupling
with a linearly polarized LO source is relevant they suffer additional polarization-based
power loss. The respective loss of a linearly polarized signal when coupling to a perfectly
circularly polarized antenna by definition is 3 dB. Due to the slightly elliptical polariza-
tion of the spiral antennas the respective power losses will oscillate around about 3 dB
according to the actual relative orientation of the major axis of the polarization ellipse
and the E-field vector of the incoming signal. Additional coupling losses are possible
because of a polarization-dependent reduced beam symmetry.

To depict the effect of the polarization-dependent behavior of the E-field of the spiral
antennas on the coupling efficiency, in the following the radiation pattern is investigated
for two different perspectives. These perspectives are chosen to visualize the antenna beam
of the spirals encountered by differently linearly polarized signals. Once, for a linearly
polarized signal with its E-field along the direction of the main axis of the polarization
ellipse of the antenna, and second, the more realistic case, by a linearly polarized signal
with the E-field along one of the orthogonal axis, in this case the x-axis.

The first view of the radiation pattern of the antennas, given in Fig. 3.39-3.41(a)-(d),
depict the part of the E-field which points into the direction of the principle axis of the
polarization ellipse that has been determined in main beam direction. It illustrates which



82 3. RF design

part of the E-field is typically considered for potential maximum power transfer with
a linearly polarized signal to couple in. The according direction of the principle axis is
depicted for each antenna design in the small inset in the respective graphic (a).

The second perspective, Fig. 3.39-3.41(e)-(h), portrays the reality of the existing mea-
surement conditions. As the receiver unfortunately will be mounted in a cryostat without
the possibility to rotate it in situ during measurements and the polarization of the LO
likewise is fixed with a horizontal or vertical polarization direction, in reality the LO
source will only couple with the E-field either pointing into the vertical or horizontal
direction.

As can be seen from Fig. 3.39-3.41 the rotational beam symmetry of all spiral antennas
is considerably reduced when exclusively considering the E-field parts along one dedicated
linear polarization axis, instead of the LHP part. The difference is especially obvious for
the E-fields polarized along the x-axis. In comparison to the logarithmic spiral antenna
S1/S2, the Archimedean spiral and the self-complementary spiral antenna S4 have a
reduced but still considerably symmetric beam for the E-fields within the 9 dB beam-
width. The spiral design S1/S2, in contrast, exhibits a rather elliptical main beam as can
be seen in Fig. 3.39.

An example of how this observed spatial and polarization-dependent asymmetry of
the far field properties can affect the power coupling between two beam patterns is
illustrated on base of the Archimedean beam pattern at 4.7 THz and a Gaussian beam
with a beam waist around about 430.3 µm with its origin 71.8 µm shifted to the center
of the antenna into the z-direction. The coupling efficiency of the beam patterns, the
Gaussicity (see Appx. B.3), is calculated over a solid angle from −10◦ to 10◦ for different
alignments of the polarization vector of the Gaussian beam. It is about -3.4 dB if the
Gaussian beam is polarized along the direction of the principle axis of the polarization
ellipse of the antenna (as depicted in Fig.3.40(a)) and only -3.7 dB if the Gaussian E-field
points into the direction of the minor axis instead. At first glance one might expect that
these values represents the upper and lower limit for the beam coupling to be expected.
However, revising that the axial ratio as well as the tilt angle are directional dependent
(see Fig. 3.37), it becomes apparent that the Gaussicity can take values beyond both
numbers. The same incident Gaussian beam with an E-field vector pointing into the
x-direction (thus needs to couple to the E-field depicted in Fig.3.40(e)) or into the y-
direction yields a Gaussicity about -4.61 dB or -5.61 dB, respectively. This example clearly
demonstrates that even a slight deviation from an ideal circular polarization and a perfect
beam symmetry can considerably decrease the power coupling to a linearly polarized
source.



Logarithmic spiral antenna S1/S2 on silicon lens
E-Field polarized along the major axis of the polarization ellipse
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Figure 3.39.: Simulation results of E-field for logarithmic spiral antenna S1/S2 at 4.7 THz.



Archimedean spiral antenna S3 on silicon lens
E-Field polarized along the major axis of the polarization ellipse
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Figure 3.40.: Simulation results of E-field for Archimedean spiral antenna S3 at 4.7 THz.



Logarithmic spiral antenna S4 on silicon lens
E-Field polarized along the major axis of the polarization ellipse
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Figure 3.41.: Simulation results of E-field for self.-compl log-spiral antenna S4 at 4.7 THz.
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3.5. Summary and Conclusion

In this chapter different broadband and narrow-band RF-designs for operating frequencies
around 10.7 THz and 4.7 THz have been introduced. To draw a conclusion which of the
designs is the most favorable in terms of power coupling to an external Gaussian source, it
is necessary to look at two key aspects that are determining for the Gaussian coupling and
which to first order can be treated separately. Following the path of an incoming signal
this is firstly the power coupling of an external Gaussian source to the beam pattern of
the antenna, and secondly the power transfer of the in-coupled signal to the HEB-element
at the feeding point of the antenna. The first aspect, the Gaussicity (see Appx. B.3), is
dependent on the beam pattern of the antenna including its polarization. Because of
insufficient computational resources, one has to keep in mind that the conclusions are
based on modelling that could only be done up to a frequency of 5 THz. The second
key quantity assesses the impedance match at the terminal base of the antenna. The
according simulations are carried out on designs where the lens is replaced by a thick slab
of silicon that synthesizes a semi-infinite half space of silicon by applying open boundaries
with a very low reflection level at the backside of the slab. Since this requires significantly
less computational resources , contrary to the beam patterns, the second aspect can be
modelled up to the maximum frequency of 12 THz. The efficiency is optimal if the input
impedance of the antenna at its feeding point is a conjugate match to the impedance at its
termination. For this work the impedance match is restricted by the material parameters
the NbN bolometer microbridge, and the fabrication constraints. It should be noted that
the microbridge is assumed to offer a real-valued resistance and any possible inductance
is neglected due to its large aspect ratio. An imaginary part of the input impedance of
the antenna base thus directly yields a reduction of energy transfer due to reflections of
the incoming signal.

The following final assessment and comparison of the different antenna designs mainly
resort on both aforementioned aspects.

3.5.1. Comparison of broadband and narrow-band antennas

For a final comparison of the broadband spiral antenna designs with a narrow-band double-
slot antenna design, important antenna characteristics are summarized in Tab. 3.7 for an
operating frequency at 4.7 THz where the beam patterns were just computable with the
available computational resources with CST. It should be noted that the Gaussicity (as
defined in Appx. B.3) for the broadband-antenna spiral antennas has been optimized to
the best of the knowledge and belief, however, due to the vectorial-dependent asymmetry
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of the beam profiles (compare Sec. 3.4.4) it cannot be excluded that there might be
a more favorable Gaussian beam in terms of coupling than those that has been found
out during the fit-procedure for another alignment of the polarization. Here, the best
coupling was searched for with a Gaussian beam that is linearly polarized in direction
of the principle axes of the polarization ellipse of the antenna beam in main beam
direction. The fit-procedure further exhibited for all 4 designs that there exist plenty
of local maxima for the beam coupling. The corresponding Gaussicity values are up to
10 % smaller than the optima given in the Table. These maxima exist within the here
used lateral range of 8 to 10 mm which were investigated to find the optimal origin of
the Gaussian-beam with beam waists between 350 to 480 µm. It justifies the assumption
that there is a sufficiently large lateral range in boresight direction with enough power
coupling to enable an alignment of the receiver for practical purposes (as indeed has been
seen during the alignment of the assembled HEB-detectors with respect to the FTS (see
Sec. 7.2.4)).

At this point it further should be noted that the reflection at the antenna-vacuum
interface has not been considered yet. The comparable beam sizes and comparable
radiation efficiencies of the designs (see Tab. 3.7) pinpoint to reflection losses of the same
order of magnitude. In general, losses that are connected with the silicon-lenses used
for quasi-optical mixer designs in literature commonly refer to reflection losses that are
reduced by applying an anti-reflection coating but do not include dissipation losses in
the substrate. For reasons already discussed in Sec. 3.1.2 an anti-reflection layer is not
used in this work and consequently results into reflection losses around about -1.52 dB at
maximum. Based on the measurement results in chapter 5 it could be demonstrated that
HRFZ silicon is a low-loss substrate in the operational frequency regime. The dissipation
losses to be expected in the silicon lens at cryogenic temperatures are 0.09-0.10 dB at
maximum (see Sec.5.2.7 and Appx. B.1.1).

As can be seen from Tab.3.7 the Archimedean spiral antenna design is from all spiral
antenna designs the most favorable in terms of both, Gaussian beam pattern efficiency
and impedance matching at the HEB-antenna interface. The polarization-based coupling
loss for an alignment with the principle axis of the polarization ellipse of the antenna is
smaller in comparison to the other spiral antennas (compare axial ratios in the table).
It enables to reach a considerably higher Gaussicity for the Archimedean spiral antenna
although the beam pattern for the S4 design is more symmetrical. In the second place of
the ranking order is the S1/S2 spiral design, followed by the self-complementary spiral
antenna.

The same ranking order of the most favorable broadband antenna with regard to
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the best impedance matching between the antenna terminal and the HEB-element is
also discernible over the rest of the frequency bandwidth of the antennas which could be
modelled. Figure 3.42 shows the corresponding impedance match efficiency at the antenna
terminals to the load for all three designs. The colored areas mark the ranges in which
the power transfer is to be expected when using NbN as a bridge material. The solid lines
depicts the ideal case when the mixing elements at the antennas’ feeding ports exhibit a
resistance equal to the real parts of the antennas’ feedpoint impedances at 10.7 THz. It is
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Figure 3.42.: Impedance match efficiency expected for the three broadband antenna designs
S1/S2, S3 and S4. The power transfer is calculated based on the feedpoint
impedance curves of the antennas simulated with the simulation software.
The bold lines depict the optimum case where the resistance of the load at
the antenna port equals the real part of the input impedances of the antenna
ports at 10.7 THz (S1/S2: 49 Ω, S3: 103.6 Ω, S4: 38.2 Ω). The colored areas
shows the regions where the efficiency can be expected when using the present
NbN as HEB material.

obvious that the self-complementary antenna, even for the optimum case which cannot be
achieved with the present NbN, suffers from increasing losses with frequency. It likewise
demonstrates the need of other broadband antenna designs besides the commonly used
self-complementary log-spiral antennas since the losses at the HEB-antenna interfaces
to be expected with increasing frequencies outweigh the benefits of better coupling to a
Gaussian beam due to high beam symmetry. The Archimedean antenna at the same time
offers a favorable beam pattern and favorable impedance match conditions and therefore
is believed to present an equivalent and in many cases even better candidate to achieve a
high power coupling with a Gaussian beam at high frequencies than a logarithmic-spiral
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antenna adapted for improved impedance match. Based on the results the Archimedean
spiral although typically used for distinctly lower frequencies (some 10 GHz to 100 GHz)
emerged to be the best choice from all spiral antennas. At 4.7 THz it reaches an overall
Gaussian-coupling efficiency of 39.4 %.

The double-slot antenna compared to the other designs still exhibits by far the best
power coupling to a Gaussian beam. Including the radiation efficiency the design roughly
enables a Gaussian-coupling efficiency of 49 %. This efficiency is within the range that
is expected for lower frequency double-slot antennas that are mounted on a lens with
the respective ratio between the extension length of the here used lens and its radius
[52]. By applying a lambda quarter matching-cap layer on the lens the Gaussian coupling
efficiencies are expected to increase to about 64% and 57% for the double-slot antenna
and for the Archimedean spiral antenna, respectively.

@ 4.7 THz S1/S2 S3 S4 DS
log-spiral Archimedean spiral self-compl. log-spiral double-slot

Gaussicity 47.6 % 57.1 % 45.0 % 67.1 %
ηimp

(Rmix = Re(Zfp)) 99.369 % 99.959 % 94.525 % 95.9 %

Gaussicity ×ηimp 47.3 % 57.1 % 42.5 % 64.4 %
ηrad 0.70 0.69 0.74 0.76
AR 1.486 1.646 1.224 –

D0 in maj.ax. 29.8 dBi 29.6 dBi 30.0 dBi 29.9 dBi

Table 3.7.: Antenna charactersistics of four different antenna designs at 4.7 THz. The Gaus-
sicity (the Gaussian beam pattern coupling efficiency) is calculated for the spiral
antennas S1 − S4 assuming a Gaussian beam whose linearly polarized E-field
is aligned with the major axes of the polarization ellipse of the antenna beams
in main beam direction. The impedance match efficiency ηimp = (1 − |S11|2)
is calculated assuming that the real part at the feeding point of the antenna
Re(Zfp) at 4.7 THz is perfectly matched by the resistance of the mixing ele-
ment Rmix ( S1/S2: 49 Ω, S3: 87.3 Ω, S4: 55.9 Ω, DS: 105 Ω). The radiation
efficiency of the antennas, ηrad, refers to the reflection losses at the lens-vacuum
interface and does not include potential dissipation losses in the metal sheets or
the lens substrate. AR is the axial ratio of the major to the minor axes of the
polarization ellipse of the E-field in main beam direction. D0 is the directivity
of the part of the antenna beam which is linearly polarized either in direction
of the major axes of the polarization ellipse in main beam direction in case of
the spiral antennas or in direction of the y-axis (co-polarized amount) for the
double slot antenna.





4. Optics

This chapter introduces the software that has been developed to calculate the effect of
a silicon lens on the beam pattern of an antenna. The first two sections give a short
wrap-up of the underlying method of the software. Subsequently, the software modules
are introduced and a comparison with 3D EM simulations with the commercial software
CST[66] is given.

4.1. Diffraction of high-frequency electromagnetic waves

Diffraction of electromagnetic waves at arbitrary surfaces neither is a straightforward
nor an easily analytically predictable issue and as such subject of numerical calculations.
Standard techniques to obtain numerical solutions are based on finite element methods
or methods of moments. These techniques are used for CST[66] and HFSS[89], two of the
most popular simulation softwares used within HF simulation community. The drawback
of those numerical methods is that they require a discretization of the total volume of the
space, including objects and surrounding, into cells with typical cell dimensions of equal
or less than λ/10. Predictions for increasing frequencies need a finer resolution of the
space by an increasing amount of cells. As such, the limited availability of computational
resources in terms of memory and computationally time restricts the calculability of
numerical solutions to problems at increasing frequencies. A detailed investigation about
the limitations of simulating antenna lens systems with CST is given in [5, Ch. 3]. A
common volume of a silicon lens (ϵ = 11.4) used for integrated lens antennas is about 270
mm 3. Its discretization into cubic cells of λ/10 size requires about 340 · 109 mesh cells.
This large number does not even include the surrounding environment or the integrated
antenna system on the backside of the lens of which some components require an especially
fine resolution. The numerical simulation of the complete lens-antenna system by the
commercial software CST is not possible within the computational capabilities of our
work group. However, with the intent still to benefit from the highly sophisticated CST
solver, the calculation is split into two parts, where the CST software is used to calculate
the response of the antenna system within the near field, and the influence of the lens to
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the near field is solved separately with a different technique. The strategy proposes to
numerically solve the antenna near field in CST by adding the largest possible substrate
but not an entire lens on the antenna structures. Subsequently, the near field is used for
the calculation that includes the effect of the lens. There are several methods to calculate
the diffraction of high-frequency electromagnetic waves by dielectric, conducting or coated
bodies which in great detail are discussed in [13]. The methods, used for the here presented
software, are based on a simplified form of the Geometrical theory of diffraction (GTD)
and Spectral theory of diffraction (STD). All required theoretical basics are summarized
in the Appx. A.

4.2. Spectral domain Ray Tracing method

To calculate the propagation of a complex electromagnetic field, the software, developed in
this work, uses a plane wave decomposition of the electromagnetic field and Geometrical
Optics (GO) to trace the field through space. The combination of these two techniques
was first used by Ethezazi [48] who called it the spectral domain ray tracing method
(SRT). A big advantage of this method is that it can handle refraction at interfaces in
the near and in the far field of any electromagnetic source[49]. The electromagnetic field
is expressed as the superposition of plane waves[30] which are represented in terms of
parallel ray tubes undergoing diffraction and reflection while propagating through space.
The electromagnetic field at any point in space is given by the sum of all tubes of rays
which arrive at this point. To evaluate the field along each ray-pencil corresponding
diffraction coefficients given by Fresnel’s equations and the divergence of the ray-pencil
are taken into account (see Appx. A.1.2). Tracking all possible ray configurations from
each point of the plane of the source field to investigate which of the rays arrives at a
certain observation point is, unfortunately, a very time-consuming endeavor. A much
more efficient treatment is to use a reciprocal computations of the trajectories. For this,
rays are launched in a reverse sense, i.e., backwards from the observation point to the
source plane instead of outgoing from the source (see Sec.4.3.2).

The schematic procedure of the SRT will be shortly sketched by means of an example.
An electromagnetic field, Estart = E(x, y, z = 0), is only well-known at a certain plane
which without loss of generality is denoted here the x-y-plane. In a certain distance to
the source plane, an optical element, a collective lens made of silicon, is placed. Using
the Fourier transform Ẽk of the field, the field propagating in free space can be rewritten
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in terms of plane waves of form

Ex(x, y, z) =
∫∫

Ẽx(kx, ky, kz)e−ikr dkx dky, (4.1)

Ey(x, y, z) =
∫∫

Ẽy(kx, ky, kz)e−ikr dkx dky, (4.2)

Ez(x, y, z) =
∫∫

Ẽz(kx, ky, kz)e−ikr dkx dky, (4.3)

with

Ẽx(kx, ky, kz) = 1
4π2

∫∫
Ex(x, y, z = 0)e−ikr dx dy, (4.4)

Ẽy(kx, ky, kz) = 1
4π2

∫∫
Ey(x, y, z = 0)e−ikr dx dy, (4.5)

Ẽz(kx, ky, kz) = −Ẽx(kx, ky, kz) · kx + Ẽy(kx, ky, kz) · ky

kz
, (4.6)

and

k2
x + k2

y < k2 , for evanescent waves (4.7)

k2
x + k2

y > k2 , for non-evanescent waves (4.8)

kz = −i
√

k2 − k2
x − k2

y , for evanescent waves (4.9)

kz =
√

k2 − k2
x − k2

y , for non-evanescent waves (4.10)

|k| = 2π

λ
. (4.11)

As simulations depend on a discretization of space, the integral equations are approxi-
mated by sums

Ex(x, y, z) =
+∞∑

m=−∞

+∞∑

n=−∞
Ẽx(mdkx, ndky, kz,mn)e−i(mkxx+nkyy+kz,mnz) dkx dky, (4.12)

Ey(x, y, z) =
+∞∑

m=−∞

+∞∑

n=−∞
Ẽy(mdkx, ndky, kz,mn)e−i(mkxx+nkyy+kz,mnz) dkx dky, (4.13)

Ez(x, y, z) =
+∞∑

m=−∞

+∞∑

n=−∞
Ẽz(mdkx, ndky, kz,mn)e−i(mkxx+nkyy+kz,mnz) dkx dky, (4.14)
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with

mk2
x + nk2

y < k2 , for evanescent waves (4.15)

mk2
x + nk2

y > k2 , for non-evanescent waves (4.16)

kz = −i
√

k2 − (mkx)2 − (nky)2 , for evanescent waves (4.17)

kz =
√

k2 − (mkx)2 − (nky)2 , for non-evanescent waves (4.18)

|k| = 2π

λ
. (4.19)

and

Ẽx(kx, ky, kz) = 1
4π2

+∞∑

j=−∞

+∞∑

l=−∞
Ex(jdx, ldy, z = 0)e−ikx·jdx+ky ·ldy dx dy, (4.20)

Ẽy(kx, ky, kz) = 1
4π2

+∞∑

j=−∞

+∞∑

l=−∞
Ey(jdx, ldy, z = 0)e−ikx·jdx+ky ·ldy dx dy, (4.21)

Ẽz(kx, ky, kz) = −Ẽx(kx, ky, kz) · kx + Ẽy(kx, ky, kz) · ky

kz
. (4.22)

The final expressions (4.12) - (4.14) for the E-field can be considered as the sum
over plane waves with amplitude Ẽ(x,y,z) · dxdy moving into the direction kmn =
(mdkx ndky dkz,mn)⊺.

In the next step, the plane waves are related to tubes of rays. Each tube consists of
one middle ray pointing into the direction of propagation kmn which is surrounded by
four rays defining the edges of the tube transporting the wave with amplitude Ẽ(x,y,z)

through space. The wavefront and amplitude of the wave that is carried by each tube
is described by its curvature matrix, Q, and divergence factor, DF , which are defined
in the Appx. A.1.2. For time- and cost-saving reasons, each ray tube starts from an
observation point where its middle and surrounding tube rays converge at and ends at
the source plane. The interface area between source plane and ray tube, presenting the
spectral differential surface, dkt = dkxdky, can be calculated as the area formed by the
intersection points of the four surrounding rays with the source plane. The E-field of the
tube of rays which originates from point P0 at r0 with the spectral differential surface
dkt into the direction kmn through the empty space to point P1 at r1, where d1 is the
distance between P0 and P1, is given by

ẼP 1 = ẼP 0 · e−ikmnr1dkt
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= Ẽ(kmn) · e−ikmnr0−ikmnd1dkt. (4.23)

The initial E-field amplitude ẼP 0 at the starting point of the source plane is determined by
the component Ẽ(kmn) of the source field Fourier transform belonging to the wavevector
kmn. Its phase, kmnr1, is referred to the origin of the source plane (0, 0, 0) at point P0.
Following the convention of Appx. A.1.2 concerning the reference frames attached to the
optical system, the phase kmnr1 of the field from point P0 to P1 is given by the product
of both modulus kmnd2.

When the tube intersects the surface of an arbitrarily shaped optical object, which in
this example is a collecting lens, it is refracted. By means of Snell’s law, the ray-direction
after refraction is determined for all five, tube-defining rays. Using equations (A.24) and
(A.25), the according curvatures after refraction are calculated. Since the field has been
decomposed into plane waves at the source plane, each tube is assigned to an initial plane
surface of wavefronts corresponding to an initial curvature matrix:

Qin =
(

0 0
0 0

)
. (4.24)

The divergence factors DFr and DFt for the reflected and transmitted beams, respec-
tively (see description in Appx. A.1.2), are obtained by inserting the corresponding radii
of curvatures into equation (A.22). To apply Fresnel’s reflection r and transmission coef-
ficients t (see Appx. A.1.2) it is necessary to decompose the E-field amplitude into parts
parallel and perpendicular to the plane of incidence which is indicated here by ∥ and ⊥,
respectively. Using this notation, the field amplitudes arriving at point P2 and P2′ is
given by

(
Ẽ⊥(P2)
Ẽ∥(P2)

)
=
(

t⊥ 0
0 t∥

)(
Ẽ⊥(P1)
Ẽ∥(P1)

)
DF2 · e−ik(mn,P 2)d2 , and (4.25)

(
Ẽ⊥,P 2′

Ẽ∥,P 2′

)
=
(

r⊥ 0
0 r∥

)(
Ẽ⊥(P1)
Ẽ∥(P1)

)
DF ′

2 · e−ik(mn,P 2′)d′
2 . (4.26)

Following this principle, the E-field can be tracked all the way along its trajectory to
the observation point.

For the purpose of this work, the electromagnetic field pattern of the antenna needs
to be find out in front of the lens corresponding to a distance of several hundred times
of the wavelength to the source field. For such large distances, the contributions of the
evanescent waves Eevan can be neglected as briefly shown in the following and are not
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considered in the developed software.
The contribution of the evanescent waves to the electromagnetic field at a certain point

in space (x, y, z) becomes obvious considering the following estimation

Eevan(x, y, z) =
∞∑

n=1

M∑

m=1
Ẽ(n · ∆kx, m · ∆ky)e−i(n·∆kx·x+m·∆ky ·y−|kz |·z)∆kx∆ky (4.27)

with

kz = −i ·
√

(n · ∆kx)2 + (m · ∆ky)2 − k2
0 (4.28)

and the wavenumber k0 = 2 · π/λ. As the condition for the evanescent waves implies that
(n · ∆kx)2 + (m · ∆ky)2 > k2

0, it is convenient to write

(n · ∆kx)2 + (m · ∆ky)2 = k2
0∆2

n,m (4.29)

∆2
n,m > 1 (4.30)

With z = ξ · λ = ξ · 2π/k0, ξ > 1, the term e−z·|kz |∆kx∆ky can be rewritten to

e−z·|kz |∆kx∆ky = e−
√

∆2
n,m−1·ξ·2π∆kx∆ky (4.31)

and thus is a rapid decreasing function with increasing ξ that allows to neglect the terms
of the evanescent waves for ξ >> 1.

4.3. Schematic of the software modules

The software is structured modularly and can be extended by any analytically definable
geometrical bodies. A set of common two-and three-dimensional bodies is already available
allowing calculations with standard types of lenses like collective , bullet, or hyper-
hemisphere lenses and other common optical elements.

The ray tracing and the calculation of the E-field contribution are treated separately,
in two main modules. Given an observation point, the backward ray tracing module
backtrac calculates the beam path of those tubes of rays originating from a specified
radiation source and reaching the point of observation. The user can set the ray density
as well as the solid angle over which the rays are traced. The direction k̂Pi for each ray
that is launched from an individual observation point Pi, by default, is defined using



4.3. Schematic of the software modules 97

spherical coordinates

k̂Pi =




sin(Θ) cos(Φ)
sin(Θ) sin(Φ)

cos(Θ)


 .

Given the number of rays per solid angle, defined by Θmax, Θmin, Φmax, and Φmin, the
software uniformly distributes the rays with equidistant angle distances, ∆Φ and ∆Θ,
between each others as sketched in Fig. 4.1.

x

y

z

∆Θ

∆Φ

Figure 4.1.: Ray distribution undertaken by the new backtrac module for a given solid
angle and 35 rays: The opening angle composes the whole half space. The
software uniformly distributes the rays with equidistant angle-distances in ∆Φ
and ∆Θ.

The backtrac module stores three data sets.

1. The interaction points of the tube of rays with the objects.

2. The chronology of interaction with the objects, and

3. the dielectric constants at the interfaces of interactions.

The second main module fical uses the datasets compiled by the backtrac module to
determine the E-field carried by the tubes of rays to the previously defined observation
point. As the calculation of the E-field for each observation point is an independent, stand-
alone process, the calculations allow for a very efficient parallelization of the software
when running on suitable machines like the Cologne High Efficiency Operating Platform
for Science (CHEOPS).
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4.3.1. Feed-in of the field information

The information about the initial electromagnetic field can be included either by using
an exact analytical expression (if available) or by providing discrete values for the field
in dependence of the related location. In the latter case, which is relevant for this thesis
as data are imported from the simulations software CST Studio suite, there are several
requirements which need to be fulfilled to obtain a reliable simulation result. The field
data which initially refer to the space domain need to be converted to the Fourier domain
k (for instance by using a Fast Fourier Transform (FFT) algorithm). The discrete field
values Ei in the k-domain are stored in dependence of the respective wavevectors

ki =




ki
x

ki
y

ki
z


 .

The largest value for kx and ky that is required to apply the spectral domain ray tracing
method is given by the wavenumber max(kx) = max(ky) = 2π

λ , where the smallest value
is min(kx) = min(ky) = −2π

λ . Using a dataset of discrete field values it needs to be
carefully considered to store enough data points to:

a) receive a sufficiently high resolution of the spectral field, and

b) assure that the absolute value of the highest and lowest value for kx and ky is given
by the wavenumber

Using a set of uniformly distributed data points the largest value in kx and ky is deter-
mined by the distance ∆x and ∆y between two neighboring data points, respectively[135]:

max(kx) = 1
2∆x

and

max(ky) = 1
2∆y

.

Inserting the maximum of kx and ky given by the wavenumber leads to the inequality
conditions

∆x <
λ

4π
and (4.32)

∆y <
λ

4π
, (4.33)

which must be fulfilled to apply the spectral domain ray tracing method.
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4.3.2. Backward Ray Tracing module

In the reciprocal treatment of beam paths, not the entirety of all rays originating from
a radiation source is considered but only rays of all possible directions from a specified
point of observation are traced back to the radiation-source. By this, a huge amount of
irrelevant ray paths can be excluded for calculations if only information about a certain
region and not the whole space is needed. Since this is true for all practical applications,
the principle of backward ray tracing is applied to the developed backtrac module.
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Figure 4.2.: Ray trajectories calculated with my software module backtrac for some geo-
metrical bodies presenting standard candidates for optical elements. All four
objects consist of silicon with a dielectric constant of ϵs = 11.9. Given is a
cross-section through the respective test setups depicting all rays which lie
in the xz-plane at y = 0 originating from an arbitrarily chosen observation
point to the screen (blue line) at z=20. The optical elements are placed con-
centrically around the optical axes which is the z-axis. The environment is
considered to be vacuum with a dielectric constant of one. For the sake of
clarity, the rays which are launched from the observation point at z = 0 are
restricted to a certain opening angle instead of being spread over the whole
half space. All rays undergoing total reflection within the objects are hidden in
this example. The corresponding areas intentionally left blank demonstrates
very clearly that the angle of sight is strongly restricted by total reflection
for lens-shaped objects when being composed of media with a high dielectric
constant such as those of silicon.

As already mentioned at the beginning of this section, the software is able to determine
the intersection point of a ray with any object that can be described by analytical
equations. These objects can optionally be accompanied by some additional boundary
conditions. Already available in the module are spheres, ellipsoids, cylinders, arbitrarily
shaped planes, circles, squares and a plate in shape of a T absorbing incident radiation.
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The latter one merely is intended for testing purposes of the software, e.g., to perform
standard imaging tests as shown in Fig. 4.5(a). Each optical element can be composed
of any desired combinations of the existing geometrical bodies. This means, for instance,
that a bullet lens is presented by a half sphere, a cylinder, and a circle-shaped plane as
depicted in Fig. 4.3

Figure 4.3.: Example for assembling optical elements in the new software: The bullet lens
is defined as a circle-shaped plane plus a cylinder plus a half-sphere. By that
way, each optical element in my software can be expressed as a combination
of existing geometrical bodies.

To calculate possible intersection points of a ray with an object analytical geometry
is used. For efficiently solving Matrix equations which occur in many cases, the highly
optimized GNU Scientific Library (GSL) is integrated providing efficient algorithms for
numerical computations in applied mathematics and science. The GSL library is part of
the GNU Project and is freely available under the GNU General Public License [58].

The developed backtrac module decides which of the intersection points found within
one calculation step is the causally correct one considering both, chronology and distances
to the previous point of intersection. It is able to identify if the ray is within or outside
an object allowing the correct treatment after total reflections events. Depending on the
chosen settings, it takes into account a predefined maximum number of intersections
with objects until a ray reaches the source. Furthermore, it enables to specify how often
a ray is allowed to be reflected after reaching the source the first time. The maximum
order of reflection refers to the total number of incidences on the source of a single ray.
The ray, presented as dashed red line in Fig. 4.4, for instance is tracked as long as it
reaches the source plane, that is on the backside of the cylindrical lens extension, for
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the sixths time. The according maximum order of reflection thus is six. The software
module allows appropriate handling when a ray can only reach the source undergoing
fewer times reflections than demanded. Some examples for ray-tracing being performed

Figure 4.4.: Cross section through a silicon lens that is composed of a hemisphere and a
cylindrical extension. The source plane is at the flat backside of the lens. The
path of a single ray (red, dashed line) is traced until it reaches the source plane
for the sixth time (maximum order of reflection ORmax = 6).

with the backtrac module through different geometrical bodies are depicted in Fig. 4.2.
The module gives back

1. the chronology of the objects the ray is intersecting with along its trajectory,

2. the normal vectors of the intersection interfaces,

3. the corresponding dielectric constants of the interface-media

4. the intersection points and

5. the direction vectors of all five tube vectors at the source field.

Each alternative software principally can be used to calculate the trajectories of the rays
as long it provides the same information as the backtrac module to the field calculation
module.
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Imaging tests

To proof the functionality of the backtrac module, several tests for each of the included
geometrical bodies and for combinations out of them were performed.

Figure 4.5 outlines a typical imaging test performed as a verification of the computed
physics. The test setup depicted in Fig. 4.5(a) shows plane-parallel rays propagating
along the z-axis against the z-direction. At z = 34.525 cm the rays impinge on a silicon
lens (marked in red) with a dielectric constant of ϵ = 11.9. Going from left to right in
the picture, the two optical radii of curvature of the lens are R1 = 500 cm and R2 =
−100 cm, respectively. The thickness of the lens is d = 0.5 cm. The resulting effective focal
length according to the Lensmaker’s equation 1

f = nlens−nair
nair

(
1

R1
− 1

R2

)
+ (nlens−nair)2d

nlensnairR1R2

is f = 34.025 cm and is correctly delineated by the results of the backtrac module as
can be read off from Fig. 4.5(a)). Once the focus test is passed, a second software run
is performed, now with an additional T-shaped plate inserted in the setup. This plate
totally absorbs all impinging radiation. The T-plate, here depicted in blue, is placed at
z = 50 cm in front of the lens. The generated shadow in form of the T is tracked along
the z-axis. Its variable geometry and dimensions along the way are examined to meet
the predictions given by analytical geometry. Cross sections of the ray trajectories are
depicted in Fig. 4.5(b) for the selected part that is marked by the orange box in Fig. 4.5(a).
Each ray that intersects the cross sections at z = −4, −3, −2, −1, −0.005, 1, 2, 3 and 4 cm
is represented by a point colored according to the respective cross section. One can clearly
see that the T-shaped gaps are turned upside down after passing the focus of the lens
just as expected. A zoom of the cross section at z = −0.005 cm, just after the focal point
is depicted in Fig. 4.5c).
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(a)

(b)
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Figure 4.5.: Test setup for the backtrac module: a) Sketch of the setup: Plane-parallel rays
are propagating along the z-axis against the z-direction where they impinge
a silicon lens (marked in red) at z = 34.525 cm with a focal length of f =
34.025 cm which is correctly reproduced by my software. In a second run a
T-shaped plate is inserted in the setup totally absorbing incident radiation.
The T, here depicted in blue, is placed at z = 50 cm in front of the lens.
The generated shadow in form of the T is tracked along the z-axis. Cross
sections of the ray trajectories are depicted in b) for the selected part that
is marked by the orange box in figure a). Each ray that intersects the cross
sections atz = −4, −3, −2, −1, −0.005, 1, 2, 3 and 4 cm is represented by a point
colored according to the respective cross section. A zoom of the cross section
at z = −0.05 mm, just after the focal point is depicted in c).
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4.3.3. Field calculation module

To apply the field calculation module fical, it is necessary to know the initial field
source in Fourier transform k-space as well as to resort to the ray-trajectories and the
properties of the concerned media at the intersection points determined by the backtrac

module. Since the calculation of the E−field along each tube of rays is a clearly separated,
stand-alone process it is sufficient to consider the procedure per path of one exemplary
tube of rays.

Having calculated the trajectory of one tube of rays by the backtrac module provides
information about

1. all intersection points along the trajectory,

2. the chronology of the objects,

3. the normal vectors at the intersection points at interfaces,

4. the vectors spanning the surrounding ray tube at the starting point at the source
plane, and

5. chronology of the refractive indexes of involved media.

The procedure per path of one tube of rays is:

1. The calculation starts at the source plane;

2. Calculate the differential spectral surface, ∆2k = ∆kx · ∆ky, by projecting the four
vectors spanning the tube of rays at the starting point of the source plane onto the
source plane (here on the kx-ky plane);

dkT

~k
b

b

b

b

b

~kz

~kx

~ky

3. Calculate all bases of orthogonal vectors of the tube of ray and bases of orthogo-
nal vectors at the interaction points of the interfaces. These are needed for later
calculation of the curvature matrices and the radii of curvatures (see Appx. A.1.2);
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4. Calculate the initial wavevector k⊺
ini = (kx,ini ky,ini kz,ini) of the middle ray at the

starting point;

5. Determine the initial E-field amplitude belonging to the initial wavevector in the
k−space at the plane of source Ek,ini(kx,ini, ky,ini);

6. Calculate the initial E-field contribution of the tube of rays: Estart = Ek,ini · ∆2k.

All following steps are repeated until the observation point is reached:

7. Calculate the E field amplitude just before the next interaction point Pi+1: Ei =
Ei−1 · ei·Pi+1Pi ;

8. Decompose the E-field into parts parallel and perpendicular to the plane of inci-
dence;

9. Determine if the tube of rays is transmitted or reflected. Thereby all five rays defin-
ing the tube need to undergo the same refraction at the same interface, otherwise
the tube of rays is discarded and excluded for the simulation.

10. Calculate matrices of curvature at the interaction point of

a) the interface based on two tangential surface vectors (dependent on if it is a
reflection or transmission),

b) the incoming tube of ray;

11. Transform the base of the curvature matrices;

12. Calculate the curvature matrix of the tube of rays after the point of interaction;

13. Calculate the Eigenvalue of these matrices;

14. Use the Eigenvalue to determine the radii of curvatures Ri;

15. Calculate the divergence factor DF by means of the distance d and the radii Ri;

16. Calculate the resulting E-field amplitudes perpendicular and parallel after crossing
the interface: Ei+1 = (E⊥,i+1, E∥,i+1) = (E⊥,i, E∥,i) · MFresnel · D · e(−ik·d), where
MFresnel is a matrix with the Fresnel coefficients, and

17. Express the field on base of the unit vectors (x⃗, y⃗, z⃗) of the coordinate space.

18. Repeat step 7 to 17 at each intersection point along the trajectory of the tube until
the observation point is reached.
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Figure 4.6.: The plot depicts the differential spectral surfaces of 100 rays that have been
launched from a single point in space with a distance of 1cm to a screen
over the whole half space. The dots indicate where the respective ray tubes
impinges the screen. Blue dots refer to the central ray and red dots refer to
the surrounding four rays which define the tube.

The total field at a certain observation point is given by the sum over the fields
transported by each tube of rays that reaches the point.

Test setup

A first test run of the ficalc module has been performed considering the propagation
of a Gaussian beam in free space along the z-axis.

Assume that the E-field amplitude points into the x-direction. When spreading through
the empty space along the optical axis the amplitude can be expressed in terms of the
radial distance, r, to the z-axis and the axial distance z to the smallest beam waist w0

at z = 0.:

E(r, z) = E0
w0

w(z)e
−
(

r
w(z)

)2

· e
−ik r2

2R(z) −i(kz−arctan( z
zR

))
. (4.34)

The beam waist in dependence of the distance z is

w(z) = w0

√

1 +
(

z

zR

)2
, (4.35)
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where zR = π·w2
0

λ is the Rayleigh length. The radius of curvature is given by

R(z) = z

(
1 +

(
zR

z

)2
)

. (4.36)

Considering the course of the amplitude at r = 0 for n multiple of the Rayleigh length
the expression for the modulo reduces to

|E(0, n · zR)| = E0
1√

1 +
(

n·zR
zR

)2
= E0

1√
1 + (n)2

. (4.37)

In the first run a Gaussian beam at 10.7 THz with a beam waist of w0 = 20 µm and an
amplitude of E0 = 1 V/m is simulated. The corresponding analytical expression of the
E-field in k-space that is used in the software reads

Ẽx(kx, ky) = E0w2
0

4π
e−

w2
0(k2

x+k2
y)

4

Ẽy(kx, ky) = 0, (4.38)

Ẽz(kx, ky) = −Ẽx(kx, ky) · kx

kz
.

The transverse field profiles calculated with the software (see Fig. 4.7) are compared
with the analytical solutions given by (4.37). The axial curve of the E-field amplitude
at multiples of the Rayleigh length is shown in Fig. 4.8(a). The software results are
based on a ray distribution over the half-space with an angular step-width of dΦ =
0.175◦, dΘ = 3.053◦. As can be seen from Fig. 4.8(a) the deviation between analytical
and software-based field amplitudes gets smaller (less than 1 % after z ≥ 5 × λ) as soon
as the distance to the source field is larger than a few wavelength since the contribution
of the evanescent waves becomes negligible.

The convergence behavior as a function of the ray density is investigated for one
exemplary cross section at z = 7 · zR within a square plane from −200 µm to −200 µm
in x and y. The numerical calculations are carried out for about 3000 rays to 500 000
rays (see Fig. 4.9) over the half space with 900 observation points. The corresponding
ray density for the iteration is given in Tab.4.1.

For each observation point the difference in the E-field value from the ith iteration and
the (i−1)th iteration is calculated and the average difference over all 900 observation point
is plotted against the iteration index in Fig. 4.10(a). Moreover, the average difference in
the E-field value from the ith iteration and the value given by the analytical expression
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Figure 4.7.: Transverse field profiles of Gaussian beam calculated with the backtrac and
fical software modules at multiples of the Rayleigh length.
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Figure 4.8.: (a) E-field amplitude of Gaussian beam at x = y = 0 as a function of the
axial distance along the optical axis (z-axis). The E-field amplitude is plotted
for multiples of the Rayleigh length zR, once calculated with the software
(999 216 rays over the half-space, angular stepwidth dΦ = 0.175◦, dΘ = 3.053◦),
and once using the analytical expression in(4.37); (b) Deviation between the
amplitude results calculated with the software (Es) and obtained from the
analytical expression (Ea).
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Figure 4.9.: E-field amplitude of Gaussian beam at a plane perpendicular to the optical
axis in a distance z = 7 · zR. The obtained results are based on (a) 2968 and
(b) 499 140, respectively, launched rays over the half space.

(Eq.(4.34)) is depicted in Fig. 4.10(b). Both plots show that the software results converge
with an increasing ray density.



4.3. Schematic of the software modules 111

i 0 1 2 3 4 5
N 2968 3968 4896 5928 6888 9900
dΘ 3.214 2.813 2.500 2.308 2.143 1.800
dΦ 3.396 2.903 2.647 2.368 2.195 1.818

i 6 7 8 9 10 11
N 19880 49728 69692 119712 199360 499140
dΘ 1.268 0.805 0.677 0.517 0.402 0.254
dΦ 1.286 0.811 0.687 0.523 0.404 0.255

Table 4.1.: Iteration index with corresponding number of rays over the half space and step
width in Θ and Φ.
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Figure 4.10.: (a) Convergence of the E-field magnitude averaged over the plane with M =
900 observation points with increasing ray density (see iteration index in
Tab. 4.1). (b) Convergence of the difference between the E-field magnitude
averaged over the observation plane once calculated with the software modules
and once calculated using the analytical expression Ea.
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4.4. Comparison with CST

For the comparison of the SRT based software within the CST software two different
scenarios at high frequencies are investigated which are just computational within the
institutes resources of the CST software. The first one considers the propagation of a
Gaussian beam through a silicon lens at 1 THz. In CST a Gaussian field is one of the
possible built in generation options. The Gaussian E-field source that is fed to the SRT
based software is based on an analytical expression. The E-field is investigated in the
near field range of the lens close to the lens surface. The second test scenario considers
the far-field pattern of a lens-antenna which corresponds to one of the actual RF-designs
of this work (described in Sec. 3.4.3). The far-field is investigated at 4.7 THz, which
besides 10.7 THz is the second operating frequency for which some RF-designs have been
developed and tested for this work.

4.4.1. Silicon lens with Gaussian beam

To compare the SRT software with the Frequency domain solver of CST studio suite the
propagation of a Gaussian beam through a hyper-hemispherical silicon lens at 1 THz is
considered. The lens dimensions correspond to those that are used for the actual mixing
block lens assembly of this work. The lens is composed of a half-sphere with 0.5 mm
radius. Its flat backside is extended by a 173 µm long cylinder of the same radius 0.5 mm.
The dielectric constant of the silicon is chosen to be 11.4, in compliance to the measured
values at cryogenic temperatures (see Chap. 5). The Gaussian beam is linearly polarized
in x-direction, has a beam waist of w0 = 225 µm and has its focal point at (0,0,0). The
optical axes is in z-direction and the flat backside of the lens is placed at z = 0 in
the x-y plane with its center at (x = y = 0). A cross section through the lens and its
alignment along the optical axis is shown in Fig. 4.4). The Gaussian beam that impinges
the backside of the lens at z = 0 µm has an E-field given by

Ex(x, y) = E0 · e
− x2+y2

w2
0 (4.39)

with an E-field amplitude of E0 = 1 V/m. The corresponding analytical expression of
the E-field in k-space is the same used above given by Eq. (4.39).

The CST simulation of the propagation of the Gaussian beam is calculated with the
FD solver using a tetrahedral mesh with a total number of mesh cells of 5 480 821 after
two adaptive mesh refinements. Preferable further mesh refinements were not possible
due to memory restrictions (see Sec.3.4.4). The simulation lasted about 77 hours. The
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results of the SRT software are based on 500 000 rays distributed over a solid angle with
Θray ≤ 60◦ and 0 ≤ Φray ≤ 360◦ with an ORmax = 1 (for the last performed iteration
step increasing the ray density from 300 000 to 500 000 yields an average deviation in
the E-field over all sample points less than 0.4 %). The SRT software runs on an Intel(R)
Core(TM) i5-4430 CPU @ 3.00 GHz processor. It took less than 3 h.

The E-field at a plane perpendicular to the optical axis at z = 703.8 µm is calculated
(in a distance of 30.8 µm to the tip of the lens). The results are depicted in Fig. 4.11. As
can be seen from the plots the magnitude in main beam direction of the E-field polarized
along the x-direction is about similar to the magnitude predicted by the solver of the
CST software. The course of the curves of the phases are rather similar from roughly
−100 µm to 100 µm. An obvious deviation in the beam width is visible. The smaller beam
width from the SRT result cannot be explained by the exclusion of the contributions of
those rays touching the rims of the lens shapes which leads to vanishing fields in the
geometrical shadow regions. In contrast to the SRT result, for the beam calculated by
CST an asymmetry between the beams in the x = 0 and y = 0 planes is visible.

(a) (b)

Figure 4.11.: Simulation results of the E-field of a Gaussian beam after propagating through
a silicon lens (dimensions and beam specifications in the text). The plots
show the absolute amplitude and phase of the E-field along the x-axis and
the y-axis at z = 703.8 µm.

4.4.2. Silicon lens with self-complementary logarithmic spiral antenna

To compare the SRT software with the TD solver of CST studio suite the propagation
of the E-field of one of the antenna lens designs (S4) for the HEB receiver is calculated
for a frequency at 4.7 THz. The detailed description and dimensions of the used spiral
antenna are given in Sec. 3.4.3. The lens dimensions are the same as used in the section
above. The spiral antenna is attached to the flat backside of the cylindrical extension (see
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Fig. 4.13(a)). The simulation of the lens-antenna with CST studio suite is only possible
with a course resolution (hexahedral mesh cells without adaptive mesh refinement for a
bounding box of 1.3649 × 106 µm3, 15 cells per wavelength, solver accuracy about -20 dB)
(see details given at the beginning of Sec. 3.4.4). For the numerical calculation with the
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Figure 4.12.: (a) Spectral E-field in k-space of the self-complementary log-spiral antenna
S4 at the spiral-lens interface. (b)SRT software results: Convergence of the
E-field amplitude averaged over the plane with M=900 observation points
in dependence of the considered E-field contributions of increasing orders of
reflection.

SRT based software the spectral E-field in k-space of the spiral antenna (see Fig. 4.12(a))
is used as the source field. It is obtained by an FFT of the E-field of the spiral antenna
at the antenna-lens interface received from the results from the CST-simulation. The
sample distance is ∆kx = ∆ky = 3784.17 m−1. It corresponds to the sample distance
where the last iteration step increasing the resolution by a factor of four results in an
average deviation less than 4 %. The software results converge with an increasing order
of reflections (see Fig. 4.12(b))

The results that are shown in Fig. 4.13 are obtained from the SRT software using 50 000
rays over a solid angle with Θray ≤ 24◦ and 0 ≤ Φray ≤ 360◦ with an ORmax = 5 (the
solid angle is chosen such that it covers the lens). They depict the amplitude and phase
of the x and y-component of the E-field in two sectional planes at Φ = 0◦ and Φ = 90◦,
respectively. Comparing the curves obtained from the SRT software and from the CST
software the results are similar around the main beam. The side lobes predicted by the
CST software are considerably lower than the ones calculated by the SRT software.
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Figure 4.13.: Comparison of far-field results calculated with the TD solver of CST studio
suite and the SRT software for the spiral antenna S4 on the dielectric silicon
lens (diameter of 1 mm) as sketched in (a)
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4.5. Conclusion and Outlook

The SRT software that has been introduced in this chapter allows with its modular struc-
ture the tracing of E-fields through various objects. It contains geometrical definitions
to describe elliptical, cylindrical or plane surfaces, to define various optical elements like
lenses and plates that are needed to construct optical setups. The optical elements can be
defined as a substrate with a certain dielectric constant, they can be specified as perfect
absorbing material or as a perfect electrical conductor. The source field of the fical

module can either be a tabulated discrete field read in from a standard text file, or it
can be given by an analytical expression.

The comparison of the E-field results of two different scenarios using the CST software
and the SRT based software depicts rather similar results along the main beam directions
but considerable deviations in their predictions of the height of the side lobes which for
designing purposes of the follow-up optics, matching the mixer to the telescope, cannot be
neglected. Since the SRT software is intended for the calculation of E-field propagation at
the high frequencies addressed in this work the test setups have been chosen application
orientated with the actual lens dimensions of the receiver at high frequencies that were
just computational with the CST software at costs of a low resolution of the simulation
object. Consequently, it cannot be said which of the results is better to depict the reality
without the experimental beam characterizations of the actual designs. This, however,
is out of the scope of this thesis, mainly because a local oscillator source is still under
development. The comparison of both softwares further show that the SRT software is
able to calculate the desired E-field information in considerably less time on a standard
PC than the CST on a specifically powerful PC, necessary for additional memory and a
more powerful processor with more cores. For the simulation of the antenna-lens object
in the example presented in the section above it took less than 4 % of the total solver
time of the CST software. Within our computational resources, the SRT software, in
contrast to the CST software, moreover does not have a high frequency limit in the THz
regime above which the lens antennas cannot be simulated anymore.

For a more detailed investigation of the causes of the differences in the results further
simulations with both softwares are necessary which have not been done so far due to time
consumption reasons. A comparison with PO techniques and other simulation softwares
like HFSS[89] and FEKO[3] would be a welcome addition, especially with regard that
there is evidence for deviations in the results obtained by different simulation softwares
and different numerical calculation techniques as has been shown in [76]. The usage
of the Cologne High Efficiency Operating Platform for Science (CHEOPS) for further
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investigations with the full functional parallelized version of the SRT software module
is the next step for extensive simulations of more antenna lens designs. A further future
task is to trace the E-field of the lens antennas developed in this work through the optics
of the actual used cryostat where the receivers are mounted in for measurements.

Based on the obtained results the far field results of selected RF-designs of this work are
characterized with the CST software below 4.7 THz. The SRT-software is used to estimate
the E-field amplitude and phase of some of the 10.7 THz RF-designs (see Sec. 3.4.2) within
the main beam having in mind that a trustworthy statement about the side lobe levels
to the current situation is not possible.





5. Determination of material properties for
cryogenic applications

Knowing the response of a material to electromagnetic fields is crucial for the design
of electromagnetic receivers and optical setups. At the operating frequency of 10.7 THz
the lack of sufficient information about material properties of optical components as
well as about the carrier substrate of the RF-structures required to perform according
measurements using Fourier transform spectrometers (FTS). This chapter presents the
results of the respective cryogenic- and frequency-dependent measurements of very pure
silicon samples and the results of transmission measurements of window materials and
glues performed at room-temperatures. It is divided into three parts.

In the beginning section 5.1, a brief outline of the analytic method for the extraction
of material parameters from transmission spectra, and the respective metrology is given.
Furthermore, the enhancement of a FTS by a test setup for measurements down to 80 K
is described.

It is followed by a detailed data analysis of the transmission measurements of several
HRFZ silicon samples, in section 5.2. In this second part, both aspects, the frequency- as
well as the temperature-dependence of the refractive index and the absorption coefficient
of pure silicon are investigated. A brief conclusion about the results, their accuracy, and
the limits of the metrology is given.

The third part, section 5.3, is devoted to the transmission measurement of potential
vacuum window materials and of several glues.

5.1. Dispersive refractive index from Fourier Transform
Spectrometer transmission measurements

The direct measurement of the complex refractive index by means of transmission measure-
ments requires phase and amplitude information about the transmitted, electromagnetic
field. Since the Fourier Transform Spectrometer (FTS) measures an intensity as function
of the position of the moving mirror of the interferometer, the spectrum does not offer

119
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directly measurable information about the phase of the transmitted radiation. A flat
sample with in good approximation plane-parallel surfaces, however, produces a specific
fringe radiation pattern due to interference at the sample-vacuum interfaces comparable
with an optical resonator in a Fabry-Perot interferometer[84]. Being dependent on the
refractive index of the material, the interference pattern in the measured transmission
spectrum allows to extract the complex refractive index with certain restrictions. An
outline of the underlying theory and an introduction of the fringe methods to calculate
the refractive index are given in the Appx. C.3. The fringe methods, in general, rely on
the information about the magnitude and the frequency of individual, local extrema of
the interference pattern within the measured spectrum. Because of the limited spectral
resolution of the recorded transmission spectra further data processing is mandatory for
the determination of those local extrema and, by this, to receive meaningful results when
applying fringe methods. A detailed description of the according data processing is given
in the Appx. C.4.

5.1.1. Implementation of a new test setup

Due to the lack of a suitable cryostat integrable within the measurement setup of our
FTS1, there is no possibility of cooling down any samples to cryogenic temperatures. To
get a first hint of temperature dependent changes in the sample properties I modified the
setup in that manner that it allows for cooling down to 145 K as well as for alternating
between reference and sample measurement during operation. The corresponding setup
is depicted in Fig.5.1. It consists of a massive cooling finger of copper which is attached
to a brass cylinder which can be cooled from outside by liquid nitrogen. Two highly
pure, highly flexible copper ropes connect the sample holder with the cooling finger. The
sample holder is mounted on a thermally isolated, rotatable rod enabling to arbitrarily
switch between reference and sample measurement while maintaining the integrity of the
optical path. It additionally provides a convenient mount for a heat resistor. The sample
holder plates are exchangeable units which allow the direct attachment of a temperature
sensor in close proximity to the sample.

To build in the new components I removed the original side panel of the FTS sample
compartment and replaced it by an accordingly designed side panel where all components
can be attached to. As test measurements concerning the focus of the source beam
revealed that the standard sample placement predefined by the manufacturer is not
exactly in the collimated spot area, the location of the sample holder needed to be

1Vertex 80 v with FIR extension[15]
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5 cm

Figure 5.1.: (left) Installed setup in the sample compartment of the FTS for measurements
of cooled-down samples. The rotatable rod enables to interchange the sample
position and reference position in situ during operation. In the given config-
uration displayed in the picture the sample holder with attached sample is
placed in the beam path of the optical axis of the FTS and cannot be seen as
it is covered by the empty sample holder that serves as the reference. (right)
Sample holder with silicon sample: The temperature sensor is attached in close
proximity to the sample.

adjusted respectively that it lies in the actually focus plane. Optimizing of the refrigerating
process in the setup was carefully carried out by controlling each change on the individual
components of the cooling chain by means of a temperature sensor successively attached
to each component.

5.2. Dispersive temperature dependent refractive index of
HRFZ silicon

High resistivity float zone (HRFZ) silicon is a standard carrier material for planar RF
circuits. Since its dielectric constant significantly influences the dimensions of all circuit
parts it is necessary to estimate within which limits this quantity is to be expected in
practice, and how it varies with temperature. Up to this time of the ongoing design work2

only one publication from 1959 [92] reported about a temperature dependence of single
crystal silicon of unspecified resistivity for radiation with a wavelength from 2 − 30 µm.
Due to the lack of information about the cryogenic dielectric properties of HRZF silicon
the new test setup described in Sec.5.1.1 was implemented to estimate the temperature

2We had the 18th Oct. 2019
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dependence of its dielectric function. Based on these measurements the dielectric constant
at 5K could be estimated to be in between 11.2 to 11.5. Subsequently, thanks to Philipp
Warzanowsky from the Institute of Physics II FTS transmission measurements of one of
my Si samples down to 5K could be performed in a dedicated measurement setup. Later
on, Wollack et al. published a paper [179] in 2020 where they measured the refractive
index of high-purity silicon at 300 and 10 K over the range from 100 to 1000 cm−1 (10-
100 µm). Their results agree very well with the findings of this work as they get a similar
relative change in the real part of the refractive index of about 0.826% for Si being cooled
down to 10 K which is close to the relative change of about 0.83% measured for the silicon
sample being cooled down to 5 K[9].

The following sections rely on measurements down to about around 150 to 160 K
conducted with the new test setup described in Sec.5.1.1 as well as on the measurements
performed by Philipp Warzanowsky from the Institute of Physics II.

5.2.1. Measurement procedure

The temperature-dependent transmission spectra of in total 5 HRFZ Si samples with
varying resistivity have been measured by means of two different FTS - the in-house
extended Bruker Vertex 80 FTS and the Bruker IFS 66v/S FTS dedicated for cryogenic
applications. The samples are p-doped with boron and have a crystal structure of <100>.
The thickness of the plates was measured with a dial gauge with an uncertainty about
±1 µm and ranges from about 361 µm to about 535 µm . The thickness was determined
as the average of at least four measurements at different positions on the sample plate3

and is listed in Tab. 5.1 together with the resistivity declared by the manufacturer.

Measurements down to 150 K

For an initial assessment of the temperature-dependent refractive index, transmission
measurements on silicon samples no.1 to 4 listed in Tab. 5.1 have been performed in the
new test setup described in Sec.5.1.1. An overall number of more than 70 transmission
spectra at different temperatures varying from room temperature to about 150 K allows
a mapping of the transmission evolution with temperature in steps smaller than 20 K.
Each dataset represents an average of 5 to 15 interferogram records4 with a nominal
resolution of 2.3 GHz. Depending on the number of scans and further measurement

3In this context many thanks to Stephan Wulff who culled the Si samples remained from other research
projects and directly measured their thicknesses.

4The actual number was chosen according to the velocity with which the samples cooled down or warmed
up.
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settings5 the acquisition of a single spectrum required between approximately two and
five minutes. The radiation source used for the setup is a mercury-vapour lamp. The
optical components consist of a Mylar multilayer beam splitter that is applicable from
680 cm−1 to 30 cm−1 and a pyroelectric room-temperature DLaTGS (deuterated L-aline
doped triglycene sulphate) detector with Polyethylene-window dedicated for 700 cm−1 to
10 cm−1 according to the manufacturer[15]. The chosen setup-equipment enables to cover
sufficient ambient spectral range around the wavenumber of interest at about 357.14 cm−1.

For silicon sample no.1 it was alternated between reference and sample at each tem-
perature step of the measurement. However, the sample plate cannot be placed exactly
at the same position after swapping but will be in a slightly different tilt angle at each
measurement which means that the effective thickness of the sample is slightly different
for each measurement. For a better analysis of the temperature-dependent thickness-
variation of the plate and its effect on the spectrum and more importantly, to enable an
adequate determination of the relative change in the real part of the refractive index,
the plate position of the remaining samples is kept unchanged during the cool-down and
warm-up processes. The recording of a reference spectrum only takes place just before
and after a measurement cycle, thereby at the highest and at the lowest temperature
value, respectively, which could be reached with the sample.

To get down to temperatures as low as possible the little heat resistance in the setup
has been removed which however withdraws the ability to additionally regulate the
temperature. The according temperature course of one cool-down and warm-up cycle
of a sample as depicted in Fig.5.2 is non-linear with time and especially steep at the
beginning before flattening when reaching the lowest temperature plateau. Consequently,
measurements are taken over a certain temperature span that amounts to not more than
a few Celsius degrees at most and is dependent on the position of the present temperature
value in the temperature curve and the preset measurement settings defining the time
per measurement. As the refractive index certainly does not experience abrupt jumps
with temperature within the frequency range of interest and only exhibits marginal
changes within this small temperature intervals, this is still acceptable. Accordingly, the
temperature margin depicted with the calculated values of the refractive index always
refers to the temperature interval of each individual measurement and is clearly articulated
in the according evaluation.

5like mirror-velocity, pause-time between records etc.
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Figure 5.2.: (left) Measured temperature course of a silicon sample in the modified setup
with time: Despite a continuous supply of nitrogen within the first 100 minutes
the change in temperature is non-linear and varies with different velocities.
The lowest temperature that could be achieved is Tmin = 145.48 K. (right)
Exterior view of the sample compartment of the modified Vertex 80 v FTS (see
Sec.5.1.1) to enable both, the interchange of sample and reference position in
situ during operation by means of an rotatable rod with two sample supports
as well as cooling-down of samples by liquid nitrogen which is filled in the
exterior cylindric container attached to a cold finger.

Measurements down to 5 K

The measurements of silicon sample no.5 were performed with a resolution of 15 GHz
in a dedicated FTS setup in the Institute of Physics II by Philipp Warzanowski. The
corresponding setup of the Bruker IFS 66v/S consists of a mercury-vapour lamp, a 6 µm
Mylar beam splitter, a cryostat with two polyethylene windows and a 4 K bolometer. The
cold finger in the cryostat offers two supports for sample attachments. One of the sample
holder is used to mount the sample while the other empty sample holder is used as a refer-
ence. A telecontrol of the rotatable cold finger allows to interchange the sample position
and the reference in situ during operation. In total, measurements at seven temperature
values (5 K, 20 K, 50 K, 70 K, 100 K, 150 K and 300 K) were taken. The uncertainty in
temperature is negligible as the setup allows to keep the temperature constant during the
measurements. For each temperature value a transmission measurement of the sample
as well as a reference measurement were taken. The variations in the effective thickness
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due to movements of the sample are assumed not to exceed 0.8%. The evaluations are
based on normalized transmission spectra.

no. ∗ρ [kΩ cm] d [µm] i swap T meas
min

1 5 363(2) DSP yes

∼150 K2 5 363(1) DSP no
3 >3 535(6) SSP no
4 >3 533(1) DSP no
5 5 368(2) DSP yes ∼ 5 K

Table 5.1.: Specification about silicon sample plates used for measurements. The thickness
was determined with a dial gauge and ∗the resistivity is according to the dec-
laration of the manufacturer. The digit in brackets indicates the measurement
uncertainty. The thickness was determined as the average of at least four mea-
surements at different positions for each sample plate. The column "i" specifies
if the silicon sample is double-sided polished (DSP) or single-sided polished
(SSP). The column "swap" indicates if the reference and sample position were
interchanged for each single temperature step measurment (yes), or if in case of
"no" only a measurement of the sample spectrum was taken. No swap ensures
that there is no change in the effective thickness of the sample due to move-
ments of the sample. The last column gives the lowest temperature value down
to which a transmission spectrum of the individual sample has been recorded.

5.2.2. Data extraction

The actual transmission spectrum of a sample is deduced by the normalization of the
sample spectrum, that is acquired with the sample placed in the optical beam path,
by the reference spectrum of the empty setup. Both FTS setups use different optics
and optical elements which especially impacts the lower, appropriable frequency limit
of their achievable measurement spectrum due to a diminished signal-to-noise ratio.
The according effect on the reference spectra of the respective FTS setup is shown in
Fig. 5.3. Absorption and interference features of optical windows and beam splitters
clearly dominate the spectra of the empty setups. The consequent frequency range
utilisable for the evaluation roughly spans from about 2.5 THz to 18.9 THz.

With the frequency spectra at hand the refractive index is determined based on the
interference fringe pattern in the normalized transmission spectra by means of two
different methods which are described in Appx. C.3. The fringe difference method using
equation (C.33) yields a discrete value for n and α for each pair of two adjoined maxima
or minima. The value for the respective quantity is referred to the frequency point in
the middle of the frequency positions of the respective adjacent maxima or minima.
The fringe order method based on Eq.(C.31) and (C.32) reveals the refractive index for
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Figure 5.3.: Reference transmission spectra of the in-house extended Bruker Vertex 80 FTS
and the Bruker IFS 66v/S FTS of the Institute of Physics II of the University
of Cologne at room temperature. Absorption and interference features are
attributed to the optical elements in the setups such as optical windows and
beamsplitter.

each frequency point of a local extrema. The local extrema are determined using the
smoothing and fit procedure described in Appx. C.4. At this point it should be noted
that the temperature-related change in the thickness of the silicon samples is taken into
account using Eq. (C.40) (see Appx. C.5). An investigation by tracking individual local
extrema (see Appx. C.6) in the interference pattern of the transmission spectra reveals
that the dominant, temperature-related effect on the transmission spectrum still is caused
by a change in the refractive index and not by the change in the thickness.

The transmission spectra of both, about 530 µm thick samples offer more than 440 local
extrema and the silicon samples with a thickness around 360 µm exhibit more than 280
local extrema over the frequency span ranging from 2.5 THz to 18.9 THz. The resulting
data point distance for n̂ is between 35 GHz and 150 GHz, depending on the respective
sample thickness, and sufficiently resolves the spectrum in the observed frequency range
to study the course of n on the basis of the spectrum fringe rate.

A detailed description of the data processing of the transmission spectra and a com-
parison of the results for the refractive index of individual silicon samples using both
fringe methods is given in the Appx. C.4.2.
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5.2.3. Transmission spectra

Unexpected features

The transmission spectra measured in the in-house extended FTS setup exhibit two
unexpected features that leap to the eye at first glance looking at the selection of spectra
of either the cooling-down or the warming-up cycle in Fig. 5.4. First, the transmission of
sample no.3 (Fig.5.4(c)) is the only one revealing a nearly linear decrease with frequency.
Being the only sample polished only on one side this might be due to contaminations
by molecules which accumulate at such coarse surfaces and still can stack to the surface
for the relatively high pressure around about 2.9 hPa of the FTS vacuum. Dispersive
scattering losses at the coarse surface might give an additionally contribution.

Secondly, the transmission spectra of all samples exhibit unexpected, broad absorptive
features at about around 6.8 THz, 11.4 THz, 13.1 THz and 18.3 THz which are only weakly
defined for sample no.3 due to the strongly reduced transmission. Those absorption
peaks particularly evident at around 6.8 THz increase with lower temperatures. The
most likely explanation for this phenomenon is the accumulation of ice crystals on the
sample by freezing out of water vapor at the sample’s surface. Those water molecules are
still present in the setup after long evacuation time as can be verified in the reference
spectra of the empty setup by their absorption lines spread over the whole measurement
spectrum. Hydrogen-bonded ice crystals exhibit corresponding absorption lines around
about the aforementioned frequencies and especially contain two strong absorption lines
near 4.6 THz and 6.6 THz due to lattice vibrations [178]. The absorptive features due
to foreign molecules inhibit a reliable estimation of the sample’s absorption coefficient
since they clearly dominate the calculated results as can be seen in Fig. 5.5(b)-(d) but
cannot be separated from contributions originating from the sample itself. As depicted
in Fig. 5.5(a) the transmission spectra acquired in the dedicated setup of the IFS 66v/S
FTS are free from these distinct absorption lines that grow with decreasing temperature.
They confirm that the interfering absorption features are due to the gathering of foreign
molecules at the surface of the samples, most likely due to ice crystals. Consequently, all
further evaluations concerning absorption and extinction coefficients are solely based on
the dataset acquired with the IFS 66v/S setup.
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Figure 5.4.: Transmission spectra of cooling cycles of four different silicon samples. Speci-
fications about the samples can be found in table5.1
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Figure 5.5.: (a) Temperature-dependent transmission spectrum of the silicon sample mea-
sured in the dedicated setup in the Institute of Physics II. Development of the
absorption coefficient of Si samples with temperature for a (b) warm-up cycle
and (c)-(d) two cool-down cycles.
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5.2.4. n as a function of frequency

The results of the measurements yield the same qualitative behavior of the refractive
index of silicon for all investigated samples. The measurements performed in this work
exhibit a real part of the refractive index that changes less than 0.002 over a frequency
interval of about around 12 THz (see Fig. 5.6). Within the measured frequency range
n is a weakly increasing function of frequency similar to what was reported e.g. in [47].
However, its dispersive curve shape exhibits a slightly larger gradient compared to the
existing, empirically found dispersion formula of the Herzberger-type (C.18) and the
Sellmeier-type (C.11), which are available for the upper and lower adjacent frequency
regime [85, 109, 47]. This difference most likely arises from setup-specific features such as a
frequency-dependent penetration angle on the sample surface [138] or internal reflections
within the spectrometer which are not accounted for in the theoretical model.A zoom-in
view in Fig. 5.6 furthermore displays some step-type resembling features. As they are
only visible in the measurements carried out with the Bruker IFS 66v/S they likely
show some setup-specific effects whose detailed investigation would go beyond of the
scope of this work. However, it can be excluded that this features arise from the varying
Signal-to-Noise ratio that is attributed to the internal FTS-beamsplitter resonances (see
Fig. 5.3 in Sec. 5.2.2).

As this study is based on samples of slightly different resistivity a visible impact of the
resistivity on the index of refraction is possible. The associated effect on the refractive
index can be deduced by means of the Drude model. For isotropic materials the frequency-
dependent expression in the Drude term in Eq.(C.7) can be rewritten as a function of
the conductivity σ(ω) of the material ω2

p

ω2+iω/τ
= σ(ω)

iϵ0ω with σ(ω) = σDC
1−iωτ [44]. As the

DC conductivity σDC is inversely proportional to the resistivity ρ [174], a correlation
between the dielectric function of silicon and its resistivity is to be expected. Generally
speaking, according to the Drude model an increase in resistivity should cause a reduction
of the imaginary part of n̂ and ϵ̂ along with a lower absorption coefficient which could
be demonstrated in Ohba et al. [127]. Likewise, the according real parts are expected
to decrease with increasing resistivity. Afsar et al. [1] confirmed this relation for the
sub-THz range at room temperature based on a study of silicon samples with resistivities
of 1.5 kΩ cm , 2 kΩ cm and 11 kΩ cm. In accordance with the results of these publications,
it would be logical to also expect a difference in the extracted results for the measured
samples of 3 kΩ cm and 5 kΩ cm resistivity although this effect might be small due to the
already small amount of free carriers in all probes. However, at first sight no correlation
between resistivity and real part of the refractive index can be observed from the results.
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Figure 5.6.: Extracted real part of the refractive index at room temperature in comparison
to three different polynomial-type models: Sellmeier [109], Herzberger [85] and
Polynomial up to 5 µm [23]. The bold markers indicate the actual frequency
ranges these models are based on. The dotted lines refer to the continuation
of the models outside their respective frequency ranges.

Neither the calculated absolute values of n(T ) in Fig. 5.8(a) nor the relative change in n

with temperature depicted in Fig. 5.8(b) enable to confirm a distinct dependence on the
resistivity.

5.2.5. n as a function of temperature

The cool down of silicon causes a distinct reduction of its refractive index as depicted in
Fig. 5.7. The curves, n(ν), ascertained from measurements at different temperatures run
in a very good approximation parallel to each other within the measured frequency range.
Therefore, the change in the refractive index with temperature over the large frequency
range can be assumed to be the same for each single frequency value.

To simulate the temperature-dependent behavior of the real part of the refractive index
the relative change of n is fitted using three different models, namely the classical Lorentz
oscillator model (C.11), the single (C.23) and double oscillator models (C.20). The fit
procedure is applied to the total set of all silicon samples with a resistivity of about
3 kΩ cm.

Although the change in n can be assumed to be the same for all three samples, the
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absolute values in n differ considerably from each other as can be seen in Fig.5.8. The
fit functions of all three models, however, still contain a fit-parameter accounting for the
absolute value of ϵ or n2 either at 0 K or 300 K. To simulate the behavior of n with the
Lorentz model the absolute value of ϵ0 K is extracted by a separate fit of the absolute
refractive index for each single data set individually and used as a fixed value for the
according data set in the subsequent fit. The remaining parameters defining the slope of
the relative refractive index with temperature then are extracted by fitting the respective
model over the entire data sets.
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Figure 5.7.: Extracted real part of the refractive index for different temperatures. The
arrows indicate the uncertainty due to the uncertainty in the samples thickness.

All fits are accomplished in python with the non-linear least squares fit-routine pro-
vided by scipy.optimize.curve_fit [148]. The values for the fit-parameter are restricted to
physically reasonable intervals. For the Lorentz oscillator model the according diagonal
entries of the covariance matrix of the fit result are used as the variances to approximate
the 95% confidence interval, respectively, for a total of 48 data points. The according
interval limits can be found in brackets next to the fit parameters in Tab. 5.2.

The amount of fit-parameters and the highly non-linearity of the fit-functions
increase the difficulty to specify the corresponding uncertainty intervals for the single

and double oscillator models. Here, a standard variation of the parameters is estimated
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by a variational analysis of each initial fit parameter. The results are listed in table 5.2
together with fit parameters from literature published at other frequency values within
the here measured frequency regime or in close vicinity to it. A reasonable correspondence
between fit parameters at different frequencies can be expected, since the change in the
refractive index with temperature (see Fig. 5.7) is in very good approximation the same
over a large frequency range.

Lorentz oscillator ϵ0K aeps
1 [K−1] aeps

2 [K−2] aeps
3 [K−3]

This work 11.05-11.54 2.94(1.56)×10−5 2.21(0.12)×10−6 -7.77(2.42)×10−10

Ref. [109] 11.4552 2.7765 × 10−4 1.7066 × 10−6 −8.1423 × 10−10

(a)

Double
oscillator

αΛ αχ βΛ βχ GΛ Gχ[
10−4eV/K

] [
10−4eV/K

]
[K] [K] [eV2] [eV2]

This work 4.00(0.78) 2.68(1.5) 600(17) 508(10) 10.1 (8.0) 140.5(16.3)
Ref. [39] 5.27(0.12) 2.67(0.04) 419(29) 302 (21) 25.3(0.8) 149.8(7.0)
Ref. [6] − − − − 23.75 159.28

(b)

Single oscillator Eg(0) [eV] Ep(300 K) [eV] αg
[
10−4eV/K

]
βg [K]

This work 3.6(0.6) 9.3(1.5) 4.1(2.9) 700(220)
Ref. [39] 4.03(0.02) 13.31 3.41(0.03) 439(13)

Literature values
Ref. [175] 1.1557 – 7.021 1108
Ref. [2] 1.1692 – 4.9 ± 0.2 655±40

(c)

Table 5.2.: Fit parameters for different models describing the temperature dependence of
the real part of the refractive index. Fit parameters of the classical Lorentz
oscillator model are based on Eq. (C.8). Fit parameters of the single and double
oscillator models refer to Eq.(C.23) and (C.20). Numbers in brackets for fit
parameters of this work in table (a) refer to the 95% confidence interval and in
table (b) and (c) to the estimated standard deviation.

The curves of n with temperature simulated with the different models as well as
predictions from selected publications are depicted in Fig. 5.9. All three fit-models based
on a classical or extended Lorentz oscillator model are suitable to describe the measured
temperature dependence of the real part of the refractive index. However, the range
below 70 K is the most difficult range to fit accurately. None of the models can perfectly
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reproduce the rather fast convergence of n in this temperature range. A comparison with
the results from other publications clearly demonstrates that a reasonable prediction of
n for lower temperatures roughly below 70 K is not possible if the fit-parameters have
been extracted only on basis of measurement results above 100 K. That predictions would
yield a considerable deviation from the here presented measurement results (see Fig. 5.9,
pink dashed and purple and red dash-dotted lines). Accordingly, the fit-parameters for
the classical Lorentz model deviate from existing publications. In constrast to [109] (see
Tab.5.2(a)), the values found in this work propose a stronger quadratic dependence of
the permittivity with temperature but a smaller linear dependency on T . Both fits based
on the single and the double oscillator model yield rather similar results as can be seen
from the gray dotted and the brown dashed curves in Fig. 5.9. The fit value of about
3.6 eV for the average band gap energy at 0 K is around about 30% higher compared to
literature values about 1.17 eV [99], 1.1557 eV[175] and 1.1692 eV [2] but is within the
same order of magnitude. As can be seen from Tab.5.2(c) the values for αg und βg are
within the range provided by other publications.

The slope of n predicted by the empirically determined fit-function of Naftaly et al.
[121] which is the only work based on measurements from 296 K to 4 K, reproduces the
fast convergent behavior of n with lower temperatures. Although Naftaly et al. states
that their model only gives good results for temperatures above 70 K, surprisingly, their
prediction for n above 70 K yields a slightly larger reduction of the refractive than can
be found from my own data ( see the dotted orange curve in Fig. 5.9).
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Figure 5.8.: (a) Extracted real part of the refractive indices of 5 different silicon samples
with temperature and (b) according relative change in the refractive index
based on the value at maximum temperature. navg represents the mean value
averaged over the frequency interval from 7.5 THz to 12.5 THz. The legend
indicates the resistivity and the thickness of the respective sample.
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Figure 5.9.: Relative change in the refractive index with temperature: Comparison of dif-
ferent fit models applied to the measured results of this work and comparison
with fit results of publications from Naftaly et al. [121], Li [109], and Della
Corte et al. [39]. Della Corte et al. [39] applied both oscillator models to their
measurement results at a wavelength of 1.5 µm for the temperature range from
300 to 600 K. The fit results of Li [109] are based on measurements down to
100 K. The respective fit curves are drawn as solid lines within the temperature
range of their measurements and as dashed or dotted lines otherwise. Naftaly
et al. [121] empirically determined fit-function is based on measurement results
from 4 to 296 K.
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5.2.6. Extinction and absorption coefficient

The transmission spectra acquired with the in-house extended FTS setup exhibit large,
absorptive features which can be attributed to water molecules gathering at the sample’s
surface as has been reported in Sec. 5.2.3. As those features disable a reliable extraction of
the absorption or the respective extinction coefficient, n′ and α, all presented results solely
rely on the datasets of silicon sample no. 5 down to 5 K in the IFS 66v/S spectrometer.
The respective data processing is given in Appx. C.4.3.

As described in more detail in Appx. C.3, the accuracy of both quantities, the ex-
tinction and absorption coefficients, extracted from fringe methods relies on the exact
determination of the magnitude of the local extrema in the interference pattern of the
transmission spectrum. However, the magnitude of the transmission pattern is especially
sensitive to power-variations in the radiation source between successive reference and
sample measurements. A comparison of several transmission measurements (depicted in
Fig. 5.10) which have been performed at the same temperature reveal an average power
alteration of around about 3 % over the measured frequency range. To estimate the order
of magnitude of the associated uncertainty in n

′ and α, therefore, a fractional drift in
the source power of maximal 3 % between two successive measurements is plausible.
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Figure 5.10.: Change in power between successive measurements due to intensity fluctu-
ations of the radiation source: Transmission measurements i performed at
the same temperature with a sample in the optical path are compared to
estimate the average power fluctuation ∆P/P .

To compute the spectra to be expected for a 3 % higher or 3 % lower underlying
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intensity level over frequency, the reference spectra are corrected by the corresponding
power fluctuation ∆P/P = 0.03 and are used to normalize the original sample spectra.
These modified spectra represent the transmission spectra if accounting for a respective
increase or decrease in the intensity due to the power fluctuation. The absorption and
extinction coefficient extracted from the modified spectra give the upper and lower limit
of the according uncertainty intervals.

Results:

The calculated values for the imaginary part of the refractive index and the absorption
coefficient are shown in Fig. 5.11. The contribution to the overall uncertainty by the
uncertainty of the sample’s thickness (see blue error bars in Fig. 5.11 (c)) is neglected
as it is considerably smaller than those expected due to the effect of power fluctuations
(see shaded violet areas in Fig. 5.12(c), (a) and (b)).

In the vicinity of 10.7 THz a temperature change from 300 K to 5 K roughly yields
a reduction of both quantities by 30 % to 35 % as can be seen from Fig. 5.11 (c) and
Fig. 5.12(c). The observed change is similar to the decrease around about 62 % reported
in Loewenstein et al. [111] from 300 K to 1.5 K at about 28.57 µm and the decrease down
to roughly 53 % reported for a silicon sample with a resistivity of > 5 kΩ cm from 297 K
to 4.5 K [38] for frequencies below 7.7 THz. For a better overview, a collection of further
absorption or extinction values found in literature at or close to 10.7 THz are summarized
in Tab. 5.3

reference λ [µm] T [K] α [cm−1] n’ sample information
[32] 23.26 77K ∗ ≈ 1 — p-type, ρ ≥ 1 kΩ cm
[92] 2-30 20 K,77 K ∗∗1-2.5 — pure, high quality single

crystal grown in vacuo

[111] 28.57 300 K 3.4(2) —
28.57 1.5 K 2.1(2) — ρ = 0.1 kΩ cm

[38] 16.66-
1249

297 K —
∗∗∗
≈ 2.19 × 10−4 ρ > 5 kΩ cm

4.5 K —
∗∗∗
≈ 1.18 × 10−4 ρ > 5 kΩ cm

[156] 20 room 2.0871 3.3218 × 10−4 bulk silicon
[179] ≤33.33 300 K — 8.9 × 10−5 high-purity silicon,

≤33.33 10 K — 4.9 × 10−6 ρ ≈ 30 − 40 kΩ cm
Table 5.3.: Reference values from literature for the absorption coefficent α and the imaginary

part n′ of the refractive index: ∗ read off from [32, Fig.3], ∗∗ read off from Figure
of the section ”result“ in [92]), ∗∗∗ calculated from the values ϵ

′
∞ and ϵ

′′
∞ provided

in [38, Tab. 2].
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Figure 5.11.: Extinction (a) and absorption coefficient (b) of silicon extracted on basis
of Eq. (C.38) for different temperatures. The relative change in n′ with a
reduction of the temperature from 300 K to 5 K is depicted (c). The blue
error bars refer to the uncertainty expected due to the uncertainty in the
sample’s thickness.
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Figure 5.12.: Extinction (a) and absorption coefficient (b) of silicon extracted on basis of
Eq. (C.38) at 5 and 300 K. The shaded regions indicate the uncertainty level
expected due to power fluctuations of the radiation source of about ±3%. The
contribution due to the uncertainty in the sample’s thickness is significantly
smaller as depicted in Fig. 5.11(c) and can be neglected.
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5.2.7. Conclusion and outlook

The observed change in the real part of the refractive index for float zone silicon from
300 K to 5 K is about 0.83 %. The absolute values extracted by the fringe order method
are spread over a range from 3.37 to 3.41 with a rather large uncertainty due to the
uncertainty of the sample’s thickness and cannot be used to precisely specify an absolute
number for n. Relying on values from literature [179, 121, 111] and considering a frequency
dependence of Sellmeier-type (C.11) the refractive index can be assumed to be around
3.417 ± (0.008) at room temperature. Accordingly, at cryogenic temperatures the best
estimate for the dielectric constant of silicon needed for the design of the high frequency
circuits in this work is 11.4(1).

The dielectric loss estimated by means of the transmission measurements is accompa-
nied by a considerably large uncertainty that is attributed to the power fluctuations in
the radiation source expected between successive measurements. Nevertheless, a decrease
of the extinction and the absorption coefficient with lower temperature is clearly visible.
This is to be expected due to the freezing-out of conduction electrons with temperature
and has been reported in other works [38, 179, 109, 111, 155]. Based on the extracted
results the upper limit for the absorption coefficient at cryogenic temperatures is assumed
not to exceed 0.03 cm−1. Using Eq. (B.4) to roughly approximate the order of magnitude
for the dissipation loss expected due to the silicon lens chosen for the quasi-optical design
of the receiver yields about 0.09-0.10 dB at maximum.

In comparison to other observations (summarized in Tab. 5.2 and Tab. 5.3) the results
of this work are qualitatively consistent. A quantitative statement with regard to the
scant data from literature is, however, difficult, as it requires the inclusion of three further
aspects. These are additional material specifications like the resistivity and the type of
doping which are known to influence the absorption properties of silicon[1], information
about the processing like compensation for doping, and finally the measurement procedure
and method. Due to a lack of adequate details in many prior works there is no basis for
a quantitatively meaningful comparison.

Since the current information available is still scarce a detailed experimental study of
the dispersive and temperature-dependent behavior of the refractive index on its material
specifications would be welcome.

As demonstrated in this work the models to describe the temperature-dependence of
n or ϵ are suitable albeit not perfectly precise. Findings from prior works for the fit-
parameters, however, do not allow to predict the downward slope observed in this work
correctly. Models for the prediction of the response of semiconductors are still mainly
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based on semi-empirical fitting instead of physics-based formulas, for instance established
on the time-dependent perturbation theory of quantum mechanics [170]. To assess the
quality of the predictions of those models the measured results, however, need to be as
precise as possible.

The accuracy of the extracted quantities by FTS measurements relies on using a realistic
model for the sample and beam configuration and correctly estimate the corresponded
model parameters[23] like partial coherence[73] or a convergent beam angle[138]. The
uncertainty in the extinction or absorption coefficient, respectively, especially for early
publications can range from 5%[138] over even be discarded due to an error in the data as
large as 20%[32]. Precise results relying on different methods, where for instance the real
and imaginary part of n̂ can be determined separately and directly from measurements,
would strongly help to confidently fill this gap of scarce knowledge and scant proven
correlations between material specifications and electromagnetic response of silicon. A
promising candidate for experimental studies is the Terahertz time-domain spectroscopy,
a phase-sensitive method to measure the complex dielectric function of materials. Ongoing
development within the last years based on THz air-photonics enabled to extend the
operating frequency range of this technology from around previous 4 THz up to 15 THz
[35]. Terahertz time-domain spectroscopy based on the previous technology has been used
to measure the complex refractive index in the far-infrared below 4.5 THz but reportedly
yields an increasing uncertainty in the absorption coefficient with increasing frequency[36].
It remains to be seen if the THz air-photonics technology reveals similar observations.
Finally, to safely proof and identify correlations between the material specifications and
the temperature-dependent refractive index of silicon in this frequency range further
analysis is necessary. This is, however, beyond the scope of this work.

5.3. Characterization of materials needed for the measurement
setup

5.3.1. Cryostat windows

As mentioned earlier, at entering the high frequency regime around 10.7 THz materials
are little explored for certain applications and measurement technologies. Common ma-
terials for windows, lenses, beam splitters or polarizers used for THz applications are
high-density polyethylene (HDPE), polytetrafluoroethylene (Teflon), polyimide (Kapton),
poly [bisphenol A carbonate] (BPC) and polymethylmethacrylate (PMMA). First inves-
tigations [34, 35] up to 9 THz indicate that those materials become opaque at higher THz
frequencies. Transmission measurements of common windows materials with a Fourier
Transient Spectrometer (FTS) conducted up to 17−20 THz (see also Figure 5.13) confirm
that due to their high absorption in the specified frequency range, they are unsuited
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for the measurement setup or the receiver. Recent investigations [34, 35] in the area of
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Figure 5.13.: Transmission measurement of different well-known materials, conducted with
the FTS at room temperature.

polymer research exhibits possible suitable alternatives in cyclic olefin/ethylene copoly-
mers such as the polyethylene cyclic olefin copolymer called Topas6. Measurements up to
9 THz of Topas samples conducted by [34] reveal an absorption coefficient below 3 cm−1
at room temperatures. To estimate its absorption behavior around 10 to 11 THz several
transmission measurements with the FTS on TOPAS samples7 have been conducted.
The transmission of the five different samples in total is depicted in Fig. 5.14 and the
results are summarized in Tab. 5.4.

As the foils seem to be prone to easily crack and quickly tear the Topas plates of 2 mm
thickness are chosen as possible candidates for the cryostat window.

6Topas from TOPAS Advanced Polymers GmbH, https://topas.com
7In this context I would like to thank Mr Wolfram Goerlitz from the company TOPAS for kindly

providing and sending us all different samples for testing purposes.
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Figure 5.14.: Transmission of five different Topas samples measured in the FTS.
sample name sample typ thickness T10.7 THz
TOPAS 8007S-04 plate 2 mm 0.63(6)
TOPAS 6013M-07 plate 2 mm 0.61(6)
TOPAS 6013S-04 plate 1 mm 0.83(5)
TOPAS 6013F-04 foil 150 µm 0.90(6)
TOPAS 6013M-07 foil 10 µm 0.95(6)

Table 5.4.: Specifications of the Topas samples1: TOPAS 6013F-04 has an elongation at
break about 3%. TOPAS 6013M-07 has an biaxial orientation due to a stretching
frame and an elongation at break about 100%. The uncertainty of the transmis-
sion is given in brackets and refers to the last digit of the measured value.
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Figure 5.15.: Transmission spectrum of different glues applied at 2 Topas foils as carrier
material. The transmission through the Topas foils without adhesives in
between (purple line) exhibit low losses over the whole frequency range.

5.3.2. Glues

The quasi-optical receiver requires to connect the silicon lens to the thin silicon membrane
that contains the high-frequency circuit with the antenna. In this work both components
are stuck together by glue with the intention to attach most of the glue to the outer brim
of the lens. During assembly, however, a little bit of glue needs to be applied between the
lens and he antenna substrate. For this function we want to use a glue with ideally low
absorption. A short study of the transmission behavior of possible glue materials have
been performed by FTS measurements. For the transmission measurements different
adhesives have been applied between two Topas foils which without additive exhibit
a good transmission as can be seen in Fig. 5.15. The thickness of all adhesives layers
have been kept roughly 1 mm. The transmission behavior of the different glues ranges
from rather transparent to opaque at around 10.7 THz- Unfortunaly, Crystalbond and
Scotchweld, the two glues that are most often used for assembly due to their mechanical
and their curing properties are opaque.





6. Fabrication and assembly

The fully assembled mixer unit consists of several parts of which the RF-chip and the
receiver housing are fabricated in-house. Additional components such as the IF-board,
the silicon lens and a suitable plug IF/DC-connection have been ordered. The IF-board
and the SMPMT connector are assembled into the receiver housing in a separate step and
form a permanent unit that is reused for all RF-circuit designs developed in this work.
Only when the RF-chip is mounted on the IF-unit the silicon lens can be attached to the
RF-chip in the very last step. The following sections give a description of the fabrication
process of the RF-chips. Subsequently, all components of the permanent mixer-unit are
introduced and the final assembly of all parts is presented.

The fabrication of and needed process development for the RF-devices has been done
by Dr.Karl Jacobs. The design of the IF-chips, the housing and assembly of the detector
is the work of Michael Schultz. The IF-design of the passage between the IF-chip and
the RF-chip with regards to their embedding into the copper housing has been done by
Dr. C.E. Netty Honingh.

6.1. Fabrication and mask design

The RF-devices presented in this work have been fabricated in the in-house microfabrica-
tion laboratory. To manufacture the RF-chips several fabrication techniques are required
including electron-beam (E-beam) lithography for the RF-structures, UV-lithography
for the embedding IF-circuit and beam lead technology for thicker gold layers which are
designated as contacting beamleads and stick out over the rim of the silicon membrane.
Furthermore different etch techniques (Argon etch, O2 etch, BHF etch and DRIE) are
used either for cleaning purposes or to remove material layers or etch out structures
through a 9 µm thick silicon membrane.

Per batch 80 RF-chips can be fabricated. One batch contains in total 20 different RF-
chip designs. Starting base is a 30 mm × 30 mm silicon on insulator (SOI) wafer which is
composed of a 300 µm thick silicon layer serving as the handle wafer, followed by a 500 nm
thin SiO2 layer and the device layer on top that consists of a 9 µm thick high resistivity

147
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silicon layer. In the very first step a 7.0(5) nm thick NbN-layer is deposited on the device
layer side of the SOI wafer by Michael Schultz. From this layer the HEB microbridges
of the devices are made in later fabrication steps. Subsequently in total 7 further layers
consisting of Au, NbTiN, SiO2 and some adhesion layers are deposited on the device-layer
of the SOI wafer. All layer-depositions follow the same principle that in general can be
devided up into 5 process steps: First a photoresist is applied on the wafer and exposed
by E-beam- or UV-lithography through an optical mask that contains the negative or
positive images of the structures which shall be deposited on the wafer. Depending on the
used photoresist either its exposed or its non-exposed part, respectively, can be removed
by development in a solvent. Subsequently, a layer of the desired material is deposited
by sputtering over the whole surface of the wafer. Using another solvent the remaining
photoresist is removed from the wafer. After this liftoff process the wafer surface is only
covered by the deposited layer at those positions which have been defined by the image
of the photo mask. After depositing all required layers on the device-layer side of the SOI

Figure 6.1.: SEM images of fabricated RF-chip before final etching step.

wafer the alignment slots for the lens are etched through the device layer and the process
wafer is diced into specified sections (see Fig.6.3 in Sec. Mask design). At this step the
DC characteristics (Tc, Ic, RN ) of the HEB elements integrated into the RF-circuits (as
depicted in Fig. 6.1 and 6.2(a)) are measured for the first time by recording the RT and
IV-curves by dipsticking in a helium can. Subsequently, the thick handle wafer of each
sector is removed by plasma etching (DRIE) and the SiO2 is removed by a buffered oxide
etch (BHF). Based on a last UV-lithography step at the backside of the device-layer the
RF-chip outlines and the glue depots are defined. The RF-chips are etched out and after
a thorough cleaning are ready for the assembly.
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(a) (b)

Figure 6.2.: Scanning electron microscopy (SEM) image of a fabricated double-slot antenna
(a) and microscope picture of a logarithmic spiral antenna (b). The grayish
color in (b) is the silicon-membrane, the yellow colored surface is gold.

Mask design

The optical mask needed for the exposition with the desired circuit-structures not only
provides the images of the RF-designs but also contains images of several structures to
determine the quality of the NbN-film and the sheet resistance of gold layers of different
thicknesses at different locations on the process wafer. Due to the limited space on the
mask a careful choice of five different versions of the double-slot antennas for 10.7 THz was
required as well as the restriction to one RF-filter design where aside from the nominal
length the last part of the filter is additionally shortened and extended to compensate
potential capacitive or inductive impedance contributions at the critical antenna-filter
interface. The drawing of the corresponding mask design combining the UV as well as
E-beam lithography is depicted in Fig.6.3. It is divided up into 6 sectors from A to F
containing the different RF-designs and NbN test-films (zoom-in at the right-hand side of
Fig.6.3). The four rim sections, indicated as AV, CV, DV and FV contain van-der-Pauw
structures and lines to measure the sheet resistance of different gold layers.

6.2. Receiver Housing and IF-board

The receiver housing and the IF-board have been designed by Michael Schultz. A sketch of
both components is shown in Fig. 6.4. The housing consists of a 1.8 cm × 1.8 cm × 0.6 cm
copper holder made of oxygen free copper tellurium alloy (CuTe) that provides the
assembly interface for the antenna chips, the interface to the fore-optics and to the IF
connection. A pyramidal-shaped front section with a hole of 1.6 mm diameter in its middle
is used to integrate the lens antenna into the housing. The slightly angled surfaces of
the pyramidal front section are intended to reflect any interfering signal that is outside
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Figure 6.3.: AutoCAD drawing of the optical mask for UV and E-beam lithography. The
optical mask is divided up into different sections A to F which contain the
different RF-chip units (see zoom-in at the left-hand side) and some test-
structures with NbN films (see zoom-in at the right-hand side). Sector AV,
CV, DV and FV contain lines and van-der-Pauw structures to measure the
DC resistance of gold layers of different thicknesses.
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the area of the lens aperture out of the optical beam path. A recessed pocket in one
of the pitched surfaces serves as socket for the IF-board. It can be accessed from the
backside of the housing via a hole passage for the inner conductor of the SMPMT IF
connector. The copper housing was fabricated in-house by the mechanics workshop. The
triangular-shaped IF-board consists of a 50 Ω micro-stripline with a curved foot at one
end to enable an easier connection to the IF-output (see Fig. 6.4(right)). The TMM10
board is glued into the block with EPO-TEK H20E.

Figure 6.4.: Sketch of the fully assembled mixer block: (left) cut through the mixer block,
(right) perspective view of the mixer block.

6.3. Assembly

The mixer assembly has been done by Michael Schultz. A sketch of the complete mixer
unit is depicted in Fig. 6.4. First of all the IF-components need to be assembled. Therefore
the IF-board is glued into the recessed pocket of the copper block. The SMPM-T-socket
that is utilized as IF-output port of the detector is soldered up to the backside of the
receiver housing. Its inner line is guided via the hole passage to the front-section of the
housing and sticks out of the IF-pocket where it is connected to the transmission line
on the IF-board. With the complete permanent IF-unit on hand, the RF-components
now can be added in the next steps. In the first step, the RF-chip is centered over the
middle of the copper-hole and is fixed by its grounding beamleads and some tiny glue
drops to the detector housing. Its IF-beamlead line (see Fig. 6.5 (left)) is bonded to
the micro-strip line of the IF-board. To attach the 1 mm diameter lens to the RF-chip,
the lens is first prefixed on the chip using Crystalbond that has been filled into glue
depots which are recessed in the RF-chip. The glue depots (see Fig.6.5 (left)) are closed
at the device-layer side by a gold layer to prevent any contact to the RF-structures. By
means of three adjustment marks in form of warped bone-shaped holes (pink-shaped
features in Fig.6.5 (left)), that are etched through the whole Si-membrane, the lens is
optically aligned to the RF-chip through a microscope and finally fixed with small drops
of Scotch Weld at the lens-membrane interface-edges. The maximum shift of the center
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of the RF-chip to the center of the backside of the lens thereby is expected to be below
5 µm. The realized alignment between RF-chip and lens that could be achieved so far
and is depicted in Fig.6.6 is below 2 µm.

Figure 6.5.: Scheme of a RF-chip (left) and picture of the front-side of a fully assembled
receiver (right). The small overlay image in the left figure is a picture of a
fabricated RF-chip (yellow surfaces: gold, gray surfaces: silicon).

Figure 6.6.: Microscope picture of the RF-chip taken through the backside of the detector
housing when the detector is fully assembled. The bright gray areas which fill
out half of the alignment marks belong to the silicon lens that is attached to
the backside of the RF-chip.



7. Measurements

In the following chapter the measurements to characterize the DC properties of HEB
devices and the direct RF response of five assembled mixers are presented. Measurements
of the mixer performance and noise could not be carried out so far due to the missing
local oscillator for 10.7 THz.

7.1. DC characterization

In this section the measured IV-curves and the RT-curves of HEB elements from three
different wafer sectors (section A, D and F) (see Sec. 6.1 Fig. 6.3) are evaluated regarding
three quantities. These are the maximum resistance, Rmax, the critical temperature, Tc,
and the critical current, Ic, at 4.2 K at a bias current of about 10 µA (see Sec. 2.3). The
DC characterization is a necessary step to allow a pre-selection of suitable candidates
for the assembly before the final separation process described in Sec. refSec: Fabrication
and mask design. Only after this validation the handle wafer of the sector is removed
and the devices get etched out. A non-vanishing resistance-plateau in the RT-curves
after the phase transition into the superconducting state is investigated in the context
of an intrinsic property of the HEB device caused by a charge-conversion process at the
normal-to-superconducting interface between the NbN-microbridge and its contact pads
(see Sec. 2.3). Moreover, the sheet resistances of gold-layers of which the RF-structures
fabricated are examined at room-temperature and at cryogenic temperatures as their
surface resistivity influences the RF performance.

7.1.1. Measurements

The measurements of the DC-characteristics are performed on HEB-devices on diced
wafer sectors before the final back-etching step (see Sec. 6.1). To measure the IV and
the RT-curves (see Sec. 2.3) of the HEB-devices, the sector with the respective HEBs is
mounted on a dipstick. The HEB-devices are connected to the printed circuit board of
the dipstick head by bond wires on additional bondpads on the sector that are removed in
a later stage. By slowly immersing or pulling up the dipstick in a can with liquid helium
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the devices are cooled down or warmed up. The according temperature is read out by a
calibrated temperature sensor1 on the dipstick. The HEB-resistance is measured using
a dual lock-in amplifier setup for the current and the voltage[14] with a small current
modulation of typically 9.7 µA.

The resistivity of the 70 nm and the 150 nm thick gold films and the 1.5 µm thick
beamlead gold on a 150 nm thick seed gold layer is measured by means of 4-point lines
consisting of 478 squares, and by square Van-der-Pauw structures (see Fig. 7.1). These
test-structures are made from the same gold-layer on the same wafer as the fabricated
RF-chips (see Sec. 6.1). The DC resistance is determined as a function of temperature
by slowly cooling them down on a dipstick in a can with liquid helium using a four-point
measurement scheme.

Figure 7.1.: Van-der-Pauw and 4-point line structures to determine the sheet resistance of
gold-layers.

7.1.2. Analysis of the HEB IV and RT-curves

The critical DC-current at 4.2 K of the HEBs is read out from the IV-curves as described
in Sec. 2.3. The critical temperatures, Tc, determined from the measured RT-curves as
the midpoint of the phase transition are extracted from the smoothed RT-curves as the
local maximum of its derivative dR

dT in the temperature range from 8 K to 10 K, as shown
in Fig. 7.2(a). Depending on the strength of noise the RT-data are smoothed over 10 to
31 measurement points (sample distance ∆tstep = 0.01 K) with a Savitzky-Golay filter
(polynomial order of 3).

The contacts and current path through the RF circuit structures causes an additional
series resistance of less than 2 Ω in all measured RT-curves. This contribution is still
visible at 4.2 K as can be seen in Fig. 7.2(b) and is subtracted from the RT-curve. The
maximum resistance, Rmax, can be directly read out from the corrected RT-curve as the
highest resistance value of the curve.

The superconducting proximity effect leads to a reduced critical temperature of parts of
the NbN microbridge that are close to the Au contact pads. After passing, in a downward

1DT-470 from Lake shore
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temperature sweep (see Fig. 7.2), the critical temperature of the unaffected NbN film
this results in two areas of the NbN microbridge in vicinity to the contact pads which
are still normal-conducting and causes a resistance plateau that is visible below Tc (see
Fig. 7.2(b)). The non-vanishing resistance, Rplateau, is a sloping plateau which can be
approximated by a linear function. The limits of the plateau are determined by the
upper and lower transition points where the approximately linear behavior of the curve
is replaced by a non-linear increase or decrease, respectively. Rplateau is defined as the
resistance at the middle of the interval minus the series resistance contributed by the
gold transmission lines (see Fig. 7.2(b)). The upper and lower interval limit gives the
uncertainty.
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Figure 7.2.: Extraction of (a) the critical temperature and (b) the resistance plateau of the
HEB from its RT-curve. The critical temperature corresponds to the maximum
of the derivative dR

dT .

Assuming that the plateau resistance in the RT-curve originates from the charge-
conversion process at the interface between the superconducting bridge and its contact
pads, the length of the corresponding resistive part of the bridge is given by l = 2 · ξNbN

of “normal conducting” Niobium Nitride, where ξNbN is the coherence length of the NbN
film. Thus the coherence length can be estimated from the measured plateau resistance
via

RP lateau = ρNbN · 2 · ξNbN

wHEB · tHEB
(7.1)

→ ξNbN = 0.5 · RP lateau

ρNbN
· wHEB · tHEB, (7.2)

where wHEB, tHEB and ρNbN are the width, thickness and resistivity, respectively of the
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HEB. The latter is estimated from the average measured resistance at around 25 K of
NbN testfilms which are on the same wafer as the microbridges. The results of these
measurements are given in Sec. 7.1.4.

7.1.3. Sheet resistance of gold layers

The sheet resistance, Rsheet, of the gold test-structures is calculated from the measured
resistance values Rmeas. For the 4-point lines it is given by the measured resistance divided
by the number of squares N , Rsheet = Rmeas/N . For the Van-der-Pauw structures it is
determined via Rsheet = π

ln 2 · Rmeas.
The results of the measured averaged sheet resistances of gold-layers of three different

thicknesses are summarized in Tab. 7.1. The test-structures for the about 70 nm thick
film exhibit a considerably high resistance at cryogenic temperatures, with a Residual
Resistance Ratio about RRR = 2. Due to a thin NbN layer underneath the 70 nm thick
gold-layer the resistance of the test-structure for around 4.2 K could not be determined
as the NbN becomes superconducting around 6.7 K (see Fig. 7.3).
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vdP 2

(70 nm gold + 7 nm NbN)

Figure 7.3.: Temperature-dependent sheet resistances of 70 nm thick gold van-der-Pauw
test structures with a thin NbN-layer underneath.

7.1.4. DC Properties of NbN HEB bridges

An overview of the extracted maximum resistance, critical current and critical temperature
values of individual HEB devices from sector A, D and F (see Fig. 6.3 in Sec. 6.1) is
shown in Fig. 7.4(a) and (b). For the NbN testfilms the critical current values could not
be measured since the occurring high current leads to an overload of the electronics of
the measurement apparatus. The average resistivity of the NbN-layer all HEB-bridges
are made from is determined from the testfilms at a temperature of about 25 K and is
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thickness of gold-layer
T[K] 70(5) nm 150(5) nm 1.65(5) µm
294 0.77 W/sq 0.27 W/sq 2.6 × 10−3 W/sq
20 0.38 W/sq — —
4.2 — 0.11 W/sq 0.9 × 10−3 W/sq

Table 7.1.: Measured sheet resistances of gold layers of different thicknesses at room tem-
perature and at cryogenic temperatures. The uncertainty in the thickness of the
gold-layers is given in brackets and refer to the last digit of the number. The
70 nm and 150 nm thick gold layers are sputtered, the 1.65 µm thick gold layer
is electroplated gold grown on a 150 nm thick sputtered gold layer.

3.8(3) µΩ m. HEB-devices that belong to the same RF-circuit design exhibit about the
same resistance values as expected since the respective HEB microbridges ought to have
the same dimensions.

The critical temperature values are not correlated to the dimensions of the HEB bridges
but are arbitrarily spread around an average value of 9.1 K with a standard deviation of
0.1 K . Although originating from the same NbN film these variations are to be expected
since variations can be ascribed to a slightly varying thickness profile of the film leading
to spatially variations of the intrinsic NbN film properties. It emphasizes the need of
individual DC characterizations of each single device.

The maximum value of the resistance in the RT-curves for NbN-layers usually is
reached around 25 K [17]. For all measured 10 µm × 10 µm square NbN testfilms this is
true. Moreover, the resistance decreases from 25 K to 100 K by roughly 3 %. Consequently,
for a HEB-microbridge with the typical dimensions used in this work ( length between
100 nm and 120 nm,width of 0.8 µm) and the measured average resistivity of the NbN film,
a decrease about 6 Ω to 8 Ω at 100 K would be expected. Contrary to these predictions,
the maximum resistance in the RT-curves of most of the HEB-devices is reached at
temperatures only higher than 25 K up to 100 K (see Fig. 7.5(a)) and the resistance from
25 K to the maximum resistance value is increase by less than 5 Ω. One possible source
for the observed shift of Rmax to higher temperatures is the considerable resistivity
of the 70 nm thick gold-layer (see Sec.7.1.3) which the DC-current needs to pass for
the RT-measurements of the HEB-devices, but not for the measurements of the NbN
testfilms. The according series resistance contributed by the gold transmission lines to the
overall measured resistance behaves conversely to the NbN and increases with increasing
temperature as shown in Sec. 7.1.3. The resistivity of the gold-layer further can explain
the high resistance plateau below the critical temperature (see Fig. 7.5(b)) which is of
the order of 23 Ω and is too large to result from the resistance caused only by the charge
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Figure 7.4.: (a) Critical current, and (b) maximum resistance and critical temperatures
of HEB-devices from sector A, D and F. The HEB-devices are numbered
consecutively for each sector. (Ax: HEB device number x from sector A, and
so forth). The addition “T” after the sector label stands for “test-device”.
This test-device consists of a 10 µm × 10 µm square test-film composed of the
same NbN-layer as the HEB microbridges. The green circles and green labels
refer the HEB-devices to their respective RF-circuit design. (DS x: double-
slot antenna of design version no.x, DS 4.7 THz: RF-circuit with the 4.7 THz
double-slot antenna, S3: Archimedean spiral antenna, S4: self-complementary
spiral antenna ).

conversion effect. This plateau only vanishes at considerably lower temperatures than
the resistance plateau that occurs for the NbN testfilms (see Fig. 7.5(b)) where no 70 nm
thick Au layers are present in the measurement path. Assuming that the average path
length of the current through the 70 nm thick gold-layer is between 52 to 60 squares for
the double-slot antenna designs, the resistance due to the 70 nm thick Au transmission
line is calculated based on the measured temperature-dependent sheet resistance of the
70 nm thick van-der-Pauw gold structures (see Fig. 7.3). The according resistance is



7.1. DC characterization 159

0 25 50 75 100 125 150
T [K]

0

50

100

150

200

250

R
[Ω

]

RT-curves of HEB-devices and NbN testfilm

0

100

200

300

400

500

R
[Ω

]

HEB-device
Testfilm
Rmax

(a)

4 5 6 7 8 9 10
T [K]

0

20

40

60

R
[Ω

]

NbN Testfilm
HEB device

(b)

Figure 7.5.: (a) RT-curves of HEB-devices and a NbN testfilm. The maximum resistance,
Rmax, is reached at different temperatures. (b) RT-curve of an HEB-device
below the critical temperature.

depicted in the inset in Fig. 7.6 with respect to its resistance value at 25 K as a function
of temperature. From its curve an increase in the resistance from 25 K to 100 K by roughly
6 Ω to 7.5 Ω is to be expected and by this is of the order of magnitude to cause a shift of
the maximum resistance value of the HEB-devices to higher temperatures. Subtracting
the calculated temperature-dependent series resistance from the measured RT-curves of
the DS-antenna HEB-devices leads to a shift of the maximum resistance values close to
25 K as can be seen in Fig. 7.6. Moreover, the series resistance contributed by the thin
gold-layers below the critical temperature is of the order of the high resistance plateaus
of the DS HEB-devices. In conclusion, it is a plausible explanation for the observed
temperature shift of the maximum resistance and the high resistance plateau of the
HEB-devices.

7.1.5. Plateau resistance and coherence length

To compare the shapes of the RT-curves of individual HEB-devices with each other, the
RT-data are normalized to the extracted critical temperatures and peak resistances of the
devices. This comparison at first is based on the measured raw data without accounting
for any potential contributions due to gold-layers which have been mentioned in the
above section. Since the non-vanishing DC resistance of the HEBs after passing the
phase transition into the superconducting state is an indication for a charge-conversion
between normal current and supercurrent, this resistance is further investigated. The
RT-curves are therefore further rescaled with the width of the contact pads which connect
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Figure 7.6.: Raw RT-data of three different HEB-devices and their RT-curves corrected for
the series contribution of the gold transmission lines (see inset). Inset: Change
in the DC-resistance of a 70 nm thick gold transmission line (52-60 squares
long) with respect to its resistance value at 25 K.

the HEB bridge with the antenna terminal2. The defined width of a HEB bridge is about
200 nm smaller than the width of its contact pads, but cannot be measured for each
individual device. Therefore, the width of the contact pads is the best approximation
for this parameter. The according results of the rescaled RT-curves are depicted in
Fig. 7.7. HEB-devices which are based on the same RF-circuit version are color-coded
the same in the plot and are not listed under its individual device number but are collected
under the name of the respective RF-circuit version. The geometrical dimensions of the
respective circuit design are specified in Sec. 3.4.2 in Tab. 3.2 and Tab. 3.3, in Sec. 3.4.3
in Tab. 3.4 and in Sec. 3.4.3 in Tab. 3.5. Since the sectors contain several HEB-devices
of each RF-circuit version there are 3 to 6 RT-curves from different HEB-devices per
RF-circuit version. All curves show a step-like course below the critical temperature.
Especially noticeable is that the plateau levels of HEB-devices of same RF-circuit designs
are congruent with only few exceptions which points to the fact that the dimensions of
the HEB-bridges are reasonably identical as required. Additionally, plateau levels from
HEB-devices of different RF-circuit designs but with same nominal HEB widths are close
to each other (same widths for DS 3 and DS 4 and same width for DS 1, DS 2 and DS 5,
respectively).

The so far reported results refer to the measured RT-curves of the devices without

2As could be demonstrated by Boogaard et al. [11] an intrinsic contact-resistance is independent of the
microbridges’ length but should scale with the width of the superconducting films.
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Figure 7.7.: Rescaled RT-curves of different HEB-devices and NbN testfilms from sector A,
D and F. Each curve represents a measurement of a different HEB-device or
testfilm that is color-coded and linked to the label according to its RF-circuit
version or to the testfilm, respectively. (a) Rescaled RT-curves of measured
HEB devices that are integrated in a narrow-band RF-circuit for 10.7 THz. DS 1
to DS 5 corresponds to the respective doubles-slot antenna version of the RF-
circuit. (b) Rescaled RT-curves of NbN testfilms and measured HEB devices
which are integrated into the Archimedean spiral (S3), the self-complementary
log-spiral (S4) or the double-slot antenna for 4.7 THz (DS 4.7 THz) RF-circuit.

accounting for the effect of the series resistance that is contributed by the thin gold-layer
and has been described in the above subsection. To subtract the series resistance occurring
due to the 70 nm thick gold layer from the RT-curves of the DS-antenna devices, the
series resistance of the gold-layer down to 6 K is estimated by a linear extrapolation of the
measured sheet resistance curves that are depicted in Fig. 7.3. The corresponding rescaled
RT-curves corrected for the series contribution are shown in Fig. 7.8. The respective length
of a normal-conducting NbN-area associated to the plateau resistance is calculated based
on Eq.(7.2). For the calculation the width of the NbN HEB bridges are assumed to be
200 nm smaller than the width of the corresponding contact pad. The results are depicted
in Fig. 7.9 and exhibit values between 2 nm to 6 nm. The effective length is predicted
[11, 153] to be 0.96 · √

ξ0 · l or about the coherence length of a dirty superconductor√
ξ0 · l, where ξ0 is the BCS coherence length and l is the elastic mean free path of

the electrons. Within the limits of uncertainty the calculated lengths are comparable to
those predicted in the limit of dirty superconductors and are in good agreement with the
estimated coherence length of about 3 nm to 4 nm given by Shcherbatenko et al. [153].
As such a proximity effect is only possible in case of a sufficiently transparent interface,
the occurrence of the resistance plateaus in the RT-curves points to the fact that there
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Figure 7.8.: Rescaled RT-curve of DS-antenna HEB devices that are corrected for the

contribution of the series resistance given by a 70 nm thick gold layer.
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Figure 7.9.: Estimated length of the NbN-layer that is supposed to be normal-conducting
below the critical temperature at each of the side of the contact pads. The
upper and lower limit of each bar includes the lowest and highest values of the
resistance plateau (see Sec. 7.1.2) and the uncertainties in the HEB-dimensions.

is a good electrical transparency between the NbN-layer and the interface layer of the
gold contact pads.
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7.2. THz Broadband response

In total, the direct RF response of five different mixer devices has been measured. The cho-
sen RF-circuits for the receivers are the Archimedean spiral antenna circuit (see.Sec. 3.4.3
and Sec. 3.4.4), three different narrow-band designs with double-slot antenna for 10.7 THz,
and the double-slot antenna based narrow-band circuit for 4.7 THz (see Sec. 3.4.2).

7.2.1. Measurement setup

The direct response of each HEB-detector to a broadband RF signal is measured using
a Fourier transform spectrometer (FTS model is a Vertex 80 v with FIR extension[15])
where the mixer is used as the FTS power detector. The measurement setup is sketched
in Fig. 7.10(a). The mixer block with the integrated HEB-device is placed inside a liquid
Helium cooled cryostat and is mounted on a mirror sledge (see Fig. 7.11(b)) to allow
for a good coupling to the Gaussian-like beam of the FTS. The interface plane of the
sledge to the mixer block has been integrated with respect to the mirror position of the
sledge with a machining accuracy of 5 µm. A heater attached to the mirror sledge enables
to heat up the mixer block to the desired operating temperature. The temperature of
the mixer block is controlled via a temperature sensor which is also mounted on the
mirror sledge. The HEB device is DC-biased in the constant current mode via a Bias-T.
In this operation mode the applied current is kept constant during measurements while
the voltage across the HEB is changing due to the response of the bolometer to the
incoming radiation of the FTS. The voltage signal of the HEB device passes a bandpass
filter, is amplified and is fed to the external electronic detector input of the FTS. The
low noise amplifier (LNA) (0.5 GHz - 5 GHz) that follows the Bias-T is not used for the
direct response measurements but is included in the electronic circuitry as the setup
already contains all components which are needed for the operation of the detector as a
mixer. A removable grid between the FTS and the dewar entrance enables to perform
polarization-dependent measurements.

The FTS is based on the principle of a Michelson interferometer [80]. The signal of a
radiation source is splitted up by a beamsplitter and after reflection on a mirror in each
beam path, is combined again. One of these mirrors can be moved to achieve a varying
path difference between both beams. In this setup the response of the HEB device to
the broadband THz signal of a mercury-vapor lamp is measured in dependence of the
position of the internal moving FTS mirror. A Fourier transformation of the according
interferogram yields the spectrum of the direct detection response of the mixer to the
incoming signal. This total response contains the transfer characteristics of all optical
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Figure 7.10.: (a) Sketch of the test setup to determine direct response of the HEB devices
to a broadband RF-signal. (b) Measured dispersive power transmission of 1.)
the 12 µm thick Mylar vacuum window of the FTS, 2.) the Topas vacuum
window of the Liquid Helium dewar (LHe dewar) and 3.) the 15 THz lowpass
RF-filter. The location of the three optical elements of the test setup is
depicted in the sketch given in (b).

components (beamsplitter, windows, filters) in the beam path. The actual spectral RF
response of the HEB device needs to be de-embedded from the total response by correcting
for the transfer characteristics of the preceding optical elements. For this purpose, I
first measured the transmission spectra of the 12 µm thick Mylar vacuum window of
the FTS, the Topas window of the Dewar and the 15 THz lowpass RF-filter with the
internal pyroelectric room-temperature DLaTGS detector of the FTS. A measurement
of the empty FTS spectrum with its internal detector is used as a reference spectrum to
calibrate the direct response spectrum of the receiver for the contribution of the remaining
FTS optical elements such as the beamsplitter. At this point it should be noted that the
frequency-dependent detection characteristic of the internal detector is not known, but is
assumed to be constant over the frequency range of interest. The measured transmission
spectra of both vacuum windows, and of the heat IR-filter are shown in Fig. 7.10(b).
The dotted line is the corresponding total spectral convolution function based on all
three optical elements. It clearly shows that the results which can be obtained by this
measurement setup are restricted to frequencies below 12.5 THz due to the sharp cut-down
of the incoming signal by the IR-filter of the lHe dewar. The beam splitter that consists
of multilayer Mylar coated with silicon is dedicated for 0.9 THz - 20.4 THz according to
the specification of the manufacturer. In combination with the Mylar vacuum window it
yields a considerable drop-down in the transmitted signal around 11.4 THz up 11.8 THz,
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which corresponds to the frequency where the transmission again is elevated to that level
that has been reached before the transmission dip caused by Mylar. It results into an
unfavorably decreased signal-to-noise ratio. For weak measured response signals during
a measurement and short measurement times, the spectra obtained with the test-setup
in this frequency range around 11.4 THz, need to be excluded from the assessment. 3

(a)

(b)

Figure 7.11.: (a) Photo of the cold optics and cryogenic electronic components of the HEB
device on the cold plate of the open lHe dewar. (b) Picture of the HEB device
mounted on the mirror sledge.

3The holding time of the Dewar where the mixing device inside is heated up to its operating temperature
around 8 K, allows to take less then 120 spectra if the holding time would exclusively been used for
spectral measurements. For a weak response feature that would require an averaging over 300 spectra
similar to that reported in [180] the measurement cycle would be too short to provide the long
measurement time to see potential weak features in this respective frequency range.
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7.2.2. Measurement procedure

At the beginning of a measurement cycle, the mixer block, that is mounted on the 4.2 K
cold-plate of the dewar, is heated up to approximately the critical temperature of the
HEB film, until the hysteresis jump of its IV-curve is nearly vanished (see Fig. 7.14).
The voltage bias point is set in the close vicinity of this marginally jump in the IV
curve, typically at a slightly higher voltage (for positive bias voltages) than that of the
hysteresis remnant . The strength of the response signal of the HEB devices is dependent
on the chosen bias point and the operating temperature. During the measurement cycles
different operating temperatures and bias points have been tried out. The initially set bias
voltage ranges from 0.1 mV to 1.5 mV. The mirror velocity of the FTS was set between
1.6 kHz and 2.5 kHz. The spectra were measured with the maximum FTS resolution of
0.08 cm−1 as an average over 5 to 12 spectra. Before and after each measurement cycle
a transmission spectrum of the empty FTS is measured that is needed for the later
calibration process.

To estimate the resistance of the HEB elements of the narrow-band detectors during
operation the IV-curve of each device has been measured at its respective operating
temperature. The read-out electronics have been calibrated with a 50 Ω resistor before,
which has been connected in place of the HEB mixer inside the dewar. The IV-curve of
each HEB-device again is measured at 4.2 K when it is cooled down and mounted on the
cold-plate in the liquid helium dewar.

To investigate if the response peaks of the narrow-band detectors are polarization-
dependent a grid was placed into the beam path between the FTS entrance and the
vacuum window of the dewar. The grid was once positioned in passage direction to let
through the horizontally polarized radiation which in that case refers to the dedicated
polarization direction of the double-slot antennas in the detectors and once into the
reverse blocking direction.

Additional remarks:

• The air which lies in the beam path between the window of the FTS and the
window of the dewar exhibits a transfer characteristic which contributes to the
overall direct response spectrum of the HEB devices. The direct response spectra of
the HEB detectors are not corrected for this contribution. A measured transmission
spectrum of the air by filling the whole FTS instrument with the air of the laboratory
(depicted in Fig. 7.12) allows to assign the drops in the response spectrum to the
respective absorption lines of the air spectrum.
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Figure 7.12.: Transmission spectrum of the air in the laboratory recorded with the FTS.
For this measurement the whole FTS instrument was filled with air.

• For the first two measured mixing devices, A10 and A11, which are based on a double-
slot antenna design for 10.7 THz, the measurement sensitivity is less because the
measurement set-up was not yet fully optimized. The adjustment could be improved
for the measurement of the third mixing device, D01, by setting the bandpass filter
(see Fig. 7.10(a)) from 150 Hz to its maximum possible value of 1.5 kHz. As exactly
two Si-lenses are available, there are only two assembled mixing devices at once
that can be investigated. For the characterization of further devices with other
RF-circuits the old RF-chip needs to be removed from the backside of the lens to
make room for the new RF-chip to be attached. The removal of the RF-chips leads
to the destruction of the device4. For this reason it was not possible to remeasure
the first two mixing devices with the more sensitive set-up.

• The Topas vacuum window used for the lHe dewar needs to be exchanged every
second cooling cycle as the pressure difference during the measurements leads to
significant fine cracks in its surface (see Fig. 7.13).

7.2.3. Data processing

To obtain the direct response of the actual HEB-detector, the measured raw data need to
be corrected for contributions like those given by the optical elements in the measurement

4The gold beamleads at its rim are destroyed, because they have to be pried loose from the copper block
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Figure 7.13.: Topas vacuum window after two cooling cycles. The fine cracks occur as a
result of the pressure difference the window is exposed to. The white ring
that is inserted between the brass clamp and the aluminum window flange is
a teflon ring.

setup. The respective weighting function is the product of the spectral transmission
characteristics of the Topas vacuum window, the Mylar vacuum window and the IR filter,
and the transmission spectrum of the empty FTS instrument (see Sec. 7.2.1).

To specify center frequencies of the spectral response features from those mixing devices,
which rely on narrow-band RF-circuits, the response peaks in the spectra are fitted by
a polynomial of order 3 to 5 depending on the degree of asymmetry of its shape. The
center frequency is determined as the maximum of the fitted polynomial.

The resistance of the HEB micro-bridge during operation is extracted from the IV-
curve that has been measured at the respective operating temperature. It is approximated
by the resistance value that corresponds to the bias-point chosen for the measurement
(see Fig. 7.14). The change in the voltage across the HEB during each measurement has
been noted and by means of the first derivative of the smoothed IV-curve over a window
size of three to 5 data points is assigned to the respective change in the DC-resistance.
By this the resistance range of the HEB micro-bridge is estimated within which the
resistance is expected to be located during the respective response measurement.

7.2.4. Results

For all five different HEB-detectors a direct response signal could be measured. During
the adjustment of all measured mixing devices in front of the FTS a considerable response
amplitude could be obtained even for the largest distance between the entrance of the
FTS and the dewar window of about 7 cm. Even the more critical vertical displacement
of the mixing devices from the optical axis, still allowed to see enough response signal
from all detectors within a few millimeters displacement from the optical axis.
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Figure 7.14.: Example: IV-curve and its derivative. The green dot depicts the typical
position of the bias point set for the measurement. During a measurement
the voltage varies around the bias point by ∆V.

For the 10.7 THz HEB-devices it was difficult to find an operating condition that allows
to reasonably identify potential response features around 10 THz. It required a strong
response of the HEB-device with a bias point close by the hysteresis remnant in the
IV-curve.

The measured unprocessed data and the calibrated spectra are shown in Fig. 7.17,
Fig. 7.18 and Fig. 7.20. The green dashed curves in the respective spectra showing the
collective influence of the optical elements in the beam path on the transmission of the
FTS radiation source reveal that most signal is transmitted between 6 THz and 8 THz
and that the transmission around 10.7 THz is reduced by 70 % in comparison to this
transmission maximum.

The IV-curves of the HEB-devices at 4.2 K and at the operating temperature under
which the presented response spectra have been measured are shown in Fig. 7.22. The
Tc of the HEB-devices is around 5 % to 10 % lower, and the Ic (compare orange and
blue curve in Fig. 7.15) is up to 40 % lower than the respective values before the final
etch-step and assembly (see Sec. 7.1.4). The variations of the voltage across the HEB
microbridges due to its response to the incoming broadband radiation result in changes
in the DC HEB resistance of up to 35 Ω during a single measurement.

All measured spectra exhibit a significant amount of structure visible as response drops
over the entire frequency range. Overlaying the measured air transmission spectrum with
the response spectrum as done in Fig. 7.16 reveals that these features originate from the
absorption lines in the air that is in the signal path between the entrance of the FTS
instrument and the vacuum window of the Dewar.
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Figure 7.15.: IV-curve of the HEB-device that is integrated in an Archimedean spiral
antenna. The orange curve corresponds to the IV-curve when the device is
still on the sector, and the blue curve refers to the IV-curve after the device
has been etched out of the sector and has been assembled in the mixer block.

From in total four narrow-band devices that have been tested in the mixer block,
device D10 belongs to the 4.7 THz RF-circuit design and devices A10, A11 and D01
are narrow-band RF-circuits for 10.7 THz. The respective design version of each device
is specified in Tab. 7.2 and Tab. 7.3. The individual design parameters to the design
versions are given in Tab. 3.2. From all 10.7 THz HEB devices, device D01 provides the
best resolved response features. This probably due to the fact that it was measured with a
more sensitive set-up than has been used for A10 and A11 (see explanation in Sec. 7.2.2).

The 4.7 THz device, D10, exhibits a maximum response around 3.5 THz which is at
a frequency considerably lower than expected. In contrast to this, the three double-slot
antenna RF-circuits for 10.7 THz all show a response feature around 10 THz close to the
intended operating frequency and have several response features below the operating
frequency which are related to lower order resonances of the antenna. Although relying
on the same antenna design, the center frequency of the 10 THz response feature for
device A11 is approximately 200 GHz lower than those of device A10 as depicted in
Fig. 7.21(a)) which is attributed to the effect of the elongated RF-filter on the antenna
resonance as described in Sec. 3.4.2. The 11.4 THz features that can be seen in all
calibrated response spectra probably are an artifact of the weighting function due to the
transmission minimum of the optical components (see Sec. 7.2.1 Fig. 7.10(b)).

The measurements with grid confirm that the direct response of all narrow-band
detectors exhibits a polarization-dependent behavior. With the grid in blocking direction
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Figure 7.16.: Overlay of air transmission spectrum and measured direct response spectrum

the response features vanished for all 10.7 THz and the 4.7 THz HEB devices, whereas
in passage direction referring to the dedicated polarization direction of the antenna of
the detectors the spectral response features still could be seen in the measured response
spectra as shown in Fig. 7.19.

The response spectrum of the broadband detector, which is based on an Archimedean
spiral antenna, is depicted in Fig. 7.20. It shows a direct response over the entire measured
frequency range from 3 THz to 12 THz. This broadband detector is a suitable candidate
for heterodyne test-measurements at 10.7 THz.

The fit values of the maximum response features of all narrow-band detectors are
summarized in Tab. 7.2 and Tab. 7.3. As the results are based on the spectra without
accounting for the transmission characteristic of the air an additional uncertainty in the
frequency positions of the maximum signal response of a few 100 GHz is expected. A
detailed comparison with simulations is given in the following subsection.

The influence of different operating conditions on the spectral response of the HEB-
devices has been investigated and is exemplarily depicted in Fig. 7.23 and Fig. 7.24.
The bias voltage was set slightly higher (for positive bias voltages) than the hysteresis
remnant (as depicted in Fig. 7.14) for high responsivity, but also at other bias points
around the marginal hysteresis jump in the IV-curve. The operating temperature was set
to values slightly below the critical temperature of the HEB where the hysteresis of the
IV-curves was small enough to allow a stable operation5. For the response peaks which
are notedly above the noise level no considerable change in their frequency position with

5Stable in this context means that during a measurement the voltage is oscillating around the initially
chosen bias point without jumping to another bias point in the IV-curve
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changing operating conditions could be observed (see 3.5 THz response peak in Fig. 7.24
and (8 THz response peak in Fig. 7.23). A meaningful assessment for the response peaks
above 8 THz and below 5 THz for the 10.7 THz detectors is not possible due to the partly
strongly merged and noisy response features. Neighbored response peaks (like the two
peaks between 2 THz and 5 THz visible in the first row in the second column of Fig. 7.23)
could only be separated for a high enough sensitivity.
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Double-slot antenna RF-circuits for 10.7 THz

Direct RF-response:
raw data calibrated with f
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Figure 7.17.: Measured total and calibrated spectral responses of three different detectors
based on narrow-band RF-circuit designs for 10.7 THz. The dotted green lines
in the calibrated response spectra corresponds to the according weighting
function with which the raw data have been corrected for the contributions
given by the optical elements of the setup and have been calibrated with the
reference spectrum of the empty FTS instrument (for more information see
Sec. 7.2.1).
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Double-slot antenna RF-circuit for 4.7 THz

Direct RF-response:
raw data calibrated with f
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Figure 7.18.: Measured total and calibrated spectral response of a narrow-band detector
based on a RF-circuit design for 4.7 THz. The dotted green lines in the
calibrated response spectra corresponds to the according weighting function
with which the raw data have been corrected for the contributions given by
the optical elements of the setup and have been calibrated with the reference
spectrum of the empty FTS instrument (for more information see Sec. 7.2.1).
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Figure 7.19.: Measured spectral direct response of the A10 and the D10 device when adding
a grid into the beam path that let pass radiation that is linearly polarized in
the polarization direction of the detectors. Compare to Fig. 7.17 and Fig. 7.18
for responses without polarization grating.
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Archimedean spiral RF-circuit

Direct RF-response:
raw data calibrated with f
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Figure 7.20.: Measured total and calibrated spectral response of a broadband detector based
on a RF-circuit with an Archimedean spiral antenna. The dotted green lines
in the calibrated response spectra corresponds to the according weighting
function with which the raw data have been corrected for the contributions
given by the optical elements of the setup and have been calibrated with the
reference spectrum of the empty FTS instrument (for more information see
Sec. 7.2.1).
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Figure 7.21.: Fit of the direct RF-response features with a polynomial of order 3 to 5
depending on the degree of asymmetry of the signal curve in the spectrum.
The depicted smoothed and corrected response spectra belong to investigated
detectors which are based on a narrow-band RF-circuit design for (a) 10.7 THz
and (b) 4.7 THz.
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Double-slot antenna RF-circuits for 10.7 THz

IV curves:
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Figure 7.22.: IV-curves of the detectors at 4.2 K and at the operating temperature under
which the respective response spectra in Fig. 7.17 and Fig. 7.18 have been
measured.
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Figure 7.23.: Total response spectra of HEB device D01 at various operating conditions.
The respective operating temperature and voltage bias is given in the respec-
tive spectra. The initial voltage bias that has been chosen before starting
the measurement lies in the middle between the upper and lower voltage
value that is depicted in each plot. The upper and lower value corresponds
to the lowest and highest value of the voltage that was reached during the
measurement of the respective spectra. The vertical lines are included into
the spectra at same frequency positions to enable a better comparison of the
locations of the different response features.
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Figure 7.24.: Total response spectra of HEB device D10 at various operating conditions.
The respective operating temperature and voltage bias is given in the respec-
tive spectra. The initial voltage bias that has been chosen before starting
the measurement lies in the middle between the upper and lower voltage
value that is depicted in each plot. The upper and lower value corresponds
to the lowest and highest value of the voltage that was reached during the
measurement of the respective spectra. The vertical lines are included (at
2.6 THz, 3.5 THz, 4.7 THz) into the spectra to enable a better comparison of
the locations of the different response features.
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7.2.5. Comparison with simulations

The measured RF-response of the HEB-devices basically is determined by two factors.
The first one is the coupling of the FTS-beam with the antenna. It is called the beam
coupling efficiency in the following. The second aspect is the impedance match which
determines the coupling efficiency between the antenna and the HEB element at the
antenna’s feeding point. To compare the simulation results with the measured spectral
direct RF-response of the devices it should be noted that the beam of the FTS at the
entrance window is Gaussian-like but not sufficiently well characterized to allow numeric
predictions about the beam coupling efficiency. Consequently, the RF-response is only
compared with the predicted impedance match efficiency assuming that the incoming
broadband signal sufficiently well couples to the antenna to provoke a response in the
HEB-microbridge, without a significant frequency dependence.

The coupling efficiency between HEB-element and antenna is calculated using Eq. (B.16)
and requires information about the input impedance at the terminal port of the antenna
feed and about the resistance value of the HEB-microbridge during the respective measure-
ment. The according frequency-dependent input impedance of the antenna is taken from
CST simulations. The HEB-resistance has been extracted with the procedure described
in Sec. 7.2.3. At fixed current the bias voltage variation across the HEB microbridge
due to the incoming FTS radiation is over an interval that is large enough to sample
various DC resistances during one measurement. The difference between the resistance
values of one measurement is in the order of a few 10 Ω (see Sec. 7.2.4). For this reason
the impedance-match efficiency once is calculated for the highest and once for the lowest
resistance value which the HEB element is estimated to reach during the respective
measurement.

The calculated impedance match efficiencies, (1 − |S11|2), and the calibrated response
spectra of the measured narrow-band detectors are plotted together in Fig. 7.26 and
Fig. 7.27(a). The maximum in the impedance match efficiency for the upper and the
lower value of the DC HEB resistance and the fitted center frequency of the response
peaks are additionally summarized in Tab. 7.2.

For the 10.7 THz detectors the spectral response features around 10 THz are in good
agreement with the predicted curves of the impedance match efficiencies as can be seen in
Fig. 7.26. The maxima in the response features at lower frequencies in contrast are partly
shifted in relation to the expected efficiency maxima, although the overall characteristic
of the measured spectral response is fairly well reproduced by the simulation. According
to the simulation results the pronounced response peak around 7 THz to 8 THz that
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occurs in the spectra of all measured 10.7 THz mixing devices corresponds to a resonance
where the double slot antenna behaves as four, in-phase driven lambda-quarter slot pieces
(see Fig. 7.25(a)). The lower response peaks in the spectra between 2 THz an 5 THz are
based on the lambda-half resonance of the antenna slots (see Fig. 7.25(b)).

(a) (b) (c)

Figure 7.25.: Current distribution of (a) a lambda-quarter resonance (∼ 7 THz), (b) a
lambda-half resonance (∼ 4 THz), and (c) a full-lambda resonance of the
double-slot antenna (∼ 10.7 THz) simulated with CST-studio suite. (Red:
highest current density, blue: lowest current density). The slot length of all
antennas corresponds to an effective full-lambda wavelength for 10.7 THz.

The measured spectral response maximum for the 4.7 THz mixing device is 10 % to
15 % lower in frequency than the expected maximum in the impedance-match efficiency.
This deviation is discussed in the following subsection.

For the HEB detector with the Archimedean spiral antenna no IV-curve at the operating
temperature has been measured. To compare the response spectra with the impedance
match efficiency the HEB resistance is assumed to correspond to half of the maximum
resistance that has been extracted from the RT-curve in Sec.7.1.4. Since a change in
the resistance of the HEB about ±50 Ω only yields a shift of the entire efficiency curve
to higher or lower values, it is believed that this approximation sufficiently depicts the
relative frequency-dependent course of the curve. As shown in Fig. 7.27(b) the HEB-
device responds to the broadband signal of the FTS over the entire measured frequency
range from 3 THz to 12 THz like expected from the predicted impedance match efficiency.
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Figure 7.26.: Comparison of the calibrated spectral response of the narrow-band detectors
with the predicted intrinsic impedance match efficiencies between the HEB
element and the antenna interface. The intrinsic coupling efficiency was cal-
culated on base of the simulated input impedance at the antenna terminal
and the resistance of the HEB micro-bridge that was determined by means
of the HEB IV-curve measured at the respective operating temperature. The
resistance during operation is changing due to the change in the spectral in-
tensity of the radiation source produced by the internal moving FTS mirror.
The intrinsic coupling efficiency is depicted for the highest (dashed line) and
the lowest resistance value (dotted line) that the HEB element is assumed to
reach during the measurement.

device design no. ffit [THz] fCST [THz] f2nd peak,fit

A10 4 10.3(1) 9.9-10.6 7.5(1)
A11 4 (+ext.)∗ 10.1(1) 9.7-10.4 7.2(1)
D01 1 9.8(1) 9.8 -10.4 7.9(1)

∗ Filter-element of the RF-choke that is directly attached to the antenna has an
additional extension in length of 300 nm (see Sec. 3.4.2)

Table 7.2.: Center frequencies of direct response maxima of three narrow-band mixing
devices for 10.7 THz. The response peak denoted as the second peak refers to
the pronounced response of the 10.7 THz detectors between 7 THz and 8 THz.
fCST refers to the center frequency of the impedance match or intrinsic coupling
efficiency at the HEB-antenna interface based on the extracted resistance values
of the HEB devices during operation and the simulated input impedance at the
antenna terminal (for more information see Fig. 7.26).
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Figure 7.27.: Comparison of the calibrated spectral response of (a) the narrow-band detec-
tor for 4.7 THz and of (b) the Archimedean spiral antenna based HEB-device
with the predicted intrinsic impedance match efficiencies between the HEB
element and the antenna interface. (a) The intrinsic coupling efficiency is
depicted for the highest (dashed line) and the lowest resistance value (dotted
line) that the HEB element is assumed to reach during the measurement. (b)
The intrinsic coupling efficiency is calculated assuming that the resistance of
the HEB-element is half of the maximum resistance that have been extracted
from the RT-curve in Sec.7.1.4.

DS-antenna for 4.7 THz
device ffit [THz] fCST [THz]
D10 3.5(2) 4.2 - 4.5

Table 7.3.: Center frequency of the direct response maxima of the narrow-band mixing
device designed for 4.7 THz. fCST refers to the center frequency of the impedance
match or intrinsic coupling efficiency at the HEB-antenna interface based on
the extracted resistance values of the HEB devices during operation and the
simulated input impedance at the antenna terminal (for more information see
Fig. 7.26).
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7.2.6. Discussion

The comparison between the measured response spectra and predicted impedance match
efficiencies reveals both, partly good conformity as well as some deviations which are
discussed in the following. To begin with, for all measured 10.7 THz mixing devices the
response peak around the designed operating frequency is in good agreement with the
predicted curves of the impedance match efficiency. This points to the fact, that the RF-
choke which is attached to the antenna, works as intended by presenting a short-circuit
within the operating frequency range. Moreover, a variation of this filter leads to the
expected effect on the RF-response, as can be observed in the response spectrum of device
A11. exhibits a shift of its 10 THz response feature to lower frequencies of the predicted
order of magnitude. Both observations support the assumption that the antenna as well
as the filter work properly around the expected frequency of operation.

A deviation between the predicted impedance match efficiencies and measured response
features can be found in all spectra of the 10.7 THz mixing devices for those response
peaks that are located below the designed operating frequency and can be related to lower
order resonances of the double-slot antennas. Based on only three measured spectra it
cannot be concluded if these deviations are arbitrary or based on systematic errors. The
predicted lambda-quarter resonance peak is located at lower frequencies than expected for
all the measured mixing devices. On the other hand, the predicted lambda-half resonances
in the response spectra occur at higher frequencies for device D01 and at lower frequencies
for device A10 than the maximum response peaks in the measured spectra, where the
coarse resolution in this frequency range makes it impossible to identify if the response
feature below 4 THz is composed of one or two peaks. Although these lower frequency
responses are not relevant for the operation of the 10.7 THz devices, they are investigated
in the context of the considerable deviation between predictions and measurements that
can be seen for the 4.7 THz mixing device D10. The maximum direct response for device
D10 is around 10 % to 15 % lower than expected based on simulations. Since the design
concept for all narrow-band circuits is the same and seems to be more accurate for
the devices with a more than twice as high operating frequency it is believed that the
deviation is not due to a general shortcoming of the underlying design methodology.

In the following, three different aspects that can affect the measured RF-performance
are investigated, namely, the dimensional variations in the double-slot antenna, the resis-
tance of the gold layer in which the RF-structures are defined at, and thirdly, a change
in the filter characteristic.

• The dimensional variations due to fabrication tolerances of the RF-filter are too
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small (see analytical calculations in Sec. 3.4.2 and Fig. 3.13) to explain the shifts
of the lower frequency response features. Likewise, simulation results accounting
for possible changes in the dimensions of the double-slot antenna (see Fig. 7.28) do
not accurately predict the positions of the lower frequency response features.
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Figure 7.28.: Spectral response and calculated coupling efficiencies between the HEB-
element and the antenna terminal for the (a) maximum, and (b) maximum
and minimum resistance value of the HEB-element during the respective
response measurement. (a)The impedance match efficiency is shown for the
nominal dimensions of the double-slot antenna and for deviations in the di-
mensions within the expected fabrication tolerances that once lead to a shift
of the operating frequency to higher and once to lower frequencies.

• The effect of the gold-layer on the behavior of the RF-circuit is estimated based
on the measured DC-resistivity of test-structures that are presented in Sec.7.1.3
and reveals a rather high resistance at cryogenic temperatures. 6 The respective
frequency-dependent surface impedance is estimated with an internal in-house soft-
ware in the anomalous limit[116], given the high frequency and the low temperature,
and is fed into the simulation software. Accounting for the estimated gold resistivity
leads to a shift of the expected maximum coupling efficiency to lower frequencies
(see Fig.7.29) but still does not tally with the measured results.

• Basically, the filter characteristic can be changed due to a coupling of the CPW-
6In general, an increased RF surface impedance for the 4.7 THz devices is to be expected, since the

thickness of the gold-layer is smaller than the actual optimal thickness around 90 nm for this frequency,
as calculated from the skin depth. As the 4.7 THz and 10.7 THz devices are fabricated on the same
wafer all RF-structures, however, are defined in a 70 nm thick gold-layer, instead.
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Figure 7.29.: Calibrated spectral response of the 4.7 THz device D10, and coupling effi-
ciency between the HEB-element and the antenna terminal for the maximum
and minimum resistance value of the HEB-element during the response mea-
surement. The coupling efficiency is once calculated assuming that the metal
the RF-structures consists of behaves as perfect electrical conductor (PEC),
and once accounting for the resistivity of the gold-layer.

mode into unwanted modes. Such a mode-coupling could be enabled due to the
existence of a gap between the lens backside and the RF-chip membrane. A respec-
tive scenario is depicted in Fig. 7.30 by introducing a gap between the backside
of the RF-chip and the backside of the lens of about 2 µm. The gap leads to a
shift of the operating frequency to lower frequencies. At the same time it can be
observed that the lambda-quarter resonance moves to higher frequencies. Although
the results reveal the shift direction of the maxima into the direction where the
actual response maxima are located it cannot be used for a reasonable assessment.
First a gap of 2 µm is unrealistically large, as a worst estimate of this gap is at
maximum 1 µm, and secondly, any plausible gap will have an irregular thickness
curve which is impossible to model.

Another candidate to change the filter-characteristic in such a way that it could
explain why the predicted response maximum deviates significantly for the 4.7 THz
mixing device although the same design concept yields reasonable results for the
HEB detectors at a considerably higher frequency, is the bridge that is positioned
over the third filter element counting from the antenna side (see Fig. 3.14). The
bridge substrate, that works as an electrical insulator for the gold strip that is
placed over the CPW line, consists of SiO2 in form of fused quartz. For the design
of the RF-circuits the dielectric constant of SiO2 has been estimated to be around
3.8 with a tan δ smaller than 0.1. This value is based on the experience value
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Figure 7.30.: Spectral response and calculated coupling efficiencies between the HEB-
element and the antenna terminal for the maximum and minimum resistance
value of the HEB-element during the response measurement. The impedance
match efficiency is once calculated without and once with introducing a 2 µm
large gap between the RF-chip and the backside of the lens.

of our research group and worked for the designs of former research projects for
frequencies below 4.7 THz. It is further very close to the value which is provided
by the internal data base of the CST simulation software. The actual frequency-
dependent electric permittivity of the fused quartz layer used as a bridge substrate,
however, can significantly deviate from this expectation value depending on factors
like fabrication conditions and impurity levels[28, 98]. Furthermore, there is only
little information about how the electric permittivity changes with temperature.
In addition, absorption bands are reported for silica glass like materials [98, 78]
from 21 µm to 23 µm and around 200 cm−1 down to around 4.2 THz (see Fig. 1 in
[78]). Absorption features would cause a change in the permittivity of the bridge
substrate which would affect the filter characteristic around 4.7 THz and 7 THz.
Consequently, it could lead to a change in the operating frequency for the 4.7 THz
device. Additionally, it could result into a shift of the lambda-quarter resonance to
higher frequencies without affecting the response maximum around the operating
frequency of the 10.7 THz devices. As there is too little information about these
absorption features and their development with temperature it is not possible to
properly predict a frequency-dependent permittivity of the used SiO2. The overview
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about quartz measurements at room temperatures and the analytical formalism
to describe the frequency-dependent dielectric constant that is given in [98] and
is provided as a plot routine by Polyanskiy, does not cover the required frequency
range down to 200 cm−1. For a very rough approximation of a frequency-dependent
permittivity of SiO2 I used the plot routine provided by Polyanskiy and artificially
added a small additional vibration feature at 200 cm−1 with a width of σ = 200 cm−1.
The simulation results assuming this frequency-dependence of fused quartz (see
Fig. 7.31) shows that already a small change in the permittivity around 200 cm−1

yields a shift of the operating frequency to lower frequencies, although again not
by the right amount to explain the measurements.
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Figure 7.31.: Spectral response and calculated coupling efficiencies between the HEB-
element and the antenna terminal for the maximum and minimum resistance
value of the HEB-element during the response measurement. The impedance
match efficiency is once calculated assuming that the bridge substrate SiO2
has a constant dielectric permittivity of ϵ = 3.8, and once assuming that the
dielectric permittivity slightly changes around 200 cm−1 as depicted in the
right figure.

In conclusion, it needs further investigations to de-embed different sources that
could lead to the deviation between the predicted and the measured maxima in the
response spectra of the 4.7 THz device. A change in the electric permittivity of the
bridge substrate as has been reported around 6 THz down to 4.2 THz is a plausible
sources to explain the observed shift of the operating frequency to lower frequencies
but requires more quantitative information about the material properties of the
bridge substrate to enable a reasonable assessment.
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7.3. Summary and outlook

For all 5 HEB-devices which have been integrated into the mixer block lens assembly
a direct response spectra could successfully be measured. The frequency range that is
covered by the measurements ranges up to 12 THz. The measured broadband detector
based on the Archimedean spiral antenna design responds to the broadband radiation
over the entire frequency range from about 3 THz to 12 THz like it is expected from the
simulation results. It thereby does not only encompass the desired operating frequency
at 10.7 THz but also is suitable as a detector over a frequency range of at least 9 THz.

All measured narrow-band detectors (three 10.7 THz mixing devices and one 4.7 THz
mixing device) exhibit response features that are polarization-dependent. Maximum
response is observed for incoming radiation that is linearly polarized in the dedicated
polarization direction of the antenna of the detectors. No response is observable for the
respective polarization direction vertical to it.

The response features around the operating frequency of the 10.7 THz mixing devices
have their maxima between 9.8 THz and 10.3 THz and tally with the frequency depen-
dence of the coupling efficiencies between the antenna and the HEB-element that are
predicted based on simulations and measured HEB resistances. All 10.7 THz mixing de-
vices provide enough response around 10.7 THz to test them in a next step as heterodyne
detectors at this operating frequency.

The measured maximum response peak of the 4.7 THz mixing device is around 3.5 THz
and 10 % to 15 % lower than the expected maximum of the coupling efficiency between
the HEB-element and the antenna. As has been investigated in the discussion section
above, a plausible explanation for this deviation could be a frequency-dependent change
in the dielectric permittivity of the SiO2 bridge substrate that accordingly affects the
filter characteristic of the RF-choke which is attached to the double-slot antenna. Several
publications reveal that there exist various absorption features between 3 THz to 12 THz
in fused quartz but there is not sufficient information, especially at cryogenic temperatures,
to provide a reliable base for a quantitative assessment of the influence on the RF-circuit.
A detailed study of the temperature-dependent refractive index of fused quartz layers
that are fabricated under the same conditions as the here used bridge substrate therefore
would be a necessary next step for the controlled optimization of the 4.7 THz designs.
Another more straightforward option is the removal of bridge-substrate (air bridges)
in the respective RF-chips of the next fabrication batch. This would require process
development.

Up to now, the number of investigated devices is too low to allow meaningful statistics.
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So far only two from in total five variations of the double-slot antenna have been tested in
the mixer block. The measurement of all double-slot antenna versions thus is an important
future task that will enable to better assess the individual effects and importance of
different design parameters on the RF-circuit performance. Moreover, there are still
three further broadband antenna versions all based on logarithmic spiral antennas that
still need to be tested and are required for a comparison with the detector based on the
Archimedean spiral antenna.

Finally, there are two enhancements of the measurement setup that are mandatory for
future work. First of all, there is a strong reduction of the transmitted broadband signal
of the radiation source above 8 THz that leads to an especially poor signal-to-noise ratio
around 11.4 THz. The resulting artifact in the calibrated spectra prohibits to exploit
any data around this frequency and leads to a considerably uncertain presentation of
at least one side flank of the response peak of the 10.7 THz devices. The reason for this
drop in the transmission is the large absorption of Mylar in this frequency range. Mylar
is included into the optical beam path as part of the beamsplitter of the FTS and is
used as a vaccum window at the entrance of the FTS. Although it cannot be replaced
in the beamsplitter another task left for future work is to replace the Mylar window
by another suitable window material. Up to now, it has not been replaced by Topas
material yet, which basically exhibits a better transmission in this frequency range but
also poses the risk to easily break7 (see Fig. 7.13), even for the dewar window which is
much smaller in diameter as the entrance window of the FTS. The second enhancement
of the measurement setup that is necessary for future work is the implementation of a
flexible vacuum tube between the FTS entrance and the Dewar window that allows to
pump out the air between the windows. The strong absorption lines in the air spectrum
could be clearly seen as absorption features in the response peaks of the detectors.
Although these absorption features basically can be related to the actual absorption
line in the measured air spectrum, the response peaks cannot be corrected for these
partly considerable absorption features. These absorption features however cause an
additionally uncertainty in the actual curve of the spectral response and together with
the poor signal-to-noise ratio above 8 THz inhibits a unambiguous identification of the
antenna RF bandwidth of the narrow-band devices.

7The sudden pressure balance that follows the break of the vacuum window leads to the destruction of
the expensive commercial beamsplitter of the FTS.
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In the framework of this thesis HEB-detectors for 10.7 THz have successfully been devel-
oped, fabricated, assembled and tested according to their direct response spectrum. To
the best of our knowledge this is the first work that reports about HEB-detectors that
have been realized and verified as direct HEB power detectors around 10.7 THz and the
first work that reports about a successful development and usage of RF-circuits based
on double-slot (DS) antennas and an Archimedean spiral antenna for this operating
frequency range.

The high operating frequency and cryogenic operating temperature of the detector
required the development of additional software tools for the RF-circuit design as well
as the examination of the temperature and frequency-dependent refractive index of the
carrier material HRZF Si of the RF-circuits and other materials where still insufficient
informations exist. An according detailed conclusion and outlook for each of these parts
is given at the end of the respective chapter (Chapter 5 and 4) and is not repeated at
this point.

The designed RF-circuits are based on 9 different antenna versions and contains narrow-
band as well as broadband antennas. The narrow-band RF-circuit is based on a double-
slot (DS) antenna and a RF-filter- To anticipate potential deviations from the design
parameters and to try out different slot-distances for an optimum coupling five different
variations of a DS antenna have been developed.

The nominal resonance frequencies of the different versions are spread within a few
100 GHz around 10.7 THz. Moreover three different broadband designs have been de-
veloped based on an Archimedean, a self-complementary logarithmic and a logarithmic
spiral antenna. Due to their non-resonating antenna response the broadband designs
are more tolerant towards potential deviations in the design parameters than the nar-
rowband designs. In particular, the Archimedean spiral allows to obtain an operating
bandwidth where the required operating frequency around 10.7 THz according simulation
results in any case will be met. Although the three different spiral antennas exhibit a
quite similar frequency dependent directivity the Archimedean spiral antenna and the
logarithmic spiral antenna are preferable when using NbN as HEB material as they
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enable a better impedance match between antenna terminal and HEB bridge than the
self-complementary antenna. Although typically only being used for frequencies below
1 THz, the Archimedean spiral antenna according to the simulation results is the most
favorable candidate for best power coupling to a Gaussian beam. A comparison of the
spiral antennas with a 4.7 THz double slot antenna design based on simulation results
shows that the narrow-band antenna design by far offers the best power coupling to a
Gaussian beam and outweighs the broadband designs in terms of a feasible total efficiency.
However, the fabrication of the DS-antennas is considerably more critical.

From in total 20 different RF-circuits that have been designed for this work and
have been successfully fabricated from one batch in the in-house micro-structure facility
four designs for 10.7 THz and one design for 4.7 THz have been assembled into the
detector block and used as an external direct detector of a Fourier transform spectrometer
to determine their spectral response to a RF broadband source. The observed center
frequencies of the response peaks of all three different HEB-devices with a narrow-band
DS-antenna for 10.7 THz tally well with the intended operating frequency with deviations
of only 4 % to 8 %. The response peaks around 10 THz, moreover, are in good agreement
with the predicted curves of the impedance match efficiencies. The influence of the
RF-filter on the resonance frequency of the double-slot antenna that could be observed
in the response spectra of two HEB-devices is adequately predicted by numerically
calculations based on an formalism to determine the characteristics of CPW-lines at
high frequencies that has been enhanced in this work. The HEB-device based on the
broadband Archimedean antenna shows response over the entire measurement range from
3 THz to 12 THz as expected from simulations. Although to our knowledge it is the first
Archimedean spiral antenna that has been fabricated and used in this high frequency
range it points to its potential application for frequencies above 1 THz.

The results indicate that the underlying design methodology enables to reasonably
depict the resonance behavior around the operating frequency. The good agreement with
predictions further points to the fact that a dielectric permittivity of the carrier substrate
around 11.4 which has been determined in the framework of this thesis is an adequate
assumption for the high frequency range at the cryogenic operating temperatures. All
four HEB-devices exhibit enough response around the operating frequency to be suitable
candidates for future test heterodyne measurements.

The only 4.7 THz HEB-device whose direct spectral response has been measured so
far exhibits a response peak around 3.5 THz that is 10 % to 15 % lower than expected
according to the predictions of the curve of the impedance match efficiency. Since the
RF-response around the more than twice as high operating frequency of the 10.7 THz
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devices could be reasonably predicted it is unlikely that this deviation is due to a general
shortcoming of the underlying design. A plausible candidate to provoke such a shift in
the operating frequency is a change in the dielectric permittivity around 4.7 THz of the
bridge substrate SiO2 which is used as a basement for a bridge that is placed over the
RF-filter. In literature few measurements have been reported which indicate possible
absorption and resonance features of fused quartz in this frequency range. However, there
is by far too little information about the properties of fused quartz, especially at cryogenic
temperatures to estimate a plausible frequency behavior of the bridge substrate and to
adapt the design model accordingly. Since up to now only one 4.7 THz device has been
characterized further measurements of 4.7 THz HEB-devices are needed to assess if the
observed down-shift in the operating frequency is a general trend or an exception.

A direct comparison of the narrow-band RF-circuits with other double-slot antenna
designs is not directly possible since no reports about developments of DS-antennas close
to 10.7 THz range could be found in literature, to our knowledge only for frequencies
below 5 THz with a successful HEB mixer operation with double slot antennas up to a
frequency of 3.1 THz by Shiba et al.

The fabricated batch still contains HEB-devices with six antenna versions whose RF-
response has not been characterized yet. Moreover, there are three different RF-filter
variations for each double-slot antenna for 10.7 THz to further study the effect of the
RF-choke on the resonance of the double-slot antenna. The characterization of those
HEB-devices is the next step after enhancing the measurement setup to improve the
signal-to-noise ratio above 8 THz by replacing the Mylar dielectrics in the setup. This
implies a.o. to buy a different beam splitter for the FTS. In addition a IR-filter with a
higher cut-off frequency than 12.5 THz would be a welcome band extension to investigate
a larger part of the upper frequency bandwidth of the broadband antennas.

As soon as the 4.7 THz and the 10.7 THz LO-sources are available heterodyne measure-
ments of suitable HEB-devices will be carried out to determine the mixer performance
and noise. Since all HEB-devices are based on various antennas that are made from the
same batch on the same wafer using the same fabrication process and conditions it is a
good opportunity to allow a direct comparison of spiral and DS antenna mixer perfor-
mances where still few works exist[62]. Even though the intended observatory SOFIA to
operate a potential 10.7 THz mixer was recently terminated at the end of September of
2022[112] a mission on a balloon-borne telescope is still conceivable. The operation of
the mixer for laboratory spectroscopy likewise is a feasible option.





A. Appendix: Optics

A.1. Ray tracing technique

A.1.1. Shape operator and principal curvatures

Given a surface ∑ that can be described by a differentiable equation f(u, v) = w. The
tip of the vector

r =




u

v

f(u, v)




traces all points on the surface ∑. The tangential vectors t1(Pi) and t2(P) at each
point Pi on the surface which span the tangential plane at this point are chosen to be

t1 = dr
du

∣∣∣∣
Pi

t2 = dr
dv

∣∣∣∣
Pi

To describe how the surface changes in the neighborhood of point Pi a linear shape
operator is introduced which is defined on the tangent plane at Pi by a 2x2 matrix ¯̄Q
called curvature matrix. As the tangential vectors neither have to be orthogonal nor be
normalized the form of ¯̄Q is explicitly dependable on the chosen base vectors. Given a
normal vector N at each point Pi of the surface which together with the vector

v =




u

v

0




span up the normal-plane (see Fig. A.1). The variation of the normal vector when moving
from one point in an arbitrary direction on the surface is determined by the bending of
the surface in that direction. The curvature matrix describes this variation of N with
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bcPi

~N

~v

∑

Figure A.1.: Surface
∑

with normal-plane spanned up by the normal vector N⃗ and v⃗ (blue
area)

regard to the chosen base vectors of the tangential plane where Nu = dN
du is the variation

in u-direction and Nv = dN
dv is the variation in v-direction, respectively. Both vectors

Nu, Nv lie in the tangent plane at point Pi and thus can be expressed in terms of the
base vectors

−Nu = Q11 · ru + Q12 · rv (A.1)

−Nv = Q21 · ru + Q22 · rv (A.2)

(A.3)

Introducing the curvature matrix

¯̄Q =
(

Q11 Q12

Q21 Q22

)

eq. (A.3) in matrix notation can be expressed as
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−
(

Nu

Nv

)
= ¯̄Q

(
ru

rv

)
(A.4)

Multiplying (ru rv) on the right of both sides of the equation leads to

−
(

Nu · ru Nu · rv

Nv · ru Nv · rv

)

︸ ︷︷ ︸
¯̄M2

= ¯̄Q
(

ru · ru ru · rv

rv · ru rv · rv

)

︸ ︷︷ ︸
¯̄M1

. (A.5)

with the fundamental matrices

¯̄M1 =
(

E F

F G

)
, and ¯̄M2 =

(
e f

f g

)
. (A.6)

Using inversion matrix of ¯̄M1 the equation can be solved for the curvature matrix

¯̄Q = ¯̄M2
( ¯̄M1

)−1
, (A.7)

where

Q11 = eG − fF

EG − F 2 , Q12 = fE − eF

EG − F 2 , (A.8)

Q11 = fG − gF

EG − F 2 , Q12 = gE − fF

EG − F 2 . (A.9)

Equation (A.5) with (A.9) are also known as Weingarten equations. The eigenvalues
and eigenvectors of the curvature matrix are the principal curvatures of the surface ∑

and the principal directions, respectively.

A.1.2. Ray tubes

A ray as an idealization of a trajectory of a very narrow beam of monochromatic light
is only a valid approximation for the propagation of an electromagnetic field if the
wavelength is small compared to the dimensions of the objects it interacts with. It
describes the variation of a field in the direction of propagation in terms of phase and
amplitude obeying the laws of geometrical optics which shall be shortly repeated here.
More detailed descriptions can be found in [40].
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Phase

The phase of a ray can be found using Fermat’s principle which states that a ray con-
necting two points r0 and r is the curve C that makes the integral

S(C) =
∫

C
ndσ (A.10)

minimal or more precisely stationary where n(r) is the refractive index and ds = ndσ

is the optical length as a measure of the arc dσ. The phase of the ray is given by the
k0 · S(C) where k0 is the free-space wavenumber. If the refractive index is a smooth
function of r and k, which is the tangent vector on C at point r of length n · k0, the ray
satisfies the differential equation

dk
dσ

= k0∇n. (A.11)

Given that the initial direction r0 is known the ray can be determined by the integration
of (A.11) [40]. A wavefront or wave surface is defined as a surface on which S(r) is constant.
Introducing

k = k0∇S(r) (A.12)

as the tangent vector of the ray at point r of length k0n(r) enables to deduce that the
rays are everywhere normal to the wavefronts. The eikonal equation

(∇S)2 = n2 (A.13)

further states that in the vicinity of r the phase variation equals those of a plane wave
with wave vector k enabling to describe the field locally as a plane wave.

Amplitude

The intensity I is defined as the energy per unit time crossing a unit surface element
normal to the ray

I = A2v, (A.14)

where v = c/n is the velocity the energy in the field moves along the rays. The energy
conservation in a tube of rays as depicted in Fig. A.2 with cross section areas dΣ1 through
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dΣ1 dΣ2

Figure A.2.: A tube of rays consisting of a center ray and four surrounding rays.

r1 and dΣ2 through r2 states

I1dΣ1 = I2dΣ2 (A.15)

As at each point of converging rays (source point and focus points) this equation would
lead to an infinite intensity, the conversation law of energy will be rewritten in terms of
energy that leaves the source per unit time, per unit solid angle

IΩdΩ = I2dΣ2 (A.16)

Geometrical parameters

Using the above-mentioned laws of geometrical optics for the phase and amplitude of
rays it is possible to deduce the field carried along the rays if the initial phase k0S0(r0)
and amplitude A0(r0) on some surface Σ as well as the ray direction at every point r0 of
the surface are well-known. In a homogeneous region the phase at some point r is given
by

S(r) = S0(r0) + r0r. (A.17)

The amplitude at this point can be achieved considering a small tube of rays consisting
of a bundel of paraxial rays near to an axial ray forming a very narrow pencil as shown in
Fig. A.2. According to the energy conservation law (A.16) the intensity of the field along
the axial ray varies with the cross section of the tube of paraxial rays. Without loss of
generality, the axial ray going through point P0 is attached to the z-axis. The wavefront
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through point P0 = (x, y, z) in the vicinity of the axial ray can be represented by

z = −1
2tT Qt, (A.18)

where Q is the 2x2 symmetric curvature matrix with the transverse position vector
(see also A.1.1) based on an orthonomal frame of reference. The gradient of z + 1

2tT Qt
yields the normal at point P0. Being symmetric the curvature matrix has two orthogonal
eigenvectors X̂1 and X̂2 spanning up the principal planes ẑX̂1 and ẑX̂2 and obeying

QX̂i = 1
Ri

X̂i i = 1, 2 (A.19)

where R1 and R2 are the principal radii of curvature. At the focal points F1 and F2 the
rays in the principal planes ẑX̂1 and ẑX̂2 converge, respectively. The rectangular cross
section of a pencil defined by four tubes of rays, varies along the tube. If its foci are at
z = −R1 and z = R2 geometrical considerations results following relation for the ratio
of the cross section Σ(z0 = 0) at point P0 to the cross section Σ(z) along the z-axis

Σ(z)
Σ(0) = (R1 + z)(R2 + z)

R1R2
(A.20)

Expressing the curvature matrix in the frame of its principal axes at point z

Q =
[ 1

R1+z 0
0 1

R2+z

]
(A.21)

enables to easily deduce the principal radii of curvature. Applying the energy con-
servation (A.16) and using that the intensity is proportional to the square of the field
amplitude reveals the information about the amplitude A(r) carried along the rays to
point r in form of a divergence factor

DF = A(r)
A0(r0) =

[
detQ(z)
detQ(0)

] 1
2

=
[(R1 + z)(R2 + z)

R1R2

] 1
2

. (A.22)

The phase k0S(r) at any point r for 0z being the axial ray surrounded by almost
parallel paraxial rays forming a very thin pencil can be approximated by

S(r) = z + 1
2tT Qt (A.23)
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when the deviation in x and y direction is small.

Refraction at a curved dielectric interface

To describe the refraction of a ray field at an arbitrarily curved dielectric interface once
requires the knowledge about how the curvature matrix of the wave surface changes under
refraction to extract the divergence factors DF and second needs some transmission
and reflection coefficients T and R. Decomposing the incident Ein, reflected Er and
transmitted field Et into parts parallel Ei

∥ and perpendicular Ei
⊥ with respect to the

plane of incidence the approximated expressions for the refracted fields are given by

Er = DFr · Re(−ikrdr)Ein

Et = DFt · Te(−iktdt)Ein

where R and T represent the reflection and transmission coefficients for parallel and per-
pendicular polarization, respectively. They are approximated using the Fresnel formulas
for refraction at planar surfaces. The exponent contains the wavenumbers kr and kt and
the distances dr and dt between the point of refraction and the points of observations
after the refraction for the reflected and transmitted case, respectively. The following
subsections expand on the procedure to determine the unknown divergence factors and
Fresnel’s coefficients.

Curvature matrix under refraction

The determination of the divergence factor of a ray tube under refraction through a
curved interface Σ (as depicted in Fig. A.3) requires to know how the surface of its
wavefronts represented by curvature matrices changes. As described by [40] one method
to quantitatively determine the curvature changes under refraction can be found using
that according to Snell’s law the phase of an incident ray pencil at every point on Σ
matches the phase of the refracted pencil.

For the mathematical description of this issue it is convenient to use frames for the
incident, reflected and refracted field which are attached to both, the individual ray and
the diffracting object. In the following, without any loss of generality the origin of the
coordinate system is placed at the point O where the ray incidents the interface between
two media.

The base of orthonomal vectors of the incident, reflected and transmitted rays are
(x̂in, ŷin, k̂in), (x̂r, ŷr, k̂r) and (x̂t, ŷt, k̂t), respectively. The reference frame of the surface
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Figure A.3.: Refraction of a ray at an arbitrarily shaped interface.

at the intersection point is (x̂Σ, ŷΣ, k̂Σ). The reference frame of the plane of incidence at
the intersection point is given by the normal vector n̂ of the surface at the intersection
point, the unit vector ê⊥ = n̂× k̂in normal to the plane of incidence, and ê∥ = ê⊥ × n̂. The
curvature matrices of the incident, reflected, transmitted rays and the interface expressed
in their respective reference frames are ¯̄Qin, ¯̄Qr, ¯̄Qt and ¯̄QΣ. Equating the second order
approximation of the incident and refracted phases ,where the second order term is given
in form of −1

2tQt with

t =
(

x

y

)

the transverse position vector with respect to the orthonomal frame of reference [40],
yields

nBT
r QrBr = BT

inQinBin + (n · cos(αt) − cos(αin))A−1QΣA (A.24)
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BT
t QtBt = BT

inQinBin − 2 cos(αin)A−1QΣA, (A.25)

with n = n2/n1.
The projection operators and transformation matrix are given by the

Bi =
[
x̂i · ê∥ x̂i · ê⊥
ŷi · ê∥ ŷi · ê⊥

]
, for i ∈ (in, r, t) (A.26)

A =
[
x̂Σ · ê∥ x̂Σ · ê⊥
ŷΣ · ê∥ ŷΣ · ê⊥

]
(A.27)

Once the curvature matrices Qr and Qt are determined from (A.24) and (A.25), the
eigenvalues λi of the diagonalized matrices can be used to calculate the principal radii
Ri = 1

λi
and subsequently the divergence factor.

Further detailed description and additional information concerning ray techniques are
provided in [13, 40, 106] .

Fresnel’s equations

Fresnel’s equations describe the reflective and transmitted behavior of electromagnetic
waves at uniform planar interfaces. As any arbitrary polarized wave can be expressed as
a superposition of waves being tangentially and perpendicularly polarized to the plane of
incident, its refractive behavior is entirely captured by the determination of the amplitude
ratios of the electric field vectors for both polarization cases.

Introducing the indices in, r and t for the incoming, reflected and transmitted parts of
the field, and ⊥ and || for the perpendicularly and parallel polarized E-fields (as depicted
in Fig. A.4) the corresponding Fresnel’s equations used for this work (considering µ = 1)
are given by

r∥ =
1 − n1

n2
cos(Φt)
cos(Φin)

1 + n1
n2

cos(Φt)
cos(Φin)

(A.28)

t∥ = 2
1 + n1

n2
cos(Φt)
cos(Φin)

(A.29)
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r⊥ =
1 − n2

n1
cos(Φt)
cos(Φin)

1 + n2
n1

cos(Φt)
cos(Φin)

(A.30)

t⊥ = 2
1 + n2

n1
cos(Φt)
cos(Φin)

(A.31)
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Figure A.4.: Refraction at a plane interface
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B.1. Extended hemispherical lenses

The choice of the lens is dependent on several parameters, like the integration of the
receiver into the beam optic of the measurement setup, reflection and dielectric losses
or the occurrence of undesirable aberration effects. Hyperhemispherical, ellipsoidal or
extended hemispherical lenses are common lens-types used in quasi-optical receivers.
The hyperhemispherical lens consists of a hemisphere that is extended by a length of
rlens
nlens

, where rlens is the radius and nlens is the refractive index of the lens, respectively.
As it fulfills the Abbe sine condition and is aplanatic it is free of circular coma and
spherical aberrations [12]. The beam pattern of an antenna integrated at its backside
is bended and thereby effectively sharpened such that the antenna-gain is increased by
n2

lens[139]. However, it has been reported that radiation pattern from hyperhemispherical
lenses turned out to be broad compared to those from ellipsoidal lenses with same radius
and sometimes became multi-lobed [52]. The hyperhemispherical lens is suitable for
Gaussian-beam optics, as it enables good coupling to a converging beam but not to a
planar equiphase wave-front[52]. In contrast to collimating lenses the directivity does not
increase with the size of the lens and as such with the aperture size[50].

The elliptical lens has an ellipsoidal surface with a major radius b and a minor radius
a. The lens has two geometrical foci at ±c =

√
b2 − a2. For a given refractive index nl of

the dielectric of the lens the geometrical and optical focus becomes identical if [83]

b = a√
1 − 1

n2

, and (B.1)

c = b

n
. (B.2)

Beeing fed at its second focus point the lens transforms the radiation pattern into
plane waves in the air medium. As such it provides good coupling with a Gaussian-beam
at its planar equiphase front at the beams’s minimum waist[52]. The beam pattern of
a planar antenna attached to the more distance focus of the lens is diffraction-limited

205
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by the aperture of the elliptical lens which have been proven for a various of different
antenna types [173, 53, 52]. Providing the opportunity to gain very narrow beam patterns
the ellipsoidal lens is compatible with large f-number systems, as can typically found
in Cassegrain focus telescopes [20]. The third lens type is an extended hemispherical
lens that consist of a hemisphere with a certain cylindrical extension. Depending on the
extension length an elliptical lens or an hyperhemispherical lens can be synthesized [52,
20] with the advantage that it is easier and less expensive to manufacture. The gaussicity,
directivity, phase, beam waist and reflection loss (see definition in Sec.B.2) are a function
of the extension length Lext[52]. All five quantities need to be considered for achieving a
good coupling to the respective beam optics, but cannot be optimized independently from
each other as they have their optima at different extensions length. Thus a compromise
needs to be found.

B.1.1. Dissipation loss in a lens

Considering a spherical wave that is traveling from the plane surface center of a dielectric
half sphere with radius rlens to the outer bend surface of the lens, the power loss due
to the dissipation in the dielectric material in case of low loss material can be roughly
estimated by the power decay of the wave for a loss angle δ << 1:

P = P0 · e−δ 2π
λ

·z, (B.3)

with λ = λ = λ0/
√

ϵr and z = rlens.
Rearranging the equation, the loss in decibel is given by:

L = − 10
ln(10) · 2π

rlens

λ0
ϵ0 [dB] (B.4)

B.2. Antenna basics

The description of the performance of an antenna requires the introduction of some
fundamental antenna parameters. The here used definitions comply with the international
standards, basically those of the International Electrotechnical Comission (IEC) and the
IEEE Standard Definitions of Terms for Antennas [143].

Graphical representation

The graphical representation of a radiation pattern or far-field pattern of an antenna
consist of a two- or three-dimensional spatial distribution of the respective radiation
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property of interest. Two common graphic representations are the amplitude or field
pattern, which shows the spatial distribution of the field strength at a constant large
radius, and the power pattern that depicts the power per unit solid angle at a constant
radius. The typical coordinate system used for antenna analysis is a spherical coordinate
system with an elevation and an azimuth plane or a polar coordinate system to describe
a two-dimensional distribution. In this work, furthermore an orthographic projection of
some directional-dependent antenna properties of the far field is used. The projection
from spherical coordinates into the uv-plane is given by

u = sin(θ) · cos(ϕ)

v = sin(θ) · sin(ϕ), where
√

u2 + v2 < 1 and

r = (u, v, 1 −
√

u2 + v2)

A radiation pattern can be designated isotropic, directional and omnidirectional. Isotropic
refers to a hypothetical lossless radiator whose radiation is equally distributed in all
directions. It typically is used as a reference for the directive properties of an antenna
which for a power pattern is indicated by adding an i to the units as in for instance
dBi. A directional antenna is defined as radiating or receiving more effectively in some
directions than in others[143]. If a pattern is nondirectional in one principle plane (e.g.
the elevation plane) and directional in any other orthogonal principle plane (e.g. the
azimuth plane) it is classified as omnidirectional. The major lobe of the radiation pattern
is called the beam of the antenna.

Antenna on a dielectric substrate

An planar antenna placed on a substrate radiates most of its power into the dielectric. The
amount of emission into the substrate side is directly dependent on the relative electric
permittivity of the substrate, ϵr,sub. For an elementary slot antenna the ratio of power
radiated to the substrate side to that power on the air side is

(
ϵr,sub

ϵr,air

)3/2
[147]. Considering

all antennas of this work in a first approximation as a combination of elementary slots or
dipols up to 38.5 times more power is expected to be emitted into the silicon substrate
with an electric permittivity around about ϵr,sub = 11.4 in its operational frequency range
and temperature. Power coupling via the substrate side accordingly is an attractive way
to increase the energy transfer especially to weak signals.

Another effect of the substrate is the break of the symmetry of the radiation pattern
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present in free space that goes hand in hand with a change in the antenna’s current
distribution, its wave velocity and by this in the antenna’s input impedance. The resulting
current velocity is directly determined by the effective relative electric permittivity ϵeff

by

v = c0√
ϵeff

. (B.5)

For antennas in the millimeter-wave range this effective permittivity in a good approxi-
mation is given by the value received for a quasi-static field assumption that is

ϵqs = ϵeff (0 Hz) = ϵr,sub + 1
2 . (B.6)

Above a few GHz, however, this approximation needs to be extended accounting for a
frequency dispersive part. A corresponding estimations for each antenna design is carried
out separately in the respective design section.

Directivity and directivity gain

For directional antennas a fundamental parameter is the directivity D. It specifies how
large the highest power density Smax(r) radiated in the main radiation direction of the
antenna is compared to the power density Si(r) of an ideal isotropic radiator. The power
density of an isotropic radiator in a distance r is given by

Si(r) = Prad
4πr2 , (B.7)

where Prad is the total radiated power of the antenna. Accordingly, the directivity reads

D = Smax(r)
Si(r) = 4πr2Smax(r)

Prad
. (B.8)

The directivity is the maximum of its directive gain, which is the ratio of the radiation
intensity in an arbitrary, given direction to the radiation intensity average over all di-
rections [143]. Designating U(Θ, Φ) as the radiation intensity, the power per unit solid
angle dΩ = sin(Θ)dΘdΦ, the directivity gain is given by

D(Θ, Φ) = U(Θ, Φ)
Prad/(4π) (B.9)
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where

Prad =
∫ 2π

0

∫ π

0
U(Θ, Φ) sin(Θ)dΘdΦ. (B.10)

The directivity follows from the maximum of the directive gain found among all possible
solid angles.

D = D (Θ, Φ) |max. (B.11)

Antenna gain and antenna efficiency

The antenna gain is a measure for the power gain that takes into account the efficiency of
the antenna. It is defined as “the ratio of the radiation intensity, in a given direction, to
the radiation intensity that would be obtained if the power Pacc accepted by the antenna
were radiated isotropically”[143].

G(Θ, Φ) = 4π
U(Θ, Φ)

Pacc
(B.12)

In case of a hypothetically perfect radiator it is simply the directivity gain. Utilizing
that the total radiated power is related to the accepted power by the antenna radiation
efficiency ηc,d via

Prad = ηc,d · Pacc, (B.13)

the antenna gain can be further rewritten as

G(Θ, Φ) = ηc,d · 4π
U(Θ, Φ)

Prad
(B.14)

= ηc,d · D(Θ, Φ).

The antenna gain, defined by the IEEE Standards, does not include reflection losses at
the antenna’s input terminal which arise in case of an impedance mismatch between the
transmission line of the antenna and its terminal base. An antenna input impedance of
Zin and a characteristic impedance of the transmission line of Z0 yield a voltage reflection
coefficient Γ, or S-parameter at the input terminal of

Γ = S11 = Zin − Z∗
0

Zin + Z∗
0

. (B.15)
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The consequent reflection mismatch efficiency [4], or impedance match efficiency, ηmatch,
can be calculated by

ηmatch = 1 − |S11|2. (B.16)

To account for both, the radiation losses as well as those arising from the impedance
mismatch at the antenna’s input terminal, a total antenna efficiency, ηtot, is defined as

ηtot = ηc,d · ηmatch. (B.17)

It relates the radiated power to the stimulated power P stim, that is delivered to the
antenna terminal,

Prad = ηtot · Pstim. (B.18)

The according realized antenna gain, that is one of the decisive parameters for the overall
receiver performance, is given by

Grealized(Θ, Φ) = ηtot · 4π
U(Θ, Φ)

Prad
(B.19)

= ηtot · D(Θ, Φ). (B.20)

Polarization

An antenna is sensitive to the direction of the electric and magnetic field vector of an
impinging wave. As a consequence the strength of its coupling to an external electro-
magnetic wave depends on the polarization of the antenna. The polarization of a radiated
wave describes the “time varying direction and relative magnitude of the electric field
vector”[4]. In general, the polarization of the antenna field pattern is directional dependent
which is important to note when estimating the power coupling to an external singal. If
not stated otherwise, the polarization of the antennas designed in this work is referred to
the E-field orientation in the direction of maximum gain. For a linearly polarized wave the
electric field oscillates in a single direction. If the tip of the electric field vector, however,
traces the course of an ellipse while moving through the space, it is said to be elliptically
polarized. If the course of the E-field vector describes a circle the wave is called circularly
polarized.

For an elliptically polarized wave, the curve drawn by the tip of the E-field vector in
a plane orthogonal to the propagation direction at a given position in z, is called the
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Figure B.1.: Polarization ellipse of the electric field vector of an electromagnetic wave in
the x-y-plane at a fixed position in z-direction (similar to [4]). The major axis
is tilted relative to the y-axis by an angle τ .

polarization ellipse and is sketched in Fig. B.1. The axial ratio, AR, of the major axis OA

to the minor axis OB of this polarization ellipse is a measure for the extent of elliptical
manifestation and is given by[4]

AR = OA

OB
, with 1 ≤ AR ≤ ∞. (B.21)

An axial ratio of 1 means the polarization is circular, whereas an AR approaching
infinity is tantamount with a linear polarization. Values in between indicate an elliptical
polarization characteristic. The major and minor axis can be directly deduced from the
phase difference between the E-field components by[4]:

OA =
(1

2
[
E2

x0 + E2
y0 + C

1
2
]) 1

2
(B.22)

OB =
(1

2
[
E2

x0 + E2
y0 − C

1
2
]) 1

2
(B.23)

with C =
(
E4

x0 + E4
y0 + 2E2

x0E2
y0 cos(2∆Φ)

)
.

Generally, the major axis is tilted relative to the y-axis by an angle given by[4]

τ = π

2 − 1
2 arctan

(
2Ex0Ey0

E2
x0 − E2

y0
cos(∆Φ)

)
. (B.24)



212 B. Appendix: RF design

To enable an optimal energy transfer between an antenna and an incident wave, the
polarization of the antenna and the wave ought to be the same. If this is not the case, the
polarization mismatch[4] reduces the amount of power which can couple into the antenna.
As for this work the receiver system needs to be coupled to Gaussian beam optics, the
polarization mismatch is already considered within the calculation of the Gaussicity.

B.3. Coupling efficiency

The coupling efficiency of the receiver’s beam with a reference field can be stemmed from
the field coupling coefficient. The field coupling coefficient of any two fields Ψa and Ψb

is given by

cab =
∫ ∫

Ψ⋆
aΨbdS, (B.25)

where the surface integral usually refers to a plane perpendicular to the optical axis.
The coupling efficiency η of the beam profile of the receiver Ere with a specified field
distribution Eref is expressed by the field coupling coefficient normalized by the absolute
square of the single field distributions. Designating the z-axis as the optical axis of the
system the corresponding efficiency at a surface plane perpendicular to the optical axis
at z = z∗ reads

η =

∣∣∣
∫ ∫

E⋆
ref (x, y, z = z0)Ere(x, y, z = z∗)dxdy

∣∣∣
∫ ∫ |Eref (x, y, z = z∗)|2 dxdy

∫ ∫ |Ere(x, y, z = z∗)|2 dxdy
(B.26)

. Since the calculated beam profile of the receiver consists of a set of discrete values
Ei,rec(xi, yi, zi) the surface elements dx and dy are determined by the distance of adjacent
points. In this work they are defined as

dxi = |xi+1 − xi|
2 + |xi − xi−1|

2 and (B.27)

dyi = |yi+1 − yi|
2 + |yi − yi−1|

2 (B.28)

The coupling efficiency of an antenna to a Gaussian-beam is called Gaussicity and
usually refers to the ground mode of a Gaussian beam. In the near-field representation
from paraxial optics the Gaussian E-field is given by

EGauss(r) = êGausse
−
(

r
w(z)

)2

e
−ik

(
z+ r2

2R(z)

)
+i arctan

(
z

zR

)
(B.29)
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with vector êGauss representing the polarization, the curvature radius

R(z) = z ·
(

1 +
(

zR

z

)2
)

, (B.30)

the beam width

w(z) = w0

√

1 +
(

z

zR

)2
(B.31)

where the amplitude of the transversal profile drops to e−1, the beam waist w0 which is
the smallest beam width and the Rayleigh-length

zR = πw2
0

λ
. (B.32)

The corresponding Gaussicity with the field of interest in the aperture plane can be
expressed by

ηGaussicity =

∣∣∣∣
∫ ∫

êGauss · Ere(r, Φ)e−
(

r
w(z)

)2

e
−ik r2

2R(z) rdrdΦ
∣∣∣∣
2

∫ ∫ |Ere(r, Φ)|2 rdrdΦ
∫ ∫

e
−2
(

r
w(z)

)2

rdrdΦ
(B.33)

To determine the Gaussian beam with the highest coupling efficiency both, the am-
plitude and phase terms, needs to be optimized. It further needs to be regarded that
the location of the smallest beam waist of the Gaussian beam and the source of the
electric field does not coincide with each other. In this specific case, the antenna on the
backside of the lens is placed at the origin of the coordinate system and the optical axis
arbitrarily is chosen to be the z-axis as depicted in Fig.B.2. The aperture plane Slens

a is
perpendicular to the optical axis and directly attached to the tip of the lens. With a lens
of d in thickness this plane thus is located at z = d. The origin of the Gaussian beam of
interest is shifted in z-direction by an unknown distance z0. Equation (B.33) needs to be
modified accordingly.

It should be noted that the Gaussicity specified here only refers to the coupling efficiency
between the receivers’ E-field profile with a Gaussian beam either in a far field expression
or in the aperture plane of the lens which is the plane directly attached at the end of the
lens’ concave side perpendicular to the optical axis. The actual coupling efficiency to the
receiver additionally includes losses due to back reflections of the impinging beam, losses
in the lens’ substrate, losses due to impedance mismatch at the antenna’s feedpoint with



214 B. Appendix: RF design

Aperture plane

̺

w
a
p
e
r

θ
d
iv

w
0

z0

d

z

Figure B.2.: Sketch of the chosen coordinate system for the HEB receiver and the related
Gaussian beam: The origin of the coordinate system is attached to the center
of the backside of the lens. The lens is d thick. The optical axis is in z-direction.
The Gaussian beam (blue) of interest is aligned to the optical axis but its
origin where it has its smalles beam waist w0 is shifted from the origin of the
coordinate system by z0. The aperture plane is the plane perpendicular to
the z-axis directly at the tip of the lens.

the HEB and any other system losses.

B.4. Characteristics of a lossless, infinitely thin CPW on an
infinitely thick dielectric

The here presented calculation follows the calculation ansatz introduced in [56, 123,
122]. Dealing with scenarios like slot regions where physical models already have been
introduced for the counterpart, namely strip lines, it is common to replace the slot
regions by conducting surfaces, and electrical currents by fictitious magnetic currents.
The magnetic currents can be treated analogous to electrical currents. Proceeding in this
manner the slot regions of the CPW are replaced by infinitely thin perfectly conducting
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metal strips with two magnetic current distributions m(x, y) just above and below of
each fictitious strip. As the tangent electric field in the actual slots are continuous the
magnetic currents in each strip need to have equal amplitudes and opposite signs. Further
it is considered that the magnetic currents can be expressed in functional separable
longitudinal and transverse terms m(x, y) = mx(x) ·my(y) where the transverse magnetic
current respects a quasi-static edge-singularity.

my(y) = 2
sπ

·




Π( y
w+2·s)

1 −
(

2·(y+d)
s

)2 −
Π( −y

w+2·s)

1 −
(

2·(y−d)
s

)2


 (B.34)

As depicted in Fig. B.3 w is the width of the inner conducting line and s is the width of
the slots of the CPW. The rectangular function Π is given by

Π(x) =





0 : |x| ≤ 1
2

1 : |x| > 1
2

. (B.35)
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Figure B.3.: Symmetric, coplanar waveguide on an infinitely large dielectric substrate
(green). The metal sheet (gray) is infinitely large.

The transverse term my(y) is normalized by 2
sπ such that mx(x) represents the voltage

drop between the inner conducting line and the ground planes at any cross section of
the CPW. To enforce the total magnetic field to be continuous through the slot axes the
problem is formulated as a continuity of magnetic field integral equation (CMFIE)

∫∫

Γ

g(x − x′, −y′) · m(x′, y′)dx′dy′ = δ(x), (B.36)

where Γ represents the slot region and g(x, y) = 2 · gx,y + 2 · gx,x with gx,y and gx,y
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are the homogeneous space Green’s function of medium 1 and medium 2, respectively.
Performing a Fourier transform of the integral equation with respect to the coordinate x
the integral equation can be rewritten as

1
2π

∞∫

−∞

∞∫

−∞
Mx(kx)G̃(kx, −y′) · my(y′)dy′e−ikxxdkx = 1

2π

∞∫

−∞
e−ikxxdkx (B.37)

with the Fourier transformed Mx(kx) and G̃(kx, −y′) of v(x) and g(x, y) with respect to
the variable x, respectively.

Using the fact that the Fourier transform of the transversal magnetic current My(ky)
can be related to the Bessel function of zero order J0

J0(1
2sky) =

s
2∫

− s
2

2
sπ

eikyy

√
1 −

(
2y
s

)2
dy, (B.38)

the space-convolution integral can be introduced as

D(kx) =
∞∫

−∞
G̃(kx, −y′) · my(y′)dy′ (B.39)

= 1
2π

∞∫

−∞
G(kx, ky)J0(1

2sky) · 4 sin2(ky · y)dky (B.40)

where

G(kx, ky) = k2
1 − k2

x

k0 · Z0,free

√
k2

1 − k2
x − k2

y

+ k2
2 − k2

x

k0 · Z0,free

√
k2

2 − k2
x − k2

y

(B.41)

is the xx component of the dyadic Fourier transformed of g(x, y). k0 is the free-space
wavenumber, Z0,free ≈ 376.73 Ω is the free-space characteristic impedance and ki =
k0 · √

ϵi with index i = 1, 2 represents the wavenumber of each semi- infinite medium
with relative permittivity ϵi. Utilizing furthermore the expression for the zeroth-order
second kind Hankel function

H2
0 (K · |y|) = 1

π

∞∫

−∞

e−ikyy

√
K2 − k2

y

dky (B.42)
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the convolution integral can be rewritten as

D(kx) =
2∑

i=1

k2
x − k2

i

sk0Z0,free




2d+s/2∫

2d−s/2

H2
0 (Ki · |y|)√

1 − 4·(2d−y)2

s2

dy

︸ ︷︷ ︸
Ai

−2
s/2∫

0

H2
0 (Ki · |y|)√

1 − 4y2

s2

dy

︸ ︷︷ ︸
Bi




. (B.43)

Ki is given by Ki =
√

k2
i − k2

x and d = (w + s)/2. It is important to notice at this
point that the term within the square root either is a negative or complex number thus
offers multiple solutions for Ki. This need to be taken into account when choosing the
correct branch in the complex plane for the integrals to obtain a physical reasonable
solution. According to [123] the spectral solution for D(kx) is an excellent approximation
whenever s < 0.2λd, where λd = λ/

√
ϵ2 relates to the wavelength in the denser medium.

In consideration of the fabrication limits of optical lithography which prescribe the slot
width of the CPW not to fall below 0.5 µm the inequality relation is still fulfilled at
about 10 THz using silicon as substrate material. Assuming a typical dielectric constant
of 11.9 for a high resistance silicon wafer the limit for the slot is set to s < 1.6 µm. A
representative expression for the voltage drop V (x) is obtained by an inverse Fourier
Transform of V (kx) = 1/D(kx)

V (x) = 1
2π

∞∫

−∞

2
D(kx)e−ikxxdkx. (B.44)

In absence of an excitation D(kx) is zero and leads to the dispersion equation for the
x-propagation constant of the CPW

−K2
1

K2
2

= A2 − 2B2
A1 − 2B1

(B.45)

For a slot width converging to zero (s → 0) the dispersion equation results to the quasi-
static expression of the wavenumber β =

√
(k2

1 + k2
2)/2. Increasing the width of the slot

the wavenumber is approximated by adding a small correction term kx = β + ∆k. The
correction term ∆k thereby is approximated using the two first terms of the Taylor
expansion of D(kx) around β by D(kx) = D(β) + D′(β) · (kx − β) ≈ 0. This yields the
expression kx = β − D(β)

D′(β) for the complex wavenumber. As the wavelength to slot width
ratio chosen for the CPW used in this work can be considerably larger than given in
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[123] a higher order expansion additionally is carried out in the following and compared
to the results which are obtained for the lower order expansion. The Taylor expansion of
third order

D(kx) = D(β) + D′(β) · (kx − β) + D′′(β) · (kx − β)2

2 ≈ 0 (B.46)

solved for the complex wavenumber leads to

kx,CP W = β − D′(β)
D′′(β) ±

√
D′2

D′′2 − 2 · D

D′′ . (B.47)

The solution with the plus sign before the square root represents the wavenumber
of interest taking into account following selection procedure. As mentioned before the
expression Ki offers several solutions thus there is no unique solution for D(kx) and
V(x). To find the physical meaningful solution it is necessary to make a pole analysis.
V(x) depends on quadratic terms of kx and the square root terms of kx in the Hankel
functions. Thus V (kx) exhibits poles kx at different locations of the Riemann sheet.
The combinations are listed in table xy. The integration contour of the integrand V (kx)
runs on the real axis of kx. The subsequent path on the Riemann sheet of the complex
expression for kx needs to be carefully chosen considering the poles. For an asymptotic
representation of the currents the integration path is deformed in steepest descent paths
through the points kx = ki (i = 1, 2). The only pole which is captured by these paths is for
the case that Im(

√
k2

1 − k2
x,CP ) < 0, Im(

√
k2

2 − k2
x,CP W ) > 0 and Im(kx,CP W ) < 0 and

therefore leads to the only physical reasonable solution for D(kx). Applying Cauchy’s
residue theorem to the integral equation of V (x), it can be separated into different
integration terms along the steep descent paths and the residue of the pole

VCP W (x) = −i
2

D′(kx,CP W )e−ikx,CP W x. (B.48)

The electrical current flowing in the middle of the CPW conductor line is given by the
circulation of the y-component of the magnetic field. The contribution due to the pole is

ICP W (x) = ikx,CP W

πk0Z0,free

2∑

i=1

∞∫

−∞

J0(ky
s
2)sin(ky · d)ky√

k2
i − k2

x,CP W − k2
y

d+s/2∫

d−s/2

e−ikyydydky . (B.49)

The characteristic impedance of the CPW associated with the previously calculated
complex wavenumber is defined as the ratio between the voltage and current contributed
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by the CPW mode Zc = VCP W /ICP W . Using B.48 and B.49 the characteristic impedance
can be expressed as

(Zc)−1 =
2∑

i=1

2kx,CP W

iπk0Z0,frees




2d∫

2d−s

H2
0 (
√

k2
i − k2

x,CP W |y|)
1 − 4(2d−s/2−y)2

s2

dy −
s∫

0

H2
0 (
√

k2
i − k2

x,CP W |y|)
1 − 4(s/2−y)2

s2

dy


 .

(B.50)

B.5. RF-design

B.5.1. Slot antennas

In this work the most important RF-design is based on twin-slot antennas. For a first
understanding, at this point, it is useful to look at the behavior of a single slot element
that is fed by a port located in the middle between the left and right edge as depicted
in Fig. B.4(b). The slot is placed on a semi-infinite silicon substrate with ϵr = 11.9.
It has a length l that equals the effective wavelength λeff at frequency f1 = 10.7 THz.
The impedance measured in the middle of the slot at port has been calculated using
the Time domain solver of CST studio suite for a 96 µm squared PEC metal plate on
a 70 µm thick, 98 µm squared, lossless silicon substrate (ϵr = 11.9). To approximate an
infinite substrate, open boundary at all direction except for the interface between the
metal plate and vacuum are added, to enable most possible reduction of the reflection
at the interfaces.

Similar to a wire antenna - its complementary equivalent -, a single slot offers several
resonances related to its harmonics. In accordance with the principle of linear antennas
those resonances are the result of standing waves. At the resonant frequency the antenna
has its minimum reactance which for an ideal case is zero. The impedance of the slot
antenna behaves inversely to the impedance of its counterpart antenna which is to be
expected considering Babinet’s law. As can be seen in Fig. B.4 the resonance at f1

(slot length corresponds to a full effective wavelength) exhibits a low impedance over a
broad bandwidth whereas the second resonance f2 (slot length l corresponds to the half
wavelength of an operating wavelength that is about twice of λeff ) is a narrow-band but
high-impedance resonance. The resonance at f1 - the one-wavelength resonance- therefore
has the advantage of a good power coupling at its feed point with a low impedance load
over a quit broad frequency band. In contrast, driving the antenna at the resonance f2 -
the half-wavelength-resonance -, the respective feed impedance needs to be considerably
higher than for full-wave resonance for a good impedance matching.
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A closer look at the curve of the imaginary part of the impedance shows that it already
strongly changes when slightly moving away from the second resonance frequency, whereas
it experiences only a slow change around the first resonance frequency. That means
that the half-wavelength resonance of a slot is more sensitive to impedance mismatch
since any small inductive or capacitive addition results in a noticeable frequency shift
understandable as a inductive or capacitive elongation of the antenna.

Placing two slots parallel to each other results into a shift of the antenna impedance at
each slot induced by the mutual coupling between the antennas. As depicted in Fig. B.4,
the minimum reactance of the dipole resonance f2,d is shifted to higher frequencies
whereas it is lowered for the full wave resonance f1,d. The overall input impedance at
the antenna ports Zant when being driven in phase is the sum of the self and the mutual
impedance of the antenna [63].

Both resonances, the full and the half-wave resonances, are commonly used in twin-slot
configurations. In this work an attempt with dipol-slots had been made. The correspond-
ing input impedances at the center of the dipol slots roughly ranges from 100 Ω to 160 Ω.
Connecting both dipol-slots to the bolometer via lambda-quarter pieces of CPW-lines
with an available characteristic impedance around about 50 Ω yields an impedance at
the feeding point of the double-slot antenna around about 50 Ω to 31 Ω. To sufficiently
match this impedance by resistance of the bolometer bridge, the width of the bolometer
under the given boundary conditions explained in Sec. 3.3 would require a bolometer
with a width roughly up to 5 µm which is about the same size as the length of the dipol
slot and is inconvenient.

Consequently, all designs are based on antenna slots of about a full effective wavelength
in length. Since the impedance curve with frequency at the center of a slot at its full-wave
resonance additionally is relatively flat and broad in comparison to the dipol-resonance
(see Fig. B.4 the full-wave resonance furthermore enables a more tolerant design as well
as an impedance matching over a broader bandwidth. For the ful-wavelength slot designs
the characteristic impedances of the CPW-connection lines (chosen according to the
selection criteria described in B.5.2 and calculated based on the formalism explained in
3.2.1) roughly ranges from 54 Ω to 41 Ω with an imaginary part smaller than 1.5 Ω for
the 10.7 THz design. The impedance at the middle of each slot at the full-wave resonance
is about 10 Ω to 20 Ω. Again, assuming that the length of the CPW connecting lines
is close to 8π/kc, in a first approximation the CPW-connections function as lambda-
quarter impedance transformers. A rough estimate (using Eq.(3.5)) confirms that the
respective feeding point impedance at terminal base of the antenna from 168 Ω to 583 Ω
is convenient to connect NbN bolometers which at the same time sufficiently match the
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antenna impedance and exhibit appropriate dimensions to fit in between the antenna
slots (see Sec. 3.3).

Two examples: Influences on the DS-antenna performance

The influence on the feedpoint impedance at the antenna base of a resistive gold-layer
instead of a nearly perfectly conducting gold layer is depicted in Fig. B.5(a) exemplary for
antenna-design no.5 based on gold sheet resistances which were obtained for the upGreat
receiver [16]. As can be seen a higher resistance of the gold layer generally yields an
out-smearing of the resonances and leads to a less pronounced maximum for the power
transfer at the HEB-antenna interface, a lowering of the port impedance of the antenna
and within the expectation range for the resistivity of the gold layers to a very slight
shift of the maximum impedance to lower frequencies.

An increasing dielectric constant of the underlying silicon substrate results in a shift
of the antenna resonances to lower frequencies what is to be expected as the effective
wavelength correspondingly decreases. This effect likewise is depicted for the double-slot
design no.5 in Fig. B.5(b). Within the uncertainty of the range which needed to be
considered for the dielectric constant before being approximated by measurements (see
Chapter 5), the frequency shift in the resonance for the presented designs is about 4 % to
5 %. It should be noted that the shown impact only restricts to the effect on the double-
slot antenna itself and does not include the influence of the attached lambda-quarter
RF-filter whose performance likewise is affected by a change in the dielectric constant
of silicon and certainly would yield to a more pronounced frequency-shift (see Sec. 3.2.2
Eq. (3.4) and (3.5))
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Figure B.4.: Frequency dependent impedance courses of a single slot antenna (a) and a
double slot antenna (b) at its feeding points located as depicted in (b) and
(d), respectively. The slot antennas (considered as perfect electrical conductor)
are placed on a silicon substrate. The first and second resonance of the single
slot, f1 and f2, and of the double slot antenna, f1,d and f2,d, respectively, are
marked by the vertical lines. The dashed lines in (c) show the positions of
the resonances of the single slot. The impedances have been calculated using
the Time domain solver of CST studio suite for a 96 µm squared PEC metal
plate on a 70 µm thick, 98 µm squared, lossless silicon substrate (ϵr = 11.9)
with open boundary at all direction except for the interface between the
metal plate and vacuum where additional space is added. The open boundary
conditions introduce phase matched layers (PML) at the bounding box, which
allows that waves can pass the boundary with minimal reflections. For the
simulation the minimum distance to the structure is recalculated for each
resonance frequency and the center frequency of the whole frequency range.
(b) Schematic representation of a single slot line antenna driven by a voltage
source placed between the left and right edge in the middle of the slot (red
line). (d) Schematic representation of a double slot antenna simultaneously
driven by two voltage sources placed between the left and right edge in the
middle of the slots (red line).
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Figure B.5.: Effect of resistive gold layer (a) and change in the dielectric constant of the
substrate layer (b) on the port impedance of the double-slot antenna of design
no.5.
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B.5.2. RF choke details

The RF-choke is a low-pass filter designed to present a short circuit at the interface
between antenna and filter reflecting at the operating frequency. This is a critical interface
because the operating frequency of the antenna as well as the beam pattern are sensitive
to any non-vanishing capacitive or inductive impedance contributions in the reflectance
of the filter. If the RF-choke has a non-vanishing imaginary input impedance at the
interface to the antenna slot, it will provoke a shift to lower or higher frequency resonances
(depending on its capacitive or inductive character). It furthermore leads to an asymmetric
current distribution in the antenna.

The filter components of the RF choke are high and low impedance CPW transmission
lines. The minimum and maximum realizable line impedances of a CPW depend on
several parameters. The here-used CPWs are chosen according to the following selection
criteria:

1. First of all, the width of the inner conduction line of the CPW commonly does
not fall below wmin = 0.7 µm for both, fabrication reasons and to not increase the
conduction losses for the IF signal.

2. Secondly, to prevent that any of the CPW elements forming the filter might be seen
as individual little λ/2 0r λ/4 antennas for the incoming signal due to their aspect
ratio, the effective widths of the inner conductor line and CPW gap individually,
as well as the combination of both are restricted. Effective widths are chosen
to be at least 10% to 15% apart from the half-integer or quarter-integer of the
wavelength of operation. For a nominal value of epsilonsi = 11.4 this requires
1.5 µm ≤ w ≤ 2.4 µm or w ≤ 1.2 µm or w ≥ 3.2 µm.

3. Thirdly, the CPW elements needs to be chosen and combined such that mode-
coupling from the CPW propagation mode, the even CPW mode, to the odd, slot
line mode is prevented. As the filter is deposited on a 9 µm thick silicon substrate
it might be that coupling to TM or TE surface modes is possible in case that the
silicon membrane partly is not completely attached to the backside of the silicon
lens. Those modes likewise needs to be considered.

During the design process simulations with CST showed that there are considerable
losses and shifts of the operating frequency due to high coupling into unwanted modes in
the CPW lines even for the smallest slot width. The most promising way of reducing the
mode coupling is to reduce the slot size of the CPW lines below the given fabrication limit
of 0.5 µm minimum gap width between the inner conductor and flanking ground planes
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for the desired metalization thickness. Corresponding process1 development enabled to
decrease this limit down to 0.3 µm. The geometrical parameters of the finally chosen high
and low impedance CPW lines are summarized in Tab. B.1.

To calculate the characteristic line impedance in CST either a long CPW line made
of a perfect electrical conductor on a silicon substrate or a CPW line with a shortened
end has been excited by a waveguide port of dimensions following the geometry rules
proposed by CST[67].

The geometrical parameters of the finally chosen high and low impedance CPW lines
are summarized in Tab. B.1, once calculated with the static and high frequency approach
(see Sec.3.2.1) and secondly simulated in CST to draw attention to the effect of radiation
losses.

method: k [m−1] Zc [Ω]
high impedance CPW: wh = 0.7 µm, sh = 1.5 µm
static. approx. 5.610e5 73.3
h.fr. approx. second order 6.012e5 − 0.205e5j 87.5 + 7.2j
CST TDS 5.432e5 ≈ 75
low impedance CPW: wl = 2.3 µm, sl = 0.3 µm
static. approx. 5.610e5 33.6
h.fr. approx. second order 5.865e5 − 0.162j 32.9 + 3.3j
CST TDS 5.107e5 ≈ 35

Table B.1.: Characteristic impedance and wavenumber of high and low impedance CPWs
used for the RF-filter for 10.7 THz. The properties have been calculated based
on three different methods: a model with static approximation, a model with
high frequency approximation of the second order and using the simulation
software CST (see text for detailed explanations). The geometrical parameters
belong to the width of the inner conduction line and the slot width of the
respective filter-element.

It is obvious that there are discrepancies between the results obtained by the different
methods. Although the design of a low-pass filter based on static approximations is possi-
ble it is not sufficient to simultaneously design a short-circuit resembling input impedance
at the antenna side of the filter. It highlights that the high frequency approximation is
mandatory to estimate the imaginary part of the input impedance.

1performed by Dr. Karl Jacobs
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B.5.3. Spatial variations of polarization properties of spiral antennas

The Archimedean and the logarithmic spiral antennas are elliptically polarized. Figure B.6
demonstrates that the tilt angle as well as the axial ratio are clearly directional dependent
for all three antenna designs. Especially the side lobes exhibit values which strongly
deviate from those of the main beam. It emphasizes the importance of correctly focusing
the signals which shall be coupled into the receiver. A detailed look on all orthographic
projections for 4.7 THz shows that within the main beam the changes with direction are
bearable. For the Archimedean spiral design S3 and for the logarithmic spiral design
S1/S2 the variation of the axial ratio and of the tilt angle around the main beam direction
within the range of the 3 dB beam-widths is less than 0.4 and 7◦, and less than 0.2 and
9.3◦, respectively. The tilt angle within the 3 dB beam-width of the logarithmic spiral
design S4 is less favorable with regard to a high power coupling to a linearly polarized
LO source and experiences changes up to 20◦ except for a little part at the outer rim.
The axial ratio is rather constant over the range with variations smaller than 0.4.
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Figure B.6.: Axial ratio and tilt angle calculated from the far field results at 4.7 THz
simulated with CST Microwave studio[66] for spiral antenna design S3 and
S1/S2 by using Eq.(B.21) and (B.24). The antennas are placed on the silicon
lens that originally is intended for the 10.7 THz double slot antennas. The
orthographic projection (a) and (b) show the axial ratio, the orthographic
projections (c) and (d) depicts the tilt angle for the polar angle Θ from −20◦

to 20◦, respectively.





C. Appendix: Determination of material
properties at cryogenic temperature

C.1. Material parameters for the description of electromagnetic
response

The refractive index, n̂ = n + in′, of a material is a complex function of wavelength and
temperature. Its real part indicates the ratio of the speed of light c in vacuum to its phase
velocity in the material of interest [90]. So it determines by which factor the velocity
as well as the wavelength of an electromagnetic wave is changed with respect to their
values in vacuum. The imaginary part of the complex refractive index is called extinction
coefficient and takes account of the losses in the medium leading to an attenuation of
the radiation. It is connected to the attenuation coefficient [44] by

α = 2n′ ω
c

, (C.1)

which is a dispersive function due to the multiplicand ω, the angular frequency of the
electromagnetic wave. The refractive index is the direct consequence of the polarizability
of a material by electromagnetic fields. It is related to the relative magnetic µr = µ/µ0

and the relative electric permittivity ϵr = ϵ/ϵ0 by[99]

n̂2 = ϵr · µr, (C.2)

where µ0 and ϵ0 are the magnetic and electric permittivity in vacuum. The polarization
response in dielectric materials to an applied alternating field generally lags in phase.
Therefore, the electric permittivity is a complex function

ϵr = ϵ′
r − iϵ′′

r . (C.3)

The imaginary part represents a measure for the inherent dissipation of electromagnetic
energy in the material for instance due to bound charge and dipol relaxation processes.

229
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Another common representation of the dielectric loss is given by the loss angle δ or
the loss tangent tan(δ)[134] which generally includes losses attributed to free charge
conduction σ. It depicts the ratio of the lossy to the lossless counterparts

tan(δ) = ωϵ′′ + σ

ωϵ′ (C.4)

For non-magnetic materials with µr ≈ 1 the relation between the refractive index and
the relative permittivity also called dielectric constant is given by [99]

ϵ′
r = n2 − n′2 (C.5)

ϵ′′
r = 2nn′ (C.6)

C.2. Models for the refractive index in semiconductors

The refractive dispersion in pure crystals is dominated by molecular vibrations and
rotations for longer wavelengths described by phonon frequencies, and determined by
electronic excitations in the vicinity of the optical frequency regime. In semiconductors
the effects of point defects further play an important role in their electrical and optical
properties [109, 169]. Generally, many components like the type of doping or the man-
ufacturing process can additionally influence the final properties of e.g. silicon [174, 1,
127]. A simple theoretical model for a first insight into the dispersive dielectric properties
of a semiconductor in dependence of the angular frequency of the incident radiation ω is
provided by the Drude model [127, 174] extended by Lorentz:

ϵ̂r(ω) = ϵ∞ − ω2
p

ω2 + iω/τ
+
∑

j

sj

ω2
j − ω − iωγj

(C.7)

ϵ∞ is the permittivity at infinite frequency. The Drude term, that is the second term
in the dielectric function, accounts for the free conduction carriers considered as point
charges and subject to random collisions. The plasma frequency, ωp depends on the
charge density of free carriers Ne with effective mass m and elementary charge e by
ωp =

√
Nee2

ϵ0ϵrm . The damping rate Γ = 1/τ is defined by the average time between a
collision τ of free-moving charges. The Lorentz term accounts for the response of bound
charges at characteristic angular frequencies ωj caused for instance by lattice vibrations
called phonons or interband transitions. The parameter sj = ω2

pfj contains the measure
for the strength, fj , of the corresponding absorption term j. γj is the damping rate.
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An analytical description of the temperature dependence of n(λ, T ) of semiconductors
commonly is attempted on base of an oscillator approximation either classically treated
after Lorentz [109] or extended by connecting the oscillation parameters to the quantities
of semiconductor’s band model [6, 39]. A solid composed of a series of independent oscil-
lators according to the Lorentz theory exhibits a complex index which can be described
by [109]

n2 − n′2 = 1 +
∑

j

Nj

(
ν2

j − ν
)

(
ν2

j − ν2
)2

+ γ2
j ν2

(C.8)

and

2nn′ = 1
ν

∑

j

Njγ2
j ν2

(
ν2

j − ν2
)2

+ γ2
j ν2

. (C.9)

Nj , γj and νj are the oscillator strength, the damping constant and the resonant
frequency of the j−th oscillator, respectively.

The upper of both equations can be simplified in the transparent frequency region,
where n′ << n, to a classical Sellmeier type equation

n2 = 1 +
∑

j

ajλ

λ2 − λ2
j

+
∑

l

blλ
2

λ2 − λ2
l

, (C.10)

where the first and second summation contain all contributions from the ultraviolet
absorption bands and those from the infrared absorption bands, respectively[109]. λj and
λl are the wavelength of the respective jth and lth oscillation. In the frequency range of
interest a further reduction can be obtained considering a negligible effect of free carriers
and infrared absorption bands and only accounting for the absorption peak in the closest
vicinity of the transparent region. The resulting expression reads[109]

n2 = ϵ(T ) + A

λ2 + Bλ1
λ2 − λ2

1
(C.11)

with λ1 = 1.8703 µm and temperature-dependent parameters

A(T ) = e−3∆L(T )/L293
(
A0 + A1 · T + A2 · T 2

)
(C.12)

(C.13)
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and

B(T ) = B0 · e−3∆L(T )/L293 (C.14)

and the temperature-related thickness variation ∆L(T )/L293 as defined in Eq. (C.39).
The temperature-dependence of A and B stems from the fact that the weighting aj of
each single oscillator is proportional to its density. Since the temperature-dependent
change in density directly correlates with the temperature-dependent change in volume,
aj can be related to the temperature using

aj = aj,293 Ke−3∆L(T )/L293 . (C.15)

The temperature dependence of ϵ(T ) frequently is approximated by a polynomial of
third order of form[109]:

ϵ(T ) = ϵ0K + aeps
1 · T + aeps

2 · T 2 + aeps
3 · T 3. (C.16)

An alternative formulation to the Sellmeier-type dispersion formula is the Herzberger-
type equation[85] used in Edwards [47] to describe the dispersion of silicon at room
temperature from 1.12 to 588 µm. It is given by

n = AH + BH

λ2 − 0.028 + CH

(λ2 − 0.028)2 + DH · λ2 + EH · λ4, (C.17)

λ in [µm]

with constants

AH = 3.41906

BH = 0.123172

CH = 2.654 56 × 10−2

DH = −2.665 11 × 10−8,

EH = 5.458 52 × 10−14 (C.18)

where the wavelength λ is in units of micrometers.

By analogy to Eq.(C.8) for n′ << n the dispersion and temperature dependence of n
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can be expressed in terms of energies by [39]

n2 = 1 + E2
p

∑

k⃗

fcv(k⃗)
E2

cv(k⃗) − E2
. (C.19)

Ep =
√

Nosch2e2/m is the electronic plasma energy, where Nosc is the number of
oscillators per unit volume, and E is the photon energy. Ecv(k⃗) and fcv(k⃗) refer to
the transition energy and the interband oscillator strength between the valence and
conduction band, respectively. k⃗ is the reciprocal lattice vector. Restricted to the infrared
and ultraviolet regime terms as done before, the refractive index for a semiconductor such
as silicon with indirect gap1 can be approximated based on a double oscillator model as
described in [132, 39, 6] by

n2 − 1 =
∑

j=Λ,χ

Gj

E2
j − E2 , (C.20)

where j = Λ, χ refers to the critical points of the Brillouin zone. The critical points are
points of high symmetry within the Brillouin zone which is the primitive cell in reciprocal
space of the crystal[99]. Gj is the corresponding dispersion parameter which is assumed
to be proportional to the oscillator strength Gj = E2

pfcv(k⃗j). Similar to the consideration
of the classical Lorentz oscillator model, the temperature-dependence can be assumed to
be related to the temperature-dependent volume via

dGj

dT
= −3 · αexpGj , (C.21)

where αexp is given by Eq.(C.40).
A simplified single oscillator model considers only the average band gap energy Eg

with the frequently used, empirical relation of [175]

Eg(T ) = Eg(0) − αgT 2

T + βg
, (C.22)

where Eg(0) is the average band gap energy at 0 K. This empirical relation (C.22) also
applies for the gap values EΛ and Eχ of the corresponding transition energies in the

1A direct band gap means that both, the lowest energy state in the conduction band as well as the
highest energy state in the valence band, is at the same momentum. For an indirect band gap those
momentums of the minimal and maximal energy states of the bands differ from each other. In an
indirect band gap semiconductor the transition of a valence electron to the conduction band therefore
needs both, a photon with energy larger than the bandgap energy and a phonon as momentum needs
to be transfered to the crystal lattice.
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critical points of the Brillouin zones. The approximation based on a single oscillator
model for the real part of the refractive index yields[39]

n2 = 1 +
E2

p

(E2
g − E2) (C.23)

A third ansatz which has been used in [121] is based on the Clausius-Mossotti equa-
tion[99] that relates the relative permittivity to the polarizability αpol. It is given by

ϵr − 1
ϵr + 2 = Nαpol

3ϵ0
, (C.24)

where N = NAρm/Mm is the particle density given by the molar mass Mm, the Avogadro
constant NA and the mass density ρm. Replacing ϵr = n2 in (C.24) results the Lorentz-
Lorenz equation that depicts the respective relation in dependence of the refractive index.
Naftaly et al. [121] approximated the temperature-dependent polarizability using an
exponential term of form

αpol = p0 + A · (eβT − 1), (C.25)

with

p0 = 0.7775

A = 0.000572

β = 0.00636

which according to their statement gives a good fit for above 70 K but does not describe
the temperature-dependence for lower temperatures, where a clearly non-linear course
of the dielectric constant is visible (compare Fig. 2 in [121]).

C.3. Frequency Domain Fringe Methods

The transmission spectrum through a plane-parallel plate is characterized by a material-
specific interference pattern. To get an impression how the plane-parallel shape of a sample
affects the transmission spectrum, some fundamental and simplifying assumptions are
made:

1. Firstly, it is assumed that the sample’s response to radiation is independent of
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polarization.

2. Secondly, the sample consists of a perfectly smooth, plane-parallel plate.

3. The surface areas of the sample’s broad faces are considerably larger than the
irradiated beam diameter so that any diffraction effects at the sample’s faces which
are in line with the optical axis can be ignored.

4. The radiation is represented by planar waves with a propagation direction perpen-
dicular to the sample surface.

5. Although in praxis there is only partially self-coherence between the multiple back
and forth reflected fractions of a wave in the plate, the transmitted radiation is
assumed to be the outcome of wave parts perfectly coherent to each other.

For radiation incident perpendicularly on an interface between two different media of
refractive index n̂1 = n1 + i · n′

1 and n̂2 = n2 + i · n′
2 Fresnel’s equations for the reflection

r and transmission t read

t1 = t1→2 = 2n̂1
n̂1 + n̂2

(C.26)

r1 = r1→2 = n̂1 − n̂2
n̂1 + n̂2

(C.27)

The amount of transmittance through a sample of thickness d as illustrated in Fig. C.1
is composed of the radiation which directly goes through the sample as well as those
terms of radiation that goes through the sample after being reflected twice, fourth, sixth
times and so on at the sample-to-vacuum interfaces. The transmission of an incoming
planar wave of amplitude Ein = |E⃗in| thus can be expressed as the square of the sum
over all relevant contributions

T = E2
trans
E2

in
, (C.28)

with

Etrans =
∑

m

Ein · t1 · t2 · A1+2·m · r2·m
2

and A = ei·( 2πν·n̂2·d
c

).
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The index m indicates the mth contribution of the 2 · mth times reflected E-field to the
total field.

n̂2n̂1 n̂1

~Ein

~E0~E1~E2

~Etrans =
∑
m

~Em

d

Figure C.1.: Schematic illustration of the contributions to the E-field of a planar wave after
the transition through a plane-parallel sample plate with refractive index n2.
The propagation direction of the incoming field is perpendicular to the sample-
surface. The transmitted E-field is composed of the radiation directly going
through the sample and those parts of the wave which have been reflected for
two, four, six and so on times at the sample-vacuum interfaces.

As can be seen from Eq.(C.28) the contributions of the reflected radiation lead to
an intricate, dispersive fringing pattern exemplary illustrated in Fig. C.2. The depicted
transmission patterns calculated according to Eq.(C.28) portray the development of
the transmission spectra when considering an increasing number of field contributions
stemmed from reflections. In the absence of reflections (0th order) the transmission spec-
trum is a smooth function of frequency. Accounting of reflections leads to an dispersively
oscillating transmission pattern where the magnitude of local peaks and values converges
with increasing the order number m of reflected parts that are considered.

Equation (C.28) directly pinpoints the impossibility to determine the thickness d and
the refractive index n̂ independently from each other based on a fit with the respective
analytical expression. In consequence, the thickness d needs to be specified by independent
measurements and most commonly gives the largest contribution to the uncertainty error
of the refractive index. Provided that the thickness of a plane-parallel sample is well-
known, the refractive index may be estimated on base of the fringes in the transmission
pattern generated by the transmission contributions of reflections.

The according transmission function T (ν) of a sample of thickness d and refractive index
n̂ with plane-parallel surfaces in vacuum under the assumptions taken above reads[114,
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Figure C.2.: (a) Expected transmission (and zoom in (b)) based on Eq.(C.28) through
a 500 µm thick plate with a dielectric constant with a non-dispersive real
part of ϵ = 11.9 and a linearly dispersive imaginary part ϵ′ = 0.045

[THz] · ν.
The transmission is illustrated considering contributions of reflected radiation
parts up to different order numbers. The transmission spectrum of 0th order
corresponds to the transmission solely obtained by the directly transmitted
E-field. The power transmission of order number m additionally contains all
contributions due to reflections up to the order of m. In other words, it takes
into consideration those parts of the incoming E-field after 2 · l times reflection
with l = 0, · · · m.
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167, 84, 79]:

T (ν) =
(n2+n′2)

n2 (1 − R)2e−α·d

1 + R2e−2α·d − 2 · R · e−αd cos(Θ) . (C.29)

The absorption coefficient is given by α = 4πn′/λ and the phase is Θ = 2 · Φ + 2nν 2π
c d.

The surface reflectance R as well as the phase shift Φ due to internal reflection are
functions of the refractive index specified by

R = (1 − n2) + n′2

(1 + n)2 + n′2 , and tan(Φ) = 2n′

n2 + n′2 − 1 (C.30)

Inspecting Eq. C.29 it can be seen that as long as the absorption coefficient and by this
the extinction coefficient is small enough with respect to the real part of the refractive
index, n′ << n,there are local transmission minima Tmin and maxima Tmax at frequencies
fmin and fmax occuring when the cosine of the phase is zero or one, tantamount with

Φ + n · fmin
2π

c
d = π(m + 1

2) (C.31)

Φ + n · fmax
2π

c
d = πm, (C.32)

where m = 0, 1, 2, . . . is the order of the fringe. The fringe order is given by m =
2d
c

∫ νa
0 n(ν ′)dν ′ which means that the fringe of order 1 refers to the frequency νa whose

wavelength equals a round-trip in the sample and gives the first local maximum in the
frequency spectrum due to interference of the directly transmitted wave-part with those
wave-part being reflected twice at the vacuum-sample interface and all multiple internal
reflections which constructively superimpose. If Φ and m are known, the refractive index
may be deduced from both equations for the corresponding frequencies fmax and fmin.
In this work this method of extraction is referred to as the fringe-order method.

Assuming that the refractive index is varying only very slowly between neighboured
maxima or minima the expression to find the refractive index between the mth and
(m + 1)th order fringe can be simplified to

n · (f(m+1),max − fm,max)2π

c
d = π (C.33)

However, if there is a substantial change in the refractive index in between two neigh-
bored extrema, the result contains systematic errors. Following the notation of [27] using
Eq.(C.33) to determine the refractive index is called the fringe-difference method. A more
detailed view about fringe-based extraction techniques and their systematic errors can
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be found in [27], [97],[138],[81], [22], [167]. 2

For the detailed analysis of the refractive index of silicon both fringe-based methods
were applied and compared in Section C.4.2.

To extract the imaginary part of the refractive index, Eq. C.29 can be further simplified
neglecting terms with n′2 since n′ << n is to be expected over the frequency range of
interest. It yields

T (ν) = (1 − R)2e−αd

1 + R2e−2αd − 2Re−αd cos(Θ) , with (C.34)

R = (1 − n)2

(1 + n)2 . (C.35)

Following again the same principle as before by looking at local extrema for the trans-
mission the equation can be expressed as

e−2αd − (1 − R)2 + 2 · R · a · Ta

TaR2 e−αd + Ta = 0, (C.36)

where a = 0, ±1 according to if it is an inflection point, a maximum or a minimum in
the transmission. The solution of the quadratic equation3 is of the form

e−αd = (1 − R)2 + 2 · R · a · Ta ±
√

((1 − R)2 + 2 · R · a · Ta)2 − 4T 2
a R2

2TaR2 (C.37)

Since the absorption coefficient and the thickness of the sample in the equation occur
together in the form of a product, it is easy to see that the uncertainty of the absorption
coefficient extracted by this equation largely depends on the accuracy of the measured
sample’s thickness. In contrast to the real part of the refractive index the absolute
magnitude of the spectrum amplitude plays an essential role for the determination
of the absorption and extinction coefficient and thereby predisposed this extraction
method particularly towards instabilities of the power source and partial incoherence
between multiple reflections inside the sample. An estimate of the influence of non-perfect
coherence in the sample’s Fabry-Perot interference on the transmission spectrum can be
done by introducing a frequency-dependent coherence factor g. It equals one for perfect
coherence and zero in case of no coherence between multiple internal reflections among

2It should be noted that in literature the interference spectrum and the corresponding fringe methods
frequently are referred to as channel spectrum and channel spectrum methods.

3The evaluation of the frequency specrum in this work is mainly based on the local maxima. Here the
quadratic solution with the "-"-sign needs to be applied as can be seen by the distinction of cases and
the consideration that the absorption coefficient should be zero for a fully transparent sample.
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each other and between reflections with the incident beam. The factor g can be thought
as the coherence of the ith and (i ± 1)th reflection introduced by a phase-front distortion
during a back-and-forth trip. The according coherence of the ith and (i±m)th reflections
is gm. Following the notation of [73] an analytic expression for the partially coherent
transmittance of a dielectric lamellae is given by

T = 16
(
n2 + n′2) e−2·b′

[
(n + 1)2 + k2

]2

(
1 − g2|a|2
1 − |a|2

)
1

1 − g · (a + a∗) + g2|a|2 , (C.38)

where

a = R2e2·i·β,

a + a∗ =
2
[(

n2 + n′2 − 1
)2 − 4n′2

]
cos (2 · b) − 8n′ (n2 + n′2 − 1

)
sin (2 · b)

[
(n + 1)2 + n′2

]2 ,

|a|2 = e−4b′

[
(n + 1)2 − n′2

]2

[
(n + 1)2 + n′2

]2

and

β = b + i · b′ = 2π

c

(
n + i · n′) · d · f

Figure C.3 depicts the development of a transmission spectrum with the introduction
of partial coherence according to the indicated, analytical formula for an exemplary di-
electric sample with a non-dispersive refractive index. It demonstrates that a decreasing
coherence between involved beam parts leads to a decrease of constructive and destructive
superpositions within the dielectric lamellea. The result are peaks with lower amplitudes
and higher vales while the actual frequency positions of the extrema virtually are un-
affected. In case of no coherence, g = 0, the interference pattern in the transmission
spectrum vanishes. As long as the contrast in the oscillating spectrum amplitude is suffi-
ciently high to depict the fringe rate, a non-perfect coherence thus has a negligible effect
on the extraction of the real part of the refractive index on base of the fringe methods.
A precise determination of the imaginary part of n̂, however, is significantly limited by
partial coherence effects.
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In general one needs to be aware that a drawback of extracting n′ by FTS transmission
measurements is that the intensity amplitude is prone for additional error sources. It can
be easily influenced by power fluctuations of the radiation source[73] during a sample and
reference measurement, internal reflections in the spectrometer, borderline signal-to-noise
ratio in the recorded frequency regime or scratches and other little defects on the sample
surface [111, (Sec.C.)].
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Figure C.3.: Transmission spectra for different degrees of partial coherence of the multiple
reflections in a Fabry-Perot etalon among each others and with the incident
radiation. The transmission spectrum is calculated according to Eq.(C.38) for
an exemplary plane-parallel, dielectric sample of a certain thickness and a
non-dispersive refractive index specified in the graph. The coherence factor g
indicates the degree of coherence and ranges from 1 (perfect coherence) to 0
(no coherence).

C.4. Data processing

C.4.1. Fit procedure of local extrema

The detection and determination of local extrema is the basis for the extraction of the
refractive index by means of fringe methods which belong to the simplest set of possible
methods for the determination of n. The accuracy in the determined frequency locations
of the minima and maxima directly influences the accuracy of the resultant refractive
index. It thus requires a spectral resolution fine enough to sufficiently depict all alterations
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in the transmission course as well as a suitable smoothing and fitting of the extrema to
encounter unpreventable discretization errors as illustrated in Fig. C.4.
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Figure C.4.: Distance in frequency between neighboured local maxima Ti+1,max and Ti,max

in dependence of the frequency position of the maximum at νi,max. As the
spectrum is composed of discrete data points local intensity extrema directly
determined from the raw data exhibit a systematic error within the size of
± one discrete frequency step. Hence, the distances in frequency between
neighboured maxima or minima as well can only take discrete values as can
be seen from the distribution of the blue crosses in the plot.

To determine the actual local minima and maxima of the interference fringe spectrum
each hill and vale is first interpolated with a cubic spline function. By this the density of
data points is artificially increased while preserving existing data points. Subsequently,
a Savitzky-Golay filter of polynomial order 3 is applied for smoothing4. The window size
over which the polynomial is applied by the method of linear least squares encompasses
about 15% of the overall data points till each of both adjacent extrema, respectively. The
final maximum or minimum is given by the extremum of the smoothed cubic spline and
determined by a peak-finding function. An example of a fitted fringe pattern is shown
in Fig. C.5. The impact of the data processing on the extraction of the local extrema is
depicted in Fig. C.6.

It can be clearly seen that the fitting procedure is mandatory as due to the discrete
distances between frequency points in the raw data the intensity extrema in between
systematically are missed leading to frequency distances between neighboured extrema

4The Savitzky-Golay filter has the advantage that the locations of local extrema are preserved.
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which apparently also can only take discrete values as already shown in Fig.C.4. A careful
analysis of the extrema is however important as constituting the basis for all subsequent
calculations concerning the refractive index and the absorption coefficient. Nevertheless,
it should be noticed that the largest contribution to the error range is given by the
uncertainty of the measured sample-thickness.
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Figure C.5.: Transmission spectrum measured with an FTS with marked local extrema
determined by the fitting procedure: The original transmission curve (blue
line) is interpolated by a cubic spline function and smoothed around the
extrema with a Savitzky-Golay filter by a polynomial of order 3 over a window
length encompassing about 15% of the overall data points till the next extrema.
The fitted polynomials over the according window sizes are displayed as colored
curves drawn over the transmission spectrum as can be seen in greater detail
in the enlarged section in the inset.

C.4.2. Refractive index

The real part of the refractive index was calculated on base of both fringe methods
described in Appx. C.4. As can be seen in Fig. C.7 the fringe order method yields a
much smoother course of the refractive index than the fringe difference method and
additionally offers distinctly smaller fluctuations due to systematic discretization errors.
It highlights that the fringe difference method is already prone towards small variations
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Figure C.6.: Effect of the data processing on the locations of local extrema: The plot
shows the distance in frequency between neighboured local maxima Ti+1,max

and Ti,max of the spectrum given in Fig.C.5 in dependence of the frequency
position, νi,max, of the maximum. Local intensity maxima extracted from the
raw data exhibit a systematic error based on the resolution of the spectra
within the size of ± one discrete frequency step. This error is propagated to the
calculated distances in frequency between neighboured maxima or minima,
here displayed as blue crosses, which consequently can only take discrete
values. Although the refinement by a cubic spline function tackles the issue
of discretization (orange stars), it can be clearly seen that the last step of the
data processing, the smoothing of the refined data by a Savitzky-Golay filter,
is effective to further reduce the spread in the distribution of the distance
values (green dots).

in the real part of the refractive index with frequency. Since the measured frequency
spectrum extends to sufficient low frequencies to enable an adequate estimation of the
fringe order, the fringe order method proves to represent the firmer and more accurate
method in the present case which is consistent with the results of [27]. In addition, the
refractive index calculated on the unprocessed raw data shows a larger spreading of and
a restriction to discrete values for n and clearly demonstrates the importance of a careful
interpolation and smoothing procedure. This is especially true for the data obtained in
the Bruker IFS 66v/S FTS (see Fig.C.7 (c)) as it provides a notedly lower resolution
about seven times lower than those of our in-house enhanced FTS.

To determine the development of n with temperature in the range of interest n is
averaged from 7.5 THz to 12.5 THz. The according refractive indices are depicted in
Fig. C.8. It can be seen that the fringe difference method tends to yield larger values
then the fringe order method. With both methods a clear decrease in n with lower
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Figure C.7.: Refractive index calculated with both, the fringe difference and the fringe
order method, once based on the raw data and once based on the processed
data for measurements of different silicon samples with different FTS. Silicon
sample no.4 (a) with a thickness of about 533 µm and silicon sample no.2
(b) with a thickness of about 363 µm have been measured in the new setup
(Sec.5.1.1) with a nominal resolution of 2.3 GHz. Silicon sample no.5 with a
thickness about 368 µm have been measured in a dedicated setup by Philipp
Warzanowski with a nominal resolution of 15 GHz.

temperatures is visible. For the sake of clarity subsequent calculations corresponding
the relative changes in the quantities of interest are restricted to values obtained by the
fringe order method.
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Figure C.8.: Temperature-dependent refractive indices of different Si samples calculated
using two different methods, the fringe order and the fringe difference method.
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C.4.3. Extinction and absorption coefficient

The extinction and absorption coefficients, n′ and α, have been calculated on base of
the model described in Appx.C.3 which includes the effects of partial coherence between
multiple reflections and directly transmitted radiation inside the sample.
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Figure C.9.: Fit of the transmission spectrum of silicon sample no.5 at 5 K assuming a
sample thickness of 368 µm. The fit function T i

∆i
fit

(
ν, ni, n′i, gi

)
is given by

Eq.(C.38). The fit parameters ni, n′i, gi are considered to be constant within
the corresponding fit interval i of width ∆i

fit.

As depicted in Fig.C.9 the absorption and the respective extinction coefficient are
extracted by a piecewise, non-linear least-square fit over distinct frequency intervals of
the smoothed transmission spectra by the expression given in Eq.(C.38). Within each fit
interval i of width ∆i

fit the fit-parameters ni, n′i and gi are considered to be constant.
The width of the fit intervals is set to 150 GHz and corresponds to 55 data points.

The extracted coherence factors depicted in Fig. C.10 show a steady, nearly linear
decrease with frequency similar to what has been observed in Grossman et al. [73]. A
plausible explanation for the dispersive behavior are little thickness fluctuations of the
sample. Spatial incoherence produced by thickness variations of the plate would lead
to a progressively stronger phase distortion of the multiple reflections the higher the
frequency is and results in an increasing loss of coherence with increasing frequency[73].
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Figure C.10.: Coherence factor g for different temperatures extracted from a piecewise
fit of the transmission spectra of sample no.5 with T i

∆i
fit

(
ν, ni, n′i, gi

)
(see

Eq.(C.38)). The coherence factor is assumed to be constant within frequency
intervals of ∆i

fit = 150 GHz width.

C.5. Thickness variation due to temperature change

When cooled down all silicon samples undergo a temperature-dependent change in thick-
ness [118]. To calculate the expected thickness variation of the sample-plates I used
proposed dataset given by [125] to estimate the thermal expansion coefficient α and the
according thickness variation related to the thickness measured at room temperature
(293 K) via:

∆L

L293 K
(T ) =

∫ T

293
αdT (C.39)

α(T ) =
[(

4.8e − 5 · T 3 + (a · T 5 + b · T 5.5 + c · T 6 + d · T 6.5 + e · T 7) · 1.0 + erf(T − 15)
2

)

·(1.0 − erf(T − 52)) · 0.2
2

+
(

(−47.6 + f · (T − 76)2 + g · (T − 76)3 + h · (T − 76)9) ·
((1.0 + erf(T − 52)) · 0.2

2

))
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Fitparameter
a 1.005e − 05
b −5.9988e − 06
c 1.25574e − 06
d −1.12086e − 07
e 3.63225e − 09
f 2.67708e − 02
g −1.22829e − 04
h 1.62544e − 18
i 4.72374e + 02
j −3.58796e + 04
k −1.24191e + 07
l 1.25972e + 09

Table C.1.: Fit parameter corresponding to Eq.(C.40)

·(1.0 − erf(T − 200)) · 0.1
2 )

+
(

(i + j/T + k/T 2 + l/T 3) · (1.0 + erf(T − 200)) · 0.1
2

)]
· [10−8K−1] (C.40)

As can be seen from Fig.C.11 silicon contracts when being cooled down until reaching
a temperature of about 124 K and extends again for lower temperatures. The variations
in the effective thickness of the samples expected due to the temperature changes are
taken into account for the calculation of the refractive index based on fringe methods.

C.6. Impact of temperature-related thickness variation:
Estimation by tracking of individual local extrema

As can be seen in Fig.C.12 , the spectra of all samples reveal following temperature-
dependent behaviour: The local extrema of each sample-spectrum move to higher fre-
quencies when the sample is cooled down and vice versa. As a result of the temperature-
dependent change in thickness of the samples this is to be expected. However, also a
change in the dielectric constant of the material affects the positions of the extrema. Due
to the measurement uncertainties of the sample-thickness at room temperature and the
lack of information about the thickness at various temperatures a distinction between
both effects purely from measurement data is impossible. However, using eq.(C.40) to
approximate the thickness variation of the samples, the data from samples no.2 to no.45

5For the cooling cycle of sample no.1 the continuous switch between sample and reference measurement
yielded variations of the effective sample thickness due to slightly different tilting angles. The resulting
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Figure C.11.: The thermal expansion coefficient is calculated on base of the NIST databanc
fitparameter (see Eq.(C.40) and Tab.C.1). The temperature-dependent thick-
ness variation refers to the initial thickness at room temperature (293 K).

can be used to estimate which of both effects dominates. Eq.(C.32) relates the frequency
positions of a maxima i due to a temperature change from T1 to T2 by

ni,T1 · νi,T1 · di,T1 = ni,T1 · νi,T1 · di,T1 ,

shift of the interference fringe pattern makes this measurements unsuitable for the mentioned analysis.
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Figure C.12.: Zoom into the transmission spectra of a 364 µm thick, high-resistivity silicon
plate for different temperatures. The local extrema arising from interference
phenomena of the plane-parallel plate surfaces move to higher frequencies
when the sample is cooled down and vice versa.

predicting a relative frequency change about

νi,T2 − νi,T1

νi,T1
= 1

∆L

ni,T1

ni,T2
− 1, where (C.41)

∆L = ·(1 −
∫ T2

T1
α)

The ratio of the refractive index at different temperatures subsequently is given by the
product of the inverse ratio of the frequency values of the ith extreme with the relative
variation in thickness:

ni,T1

ni,T2
= νi,T2

νi,T1
· ∆L (C.42)

Based on these equations, an initial estimate of the magnitude in frequency shift
due to thickness-variations reveals that the effect is insignificant as long as the change
of the refractive index is small. Assuming a change in temperature from 293 K to
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about 153 K according to eq.(C.40) leads to a relative change in the sample-thickness
about approximately ∆L = 0.999765. The corresponding normalized frequency shift is
νi,153−νi,293

νi,293
= 1.000235 · (ni,293−0.999765ni,153

ni,T2
) and the change in the ratio of the frequency

values of the ith extremes is about νi,153
νi,293

= 1.000235ni,T1
ni,T2

. For a constant refractive index
this would result into a frequency shift about νi,153−νi,293

νi,293
= 0.000235 or a ratio about

νi,153
νi,293

= 1.000235. The actual measured frequency shift and frequency ratio, however as
depicted in Fig. C.13 and C.14, is about one order of magnitude larger proving that
the dominant effect on the transmission spectrum is based on a change of the refractive
index. A further important observation is that with the exception of two ranges at about
6.8 THz and 17.4 THz, the normalized change in frequency with temperature and thus
the ratio of the frequency values of each local extrema is approximately the same over
the whole frequency range of the spectra. This suggests a non-dispersive or at least a
very slow-dispersive behaviour of the refractive index in the measured frequency-regime
except for the two, aforementioned frequency slots. Based on this observation, I applied
linear fits for both quantities, each time unveiling slopes of negligible sizes. Thereby, in a
good approximation they can be considered as constants for all practical purposes. The
constant of each fit is given in the insets of the diagrams (see Fig.C.13 and C.14) in
dependence of the corresponding sample-temperatures. At this point it should be noted
again that each spectrum depicts the transmission averaged over a certain temperature
interval whose size is determined by the duration of each measurement and the velocity
of the temperature variation, which itself is a non-linear function of the temperature as
can be seen in Fig.5.2. Moreover, the temperature diode is not attached on top of the
samples but in close proximity on the same mounting, so that a small difference between
the ascertained and the actual temperature value is possible, but if so, it is likely to be
very small. The indicated temperature values of all plots represented in this work refer
to the initial temperature value recorded at the beginning of each measurement.
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no.2: t = 363(1) µm, ρSi ≥ 5 kΩ cm
cooling down cycle

4 6 8 10 12 14 16 18
νl.E.(T ) [THz]

0.990

0.995

1.000

1.005

1.010

1.015

1.020

1.025

1.030

ν
l.
E
.
(T

)
ν
l.
E
.
(2

96
K

)

290 K
280 K
260 K
240 K

220 K
205 K
190 K
180 K

170 K
165 K
160 K
156 K

152.4 K
152 K
151.7 K
151.68 K

150 200 250
T [K]

1.001

1.002

1.003

1.004

1.005

1.006

ν
l.
E
.
(T

)−
ν
l.
E

(2
96

K
)

ν
l.
E
.
(2

96
K

)

4 6 8 10 12 14 16 18
νl.E.(T ) [THz]

0.000

0.002

0.004

0.006

0.008

0.010

0.012

0.014

ν
l.
E
.
(T

)−
ν
l.
E

(2
96

K
)

ν
l.
E
.
(2

96
K

)
290 K
280 K
260 K
240 K

220 K
205 K
190 K
180 K

170 K
165 K
160 K
156 K

152.4 K
152 K
151.7 K
151.68 K

150 200 250
T [K]

0.000

0.002

0.004

0.006

ν
l.
E
.
(T

)−
ν
l.
E

(2
96

K
)

ν
l.
E
.
(2

96
K

)

warming up cycle

4 6 8 10 12 14 16 18
νl.E.(T ) [THz]

0.9975

1.0000

1.0025

1.0050

1.0075

1.0100

1.0125

1.0150

1.0175

ν
l.
E
.
(T

)
ν
l.
E
.
(2

81
K

)

156.3 K
156.18 K
159 K
162 K
166 K
169 K

169.1 K
173 K
176 K
180 K
185 K
190 K

195 K
205 K
210 K
216 K
222 K

230 K
240 K
245 K
250 K
277 K

150 200 250
T [K]

1.000

1.001

1.002

1.003

1.004

1.005

1.006

ν
l.
E
.
(T

)−
ν
l.
E

(2
81

K
)

ν
l.
E
.
(2

81
K

)

4 6 8 10 12 14 16 18
νl.E.(T ) [THz]

0.000

0.002

0.004

0.006

0.008

0.010

0.012

0.014

ν
l.
E
.
(T

)−
ν
l.
E

(2
81

K
)

ν
l.
E
.
(2

81
K

)

156.3 K
156.18 K
159 K
162 K
166 K
169 K

169.1 K
173 K
176 K
180 K
185 K
190 K

195 K
205 K
210 K
216 K
222 K

230 K
240 K
245 K
250 K
277 K

150 200 250
T [K]

0.000

0.002

0.004

0.006

ν
l.
E
.
(T

)−
ν
l.
E

(2
81

K
)

ν
l.
E
.
(2

81
K

)

Figure C.13.: Normalized frequency shift and frequency ratio for silicon sample no.2: The fre-
quency position νl.E. of each local extrema (l.E.) in the transmission spectrum of
the sample was tracked during the cooling-down and warming-up cycle. Applying
linear fits over the entire frequency range yields constants which are depicted in
the insets, plotted against temperature.
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no.3: t = 535(6) µm, ρ ≥ 3 kΩ cm

no.4: t = 533(1) µm, ρSi ≥ 3 kΩ cm

4 6 8 10 12 14 16 18
νl.E.(T ) [THz]

0.9975

1.0000

1.0025

1.0050

1.0075

1.0100

1.0125

1.0150

1.0175

ν
l.
E
.
(T

)
ν
l.
E
.
(2

97
K

)

153.1 K
153.4 K
154 K
155 K
156 K

158 K
160 K
162 K
166 K
169 K

174 K
180 K
187 K
197 K
208 K

219 K
233 K
250 K
270 K
290 K

150 200 250
T [K]

1.002

1.004

1.006

ν
l.
E
.
(T

)−
ν
l.
E

(2
97

K
)

ν
l.
E
.
(2

97
K

)

4 6 8 10 12 14 16 18
νl.E.(T ) [THz]

0.000

0.002

0.004

0.006

0.008

0.010

0.012

0.014

ν
l.
E
.
(T

)−
ν
l.
E

(2
97

K
)

ν
l.
E
.
(2

97
K

)

153.1 K
153.4 K
154 K
155 K
156 K

158 K
160 K
162 K
166 K
169 K

174 K
180 K
187 K
197 K
208 K

219 K
233 K
250 K
270 K
290 K

150 200 250
T [K]

0.000

0.002

0.004

0.006

ν
l.
E
.
(T

)−
ν
l.
E

(2
97

K
)

ν
l.
E
.
(2

97
K

)

Figure C.14.: Normalized frequency shift and frequency ratio for silicon sample no.3 and no.4:
The frequency position νl.E. of each local extrema (l.E.) in the transmission
spectrum of the sample was tracked during the cooling-down and warming-up
cycle. Applying linear fits over the entire frequency range yields constants which
are depicted in the insets, plotted against temperature.
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