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ABSTRACT

Poverty is one of the biggest challenges facing the world nowadays. 
Numerous studies have concentrated on the characteristics that 
determine poverty to identify poor households. One of the most 
important factors is the physical type of the house. The physical type 
of houses includes floor type, wall type, roof type, and floor area per 
inhabitant in Indonesia, especially Surabaya, one of Indonesia’s big 
cities and the capital of East Java Province. This factor gave promising 
results to the country. Therefore, it was assumed that these variables 
could no longer distinguish between those in wealth and those in 
poverty. Poor household data are one example of imbalanced data in 
terms of classification, which is a concern. The Rare Event Weighted 
Logistic Regression (RE-WLR) and Entropy-based Fuzzy Weighted 
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Logistic Regression (EFWLR) methods were utilised to overcome 
these problems. As a result, the only factor, including the physical 
design of a house, which had a substantial impact on the likelihood that 
a household would be classified as poor, was the floor area per capita. 
The other three variables were not statistically significant, namely 
floor type, wall type, and roof type. In addition, the elimination of 
the physical type of house would reduce the Area Under the Curve of 
the RE-WLR and EFWLR methods by 6.78 percent and 6.85 percent, 
respectively. 

Keywords: Classification, imbalanced data, poor household, weighted 
logistic regression.

INTRODUCTION

Poverty is one of the biggest challenges facing the worlds. The 
world is committed to reducing the poverty rate as much as possible 
by including the issue in the first goal of Sustainable Development 
Goals (SDGs) (United Nations, 2021), i.e., “ending poverty in all its 
form everywhere”. To identify poor households, many studies aimed 
to determine the factors that cause poverty at the macro and micro 
levels. At the macro level, the influencing factors include the Human 
Development Index (HDI), investment, Gross Regional Domestic 
Product (GRDP), level of health, employment opportunities, and 
education (Lilik Andrietya et al., 2020; Sakinah & Pudjianto, 2018). 
At the micro level, the influencing factors comprise education level, 
number of families, age of the head of household, house-building 
material, and asset ownership (Utariyanto et al., 2020; Purwa, 2019; 
Triasmoro et al., 2018; Santosa, 2018; Mathiassen & Roll-Hansen, 
2007).
 
Poor households are more likely to be found in rural areas. In 2020, 
the percentage of poor Indonesian households in rural areas was 
13.20 percent, almost two times larger than poor households in urban 
areas, i.e., 7.88 percent (BPS, 2021c). Although the percentage of 
poor households in rural areas was greater, the characteristics of 
poor households in urban areas still have an interesting side, namely 
getting closer to the “poverty crust” term (Krisliani & Setyari, 2020). 
This term is associated with poor households that are very difficult 
to eradicate. For example, people who are old do not have enough 
energy to access the economy and have physical limitations.
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Poverty in urban areas is also associated with urbanisation (Zainal 
et al., 2012). The urbanisation of low-income groups contributes to 
an increase in urban poverty rates (Zainal et al., 2012). The poverty 
rate in Indonesia and East Java’s urban areas decreased from 2016 
until 2019 (BPS, 2021c), as presented in Figure 1. At the end of 2019, 
there was an outbreak of COVID-19, which caused the percentage 
of poor households in Indonesia and East Java to increase in 2020 
(BPS, 2021c). This negative impact was also experienced by most 
countries in the world (United Nations, 2021). The United Nations 
(2021) stated that COVID-19 caused poverty alleviation to be off the 
target for 2030.

The physical characteristics of a home are one of the variables 
contributing to poverty (Utariyanto et al., 2020; Triasmoro et al., 
2018; Purwa, 2019). Triasmoro et al. (2018) explained that the lower 
the quality of the type of floor and roof, the greater the tendency for 
households to be categorised as poor in Bali. Poverty in urban areas 
generally forms slums and squatter areas (Zainal et al., 2012). These 
areas have characteristics, such as readily damaged and fire-resistant 
house-building materials. In the multidimensional poverty approach, 
the physical type of the house is also a factor in impoverished 
households (UNDP & OPHI, 2020).

Figure 1

Percentage of Poor Households in East Java and Indonesia, 2016–
2020
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In contrast, the physical type of house possessed by East Java 
households indicated that it would be better in 2020 (BPS, 2021c). 
In urban areas, the proportions of families having non-fibre/thatched 
roofs, non-soil floors, and non-bamboo walls were 92.05 percent, 
97.62 percent, and 99.67 percent, respectively (BPS, 2021c). In East 
Java’s urban area, especially in Surabaya, it is feared that this factor 
will no longer be able to distinguish between households that are poor 
or not, and there will be households that are classified as poor but 
have a good physical type of house. This concern is due to the high 
percentage of urban households that have decent housing physical 
conditions.

Surabaya, one of Indonesia’s big cities and the capital of East 
Java Province, the country’s second-most populous province, was 
chosen for this study (BPS, 2021a). Surabaya has 154 urban villages 
categorised as urban areas (BPS, 2021b). The percentage of poor 
households in the city reached 5.02 percent (BPS, 2020).

In terms of binary classification, the poverty condition in Surabaya 
is classified as imbalanced data since the number of data on poor 
households is substantially smaller, or a minority class, compared 
to non-poor households or the majority class (Ali et al., 2015). 
Imbalanced data cause accuracy in the minority class to be small or 
the exclusion error to be high because the classification algorithm 
learns less from the minority class than the majority class (Jamaluddin 
& Mahat, 2021; Ali et al., 2015). Poor households are crucial for 
poverty alleviation programmes since they have a great urge to be 
noticed (Sri Kusumawati, 2019). In this case, exclusion error is more 
important than inclusion error (Gebremedhin et al., 2018). Moreover, 
Sen (1995) mentioned that these poor households are not only targets 
but also objects.

The algorithm-level approach is one alternative that can be used to 
overcome imbalanced data problems without changing the distribution 
of the original data. In binary classification, the methods included 
in this approach are Fuzzy Support Vector Machine (Lin & Wang, 
2002), Entropy-based Fuzzy Support Vector Machine (Fan et al., 
2017), Rare Event Weighted Logistic Regression (Maalouf & Siddiqi, 
2014), and Entropy-based Fuzzy Weighted Logistic Regression 
(Harumeka et al., 2021). The logistic regression-based method offers 
the advantage of solving the optimisation problem without regard to 
constraints (Maalouf & Siddiqi, 2014). Rare Event Weighted Logistic 
Regression (RE-WLR) and Entropy-based Fuzzy Weighted Logistic 



    341      

Journal of ICT, 22, No. 3 (July) 2023, pp: 337-361

Regression (EFWLR) can be optimised using Truncated Newton with 
Linear Conjugate Gradient (Maalouf & Siddiqi, 2014; Harumeka et 
al., 2021). Meanwhile, EFWLR was superior to RE-WLR in terms of 
accuracy (Harumeka et al., 2021).

Based on the aforementioned issues, the purpose of this study is to 
compare the effect of the physical kind of housing on impoverished 
households using two methods: RE-WLR and EFWLR. This study 
began with an introduction to the subject and a review of the literature, 
followed by methodology, results and discussion, and a conclusion 
with potential future research.

LITERATURE REVIEW

Household Poverty Determinants

The Central Bureau of Statistics Indonesia determined the poor 
population based on the poverty line. The poverty line consists of the 
food and non-food poverty lines. The food poverty line is determined 
by dividing the population’s food expenditure by 2,100 kcal per capita 
per day, while the non-food poverty line is determined using the 2004 
Basic Needs Commodity Package Survey’s minimum need value 
(BPS, 2016).

In general, the definition of poverty contains elements of powerlessness, 
shackled ideas, vulnerability, and fear (The World Bank, 2001). 
Poverty encompasses not simply poor income or consumption, but 
also limited access to education, health, nutrition, and other human 
development chances. According to the World Bank’s research, there 
are five non-monetary factors that determine poverty: 1) education, 2) 
type of work, 3) gender, 4) access to basic services and infrastructure, 
and 5) geographical location.

In 2010, the United Nations Development Programme (UNDP) put 
forward the concept of multidimensional poverty. Poverty, according 
to the concept, is more than just a financial issue. It also implies that 
someone who is poor has difficulties accessing three fundamental 
aspects of life, namely health, education, and living standards (UNDP 
& OPHI, 2020). These aspects were further described in 10 non-
monetary aspect indicators: 1) adequate nutrition, 2) infant mortality 
rate, 3) length of schooling, 4) education status, 5) cooking fuel, 6) 
sanitation, 7) drinking water, 8) electricity facilities, 9) housing, and 
10) assets (UNDP & OPHI, 2020).



342        

Journal of ICT, 22, No. 3 (July) 2023, pp: 337-361

Physical Type of House as the Determinant of Poverty in Indonesia

In Indonesia, poverty alleviation is a government priority. One of 
the initiatives is to establish a social protection system. The social 
protection system, which includes the rice programme for the poor, 
the family hope programme (PKH), and community health insurance, 
directly targets poor households. Consequently, the programme’s 
target families are required. The Population and Family Planning 
Agency (BKKBN) and the Central Bureau of Statistics (BPS) 
collected data to determine programme-target families in Indonesia. 
BKKBN conducted nuclear family-based data collection while BPS 
conducted household-based data collection, including the Population 
Socio-Economic Data Collection for 2005 (PSE05), Social Protection 
Programme Data Collection for 2008 (PPLS2008), Social Protection 
Programme Data Collection for 2008 (PPLS2011), and the Integrated 
Database Update for 2015 (PBDT2015).

The Indonesian Population and Family Planning Agency (BKKBN) 
has operated a data collection system for disadvantaged households 
since 1994. BKKBN divided family welfare status into five categories, 
namely Pre-Prosperous Families (Pre-KS), Prosperous Families 1 
(KS1), Prosperous Families 2 (KS2), Prosperous Families 3 (KS3), 
and Prosperous Families 3 Plus (KS3 plus). There were a total of 23 
indicators used to categorise this status. A family was classified as 
Pre-KS if it did not meet the first through fifth indicators, which are 
as follows:

1.  Family members could worship according to their religion;
2.  All family members could eat at least twice a day;
3.  All family members had different clothes for home, school, 

work, and travel;
4.  The widest type of floor was not land;
5.  When a child becomes ill, they are sent to a medical facility.

The physical type of the house was represented by two of the 23 
indicators, namely 1) the type of floor that is the largest non-soil; and 
2) the inability to attain a floor area per capita of at least eight square 
metres.

BPS held socio-economic data collection for 2005 (PSE05). This 
programme aimed to obtain data on households targeted for direct 
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cash assistance (BLT) distribution. The BLT programme was created 
for low-income households to protect them from the rising fuel costs. 
PSE05 used indicators of household characteristics, as opposed to the 
monetary approach, which employs a consumption strategy. There 
were 14 indicators employed, which are as follows:

1.  The floor area of   the house;
2.  Type of floor of the house;
3.  Type of wall of the house;
4.  Facilities for defecation;
5.  Source of drinking water;
6.  The lighting used;
7.  Fuel used;
8.  Frequency of eating in a day;
9.  Habit of buying meat/chicken/milk;
10.  Affordability to buy clothes;
11.  Affordability to visit the health centre/polyclinic;
12.  Employment of the head of household;
13.  Education of the head of household;
14.  Ownership of assets.

Three indicators specifically related to the physical type of the house 
emerged from all other indicators: 1) the floor area of   the house, 2) 
type of house floor, and 3) type of house walls.

The 2008 Social Protection Programme Data Collection (PPLS2008) 
had the following objectives: 1) update the target household database 
for PSE05 results; 2) update information related to the socio-economic 
conditions of the target households; and 3) add data on the target 
household members, such as name, gender, school status, occupation 
of household members, and additional information related to housing. 
The indicators collected were complete compared to PSE05. The 
physical type of house was also included as an indicator that was 
collected to determine the target household, namely 1) floor area, 2) 
floor type, and 3) type of wall.

In 2011, the Indonesian government conducted another social 
protection programme data collection. In that year, the target 
households’ coverage was expanded to include 40 percent of families 
with middle-class or lower incomes. It was expected that by expanding 
the coverage by 40 percent, social assistance programmes would not 
just target the destitute but also those who were at risk of falling into 
poverty. The information would then be utilised to create an Integrated 



344        

Journal of ICT, 22, No. 3 (July) 2023, pp: 337-361

Database (BDT). The National Team for the Acceleration of Poverty 
Reduction oversaw BDT (TNP2K). When compared to the previous 
PPLS, the indicators collected were complete. The physical type of the 
house was still used as an indicator to determine the target household, 
such as: 1) floor area, 2) floor type, 3) wall type, and 4) type of roof.

The Integrated Database Update for 2015 (PBDT2015) was carried 
out to improve the BDT from the PPLS2011 results. The mechanism 
for carrying out this data collection was different from the previous 
activities. PBDT2015 included community involvement through 
Public Consultation Forum (FKP) activities. This FKP was a forum 
for discussion between regional officials, community leaders, 
facilitators, and assistant facilitators at the village level to identify 
targeted households for assistance. Complete field data collection 
of the target houses was done after the FKP activities. Even more 
comprehensive indicators were gathered than in PPLS2011. The 
physical characteristics of the home, including the 1) floor area, 2) 
floor type, 3) wall type, and 4) kind of roof, were still utilised to 
identify poor households.

Poverty-Related Studies

Several studies are concerned with poverty at the micro level. The 
summary of these studies is presented in Table 1. All of the variables 
used to determine whether a household is poor are connected to its 
members’ characteristics, some of which include the physical type of 
house as utilised by Alatas et al. (2012), Triasmoro et al. (2018b), and 
Purwa (2019). A study by Utariyanto et al. (2020) also incorporated an 
additional variable related to the land area ownership of households. 
Based on the method used to determine the household poverty status, 
most of these studies employed the logistic regression analysis 
(Utariyanto et al., 2020; Triasmoro et al., 2018b; Purwa, 2019). As 
stated in the previous section, the household poverty data represent 
the imbalanced data where the poor household group is the minority 
group. Therefore, rather than using the standard logistic regression, 
Triasmoro et al. (2018b) and Purwa (2019) used different approaches 
to handle the imbalanced data. The former study used a modified 
algorithm approach by applying Rare Event Weighted Logistic 
Regression (RE-WLR) and Truncated Regularised-Prior Correction 
(TR-PC). The latter chose a re-sampling technique to obtain balanced 
data, including undersampling, oversampling, and a combination of 
sampling schemes. This study also employed other methods, such as 
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Random Forest for classification. Alatas et al. (2012) employed the 
Proxy Mean Test Regression (PMT) to examine poor targeting in 640 
Indonesian villages.

Table 1

Poverty Studies

Research Author Method Predictor Variables Used
Utariyanto et al. 
(2020)

Logistic 
Regression

1.  Household head age
2.  Number of family
3.  Land area ownership
4.  Household head education

Purwa (2019) Logistic 
Regression, 
Random Forest, 
and sampling

1.  Number of family
2.  Household head sex
3.  Household head education
4.  Household head job
5.  Floor area per capita
6.  Roof type
7.  Wall type
8.  Floor type
9.  Toilet availability
10. Main source of drinking     

water
11. Main source of light
12. Type of cooking fuel
13. Assets ownership

Triasmoro et al. 
(2018b)

RE-WLR and 
Truncated 
Regularised-Prior 
Correction 
(TR-PC)

1.  Household head age
2.  Household head education
3.  Household head job
4.  Roof type
5.  Floor type
6.  Floor area per capita
7.  Toilet ownership
8.  Main source of drinking
9.  Assets ownership
10.Residential area

Alatas et al. (2012) Proxy Mean Test 
Regression (PMT)

There are 49 indicators 
similar to those used in 
PPLS2008. Some of these are 
physical house types, such as:
1. Floor area per capita
2. Roof type
3. Wall type
4. Floor type
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METHODOLOGY

Data Source and Variables Description

This study aimed to analyse the effect of the physical type of house on 
households categorised as poor in Surabaya, Indonesia. The data used 
came from the Central Bureau of Statistics-March Indonesia’s 2020 
national socio-economic survey (Susenas). Susenas is conducted 
twice a year, in March and September. Since more samples were 
collected in March than in September, the Susenas survey in March 
can be used to estimate up to the regency level, while the survey in 
September can only be used for provincial-level estimation. In the 
Susenas March 2020 survey in Surabaya, 1,084 household samples 
participated, of which 43 were from poor households, and 1,041 were 
not. The variables used in the analysis process are listed in Table 2.

Table 2

Variable Description

Variable Description Code
Y Household poverty category 

(response variable)
0 : Non-poor
1 : Poor

X1 Gender of the head of household 
(predictor variable)

0 : Male
1 : Female

X2 Number of household member 
(predictor variable)

X3 Head of household diploma 
(predictor variable)

0 : junior high school and        
      above
1 : have no diploma/  
      primary school

X4 Drinking water facility (predictor 
variable)

0 : branded bottled/  
      refillable water
1 : plumbing/ well/ 
      water springs/  
      surface water/rain  
      water/other

X5 Gold asset ownership (predictor 
variable)

0 : Yes
1 : No

X6 Floor area per capita (predictor 
variable) …….

(continued)



    347      

Journal of ICT, 22, No. 3 (July) 2023, pp: 337-361

Variable Description Code
X7 Roof type (predictor variable) 0 : concrete/ roof tile

1 : zinc/ asbestos/  
      bamboo/ wood/  
      straw/ leaves/other

X8 Wall type (predictor variable) 0 : plastering wall
1 : wood/ woven  
      bamboo/ logs/  
      bamboo/ other

X9 Floor type (predictor variable) 0 : marble/ granite/  
      parquet/ vinyl/ 
      carpet /tile
1 : wooden planks/  
      cement/red bricks/  
      bamboo, soil/other

The operational definitions of some of the variables mentioned above 
are as follows:

1. Household poverty category (Y)
 A poor household is a household that has a monthly per capita 

expenditure below the poverty line. The poverty line of the city 
of Surabaya in March 2020 was Rp592,137.

2. Number of household members (X2)
 Household members are all people who usually reside in a 

household (head of household, husband/wife, children, in-
laws, grandchildren, parents/in-laws, other relatives, stay-at-
home assistants, or other household members), both currently 
living at home or temporarily not at home.

3. Head of household diploma (X3)
 A diploma is a sheet or proof of graduation given to someone 

who has completed all academic requirements at a certain level 
of formal education.

4. Drinking water facility (X4)
 The drinking water facility is the source of water used by 

household members for drinking. If there are multiple sources 
of drinking water, the one with the greatest amount of water 
utilised by families is chosen.

The variables included in the physical type of house are floor area per 
capita, roof type, wall type, and floor type.
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Rare Event Weighted Logistic Regression (RE-WLR)
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The operational definitions of some of the variables mentioned above 
are as follows: 
 

1. Household poverty category (Y) 
A poor household is a household that has a monthly per capita 
expenditure below the poverty line. The poverty line of the city 
of Surabaya in March 2020 was Rp592,137. 

2. Number of household members (X2) 
Household members are all people who usually reside in a 
household (head of household, husband/wife, children, in-
laws, grandchildren, parents/in-laws, other relatives, stay-at-
home assistants, or other household members), both currently 
living at home or temporarily not at home. 

3. Head of household diploma (X3) 
A diploma is a sheet or proof of graduation given to someone 
who has completed all academic requirements at a certain level 
of formal education. 

4. Drinking water facility (X4) 
The drinking water facility is the source of water used by 
household members for drinking. If there are multiple sources 
of drinking water, the one with the greatest amount of water 
utilised by families is chosen. 

 
The variables included in the physical type of house are floor area per 
capita, roof type, wall type, and floor type. 
 
Rare Event Weighted Logistic Regression (RE-WLR) 
 
Suppose there are 𝑛𝑛 independent samples. From the sample set, there 
are data pairs �⃗⃗�𝑿 𝑖𝑖 and 𝑦𝑦𝑖𝑖, 𝑖𝑖 = 1,2,… , 𝑛𝑛. �⃗⃗�𝑿 𝑖𝑖 is the vector of the i-th 
sample predictor variables while 𝑦𝑦𝑖𝑖 is the response variable of the i-th 
sample, which is categorical, with a value of 0 or 1. Let 𝑝𝑝 be the 
number of predictor variables. The vector and matrix notation are 
written as follows: 
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T
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T

⋮
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T
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where 𝑦𝑦𝑖𝑖 is a mutually exclusive random variable with Bernoulli 
distribution. Equation 2 represents the results of the numerical iteration 
technique used to generate the logistic regression parameter from the 
natural logarithmic likelihood function (Hoshmer & Lemeshow, 
2000). 
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Tβ⃗⃗ 

1+eX⃗⃗ i
Tβ⃗⃗ 
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a long computational process if the number of samples is large. 
Therefore, Komarek and Moore (2005) performed optimisation using 
Truncated Newton with a linear conjugate gradient to cut the number 
of iterations of Newton Raphson. 
 
The method developed by Komarek and Moore (2005), Truncated 
Regularised-Iteratively Reweighted Least Square (TR-IRLS), is built 
on the assumption of balanced data. King and Zheng (2001) provided 
a weighting on logistic regression to overcome the case of 
classification on imbalanced data. The weighting system was adopted 
by Maalouf and Siddiqi (2014) to develop the RE-WLR method that 
combined TR-IRLS, weighting, and bias correction. Bias correction is 
added to overcome the bias that occurs due to the addition of ridge 
regularisation. When a weight is added, the form of Equation 3 
becomes Equation 4: 
 

𝑅𝑅𝑅𝑅𝑅𝑅. 𝑙𝑙𝑙𝑙 (𝐿𝐿𝑊𝑊(�⃗⃗�𝜷 ))

= ∑(𝑤𝑤𝑖𝑖 𝑙𝑙𝑙𝑙 ( 𝑅𝑅𝑦𝑦𝑖𝑖 �⃗⃗�𝑿 𝑖𝑖
T�⃗⃗�𝜷 

1 + 𝑅𝑅�⃗⃗�𝑿 𝑖𝑖
T�⃗⃗�𝜷 

))
𝑛𝑛

𝑖𝑖=1

− 𝜆𝜆
2 ‖�⃗⃗�𝜷 ‖

2
 

 
 

 
where 𝑤𝑤𝑖𝑖 = (𝜏𝜏

�̅�𝑦) 𝑦𝑦𝑖𝑖 + (1−𝜏𝜏
1−𝑦𝑦̅̅ ̅̅ ̅̅ ) (1 − 𝑦𝑦𝑖𝑖), 𝜏𝜏 is the proportion of successful 

events, usually coded 1, on the population data, and �̅�𝑦 is the proportion 
of successful events on the sample data. 
  
The optimisation of Equation 4 using Truncated Newton requires 
Gradient Vector and Hessian Matrix (Maalouf & Siddiqi, 2014). 
Equation 5 represents the Gradient Vector obtained from the first 
derivative of Equation 4 with respect to �⃗⃗�𝜷 . 
 

𝑮𝑮(�⃗⃗�𝜷 ) =
𝑑𝑑 𝑙𝑙𝑙𝑙 (𝐿𝐿(�⃗⃗�𝜷 ))

𝑑𝑑�⃗⃗�𝜷 
= 𝑿𝑿𝑻𝑻𝑾𝑾(�⃗⃗�𝒀 − �⃗⃗�𝝅 ) −  𝜆𝜆�⃗⃗�𝜷  

 
 

 
where 𝑾𝑾 = 𝑑𝑑𝑑𝑑𝑑𝑑𝑅𝑅(𝑤𝑤1,𝑤𝑤2,… ,𝑤𝑤𝑛𝑛), �⃗⃗�𝝅  is a vector whose component is 
the probability of an event, and 𝜋𝜋𝑖𝑖 is described in Equation 6: 
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𝜋𝜋𝑖𝑖 = 𝑒𝑒�⃗⃗�𝑿 𝑖𝑖
T�⃗⃗�𝜷 

1 + 𝑒𝑒�⃗⃗�𝑿 𝑖𝑖
T�⃗⃗�𝜷 

 
 

 

 
While the Hessian Matrix is the second derivative of Equation (3) with 
respect to �⃗⃗�𝜷 . The Hessian Matrix is depicted in Equation (7): 
 

𝑯𝑯(�⃗⃗�𝜷 ) =
𝑑𝑑 𝑙𝑙𝑙𝑙 (𝐿𝐿(�⃗⃗�𝜷 ))

𝑑𝑑2�⃗⃗�𝜷 
= −𝑿𝑿𝑻𝑻𝑫𝑫𝑿𝑿 −  𝜆𝜆𝑰𝑰 

 
 

 
where 𝑣𝑣𝑖𝑖 = 𝜋𝜋𝑖𝑖(1 − 𝜋𝜋𝑖𝑖) and 𝑫𝑫 = 𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑{𝑣𝑣1𝑤𝑤1, 𝑣𝑣2𝑤𝑤2,… , 𝑣𝑣𝑛𝑛𝑤𝑤𝑛𝑛}. The 
Gradient Vector and Hessian matrix, respectively in Equations (5) and 
(7), are used to obtain �⃗⃗̂�𝜷  using the Truncated Newton method 
(Komarek & Moore, 2005; Maalouf & Siddiqi, 2014). This study 
applied the Conjugate Gradient algorithm as the inner iteration in 
Truncated Newton, as used by Rahayu et al. (2012) and Harumeka et 
al. (2021). 
 
Logistic regression will produce biased parameters if applied to 
imbalanced data (King & Zeng, 2001). The addition of regularisation 
will also add to the bias (Maalouf & Siddiqi, 2014). For this reason, 
Maalouf and Siddiqi (2014) added an element of bias correction to the 
parameter estimation. The bias correction is shown in Equation (8): 
 

𝑩𝑩(�⃗⃗̂�𝜷 ) = (𝑿𝑿𝑻𝑻𝑫𝑫𝑿𝑿 + 𝜆𝜆𝑰𝑰)−1𝑿𝑿𝑻𝑻𝑫𝑫𝜉𝜉   
 
where 𝜉𝜉  is a vector whose i-th element has a value based on Equation 
(9): 
 

𝜉𝜉𝑖𝑖 = 0,5𝑄𝑄𝑖𝑖𝑖𝑖((1 + 𝑤𝑤1)𝜋𝜋�̂�𝑖 − 𝑤𝑤1), 𝑑𝑑 = 1,2,… , 𝑙𝑙  
 
where 𝑤𝑤1 is the weighting value for the minority class, 𝜋𝜋�̂�𝑖 is an 
estimator of 𝜋𝜋𝑖𝑖, and 𝑄𝑄𝑖𝑖𝑖𝑖 is the main diagonal element of the 𝑸𝑸 
covariance matrix as in Equation (10): 
 

𝑸𝑸 = 𝑿𝑿(𝑿𝑿𝑻𝑻𝑫𝑫𝑿𝑿 + 𝜆𝜆𝑰𝑰)−1𝑿𝑿𝑻𝑻  
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The bias equation in Equation (8) is also solved by using Truncated 
Newton with Conjugate Gradient based on Rahayu et al. (2012). 
Therefore, the bias-corrected parameter is obtained by Equation (11): 
 

�⃗⃗̃�𝜷 = �⃗⃗̂�𝜷 −  𝑩𝑩 (�⃗⃗̂�𝜷 )  
 
Equation (12) represents the estimator of probability of an event. 
 

�̃�𝜋𝑖𝑖 =
𝑒𝑒�⃗⃗�𝑿 𝑖𝑖

T�⃗⃗̃�𝜷 

1 + 𝑒𝑒�⃗⃗�𝑿 𝑖𝑖
T�⃗⃗̃�𝜷 
, 𝑖𝑖 = 1,2,… , 𝑛𝑛  

 
Partial beta testing is performed using the Wald Test (Hoshmer & 
Lemeshow, 2000). The Wald Test statistics is shown in Equation (13): 
 

𝑊𝑊𝑗𝑗 =

(

 �̃�𝛽𝑗𝑗

√𝑉𝑉𝑉𝑉�̂�𝑉(�̃�𝛽𝑗𝑗))

 

2

, 𝑗𝑗 = 0,1,2,… , 𝑝𝑝 

 
 

𝑊𝑊𝑗𝑗 follows 𝜒𝜒2 with one degree of freedom. Maalouf and Siddiqi (2014) 

mentioned that the variance of (�⃗⃗̃�𝜷 ) is described in Equation (14): 
 

𝑉𝑉𝑉𝑉�̂�𝑉 (�⃗⃗̃�𝜷 ) = ( 𝑛𝑛
𝑛𝑛 + 𝑝𝑝 + 1)

2
(𝑿𝑿𝑻𝑻𝑫𝑫𝑿𝑿+ 𝜆𝜆𝑰𝑰)−1  

 
Entropy-based Fuzzy Weighted Logistic Regression (EFWLR) 
 
Entropy-based Fuzzy Weighted Logistic Regression (EFWLR) 
adopted the use of Entropy-based Fuzzy membership in Entropy-based 
Fuzzy Support Vector Machine (EFSVM) as a substitute for weighing 
in RE-WLR (Harumeka et al., 2021). The regularised weighted natural 
logarithmic likelihood function of EFWLR has the same form as 
Equation (4). Nonetheless, the weights are assessed based on entropy-
based fuzzy membership by Fan et al. (2017). Therefore, the weight 
becomes Equation (15):  
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The bias equation in Equation 8 is also solved by using Truncated 
Newton with Conjugate Gradient based on Rahayu et al. (2012). 
Therefore, the bias-corrected parameter is obtained by Equation 11: 
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Equation 12 represents the estimator of probability of an event. 
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Partial beta testing is performed using the Wald Test (Hoshmer & 
Lemeshow, 2000). The Wald Test statistics is shown in Equation 13: 
 

𝑊𝑊𝑗𝑗 =

(

 �̃�𝛽𝑗𝑗

√𝑉𝑉𝑉𝑉�̂�𝑟(�̃�𝛽𝑗𝑗))

 

2

, 𝑗𝑗 = 0,1,2,… , 𝑝𝑝 

 
 

𝑊𝑊𝑗𝑗 follows 𝜒𝜒2 with one degree of freedom. Maalouf and Siddiqi (2014) 

mentioned that the variance of (�⃗⃗̃�𝜷 ) is described in Equation 14: 
 

𝑉𝑉𝑉𝑉�̂�𝑟 (�⃗⃗̃�𝜷 ) = ( 𝑛𝑛
𝑛𝑛 + 𝑝𝑝 + 1)

2
(𝑿𝑿𝑻𝑻𝑫𝑫𝑿𝑿+ 𝜆𝜆𝑰𝑰)−1  

 
Entropy-based Fuzzy Weighted Logistic Regression (EFWLR) 
 
Entropy-based Fuzzy Weighted Logistic Regression (EFWLR) 
adopted the use of Entropy-based Fuzzy membership in Entropy-based 
Fuzzy Support Vector Machine (EFSVM) as a substitute for weighing 
in RE-WLR (Harumeka et al., 2021). The regularised weighted natural 
logarithmic likelihood function of EFWLR has the same form as 
Equation 4. Nonetheless, the weights are assessed based on entropy-
based fuzzy membership by Fan et al. (2017). Therefore, the weight 
becomes Equation 15:  
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weighted natural logarithmic likelihood function of EFWLR has the 
same form as Equation 4. Nonetheless, the weights are assessed based 
on entropy-based fuzzy membership by Fan et al. (2017). Therefore, 
the weight becomes Equation 15: 

Procedures for Analysing the Effect of Physical Type of House

Figure 2 provides a summary of the procedures involved in utilising 
RE-WLR and EFWLR to determine how the physical type of a house 
affects household poverty.
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Equation (11) and partial beta testing was done using the Wald Test, 
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1. The dataset was divided into training and testing data using 
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classes with the entire dataset (Gareth et al., 2013). If the first 
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1. The dataset was divided into training and testing data using 
Stratified 5-fold Cross-Validation. This approach divided the 
dataset into five groups, called folds, with the same number 
of samples for each fold and the same proportion of minority 
classes with the entire dataset (Gareth et al., 2013). If the first 
fold was treated as the testing data, then the remaining fold was 
treated as the training data. This procedure was repeated five 
times.

5. The study used the optimal hyperparameter of RE-WLR and 
EFWLR from Procedure 4 to make the model from all datasets. 

6. By interpreting significant variables, particularly the physical 
type of housing variable, the created models were examined.

7. The optimal AUC of the dataset that contained the physical 
type of house in Procedure 4 was obtained. The next procedure 
was to determine the optimal AUC of the dataset that did not 
contain the physical type of house using the following steps: 
1) removing variables that were included in the physical type 

2.

3.

4.

(17)

19 
 

fold was treated as the testing data, then the remaining fold 
was treated as the training data. This procedure was repeated 
five times. 

2. �̅�𝑦 was calculated for each training data and 𝜏𝜏 was determined 
based on the estimated percentage of Surabaya’s poor 
population, which was 5.02 percent (BPS, 2020). Furthermore, 
this study also determined the entropy-based fuzzy 
membership value of each sample in the training data.  

3. �̅�𝑦 and 𝜏𝜏 were used to obtain the value of 𝑤𝑤𝑖𝑖 on RE-WLR, while 
entropy-based fuzzy membership was applied to determine the 
value of 𝑤𝑤𝑖𝑖 on EFWLR. 

4. RE-WLR had one hyperparameter, which was 𝜆𝜆. EFWLR had 
four hyperparameters, namely 𝑚𝑚,𝜑𝜑, 𝑘𝑘, and 𝜆𝜆. The study 
established 𝜆𝜆 based on the set of {0,00001; 0,0001; 0,001; 
0,01; 0,1; 1;10; 100; 1000; 100000}, 𝑘𝑘 based on the set of 
{3,5,7,9,11}, while 𝑚𝑚 and 𝜑𝜑 were set to 10 and 0.05, 
respectively. The optimal hyperparameter was obtained from 
the model that produced the largest Stratified 5-fold Cross-
Validation’s Area Under the Curve (AUC) from all predefined 
hyperparameter combinations. AUC represents classification 
accuracy. The Stratified 5-fold Cross-Validation’s AUC was 
computed by averaging the AUC value of each fold (Gareth et 
al., 2013) as in Equation 17: 
 

𝐴𝐴𝐴𝐴𝐴𝐴𝑐𝑐𝑐𝑐 =
1
5∑𝐴𝐴𝐴𝐴𝐴𝐴𝑘𝑘

5

𝑘𝑘=1
 

 
 

The AUC on each testing fold was estimated by using the 
trapezoidal method (Mason & Graham, 2002). 

5. The study used the optimal hyperparameter of RE-WLR and 
EFWLR from Procedure 4 to make the model from all 
datasets.  

6. By interpreting significant variables, particularly the physical 
type of housing variable, the created models were examined. 

7. The optimal AUC of the dataset that contained the physical 
type of house in Procedure 4 was obtained. The next procedure 
was to determine the optimal AUC of the dataset that did not 
contain the physical type of house using the following steps: 
1) removing variables that were included in the physical type 
of house, and 2) using Procedures 1 until 4 to obtain optimal 
AUC. Finally, the study compared the AUC obtained by the 
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of house, and 2) using Procedures 1 until 4 to obtain optimal 
AUC. Finally, the study compared the AUC obtained by the 
model that had a physical type of house and those that did not 
have it.

Figure 2

Analysing the Effect of Physical Type of House Procedure
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model that had a physical type of house and those that did not 
have it. 
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RESULTS AND DISCUSSION

The Optimal Hyperparameter of RE-WLR

Table 3 describes the Stratified 5-fold Cross-Validation’s AUC on 
each hyperparameter, λ. The optimal hyperparameter was indicated by 
numbers in bold. The highest AUC value was obtained when λ  equals 
10-3. The table also shows that the AUC value continues to decrease 
when λ is more than 10-3.

Table 3

Stratified 5-fold Cross-Validation’s AUC on Each RE-WLR 
Hyperparameter

λ AUC
10-5 0.9134
10-4 0.9135
10-3 0.9136
10-2 0.9135
10-1 0.9127
1 0.9010

101 0.8659
102 0.8263
103 0.8070
104 0.8055
105 0.8100

The Optimal Hyperparameter of EFWLR

EFWLR had more hyperparameters to be tuned than RE-WLR. 
Table 4 shows the Stratified 5-fold Cross-Validation’s AUC on each 
hyperparameter,  λ and k. The optimal hyperparameter was indicated 
by numbers in bold. The highest AUC value was obtained when  λ 
equalled 10-3 and k equalled 3. λ trended where every k had something 
in common. It showed a pattern up to a specific λ, and then it would 
decline till the experiment ended. For instance, when k was equal 
to 5, AUC increased until λ  equalled 10-2, after which it fell until λ 
was equal to 104. When λ was equal to 105 in all k, AUC marginally 
climbed once more.
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Table 4

Stratified 5-fold Cross-Validation’s AUC on each EFWLR 
Hyperparameter

k
3 5 7 9 11

10-5 0.9147 0.9135 0.9139 0.9103 0.9117
10-4 0.9147 0.9135 0.9139 0.9104 0.9118
10-3 0.9148 0.9135 0.9139 0.9109 0.9121
10-2 0.9144 0.9139 0.9130 0.9131 0.9146
10-1 0.9119 0.9111 0.9107 0.9104 0.9116
1 0.8991 0.8982 0.8979 0.8982 0.8990

101 0.8612 0.8617 0.8619 0.8626 0.8624
102 0.8224 0.8236 0.8237 0.8236 0.8237
103 0.8046 0.8054 0.8061 0.8067 0.8067
104 0.8056 0.8057 0.8055 0.8055 0.8059
105 0.8103 0.8101 0.8101 0.8101 0.8102

Formed Model

The optimal lambda on RE-WLR and EFWLR had the same value, 
which was 10-3. The estimation results with optimal hyperparameters 
are presented in Tables 5 and 6. According to RE-WLR, four factors—
the number of household members, the head of family’s education 
level, the availability of drinking water, and the floor area per capita—
significantly (α=0.05) affected the likelihood that a household would 
be classified as poor. The significant variables are marked in bold in 
Table 5. According to the p-value, the roof type was significant, but 
the data, both descriptive and modelling, showed a different direction 
from the previous study. The lower the quality of roof type, the greater 
the tendency for households to be categorised as poor (Triasmoro et 
al., 2018b; Zainal et al., 2012). Therefore, this study considered that 
this variable was insignificant. The only variable from the physical 
type of a house factor significantly affecting the likelihood that a 
household would be classified as poor was floor area per capita. In 
contrast, the roof type, wall type, and floor type did not significantly 
affect it.
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Table 5

RE-WLR Full Model

Variables β p-value Odd Ratio
Intercept -6.6762 0.0003 -

X1 0.5373 0.1686 1.7114

X2 0.5078 0.0000 1.6616

X3 1.0936 0.0008 2.9850

X4 1.1645 0.0018 3.2043

X5 3.1798 0.0596 24.0424

X6 -0.1936 0.0000 1.2136

X7 -1.0058 0.0061 2.7340

X8 0.3250 0.6353 1.3840

X9 0.7374 0.1015 2.0904

Gold asset ownership became significant in EFWLR. Therefore, five 
variables significantly affected the probability of a household being 
categorised as poor on EFWLR, namely the number of household 
members, head of household’s education level, drinking water facility, 
gold asset ownership, and floor area per capita. The significant 
variables are marked in bold and presented in Table 6. For the same 
reason as RE-WLR, this study made roof type an insignificant variable. 
Compared to households without gold holdings, those that did have a 
chance to be classified as non-poor roughly 31 times more frequently.

Table 6

EFWLR Full Model

Variables β p-value Odd Ratio
Intercept -7.1271 0.0001 -

X1 0.5396 0.2119 1.7154

X2 0.5250 0.0000 1.6904

X3 1.2056 0.0008 3.3389

X4 1.1502 0.0049 3.1589
(continued)
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Variables β p-value Odd Ratio
X5 3.4380 0.0406 31.1258
X6 -0.2006 0.0000 1.2221

X7 -1.0156 0.0122 2.7610

X8 0.3875 0.5990 1.4733
X9 0.7070 0.1501 2.0280

Comparison of AUC with and without the Physical Type of House 
in the Model

The effect of the physical type of house on AUC is shown in Figure 3. 
When the variables of the physical type of house were removed from 
the model, the AUC value of the RE-WLR model was reduced from 
0.9136 to 0.8517 (-6.78%). Under the same treatment, the EFWLR 
model’s AUC also decreased from 0.9148 to 0.8521 (-6.85%). 

Figure 3

Comparison of the AUC Model with and Without the Physical Type 
of House
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is feared that this factor will no longer be able to distinguish between 
households that are poor or not, and there will be households that 
are classified as poor but have a good physical type of house. This 
study aimed to examine whether it is still possible to categorise 
poor households in urban areas using the physical type of houses. 
Two methods, namely Rare Event Weighted Logistic Regression 
(RE-WLR) and Entropy-based Fuzzy Weighted Logistic Regression 
(EFWLR), were used to answer this objective.

First, the accuracy of EFWLR was slightly higher than the accuracy 
of RE-WLR. From the significance test, the statistically significant 
variables obtained by RE-WLR were the number of household 
members, head of household’s education level, drinking water facility, 
and floor area per capita, while the significant variables obtained from 
EFWLR were the number of household members, head of household’s 
education level, drinking water facility, gold asset ownership, and 
floor area per capita. Floor area per capita was the only significant 
variable for the physical type of house. The other three variables, 
namely roof type, wall type, and floor type, did not significantly affect 
the probability of a household being categorised as poor. Second, 
the elimination of the physical type of house from the model would 
reduce the AUC value by 6.78 percent on RE-WLR, and 6.85 percent 
on EFWLR. 

Based on variable significance, in the first outcome, only floor area per 
capita could still be used to categorise poor households. Nevertheless, 
depending on accuracy (the second outcome), the use of the physical 
type of house can increase the accuracy of the model. Therefore, it is 
still possible to categorise poor households in urban areas, especially 
Surabaya, using the physical type of house variables. 
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