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The possible compatibility of density matrices for single-party subsystems is described by linear
constraints on their respective spectra. Whenever some of those quantum marginal constraints
are saturated, the total quantum state has a specific, simplified structure. We prove that these
remarkable global implications of extremal local information are stable, i.e. they hold approximately
for spectra close to the boundary of the allowed region. Application of this general result to fermionic
quantum systems allows us to characterize natural extensions of the Hartree-Fock ansatz and to
quantify their accuracy by resorting to one-particle information, only: The fraction of the correlation
energy not recovered by such an ansatz can be estimated from above by a simple geometric quantity
in the occupation number picture.
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Introduction.— The exact treatment of interacting
many-body quantum systems is quite challenging. This
has its origin in the exponential scaling of the total sys-
tem’s Hilbert space dimension as the system size in-
creases. Consequently, further physical structure needs
to be exploited to allow for a computationally afford-
able, more efficient (approximate) description: Physical
systems typically exhibit only one- and two-particle in-
teractions. The relevant physical properties are therefore
strongly related to the one- and two-particle picture. In
particular the calculation of the ground state amounts
to a variational minimization involving only two-particle
reduced density matrices (rather than the full N -particle
wave function). Such approaches exploiting reduced-
particle pictures are the most natural and successful ones
in practice. Prominent examples for the case of fermions
are Density-Functional- [1] and Reduced-Density-Matrix-
Functional-Theory [2, 3] based on the one-particle pic-
ture and for the two-particle picture partial solutions of
the two-body N -representability problem in the form of
outer approximation to the set of valid two-particle re-
duced density matrices (see, e.g., Refs. [4–12]).

A complementary question has gained tremendous
physical relevance inspired by the successful development
of quantum information theory: How much information
in reduced particle descriptions is required to uniquely
determine the total multipartite quantum state? A lot
of effort has been spent on this very general and math-
ematically highly challenging question. Among several
important insights [13–27] there is one result which de-
serves particular attention: It has been shown [28] that
(generic) pure multipartite quantum states are uniquely
determined given some specific reduced density matri-
ces of a fraction of 2/3 of the parties. In this letter we
show that in case of so-called “(quasi)extremal local in-

formation” (specified below) significant structural sim-
plifications for the multipartite state follow already from
the single-party reduced density matrices. Application
of this striking result to the case of fermionic quantum
systems allows us to characterize natural extensions of
the Hartree-Fock ansatz and quantify the accuracy by
resorting to one-fermion information, only.

(Quasi)extremal local information.— In the following
we consider a multipartite quantum system consisting
of subsystems S1,S2, . . . ,SN . We assume for the mo-
ment that these single-party systems are distinguishable
and that their respective Hilbert spaces are all finite, d-
dimensional. We also assume that the total system is in
a pure state |Ψ〉 ∈ H and denote the respective single-
party reduced density-matrices by ρS1 , . . . , ρSN . The fact
that those marginals originate via partial trace from the
same total state |Ψ〉 exposes strong relations on them: In
a mathematical breakthrough [29–33] it has been shown
that given density matrices ρS1 , . . . , ρSN are compatible if

and only if their set ~λ ≡ (~λS1 , . . . ,
~λSN ) of spectra obeys

specific linear constraints (with integer coefficients). By
arranging each spectrum in decreasing order those quan-
tum marginal constraints define a high-dimensional poly-
tope P ⊂ RNd of mathematically possible spectra ~λ (see
Ref. [34] for an elementary review). The form of this
polytope strongly depends on the dimension of the local
Hilbert spaces, the number of subsystems and on possi-
ble additional restrictions (as, e.g., symmetries of |Ψ〉).
The prime example is the one of N qubits: Their single
qubit-reduced density matrices ρ1, . . . , ρN are compatible
if and only if their spectra obey the inequalities [35]

Di(~λ) ≡ −λ(2)
i +

∑
j 6=i

λ
(2)
j ≥ 0 , (1)
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for all i. Here, λ
(2)
i denotes the smaller eigenvalue of the

i-th qubit reduced density matrix ρi, λ
(1)
i = 1−λ(2)

i , and

we introduce ρi ≡ λ(1)
i |1〉〈1|+ λ

(2)
i |2〉〈2|.

Particular physical relevance of the quantum marginal
constraints is given whenever the total spectral vector
~λ lies on the boundary ∂P of the polytope P. In case
of such “extremal local information” the corresponding
physical system is not only limited in its response to ex-
ternal unitary perturbations but remarkable structural
simplifications follow for the quantum state of the total
system. To demonstrate this, saturation of a constraint
Di (1) implies a drastic reduction to only N of the 2N

product states |i1, . . . , iN 〉, ik = 1, 2, which contribute to
the total state |Ψ〉. For i = 1, e.g., these are |1, . . . , 1〉
and |2, 2, 1, 1, . . .〉, |2, 1, 2, 1, 1, . . .〉,. . . ,|2, 1, . . . , 1, 2〉. In
general, such selection rules implied by extremal local
information can be stated in a compact form: Whenever
a constraint D

(
~λS1 , . . . ,

~λSN
)
≥ 0 is saturated, any com-

patible total state |Ψ〉 fulfills [36, 37]

D̂Ψ |Ψ〉 ≡ D
[(
n̂

(i)
Ψ,S1

)d
i=1

, . . . ,
(
n̂

(i)
Ψ,SN

)d
i=1

]
|Ψ〉 = 0 , (2)

where, e.g., n̂
(i)
Ψ,S1 ≡ |i〉S1S1〈i| ⊗ 1S2 ⊗ . . . ⊗ 1SN with

|i〉S1 the eigenvector of ρS1 corresponding to its i-th

largest eigenvalue λ
(i)
S1 . Due to the linearity of the

quantum marginal constraints, one has 〈Ψ|D̂Ψ|Ψ〉 =

D
(
~λS1 , . . . ,

~λSN
)
. Hence, Eq. (2) amounts to a simple

selection rule for the product states built up from the lo-
cal eigenstates |i1〉S1 , . . . , |iN 〉SN : The general expansion

|Ψ〉 =
∑

(i1,...,iN )∈ID

ci1,...,iN |i1, . . . , iN 〉 , (3)

restricts to configurations (i1, . . . , iN ) ∈ ID, namely
those fulfilling D̂Ψ|i1, . . . , iN 〉 = 0 (see example above).
This remarkable structural simplification (3) based on
(2) has a deep mathematical origin [36]. On the other
hand, however, it concerns a set of quantum states of
measure zero. The crucial question from a physical view-
point is therefore the one about the stability of con-
ditions (2) and (3), respectively: Does ~λ close to the
polytope boundary (“quasiextremal local information”),

D
(
~λS1 , . . . ,

~λSN
)
≈ 0, imply approximately that simpli-

fied structure (3)? In the following we answer this ques-
tion by ‘Yes’.

Due to the particular relevance of the quantum
marginal constraints for fermions and due to the elegance
of the second quantization we present our derivation for
the setting of N identical fermions with an underlying

one-particle Hilbert space H(d)
1 of dimension d. The

case of a quantum system without exchange symmetry
is treated in the same fashion. Let us now consider one
of the quantum marginal constraints, called generalized

Pauli constraints,

D(~λ) = κ0 +

d∑
j=1

κjλ
(j) ≥ 0 , (4)

with κi ∈ Z. For a fixed state |Ψ〉 ∈ ∧N [H(d)
1 ], with

one-particle reduced density matrix,

ρ1 ≡ NTrN−1

[
|Ψ〉〈Ψ|

]
≡

d∑
j=1

λ(j)|j〉〈j| , (5)

we define the corresponding D̂Ψ-operator (2). By in-

troducing the particle number operators n̂
(j)
Ψ in second

quantization with respect to the eigenvectors |j〉 of ρ1 it
reads

D̂Ψ = κ01 +

d∑
i=1

κj n̂
(j)
Ψ . (6)

The general idea is now to define an artificial time-
evolution/flow acting on |Ψ〉 ≡ |Ψ(t = 0)〉 with the effect

that the respective vector ~λ(t) of |Ψ(t)〉 converges to the
polytope facet FD (defined by D = 0). If the change of
|Ψ(t)〉 is not too large we can then relate |Ψ〉 to the state
|Ψ∞〉 ≡ limt→∞ |Ψ(t)〉 which has the simplified structure
implied by Eq. (2).

A promising candidate for such a flow is defined by the
differential equation (justified retrospectively),

d

dt
|Ψ(t)〉 = −

(
1− |Ψ(t)〉〈Ψ(t)|

)
D̂Ψ(t)|Ψ(t)〉. (7)

This differential equation with the initial condition
|Ψ(0)〉 = |Ψ〉 has a unique solution as long as ~λ(t) remains
nondegenerate. Note that the first factor guarantees that
the L2-norm ‖Ψ(t)‖ ≡

√
〈Ψ(t)|Ψ(t)〉 is constant. The

one-particle reduced density matrix evolves as

ρ̇1(t) = NTrN−1

[
|Ψ̇(t)〉〈Ψ(t)|+ |Ψ(t)〉〈Ψ̇(t)|

]
, (8)

where the ‘dot’ stands for d
dt . By perturbation theory, we

can determine the change d
dtλ

(i)(t) of all eigenvalues and

therefore the change of D(~λ(t)), as well. An elementary
but lengthy calculation yields [38]

d

dt
D(~λ(t)) = −2 VarΨ(t)D̂Ψ(t) . (9)

Eq. (9) justifies retrospectively the definition of the flow

(7). It reduces the distance D(~λ(t)) of ~λ(t) to the poly-
tope facet FD as long as the variance VarΨ(t)D̂Ψ(t) ≡
〈D̂ 2

Ψ(t)〉Ψ(t) − 〈D̂Ψ(t)〉 2Ψ(t) does not vanish. Even further,

since D̂Ψ(t) has an integer-valued spectrum we can con-

clude that whenever D(~λ) is small but nonzero |Ψ(t)〉
has weight in more than one eigenspace of D̂Ψ(t), i.e. the
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variance cannot vanish. To be more specific, one proves
[38]

VarΨ(t)D̂Ψ(t) ≥ D(~λ(t))
[
1−D(~λ(t))

]
. (10)

which together with (9) leads to (assuming D(~λ(t)) ≤ 1
2 )

d

dt
D(~λ(t)) ≤ −2D(~λ(t))

[
1−D(~λ(t))

]
≤ −D(~λ(t)) .

(11)

Eq. (11) implies an exponential decay, 0 ≤ D(~λ(t)) ≤
D(~λ(0))e−t. Hence, D(~λ(t))→ 0 for t→∞, as we were
hoping for.

It is important that the flow (7) does not change the
quantum state |Ψ〉 too much. To confirm this we observe∥∥Ψ̇(t)

∥∥2
=
∥∥(1− |Ψ(t)〉〈Ψ(t)|)D̂Ψ(t)Ψ(t)

∥∥2

= VarΨ(t)D̂Ψ(t) .
(12)

This allows us by integrating both sides of Eq. (12) be-
tween 0 ≤ t1 ≤ t2, to estimate the change of the quantum
state, leading to [38]

‖Ψ(t2)−Ψ(t1)‖ ≤
√

2D(~λ(t1))−
√

2D(~λ(t2)) . (13)

Eq. (13) implies that Ψ∞ ≡ limt→∞Ψ(t) exists, and

‖Ψ∞ −Ψ‖ ≤
√

2D(~λ) . (14)

Eq. (14) is the result we were aiming at. A quantum
state |Ψ〉 is close to a quantum state |Ψ∞〉 exhibiting
the simplified structure 3 implied by Eq. (2) whenever

its occupation number vector ~λ is close to the polytope
facet FD.

Note that in the above derivation we have assumed
that the eigenvalues λ(i)(t) are nondegenerate for all

times t. This can be ensured if the initial D(~λ) is small
compared to mini{λ(i) − λ(i+1)}, since the latter one de-
pends continuously on |Ψ〉 and the former puts a uni-
form (in t) upper bound on ‖Ψ(t)−Ψ‖ (recall Eq. (13)).
There is little doubt that our results also hold in the
case of (quasi-)degenerate occupation numbers: In [38]
we present a brute-force proof for the specific setting
(N, d) = (3, 6) including the case of degenerate occupa-
tion numbers. Monte-Carlo sampling allows us to extend
this to the settings (3, 7), (4, 7).

We also would like to stress that according to Eq. (14)
|Ψ〉 has the approximately simplified structure (3) with
respect to the natural orbitals of |Ψ∞〉. Hence, the ulti-
mate result states that any multipartite quantum state
|Ψ〉 can be approximated by the structural simplified
form corresponding to saturation of a quantum marginal
constraint D up to an error bounded by

1− ‖P̂ (B1)
D Ψ‖2 ≤ 2D(~λ) , (15)

namely the distance of ~λ to the corresponding polytope
facet FD. Here, B1 denotes the unspecified reference ba-

sis (bases) for the local Hilbert space(s) H(d)
1 and P̂

(B1)
D

denotes the projection operator on the zero-eigenspace
of the corresponding D̂B1-operator (6) (or (2) for distin-
guishable subsystems). Only for the case of no approxi-
mate degeneracies, B1 is given by the eigenvectors of the
single-party marginal(s).

Extensions of the Hartree-Fock ansatz.— In the fol-
lowing, we discuss an interesting implication of our main
result (15) concerning natural extensions of the Hartree-
Fock variational ansatz. The Hartree-Fock ansatz re-
stricts the variational ground state search to the man-
ifold M0,0 of single Slater determinants. The index
(0, 0) of M0,0 should indicate that the corresponding
active space consists of 0 active electrons and 0 ac-
tive orbitals. Clearly, |Ψ〉 ∈ M0,0 is equivalent to
~λ = (1, . . . , 1, 0, . . .) ≡ ~λHF . This allows us to character-
ize the Hartree-Fock ansatz alternatively: It corresponds
to {~λHF }, a (zero-dimensional) facet of the polytope P
defined by all those ~λ whose entries λ(i) attain one of the
bounds of the Pauli constraints 0 ≤ λ(i) ≤ 1 for all i. In
case of increasing correlations the size of the active space
needs to be increased. In general, if r ≡ N−Na electrons
are frozen and additional s ≡ d − da − N + Na orbitals
are inactive the corresponding quantum states form an
active space manifoldMNa,da . MNa,da can alternatively
be characterized by the corresponding facet of P formed
by the vectors ~λ = (1, . . . , 1︸ ︷︷ ︸

r

, ~λa, 0, . . . , 0︸ ︷︷ ︸
s

) saturating the

collective Pauli constraint Sr,s(~λ) ≡
∑r
i=1(1− λ(i)) +∑d

j=d−s+1 λ
(j) ≥ 0. The respective variational method

based on MNa,da ≡ MSr,s is called Complete Active
Space Self-Consistent-Field (CASSCF) ansatz [39]. Its
relevance and success for the analysis of ground states
of atoms and molecules is based on the fact that those
systems approximately saturate some of the Pauli con-
straints. In a similar fashion we can also define extremal
parts of the polytope P by saturation of one (or more)
generalized Pauli constraint(s) D. This would then give
rise to a respective state manifold MD containing all
states which have the simplified structure (3) implied by
(2) with respect to some local reference basis B1. The
debate [36, 40–55] on the physical relevance of the gen-
eralized Pauli constraints is, however, still ongoing.

Based on our main result (15) we will now provide an
intriguing estimate of the numerical quality of such vari-
ational ansatzes defined through extremal one-particle
information. By quantitative means, we will show that
such an ansatz based on a facet FD of P corresponding
to saturation of some (generalized) Pauli constraint(s) re-

constructs most of the correlation energy whenever ~λ0 of
the ground state |Ψ0〉 of the Hamiltonian Ĥ lies close
to FD. For this, we denote by |ΨD〉 the variational

ground state with corresponding vector ~λD and energy
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ED. Moreover, we introduce the Hartree-Fock ground
state |ΨHF 〉 which has the energy EHF (see also Fig. 1).

First, by referring to the energy gap E
(−)
ex −E0 between

the ground state and first excited state we can relate
for any quantum state |Ψ̃〉 its energy expectation value
Ẽ ≡ 〈Ψ̃|Ĥ|Ψ̃〉 relative to the ground state energy to its
L2-weight outside the ground state subspace HE0 (see
Lemma 4 in [38]). Indeed, when Ẽ lies close to E0 relative
to the gap most of the weight of |Ψ̃〉 has to lie within the
ground state subspace. On the other hand, if Ẽ−E0 > 0
at least some weight has to lie on the excited states of
Ĥ. Combining this relation between the energy and the
N -particle picture with the one between the one- and the
N -particle picture derived above (cf. Eq. (15)) leads to a
striking relation between the energy and the one-particle
picture (assuming Ĥ has a unique ground state): The
energy error ∆ED ≡ ED − E0 of the variational ansatz
based on the polytope-facet FD is bounded from above
[38]

∆ED ≤ C D(~λ0) , (16)

where C ≡ 2(E
(+)
ex −E0). From a geometrical viewpoint,

Eq. (16) states that the energy error is linearly bounded

from above by the distance D(~λ0) of the spectral vector
~λ0 of the ground state to the respective facet FD.

Even a more sophisticated estimate can be found [38]

∆ED
Ecorr

≤ K D(~λ0)

S(~λ0)
, (17)

where Ecorr ≡ EHF − E0 is the omnipresent correlation

energy and K ≡ 2N(E
(+)
ex − E0)/(E

(−)
ex − E0). Estimate

(17) states that the fraction ∆E/Ecorr of the total cor-
relation energy Ecorr not recovered by the variational
ansatz based on FD is bounded by the ratio D(~λ0)/S(~λ0)

of ~λ0’s distances D(~λ0) to FD and S(~λ0) to the Hartree-

Fock point ~λHF (see also Fig. 1). We also would like
to stress that the universality of (16) and (17), holding
for all Ĥ with non-degenerate ground state, inevitably

FIG. 1. Left: Illustration of the distances D(~λ0) and S(~λ0)

of ~λ0 (5) for the ground state |Ψ0〉 to the polytope facet
FD (defining the variational ansatz) and to the Hartree-Fock

point ~λHF , respectively. Right: Energy spectrum of the
Hamiltonian Ĥ is shown in black, Hartree-Fock energy EHF

and the variational energy ED corresponding to FD in gray.

implies that the prefactors C and K depend linearly on

E
(+)
ex . This is due to the fact that without further speci-

fication of the Hamiltonian the small weight of |ΨD〉 out-
side the ground state space could, at least in principle,
lie on the highest excited state. In practice, however, one
can expect that this weight lies mainly on the lowest few
excited states which would improve the constants C and
K, significantly.

Summary and Conclusion.— We have proven by ex-
ploiting an elegant flow-approach that significant struc-
tural simplifications follow for the total, multipartite
quantum state whenever the spectra of the single-party
marginals lie close to (or even on) the boundary of the
allowed region (polytope). This implication of “quasiex-
tremal local information” is remarkable since the unique
determination of generic quantum states of, e.g., a 300-
party system requires the knowledge of marginals of size
possibly up to 200 [28] (which is rather difficult to access
in experiments).

A comment is in order regarding the possible pres-
ence of quasiextremal local information. In contrast to
generic quantum states, typically not exhibiting quasiex-
tremal local information, the situation can be quite dif-
ferent for ground states of physical systems with local
interactions. This is for instance the case for systems of
confined fermions. There, one observes an (approximate)
saturation of some Pauli constraints which has its origin
in the strong conflict between energy minimization and
exchange symmetry. This is also the reason for the suc-
cess of the Complete-Active Space Self-Consistent Field
method exploiting the corresponding structural simplifi-
cations (‘reduced active space’) based on Eq. (2).

In the form of estimates (16) and (17) we have also
revealed an intriguing universal relation between the nu-
merical quality of prominent variational methods and the
distance of the one-fermion density matrix ρ1 to the poly-
tope boundary. We expect that this may stimulate fruit-
ful follow-up ideas. Just to name one, recall that Re-
duced Density Matrix Functional Theory seeks an exact
functional F of ρ1 whose minimization yields the correct
ground state energy and the respective ρ1. While the ex-
istence of the polytope P is taken into account so far only
by the restriction of the minimization process to P [49],
our work shows that the whole vicinity of the polytope
boundary ∂P should play an important role: Density ma-
trices ρ1 near ∂P correspond to very specific N -fermion
quantum states. Hence, the exact functional F needs to
include a term with a strongly repulsive behavior close
to the polytope-boundary.
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Supplemental Material

FLOW-BASED PROOF OF THE STABILITY

We provide technical details used in the flow-based derivation of the structural implications in case of quasiextremal
local information.

Proof of Eq. (9)

We recall Eqs. (4-8), in particular the form of the one-particle reduced density matrix ρ1(t) ≡
∑d
i=1 λ

(i)(t)|i(t)〉〈i(t)|,
and introduce the particle number operator n̂i(t) acting on the N -fermion Hilbert space for the eigenstate |i(t)〉 of
ρ1(t). Rayleigh-Schrödinger perturbation theory applied to ρ1(t) then yields (where the ‘dot’ stands for d

dt )

d

dt
D(~λ(t)) =

d∑
i=1

κiλ̇
(i)(t)

=

d∑
i=1

κi〈i(t)|ρ̇1(t)|i(t)〉

=

d∑
i=1

κi Tr1

[
|i(t)〉〈i(t)|ρ̇1(t)

]
= N

d∑
i=1

κi Tr1

[
|i(t)〉〈i(t)|TrN−1

[
|Ψ̇(t)〉〈Ψ(t)|+ |Ψ(t)〉〈Ψ̇(t)|

]]
=

d∑
i=1

TrN

[
κin̂i(t)

(
|Ψ̇(t)〉〈Ψ(t)|+ |Ψ(t)〉〈Ψ̇(t)|

)]
= TrN

[
D̂Ψ(t)

(
|Ψ̇(t)〉〈Ψ(t)|+ |Ψ(t)〉〈Ψ̇(t)|

)]
= −TrN

[
D̂Ψ(t)

((
1− |Ψ(t)〉〈Ψ(t)|

)
D̂Ψ(t) |Ψ(t)〉〈Ψ(t)|+ |Ψ(t)〉〈Ψ(t)| D̂Ψ(t)

(
1− |Ψ(t)〉〈Ψ(t)|

))]
= −2

{
TrN

[
D̂2

Ψ(t) |Ψ(t)〉〈Ψ(t)|
]
−
(

TrN
[
D̂Ψ(t) |Ψ(t)〉〈Ψ(t)|

])2 }
= −2 VarΨ(t)D̂Ψ(t) .

(S1)

The formula for the first order correction according to Rayleigh-Schrödinger perturbation theory has been used in the
second line. In the fourth to last line we have used in particular TrN

[
|Ψ(t)〉〈Ψ̇(t)|

]
= 0 and in the third to last line

the definition of the flow, Eq. (7).

Proof of Eq. (10)

Let us first explain why one may expect an estimate of a form similar to Eq. (10). We are considering for a fixed
quantum state |Ψ〉 the operator D̂Ψ given by Eq. (6) (the time-dependence of those quantities is not relevant and
we suppress it). It is crucial that the operator D̂Ψ has an integer-valued spectrum following from the fact that the

quantum marginal constraints (4) have integer coefficients. Moreover, we have 〈Ψ|D̂Ψ|Ψ〉 = D(~λ). Let us now assume

that D(~λ) has a finite distance to the next integer, i.e. a finite distance to the closest eigenvalue of D̂Ψ. Consequently,
the corresponding quantum state |Ψ〉 needs to have weight on at least one eigenstate with an eigenvalue larger than

D(~λ) and on one with an eigenvalue smaller than D(~λ). Hence, the variance of D̂Ψ cannot vanish (recall that the
variance of an operator vanishes if and only if the state lies in an eigenspace of that operator). Therefore, the quantity

D(~λ) (by assuming it to be smaller than 1) should provide a lower bound on VarΨD̂Ψ. Indeed, the following lemma
on random variables which we are going to prove below will establish such a relation (namely Eq. (10)):
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Lemma 1. Let X be a real-valued random variable, a, b ∈ R with Prob(X ∈ (a, b)) = 0, µ = EX the expectation
value of X and σ2 = EX2 − µ2 its variance such that a < µ < b . Then

σ2 ≥ (µ− a)(b− µ)

Proof. By assumption, Prob(|X − a+b
2 | ≥

b−a
2 ) = 1, therefore

EX2 − µ2 = E

[(
X − a+ b

2

)2

−
(
a+ b

2

)2

+ (a+ b)X

]
− µ2

≥
(
b− a

2

)2

−
(
a+ b

2

)2

+ (a+ b)µ− µ2

= (µ− a)(b− µ).

We apply Lemma 1 to the random variable X corresponding to (D̂Ψ, |Ψ〉). This is the random variable which
attains only values X ∈ spec(D̂Ψ) and those with probabilities 〈Ψ|P̂∆|Ψ〉, where P̂∆ is the projector on the eigenspace

of D̂Ψ with eigenvalue ∆. By choosing a = 0 and b = 1 estimate (10) follows (where µ ≡ 〈Ψ|D̂Ψ|Ψ〉 = D(~λ)).

Proof of Eq. (13)

To derive Eq. (13) we apply the (second) fundamental theorem of calculus to d|Ψ(t)〉/dt ≡ |Ψ̇(t)〉 to express for
0 ≤ t1 ≤ t2 the difference |Ψ(t2)〉 − |Ψ(t1)〉 as an integral,∥∥Ψ(t2)−Ψ(t1)

∥∥ =
∥∥∥ ∫ t2

t1

Ψ̇(t)dt
∥∥∥

≤
∫ t2

t1

∥∥Ψ̇(t)
∥∥dt

=

∫ t2

t1

√
VarΨ(t)D̂Ψ(t) dt

=
1√
2

∫ t2

t1

√
− d

dt
D(~λ(t)) dt

=
1√
2

∫ t2

t1

− d
dtD(~λ(t))√
− d
dtD(~λ(t))

dt

≤ 1√
2

∫ t2

t1

− d
dtD(~λ(t))√
D(~λ(t))

dt

= − 1√
2

∫ D(~λ(t2))

D(~λ(t1))

dD√
D

=

√
2D(~λ(t1))−

√
2D(~λ(t2))

≤
√

2D(~λ(t1)) .

(S2)

In the third line we have used Eq. (12), in line four Eq. (9) and in the fourth to last line estimate (11).

BRUTE-FORCE PROOF OF THE STABILITY FOR THE SETTING (3, 6)

The generalized Pauli constraints for the Borland-Dennis setting, (N, d) = (3, 6), read [56]

λ1 ≥ λ2 ≥ . . . ≥ λ6 ≥ 0 (S3)

λ1 + λ6 = λ2 + λ5 = λ3 + λ4 = 1 (S4)

D(~λ) ≡ 2− (λ1 + λ2 + λ4) ≥ 0 . (S5)
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Since the constraints (S4) take the form of equalities they imply universal structural simplifications for any state

|Ψ〉 ∈ ∧3[H(6)
1 ]. |Ψ〉’s most general form is namely given by

|Ψ〉 = α|1, 2, 3〉+ β|1, 2, 4〉+ γ|1, 3, 5〉+ δ|2, 3, 6〉+ ν|1, 4, 5〉+ µ|2, 4, 6〉+ ξ|3, 5, 6〉+ ζ|4, 5, 6〉 , (S6)

where the states |k〉, k = 1, 2, . . . , 6, are the eigenstates of ρ1. Hence, (S6) is a self-consistent expansion.
In case of saturation of the generalized Pauli constraint (S5) further simplifications follow according to the selection

rule (2) and (3), respectively (with the D̂Ψ-operator given by Eq. (6)),

|Ψ〉 = α|1, 2, 3〉+ ν|1, 4, 5〉+ µ|2, 4, 6〉 . (S7)

We now prove that every quantum state with ~λ close to the polytope facet corresponding to saturation of (S5) has
approximately the form (S7). Actually, we prove even a stronger statement. We show that every quantum state can
be written as

|Ψ〉 = U3,4

[
α|1, 2, 3〉+ ν|1, 4, 5〉+ µ|2, 4, 6〉

]
+ |ΨR〉 (S8)

where |i〉 are the eigenstates of the one-particle reduced density matrix of |Ψ〉, U34 an appropriate unitary transfor-
mation ‘rotating’ in the subspace |3〉, |4〉, and

‖ΨR‖ ≤ 2
D(~λ)

1−D(~λ)
≤ 4D(~λ) . (S9)

To prove this statement we will use some results already derived in Ref. [46]. The eight coefficients α, . . . , ζ obey
further restrictions (‘self-consistency conditions’), guaranteeing that the eigenvalues of ρ1 are decreasingly ordered
and that ρ1 is diagonal with respect to its eigenstates |k〉, k = 1, 2, . . . , 6. Consequently, we have

λ4 = |β|2 + |µ|2 + |ν|2 + |ζ|2

λ5 = |γ|2 + |ν|2 + |ξ|2 + |ζ|2

λ6 = |δ|2 + |µ|2 + |ξ|2 + |ζ|2 (S10)

and the largest three eigenvalues follow from Eq. (S4). In the following, we choose λ4, λ5 and λ6 as the free variables.
The following two theorems proven in Ref. [46] will be needed.

Theorem 2. For |Ψ〉 ∈ ∧3[H(6)
1 ] expanded according to Eq. (S6) one has

|ξ|2 + |ζ|2 ≤ D(~λ) . (S11)

and

Theorem 3. For |Ψ〉 ∈ ∧3[H(6)
1 ] expanded according to Eq. (S6) one finds

‖P̂ (Ψ)
π3,4D

Ψ‖2L2 = |β|2 + |γ|2 + |δ|2 ≤ D(~λ)

λ3 − λ4
+ 3D(~λ) . (S12)

Here, π3,4 denotes the swapping of the third and fourth entry of the vector ~λ ∈ P ⊂ R6 and P̂
(Ψ)
D is the projector onto

the zero-eigenspace of the operator D̂Ψ (6).

The idea is now to first exploit the diagonality of ρ1 with respect to its eigenstates, i.e.

0 = 〈1|ρ1|6〉 = αδ∗ + βµ∗ + νζ∗ + γξ∗ (S13)

0 = −〈2|ρ1|5〉 = αγ∗ + βν∗ + δξ∗ + µζ∗ (S14)

0 = 〈3|ρ1|4〉 = αβ∗ + γν∗ + δµ∗ + ξζ∗ . (S15)

For an approximate saturation of the generalized Pauli constraint D we can (approximately) neglect ξ, ζ according to
Theorem 2. Then, in a second step one can realize an orbital rotation

|3〉 → |3̃〉 , |4〉 → |4̃〉 , |i〉 → |̃i〉 = |i〉 , i = 1, 2, 5, 6 , (S16)
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such that the state |Ψ〉 has indeed the structure (S7) (up to a small error of the order D(~λ)). That such a unitary
transformation exists follows from Eqs. (S13), (S14). Now we implement such a transformation for the case of ξ, ζ
finite.

Since any quantum state |Ψ〉 always carries some significant weight on the α and/or β-configuration we define

|3̃〉 ≡ α|3〉+ β|4〉√
|α|2 + |β|2

, |4̃〉 ≡ −β
∗|3〉+ α∗|4〉√
|α|2 + |β|2

. (S17)

Alternatively, this means

|3〉 ≡ α∗|3̃〉+ β|4̃〉√
|α|2 + |β|2

, |4〉 ≡ β∗|3̃〉 − α|4̃〉√
|α|2 + |β|2

. (S18)

On the level of |Ψ〉 the unitary transformation leads to

U3,4|Ψ〉 = α̃|1, 2, 3〉+ β̃|1, 2, 4〉+ γ̃|1, 3, 5〉+ δ̃|2, 3, 6〉+ ν̃|1, 4, 5〉+ µ̃|2, 4, 6〉+ ξ̃|3, 5, 6〉+ ζ̃|4, 5, 6〉 . (S19)

The hope is now that this transformation will not only imply β̃ = 0, according to construction, but also γ̃, δ̃ ≈ 0.
Notice that whenever ξ, ζ ≈ 0 we also have ξ̃, ζ̃ ≈ 0. In the following we will confirm that this is the case whenever
D(~λ) is sufficiently small. First, we calculate

γ̃ =
α∗γ + β∗ν√
|α|2 + |β|2

, ν̃ =
βγ − αν√
|α|2 + |β|2

, δ̃ =
α∗δ + β∗µ√
|α|2 + |β|2

µ̃ =
βδ − αµ√
|α|2 + |β|2

, ξ̃ =
α∗ξ + β∗ζ√
|α|2 + |β|2

, ζ̃ =
βξ − αζ√
|α|2 + |β|2

. (S20)

Particularly, combining this with Eqs. (S13), (S14) we find

γ̃ = − δ∗ξ + µ∗ζ√
|α|2 + |β|2

, δ̃ = − ν∗ζ + γ∗ξ√
|α|2 + |β|2

. (S21)

This leads to

(|α|2 + |β|2)
[
|β̃|2 + |γ̃|2 + |δ̃|2 + |ξ̃|2 + |ζ̃|2

]
= |δξ∗ + µζ∗|2 + |γξ∗ + νζ∗|2 + |αξ∗ + βζ∗|2 |βξ∗ − αζ∗|2

≤ (|α|2 + |β|2 + |γ|2 + |δ|2 + |µ|2 + |ν|2) (|ξ|2 + |ζ|2) (S22)

and thus

|β̃|2 + |γ̃|2 + |δ̃|2 + |ξ̃|2 + |ζ̃|2 ≤ D(~λ)

|α|2 + |β|2
. (S23)

For the last estimate, we have used the normalization of the quantum state and Theorem 2.
Eventually, we still need to estimate |α|2 + |β|2. By using Q = P3,4D, where P3,4 swaps λ3 and λ4 we obtain

2D(~λ) ≥ D(~λ) +Q(~λ)

= −|β|2 + |γ|2 + |δ|2 + 2|ξ|2 + |ζ|2

= −|α|2 + |ν|2 + |µ|2 + 2|ζ|2 + |ξ|2

= −2(|α|2 + |β|2) + 1 + 2(|ξ|2 + |ζ|2) . (S24)

By using Theorem 2 we find

|α|2 + |β|2 ≥ 1

2
+ |ξ|2 + |ζ|2 −D(~λ) ≥ 1

2
−D(~λ) (S25)

and then eventually

1− (|α̃|2 + |ν̃|2 + |µ̃|2) ≤ 2
D(~λ)

1−D(~λ)
, (S26)

which completes the proof.
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RELATING ENERGY, N-FERMION AND ONE-FERMION PICTURE

Relating energy and N-particle picture.

The weight of an arbitrary quantum state outside the ground state space of a Hamiltonian can be estimated by the
energy expectation value of that state relative to the ground state energy:

Lemma 4. Let Ĥ be a Hamiltonian on a finite Hilbert space H, where π̂E0 denotes the projector on the ground state

subspace, E
(−)
ex the energy of the first excited state and E

(+)
ex the one of the highest excited state. Then for any |Ψ̃〉 ∈ H

with energy expectation value Ẽ ≡ 〈Ψ̃|Ĥ|Ψ̃〉 one has

Ẽ − E0

E
(+)
ex − E0

≤ 1− ‖π̂E0Ψ̃‖2 ≤ Ẽ − E0

E
(−)
ex − E0

, (S27)

Eq. (S27) is a universal (i.e. for all Ĥ) relation between the energy picture and the N -particle picture.

Proof. By using the spectral decomposition of the Hamiltonian, Ĥ =
∑
E′ E′π̂E′ we obtain

Ẽ ≡ 〈Ψ̃|Ĥ|Ψ̃〉
=
∑
E′

E′〈Ψ̃|π̂E′ |Ψ̃〉

= E0〈Ψ̃|π̂E0 |Ψ̃〉+
∑
E′>E0

E′〈Ψ̃|π̂E′ |Ψ̃〉

≤ E0〈Ψ̃|π̂E0 |Ψ̃〉+ E(+)
ex 〈Ψ̃|(1− π̂E0)|Ψ̃〉

= E0 + (E(+)
ex − E0)

(
1− ‖π̂E0Ψ̃‖2

)
. (S28)

In the second to last line we have estimated every excited energy from above by the maximal excited energy E
(+)
ex and

the lower bound in (S28) follows immediately. Repeating the same derivation but by estimating in the second to last

line every excited energy from below by the minimal excited energy E
(−)
ex yields then the upper bound in (S28).

Proof of estimate (16)

Let |ΨD〉 ∈ MD be the variational minimizer of the energy expectation value. By denoting the reference basis by
B1 (also obtained from the energy minimization), |ΨD〉 lies within the zero-eigenspace of D̂B1

. By using the projection

operator P̂
(B1)
D , projecting onto the zero-eigenspace of D̂B1 , we define

|Ψ̃D〉 ≡
P̂

(B1)
D |Ψ0〉∥∥P̂ (B1)
D Ψ0

∥∥ , (S29)

where ‖ · ‖ denotes the L2-norm and 〈Ψ̃D|Ψ̃D〉 = 1. Then, by using the spectral decomposition of the Hamiltonian,
Ĥ =

∑
E′ E′π̂E′ and by assuming that the ground state is unique, π̂E0

= |Ψ0〉〈Ψ0| , we obtain

ED ≡ 〈ΨD|Ĥ|ΨD〉
= min

|Φ〉 ∈ ∧N [H(d)
1 ]

〈Φ|Φ〉 = 1

〈Φ|P̂ (B1)
D ĤP̂

(B1)
D |Φ〉

≤ 〈Ψ̃D|P̂ (B1)
D ĤP̂

(B1)
D |Ψ̃D〉

= 〈Ψ̃D|Ĥ|Ψ̃D〉
=
∑
E′

E′〈Ψ̃D|π̂E′ |Ψ̃D〉

≤ E0〈Ψ̃D|π̂E0
|Ψ̃D〉+

∑
E′>E0

E(+)
ex 〈Ψ̃D|π̂E′ |Ψ̃D〉

= E0〈Ψ̃D|π̂E0
|Ψ̃D〉+ E(+)

ex 〈Ψ̃D|(1− π̂E0
)|Ψ̃D〉

= E0 + (E(+)
ex − E0)

(
1− |〈Ψ0|Ψ̃D〉|2

)
. (S30)
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In the second line, for the specific B1, we have used the fact that |ΨD〉 is the variational minimizer of the energy

expectation value within the zero-eigenspace of D̂B1 (onto which P̂
(B1)
D projects). In the third to last line we have

bounded every excited energy from above by the maximal excited energy E
(+)
ex . Estimate (S30) yields the result (16):

∆ED ≡ ED − E0 ≤ (E(+)
ex − E0)

(
1− |〈Ψ0|Ψ̃D〉|2

)
= (E(+)

ex − E0)
(
1− ‖P̂ (B1)

D Ψ0‖2
)

≤ 2(E(+)
ex − E0)D(~λ0) , (S31)

where we have used the main result, Eq. (15), in the last line.

Proof of estimate (17)

To prove estimate (17) we also need to relate the energy picture with the N -particle picture for the Hartree-Fock
ansatz. Estimate (16) holds of course for any variational ansatz based on extremal local information and therefore
in particular for the Hartree-Fock ansatz. Yet, we need for Eq. (17) a reversed version of (16). By following closely
(S30) we find

EHF ≡ 〈ΨHF |Ĥ|ΨHF 〉
=
∑
E′

E′〈ΨHF |π̂E′ |ΨHF 〉

≥ E0〈ΨHF |π̂E0
|ΨHF 〉+

∑
E′>E0

E(−)
ex 〈ΨHF |π̂E′ |ΨHF 〉

= E0 〈ΨHF |π̂E0
|ΨHF 〉+ E(−)

ex 〈ΨHF |(1− π̂E0
)|ΨHF 〉

= E0 + (E(−)
ex − E0)

(
1− |〈Ψ0|ΨHF 〉|2

)
. (S32)

In the third line we have bounded every excited energy from below by the minimal excited energy E
(−)
ex and in the

last line we have used that the ground state is unique, i.e. π̂E0
≡ |Ψ0〉〈Ψ0|. Estimate (S32) then leads to

Ecorr ≡ EHF − E0 ≥ (E(−)
ex − E0)

(
1− |〈Ψ0|ΨHF 〉|2

)
. (S33)

Now, to connect the N -particle picture to the one-particle picture we will need the following lemma

Lemma 5. For |Ψ〉 ∈ ∧N [H(d)
1 ] and any orthonormal basis {|i′〉}di=1 for the one-particle Hilbert space H(d)

1 we have

S(~λ)

N
≤ 1−

∣∣〈1′, 2′, . . . , N ′|Ψ〉∣∣2 , (S34)

where ~λ = (λ(i))di=1 is the non-increasingly ordered spectrum of the one-particle reduced density matrix ρ1 (5) of |Ψ〉
and |1′, . . . , N ′〉 denotes the Slater determinant built up from the states |i′〉, i′ = 1, . . . , N . S(~λ) ≡

∑N
i=1(1 − λ(i)) +∑d

j=N+1 λ
(j) is the l1-distance of ~λ to the Hartree-Fock point ~λHF ≡ (1, . . . , 1, 0, . . . , 0).

Proof. The proof of Lemma 5 is elementary. First, we consider the operator,

Ŝ′ ≡
N∑
i=1

(1− n̂′i) +

d∑
j=N+1

n̂′j , (S35)

where n̂′i denotes the particle number operator for the state |i′〉 (acting on the N -fermion Hilbert space) and we define

the occupancies λ′i ≡ 〈Ψ|n̂′i|Ψ〉. Then, by using the spectral decomposition Ŝ′ =
∑N
s=0 sP̂

′
s we find

S(~λ′) ≡ 〈Ψ|Ŝ′|Ψ〉

=

N∑
s=1

s ‖P̂ ′sΨ‖2

≤
N∑
s=1

N ‖P̂ ′sΨ‖2

= N
(
1− ‖P̂ ′0Ψ‖2

)
≤ N

(
1−

∣∣〈1′, 2′, . . . , N ′|Ψ〉∣∣2) . (S36)
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Since ~λ, the vector of non-increasingly ordered eigenvalues of ρ1, majorizes any vector of occupation numbers, as, e.g.,
~λ′, we find S(~λ) ≤ S(~λ′), which together with estimate (S36) completes the proof of Lemma 5.

By choosing in Lemma 5 the Hartree-Fock molecular orbitals {|χj〉}dj=1 as reference basis {|i′〉}dj=1 we obtain

S(~λ0)

N
≤ 1−

∣∣〈χ1, . . . , . . . , χN |Ψ0〉
∣∣2 ≡ 1−

∣∣〈ΨHF |Ψ0〉
∣∣2 . (S37)

This together with Eq. (S33) yields

Ecorr ≥
E

(−)
ex − E0

N
S(~λ0) , (S38)

Estimate (S38) in combination with Eq. (16) leads to the final result, Eq. (17),

∆ED
Ecorr

≤ K D(~λ0)

S(~λ0)
, (S39)

where Ecorr ≡ EHF − E0 is the correlation energy and K ≡ 2N(E
(+)
ex − E0)/(E

(−)
ex − E0).
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