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“It is better to be lucky. 

But I would rather be exact. 

Then when luck comes you are ready.” 

Ernest Hemingway, 

The Old Man and The Sea 

Image modified from Shutterstock.com 
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Abstract 

The immune system plays a critical role in the homeostasis and protection of our body, but its dysregulation 

is often associated with the pathogenesis of autoimmune diseases. The cellular and molecular components 

of the immune system have been explored as therapeutic targets or biomarkers with the aim of curing 

autoimmunity. Although studied since decades, autoantibodies’ use as biomarker in clinical trials is still 

limited to a handful of well-known markers. The aim of the thesis was to test autoantibody profiling as an 

exploratory tool to identify new biomarkers in the context of clinical trials conducted in three autoimmune 

diseases. 

In the first part of the PhD, I tested a large set of autoantibodies on baseline serum samples from a phase 

III anti-IL17 clinical trial of Psoriatic Arthritis, with the aim of identifying a group of biomarkers that could 

discriminate between responders and non-responders to the treatment. Numerous autoantibodies of either 

IgG, IgM and IgA isotype were found more expressed in clinical non-responders when compared to 

responders. Such autoantibodies were directed against molecules related to IL17 pathway, a commensal 

bacterium (Lachnospiraceae) and antigens linked to Rheumatoid Arthritis. Overall, these markers allowed 

a discrimination of 40% of non-responders from responders population, which was judged as a too low 

sensitivity in order to start the development of a companion diagnostic. However, the technical knowledge 

acquired during this first project was fundamental for the rest of the PhD. In the second part of the PhD, I 

applied autoantibody profiling, using a targeted set of antigens, on serum samples from a phase II anti-IL17 

treatment clinical trial of Hidradenitis Suppurativa (HS). The aim of this project was to demonstrate the 

presence of autoantibodies that could support the hypothesis of an autoimmune component of HS 

pathogenesis. We found IgG anti-Carboxyethyl-lysine (CEL) autoantibodies with specific high levels in HS 

when compared to healthy volunteers and other comorbidities such as Crohn’s disease and Ulcerative 

Colitis. B-cells producing anti-CEL antibodies were detected in HS lesional skin as well. Sera with high 

levels of anti-CEL autoantibodies activated macrophages and complement pathway in presence of CEL-

BSA. The majority of IgG anti-CEL antibodies was of IgG2 subclass and no cross-reactivity with similar 

molecules such as Carboxymethyl-lysine and Octopine was found. Overall, these results suggested a role 

for oxidative stress and advanced glycation events in the pathogenesis of HS. In the third part of the PhD, 

I detected anti-FceR1a autoantibodies in serum from Chronic Spontaneous Urticaria (CSU) from a phase 

II clinical trial of anti-IgE treatment. It was hypothesized that patients expressing anti-FceR1a 

autoantibodies may activate mast cells degranulation in an IgE-free manner, which would make them 

resistant to anti-IgE treatment. The results showed no correlation between the presence of anti-FceR1a 

autoantibodies and clinical response to IgE treatment. The detection of the soluble form of FceR1a 

(sFceR1a) at different time-points throughout the treatment showed a dose-dependent decrease of 

sFceR1a concentration, similarly to what already published for FceR1a expression on basophils surface. 

The data showed in this thesis suggested that sFceR1a might be a substitute mechanistic marker of cell-

bound FceR1a. 
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In conclusion, although autoantibody profiling did not allow identifying specific markers for anti-IL17 

treatment response in PsA, the knowledge acquired during this project was critically important. Indeed, the 

same approach allowed the finding of anti-CEL autoantibodies abundance and specificity in HS and the 

testing of anti-FceR1a autoantibodies and sFceR1a in CSU, which gave new insights in these diseases. 

The results presented in this thesis show the potential and limitations of autoantibodies profiling when 

applied to clinical trials of autoimmune diseases. 
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Introduction 

Immune system 
The immune system is classically considered as a complex and fundamental defensive structure whose 

role is to constantly shield the host from aggressions by external pathogens, such as virus, bacteria, fungi 

and parasites. The different components of the immune system are able to recognize those entities through 

the targeting of specific structures or stimuli and react with the goal of neutralizing the aggression. The 

immune system strategies put in place to deal with pathogens are generally grouped in two categories: 

innate and adaptive response. These two components of the immune system present different approaches 

to protect the body from microbial aggressions, and interact with each other to optimize the immune 

response (Figure 1). 

 

Figure 1: 

Interactions between the innate and acquired immune systems in response to bacterial infection of the skin. In response 
to bacteria that have breached the epithelial barrier, keratinocytes synthesize anti-microbial peptides, chemokines, and 
cytokines. These factors lead to activation of the dermal endothelium, inducing the migration of innate leukocytes and 
memory T cells into the skin and additionally guiding these cells via chemotactic gradients. These factors and bacterial 
antigens activate innate phagocytes to kill ingested organisms and activate dendritic cells to migrate to the skin-homing 
lymph nodes. In the lymph nodes, dendritic cells present bacterial antigens to naïve and central memory T cells, leading 
to stimulation of pathogen-specific cells. Effector CD8 cells exit the lymph node, home to inflamed skin and kill 
pathogens. Helper CD4 T cells provide help to B cells, inducing the production of antibodies that directly neutralize 
pathogens and lead to additional targeting of innate responses. Antibody-directed phagocytosis by innate cells leads 
to enhanced antigen presentation, further enhancing acquired responses. Figure published by Clark et al, “Old meets 

new: the interaction between innate and adaptive immunity”, J Invest Dermatol. 2005 [1]. 
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Innate immunity 
The innate immunity is based on the recognition of conserved molecular patterns that are targeted by a 

limited number of germline-encoded receptors present on specific immune cells types. These receptors 

evolved to recognize pathogen associated molecular patterns (PAMPs) such as proteins, DNA, lipids and 

carbohydrates produced by microbial pathogens, but not by the host. Recognition of these molecular 

structures allows the immune system to distinguish infectious non-self from non-infectious self and to 

neutralize pathogens [2]. The innate immune system has a variety of components: physical and anatomical 

barriers, cells (lysozyme, macrophages, neutrophils, mast cells, natural killer cells), pro-inflammatory 

proteins (such as C-reactive protein and lectins) and antimicrobial peptides (defensins, cathelicidin) [3]. 

From an evolutionary point of view, the innate immunity is an ancient mechanism that is present in most 

multicellular organisms, from plants to insects and mammalians [4, 5]. Its role is to be the first barrier against 

unwelcomed microbes and parasites, and to use its components to rapidly react to and neutralize 

pathogens infections.  

Adaptive immunity 
The purpose of adaptive immunity is to react to microbial aggressions that bypassed innate immunity. This 

is achieved by detecting the microbes and instruct the immune cells from the innate immunity to recognize 

and attack the new targets. Therefore, the main role of adaptive immunity is to continuously screen for 

potential foreign antigens and produce the molecular tools to specifically target and regulate or suppress 

the corresponding pathogenic activities. Adaptive immunity is based on numerous genetic and cellular 

processes that generate favorable somatic variants of antigen-binding receptors under evolutionary 

selection pressure by pathogens and other factors [6]. Adaptive immunity involves a tightly regulated 

interplay between antigen-presenting cells and T and B lymphocytes, which facilitate pathogen-specific 

immunologic effector pathways, generation of immunologic memory and regulation of host immune 

homeostasis [7]. T and B lymphocytes action is carried on by their molecular products: cytokines and 

antibodies. Those proteins play a pivotal role in activating and directing cells from the innate immunity in 

order to suppress microbial infections. The main role of B lymphocytes is the production of 

immunoglobulins, also called antibodies, whose role is to bind to molecules recognized as non-self and 

activate innate immunity effectors cells like macrophages and mast cells through binding with specific 

receptors on the cells surface. The production of antibodies directed against a specific antigen requires an 

interaction between T and B lymphocytes that both recognized the antigen as non-self through their T cell 

receptor (TCR) and B cell receptor (BCR). This double recognition step is necessary for ensuring the 

targeting of foreign antigens and prevent cross-reacting against molecules from the body. Cytokines are 

regulatory proteins with pro-inflammatory or inhibiting properties, whose role is to modulate the activity and 

development of immune cells.  

T-cells 
The establishment and maintenance of immune responses, homeostasis, and memory depends on T cells. 

T cells express a receptor with the potential to recognize diverse antigens from pathogens, tumors and the 
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environment, while also maintaining immunological memory and self-tolerance [8, 9]. T cells roles are 

numerous, with specialized subsets that deal with specific tasks. T cells are usually classified in two groups, 

depending on the expression of CD4 or CD8 on their surface. Each group is further divided in different T 

cells subsets, particularly for CD4+: T‐helper (Th)1, Th2, Th9, Th17, Th22, and CD4+ regulatory T cells; for 

CD8+ T: cytotoxic T lymphocyte (Tc)1, Tc2, Tc9, Tc17, and CD8+ regulatory T cells [10]. T lymphocytes 

originate from hematopoietic cells that migrate from the bone marrow to the thymus, where they go through 

different development phases (Figure 2). T cells differentiation steps are typically defined based on the cell-

surface expression of CD4 and CD8, with thymocytes first starting as CD4−CD8− double negative (DN), 

then becoming CD4+CD8+ double positive (DP), and lastly maturing into single-positive (SP) CD4+ or 

CD8+ T cells [11]. This last maturation step happens after positive and negative selection of T cells. The 

purpose of the positive selection is to guarantee that only T-cells whose TCR can bind to the Major 

Histocompatibility Complex (MHC) are selected for further development [12]. The negative selection is 

performed in order to avoid TCR cross-reactivity with antigens from self [13]. 

 

Figure 2: 

Overview of thymocyte development, highlighting role of key transcription factors and signaling molecules at specific 
developmental points. The main stages of thymocyte development are depicted, with transcription factors marked with 
arrows and signals provided by thymic stromal cells, including receptor–ligand interactions, shown at the bottom (see 
text for details). Notch–Dll4 signaling is required for specification of TSPs to the T cell lineage and for instructing 
transcription factors to adopt and commit to the T cell pathway at specific stages during differentiation. Thymic epithelial 
signals, such as those from the Hh- (Shh and Ihh), Wnt-, and IL-7–signaling pathways, aid in the commitment to the T 
cell lineage and continued proliferation and survival of developing thymocytes. Figure published by Shah et al, “An 
overview of the intrathymic intricacies of T cell development”, J Immunol, 2014 [14]. 

After maturation, T cells leave the thymus and become peripheral, starting their role as circulating immune 

cells. Peripheral T cells have a variety of roles and are divided in several categories, from naive T cells 

ready to bind new antigens and start immune reactions, to memory T cells that maintain long-term immune 
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response capacity after antigen activation, and regulatory T cells (Tregs) that modulate the magnitude of 

immune responses to different antigens [8]. Naive T cells are in a quiescent state, with their survival 

depending on the antiapoptotic signaling of IL7 and tonic signals from TCR low affinity bindings with self-

antigens, with CD4+ SP cells also needing IL2 and CD8+ SP needing IL2 and IL15 [15]. When a naive T 

cell binds to a peptide with high affinity through its TCR, it starts to rapidly clonally expand and develop 

effector capacities [16, 17]. Activated CD4+ SP T cells differentiate into distinct T helper subsets that 

produce lineage-specific cytokines. The most studied subsets are type 1 T helper (Th1) and type 2 T helper 

(Th2) cells that preferentially produce interferon γ (IFN-γ) and IL4 respectively [18]. Those two T cells 

subsets define a dualism in immune response. Th1 pathway leads to the activation of macrophages, while 

Th2 pathways activation causes the production of antibodies and the involvement of mast cells and 

eosinophils [19]. This difference allows the application of a variety of responses to different pathogenic 

aggressions. Th1 response is more adapted to dealing with intracellular pathogens such as bacterial and 

viral infection, while Th2 response is designed for dealing with extracellular pathogens, like parasites and 

worms [18, 20]. This difference is particularly relevant in autoimmune diseases, as Th1 is linked organ 

specific disorders, such as Crohn’s disease and type 1 diabetes, while Th2 is more relevant in atopic and 

IgE-driven diseases [19, 21]. Another relevant CD4+ SP T cells subset is Th17, which is characterized by 

the production of IL17 and is specialized in dealing with extracellular bacteria and fungi [22]. Th17 are 

involved in the development of several autoimmune disease, such as Psoriasis, and IL17 is a therapeutic 

target [22, 23]. Activated CD8+ SP T cells, also called cytotoxic T lymphocytes or killer T cells, are critically 

important in dealing with intracellular viral infections and tumors [24, 25]. The most studied CD8+ SP T cells 

subset is Tc1. Tc1 are capable of killing cells bearing the target antigen by releasing cytotoxic molecules, 

such as granzymes and perforin, into the immunological synapse and to secrete cytokines, such as IFN-γ 

and TNF-α, which further accelerate the innate and adaptive immune response against intracellular 

pathogens [26]. After pathogens clearance, both CD8+ SP and CD4+ SP T cells populations rapidly decline 

and only long-living memory T cells survive. The memory T cells compartment consists of both CD4+ and 

CD8+ T cells that can rapidly acquire effector functions to kill infected cells and/or secrete inflammatory 

cytokines that inhibit replication of the pathogen [27]. Memory T cells role is to maintain long-term immune 

response capacity against pathogens, in order to quickly react to new infections, which is one of the most 

important perks of adaptive immunity. A subset of T cells, called T regulatory (Tregs) and expressing CD4, 

CD25 and FoxP3, has an immuno-suppressing role that is fundamental in preventing autoimmunity [28, 

29]. Tregs inhibit the activation of naive T cells and action of B cells with a series of mechanisms [30]. Tregs 

can hinder the activation of effector T cells by modulating dendritic cells (DCs) activity and inducing poor T 

cell proliferation [31]. Tregs release TGF-β, IL-10, and IL-35, which are cytokines involved in the direct 

suppression of effector T cell signaling, regulation of IFN-γ, induction of Tregs, and maintenance of FoxP3 

expression [32]. Tregs are able to kill and suppress B cells and possibly hinder effector T cell function by 

inducing apoptosis [33]. CD8+ regulatory T cells have also been described, with similar roles, although 

more focused on memory cells targeting, compared to CD4+ Tregs [34]. Overall, T cells can be considered 
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as a variegate family of immuno-modulating and effector cells, with common cellular ancestors but different 

roles and mechanisms of action. These cells can be considered the key operators of adaptive immunity 

through Th and Tc cells and immune response homeostasis through Tregs. 

B-cells 
B cells are the second part of the cellular compartment of adaptive immunity. They work in close contact 

with T cells, especially Th, and their main role is to produce immunoglobulins with the aim of binding to 

specific antigens targeted by the immune response. Similarly to T cells, B cells development is segmented 

in several steps defined by the expression of different receptors and markers (Figure 3).  B cells originate 

in the bone marrow (BM), from hematopoietic stem cells (HSC), where they develop in pro- and pre-B cells. 

Phenotypically, the main stages of early B cell development, the pro-B, pre-B and immature B cells, are 

characterized by the expression of specific cell surface markers and by successive rearrangements of the 

immunoglobulin (Ig) heavy (H) and light (L) gene segments [35]. The genetic shuffling during the 

rearrangements of Ig gene segments is at the core of the adaptive immunity ability to react to virtually any 

number of antigens [36]. A fundamental step is the expression of the pre-BCR on the surface of pre-B cells, 

which, if functional, initiates the development into immature B-cells expression IgM on their surface [37]. 

Immature B cells undergo a negative selection step, where the autoreactivity potential of their BCR is tested. 

Cells expressing autoreactive BCRs are either deleted by induced apoptosis or selected for secondary L-

chain rearrangements, while all other B cells are able to migrate from the BM to the spleen as transitional 

B cells [38]. Throughout life, these gene rearrangements continuously generate B cell repertoires capable 

of recognizing an extremely diverse number of antigens. This refinement of the B cells repertoire directly 

contributes to immunity, and defects in the process contribute to autoimmune disease [39]. There, they 

complete maturation by developing into either follicular or marginal zone (MZ) B cells. MZ B cells carry 

BCRs that bind preferentially to blood-borne antigens like cell wall components of bacteria. Combined with 

Toll-like receptor (TLR) signals induced by recognition of PAMPS, MZ B cells rapidly develop into IgM-

secreting plasma cells and form a first line defense against pathogens that reach the spleen [35]. Activation 

of follicular B cells requires the transport of antigens into the B cell follicles of secondary lymphoid organs, 

where they encounter and respond to foreign antigens bound to follicular DCs [40]. B cells express MHC 

class II and serve as antigen-presenting cells (APCs) for CD4+ T cells [41]. Upon antigen recognition and 

activation, follicular B cells present their antigens on MHC II to T helper cells to receive additional activation 

signals provided by T helper cells, which are also critical for B cell activation, proliferation, and differentiation 

[42]. After T cell-dependent activation, B cells proliferate and either differentiate into plasma cells or enter 

germinal center (GC) reactions [40]. GC originate within spleen, lymph nodes and tonsils, forming 

secondary follicles inhabited mostly by activated B cells. In these structures, B cells compete for an array 

of signals that are delivered in an affinity-dependent manner, so that B cells with higher-affinity BCRs are 

expected to progressively outcompete lower-affinity B cells [43]. Whereas higher-affinity cells are selectively 

expanded, lower-affinity cells are eliminated by apoptosis, resulting in a GC in which B cell clones have an 

increasingly higher average affinity for the immunizing antigen [44]. 



16 
 

 

Figure 3: 

B-cell development and B-cell subsets. B cells develop in the BM from hematopoietic precursor cells (HSC). 
Recombination-activating gene (RAG) 1/2–dependent rearrangement of the H-chain, D-gene, and J-gene segments 
from germline (GL) starts at the pro–B-cell stage. V-gene segment rearrangement follows in the early pre-B cell stage. 
In CD10+ CD19+ pre-B cells, functional H-chains (VDJ-Cμ) pair with V-preB and λ-like, forming the pre-BCR, which is 
expressed within a cell and not detected on the surface. Pre-BCR–induced signals shut down RAG expression, 
preventing the rearrangement of the second H-chain allele and inducing proliferation. Next, RAG genes are re-
expressed to initiate V-J rearrangement of L-chains. Successfully rearranged κ or λ L-chains replace V-preB/λ5 of the 
pre-BCR pair with the H-chain and form IgM. IgM expressed by immature B cells changes the expression pattern of 
many genes and initiates egress into the circulation. Immature B cells enter the spleen as transitional B cells, where 
they receive survival signals through BAFF-R and complete the first stage of development as MZ B cells or follicular B 
cells, depending on the specificity of their BCR. On contact with antigen and supported by NBH cells, MZ B cells 
develop into short-lived plasma cells. Follicular B cells are activated by antigen binding and develop in GCs supported 
by TH cells into memory B cells (CSR+) or plasma cells (PC). Activation of B cells induces AID and other components 
of the SHM/class-switch machinery, thus changing the affinity of the BCR and the isotype (IgM to IgG, IgA, or IgE). 
Figure published by Piper et al, “B-cell biology and development”, J Allergy Clin Immunol, 2013 [45]. 

Iterations of this process will lead to affinity maturation, replicating Darwinian evolution on the cellular level. 

GC B-cell selection can lead to four different outcomes: further expansion and evolution, apoptosis (non-

selection), or output from the GC with differentiation into memory B cells (MBCs) or short-lived plasma 

blasts that further develop into long-lived plasma cells (PCs) [46]. MBCs and PCs are the final output of 

GCs and provide effective long-lived humoral immunity [47]. PCs are the terminally differentiated, non-
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dividing effector cells of the B-cell lineage. They are cellular factories devoted to the task of synthesizing 

and secreting of clonospecific antibodies [48]. Although long-lived PCs exist in multiple lymphoid organs in 

the body and in non-lymphoid organs in disease states, the bone marrow houses the majority of plasma 

cells in healthy individuals [49]. Antibodies produced by long-lived PCs are the first component of long-term 

humoral immunity, with the second one being MBCs (Figure 4), which are pathogen-experienced memory 

B cells able to be rapidly reactivated to produce antibodies [50]. Compared with the primary antibody 

response, the reactive humoral memory response is typically faster, of greater magnitude and consists of 

antibodies of switched isotypes and higher affinity [51].  

 

Figure 4: 

Long-lived plasma cells in the bone marrow secrete highly selected, highly specific antibodies (depicted in red) that 
form a first ‘wall’ (bottom) against reinfection by homologous pathogens. Variant pathogens can find holes in this wall; 
however, having escaped the antibodies from the long-lived plasma cells, the variant pathogens encounter a second 
wall (top) formed by memory B cells that were less highly selected and therefore maintain a broader range of antigen 
affinities and specificities. The memory B cells are activated by the variant pathogen to differentiate into long-lived 
plasma cells or to re-enter the germinal centers (GCs) to replenish the memory B cell pool. Figure published by Akkaya 
et al, “B cell memory: building two walls of protection against pathogens”, Nat Rev Immunol, 2020 [52]. 
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The current model of B cell memory suggests that the highly-selected, high-affinity antibodies produced by 

long-lived PCs form the first line of defense against pathogenic challenges and that MBCs provide a second 

layer of defense against able to build an even stronger secondary humoral immune response [52]. Although 

B cells mainly augment immune response, a subset of B cells has regulatory and immuno-suppressive 

capacities. Such subset is called B10, because of the characteristic production of IL10, which is a potent 

inhibitory cytokine [53]. Once generated, B10 cells respond to both innate and adaptive immune signals, 

with a requirement for antigen-specific local interactions with T cells to induce IL-10 production, thus 

providing an antigen-specific mechanism for delivering IL-10 locally to sites of immune activation and 

inflammation [54]. B10 cells populations are small under physiological conditions but expand substantially 

in both human patients and murine models of chronic inflammatory diseases, autoimmune diseases, 

infection, transplantation, and cancer [55]. Their ability to reduce inflammation and immune response 

represent a potential therapeutic approach to autoimmune and inflammatory diseases [56]. Overall, B cells 

are central effector and mediators of adaptive immunity, following a complex development process requiring 

multiple activation steps. They are critically important in maintaining long-term immune response through 

long-lived plasma cells and memory cells, but they also have an immuno-suppressing action through a 

small subset of B10 regulatory cells. 

Antibodies 

The basic unit of an antibody is composed of two identical light and two identical heavy chains (Figure 5). 

Each chain contains two functionally and structurally distinct regions: an amino-terminal variable or antigen-

binding site, and a carboxy-terminal constant region responsible for immunological effector functions [57, 

58]. The ability to produce antibodies able to specifically bind to virtually any foreign antigen is at the base 

of adaptive immunity efficacy and long-term protection. The number of different antibodies that a human 

can produce during lifetime greatly exceeds the coding capacity of the inherited genome. Indeed, the size 

of the expressed antibody repertoire owes much to somatic gene diversification processes [59]. This genetic 

diversification happens mainly during pre-B cells stage and GCs reactions. During pre-B cells stage, in the 

bone marrow, developing BCRs diversity is due to the so called V(D)J recombination. The genes that 

encode BCR are highly unusual in that they exist in a non-functional state with gene’s portions arranged as 

arrays of variable (V), diversity (D) and joining (J) gene segments [60]. Assembly of these genes by V(D)J 

recombination generates antigen receptor diversity and is the central process around which early 

lymphocyte development is organized [61].  
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Figure 5: 

Antibody structure. The BCR is comprised of two immunoglobulin (Ig) heavy (IgH) chains encoded by the IgH heavy 
chain locus and two Ig light (IgL) chains. The rectangles represent Ig domains that constitute the structural units of the 
immunoglobulin heavy and light chains. The variable regions are assembled through V(D)J recombination of VH, DH, 
and JH gene segments on the heavy chain and VL and JL gene segments on the light chain. Complementarity-
determining regions (CDRs) are indicated as regions in dashed red boxes: CDR 1 and 2 are encoded in the VH or VL 
gene segments, and CDR 3 is encoded by the VH DH JH junctional region or VL and JL junctional region. The heavy 
and light chain variable regions form the antigen-binding site. The constant region determines the class and effector 
function of the antibody molecule. Figure published by Hwang et al, “Related Mechanisms of Antibody Somatic 
Hypermutation and Class Switch Recombination”, Microbiol Spectr, 2015 [58]. 

V(D)J recombination can be considered as a “cut and paste” DNA rearrangement process, consisting in 

gene segments selection, introduction of double-strand breaks adjacent to each segment and ligation of 

the segments together [62, 63]. V(D)J recombination is controlled by RAG1 and RAG2 genes 

(recombination activating gene-1 and 2) [64]. The diversity of BCRs is tremendously amplified by the 

characteristic variability at the segments junctions, with loss or gain of small numbers of nucleotides, 

between the various segments, and this process leverages a relatively small investment in germline coding 

capacity into an almost limitless repertoire of potential antigen binding specificities [63]. A representation of 

V(D)J recombination process is given in (Figure 6) [65]. 
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Figure 6: 

V(D)J recombination of the heavy chain immunoglobulin (IgH) from germ line gene segments. The immunoglobulin 
locus is organized in gene segments: the variable (V), diversity (D), and joining (J) and constant (C) gene segment. 
The variable (V) region comprising the V, D, and J gene segments is generated by random recombination of these 
sequences. L = leader sequence. Figure published by Backhaus, “Generation of Antibody Diversity”, 2018 [65]. 

During B-cell development, rearrangement of DNA occurs both in the VL/VH- and CH-region genes. As 

described before, V-region rearrangements take place at the pre-B cell stage and produce the complete V-

region genes for the heavy and light chains which will permanently characterize an individual clone [66-68]. 

However, B cells undergo another step of BCR diversification, during GCs reactions, which is called somatic 
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hypermutation (SHM). This process is regulated by the activation-induced cytidine deaminase (AID). AID 

is a processive enzyme that binds single-stranded DNA and deaminates cytosines in DNA. Cytosine 

deamination generates highly mutagenic deoxy-uracil (U) in the DNA of both strands of the Ig loci. 

Mutagenic processing of the U by the DNA damage response generates the entire spectrum of base 

substitutions characterizing SHM at and around the initial U lesion [69]. SHM introduces single point 

mutations in the variable regions of the Ig loci (IgV), which can alter the antibody binding to its cognate 

antigen. Mutations that promote affinity for the antigen will be selected for, resulting in a progressive 

increase in the affinity of the antibody response [70]. CH-region diversity results from a set of CH genes 

corresponding to the different Ig isotypes and subclasses [71]. Class-switch recombination (CSR) is another 

diversification step initiated by AID, which consist in a process that replaces the immunoglobulin constant 

region during GCs reactions [72, 73]. Ig heavy chain class switching occurs rapidly after activation of mature 

naïve B cells, resulting in a switch from expressing IgM and IgD to expression of IgG, IgE, or IgA; this switch 

improves the ability of antibodies to remove the pathogen that induces the humoral immune response [74, 

75]. Each isotype (represented in Figure 7) has a specific role and ability to be compartmentalized in 

different part of the body, in order to activate specific immune cells type and allow the immune system to 

neutralize pathogens with appropriate strategies. IgM is the first antibody isotype to appear during evolution, 

ontogeny and immune responses, and it not only serves as the first line of host defense against infections 

but also plays an important role in immune regulation and immunological tolerance [76-78]. The most 

abundant immunoglobulin in the blood is IgG, which is very potent in initiating proinflammatory pathways 

such as the activation of innate immune effector cells via cellular receptors specific for the antibody constant 

region (Fc receptors) and the activation of the complement pathway [79]. IgA is the most abundant 

immunoglobulin in mucosal areas, such as intestine and respiratory tract, and body fluids such as saliva 

and milk [80-83]. Although IgE concentration is around 1000 times lower than IgG, this isotype can initiate 

strong immune reaction that can have negative effects on the body itself, like allergy and anaphylactic 

shocks [84-86]. Although evolutionarily conserved, IgD role has been elucidated only recently, with studies 

showing its importance in helping peripheral accumulation of physiologically autoreactive B cells unclear 

and in enhancing mucosal homeostasis and immune surveillance [87]. The amount and variety of 

immunoglobulins produced by the body hint at the critically important roles played by those molecules. 

Indeed, antibodies are the key molecular effectors of adaptive immunity, during both pathogens clearance 

and prevention of new infections. 
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Figure 7: 

Structures of antibody isotypes and subclasses. Fc domains are in color while Fab domains are in gray. Stars indicate 
N-linked Fc glycans. IgA isotypes are shown as both monomers (predominant in serum) and dimers (predominant at 
mucosal surfaces). Figure published by Boudreau et al, “Extra-Neutralizing FcR-Mediated Antibody Functions for a 
Universal Influenza Vaccine”, Front Immunol, 2019 [88] 

Cytokines 
Cytokines are secreted proteins with growth, differentiation, and activation functions that regulate and 

determine the nature of immune responses and control immune cell trafficking and the cellular arrangement 

of immune organs [89, 90]. Which cytokines are produced in response to an immune insult determines 

initially whether an immune response develops and subsequently whether that response is cytotoxic, 

humoral, cell-mediated, or allergic (Figure 8). A cascade of responses can be seen in response to cytokines, 

and often several cytokines are required to synergize to express optimal function. An additional confounding 

variable in dissecting cytokine function is that each cytokine may have a completely different function, 

depending on the cellular source, target, and, most important, specific phase of the immune response 

during which it is presented [91, 92]. Numerous cytokines have both pro-inflammatory and anti-inflammatory 

potential; which activity is observed depends on the immune cells present and their state of responsiveness 

to the cytokine. Cytokines provide cells with the ability to communicate with one another and orchestrate 

complex multicellular behavior, in both homeostatic and inflammatory phenomena [93]. As described in the 

previous chapters regarding T and B cells, cytokines are fundamental in modulating the immune response 

by activating or suppressing the development and action of immune cells. Considering their critical role in 

initiating and maintaining inflammation and potentially autoimmune responses, cytokines and cytokines 

receptors have been the targets of therapeutic approaches in order to treat allergic and autoimmune 

diseases [94]. 
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Figure 8: 

Summary of actions of cytokines and chemokines. Cytokines derived predominantly from mononuclear phagocytic cells 
are uniquely important in innate immunity and both initiate immune responses and generate symptoms associated with 
infections and inflammatory disorders. Phenotype of the subsequent immune response is a function of the repertoire 
of cytokines produced by the responding T-helper lymphocytes. TH1-like lymphocytes are characterized by their 
production of IFN-γ and primarily contribute to cellular immunity. TH2-like lymphocytes are characterized by their 
production of IL-4, IL-5, IL-9, and IL-13 and contribute to humoral and allergic responses. TH3-like lymphocytes have 
immunosuppressive tendencies and are characterized by their production of IL-10 and TGF-β. Figure published by 
Borish et al, “Cytokines and chemokines”, J Allergy Clin Immunol, 2003 [89]. 
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For instance, anti-TNFa therapy was efficacious in treating several autoimmune diseases, such as Crohn’s 

disease, Ulcerative Colitis (UC) and Rheumatoid Arthritis (RA), and tested in Hidradenitis Suppurativa (HS), 

Psoriasis, Psoriatic Arthritis [95-98]. Similarly, anti-IL17 therapy was successful in reducing symptoms of 

Psoriasis, PsA and Ankylosing Spondilitis (AS), and tested in HS [99-101]. Modulating the immune system 

by inhibiting one of its components (a specific cytokine) was proved to be a good therapeutic strategy. 

Autoimmunity 

As described in the previous chapters, the immune system is a complex cellular and molecular network 

whose role is to identify and eliminate external pathogens and aberrant molecular structures such as 

tumors. The immune system is subject to errors and malfunctions, just like any other component of our 

body. A lack of activity is of course deleterious, as pathogens can more easily infect the body and result in 

serious consequences or even death. However, an increased activity can also be deleterious, especially if 

the immune system targets self-molecules. The latter case is the definition of autoimmunity, which mainly 

happens when B and T cells target antigens from “self” and mount an immune response against them, 

leading to inflammation, cellular death and tissue damage.  

Autoimmunity development 

There are around 100 distinct autoimmune diseases that have been described, and their treatment is a 

challenge. The root causes of most of autoimmune diseases are not well known, but there are several 

molecular mechanisms that were proposed for the development of autoimmunity.  

Hygiene hypothesis 

Animals and plants have a complex and effective immune system that protect them from invading 

microorganisms [102]. Being able to resist to numerous pathogenic attacks is a critically important survival 

skill, especially for long-lived organisms. Such statement is even more relevant for species that migrate and 

are susceptible to enter in contact with an increased variety of microbes and of parasites. Humans, for 

instance, had only recently (around 13 000 years ago) changed from a nomad to a sedentary life-style after 

the invention of agriculture. Therefore, during the millions years-long human evolution, having an immune 

system able to rapidly react to different and potentially new pathogens was fundamental for survival [103]. 

Microbial pathogens repeatedly put our species under evolutionary pressure, with the most known and 

documented example being caused by Yersinia pestis. This bacterium was responsible for the plague, also 

called Black Death because of the typical bubonic symptoms, which reduced the world population from an 

estimated 475 million to 350–375 million in the 14th century, with death rates going up to 60-80% in some 

cities of Italy [104, 105]. The immune system evolved to perfect its performance in protecting us from most 

common pathogens and allow us to survive, at population level, new lethal pandemics. Our immune system 

evolved also by mixing with other hominids species, which resulted in introgressions selected because of 

the increased immune system performances. Homo sapiens developed around 200 000 years ago, and 

migrated outside of Africa around 50 000 years ago, slowly expanding in the entire world [106]. During 
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these migrations, Homo sapiens encountered other hominids that inhabited Europe and Asia, and replaced 

them over time. Although extinct, these hominids species mixed with Homo sapiens and, as a result, our 

genome contains traces of other hominids genetic material. Around 2% of modern day non-African human 

genome derives from Neanderthal, particularly within European and Asian populations, with some 

contaminations of Denisovan genes in populations from Oceania [107, 108]. The study of introgressions 

from other hominids species is of particular interest for the understanding of our immune system and its 

evolution. Indeed, Neanderthal genetic influence is not randomly distributed along human genome, as 

natural selection tends to favor phenotypes increasing survival chances and to discard the ones that 

decrease survival fitness. Most of Neanderthal genetic traces were found in regions coding for adaptive 

immune system components, for instances human leukocyte antigen (HLA) genes [109]. Higher variability 

in this region allow for a wider spectrum of HLA molecules, which improves the targeting of pathogens 

antigens [110]. Other examples are a haplotype of STAT2 present in 5% of Europeans and 54% of 

Melanesians that was found to be introgressed from Neanderthals, and TLR genes carrying archaic 

haplotypes from Neanderthal and Denisovan [111]. These variants were initially neutral or advantageous 

for modern humans, as they increased the variability and response potential of the immune system, but 

some are today associated with disease phenotypes. For instances, some archaic introgressions were 

found to be associated with higher risk of Crohn’s and celiac disease [112]. Indeed, a more aggressive 

immune system that was a survival advantage just a few centuries ago is now a potential source for 

autoimmunity development. The sudden (from an evolution time-line perspective) advancements in modern 

medicine, such as the use antibiotics and vaccines, the improved hygienic conditions of human society, 

from the use of soap to disinfectants, and the more sedentary life-style, drastically decreased the amount 

and variety of pathogens challenging our immune system. Numerous public health measures were taken 

after the industrial revolution by western countries to limit the spread of infections. These measures spread 

from the decontamination of the water supply, pasteurization and sterilization of milk and other food 

products, respect of the cold chain procedure, to the vaccination against common childhood infections and 

the wide use of antibiotics. The decline in infection was particularly clear for hepatitis A (HAV), childhood 

diarrhea and parasitic diseases. Interestingly, several countries that have eradicated those common 

infections saw the emergence of allergic and autoimmune diseases [113]. In the last 50 years, industrialized 

countries have been stricken by an epidemic increase in immune-mediated and inflammatory diseases, 

including hay fever, asthma, eczema, and food allergies. This sudden rise in allergic conditions has 

occurred during a major decrease in the incidence of infectious diseases around the world, driven by 

medical advances in vaccines, antimicrobials and hygiene practices [114]. Autoimmune diseases 

development seems to correlate with a decreased frequency of pathogens infections [115]. The incidence 

of autoimmune diseases has been steadily rising [116]. Concomitantly, the incidence of most infectious 

diseases has declined. This observation gave rise to the hygiene hypothesis, which postulates that a 

reduction in the frequency of infections contributes directly to the increase in the frequency of autoimmune 

and allergic diseases [117]. This hypothesis is supported by robust epidemiological data, but the underlying 
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mechanisms are unclear [118]. The role of pathogens in shaping the tolerance of our immune system is 

well known, as autoimmune disease development was prevented in various experimental models by 

infection with different bacteria, viruses and parasites [119]. Gut commensal bacteria also play an important 

role: dysbiosis of the gut flora is observed in patients with autoimmune diseases, although the causal 

relationship with the occurrence of autoimmune diseases has not been established yet [120]. Both 

pathogens and commensals act by stimulating immunoregulatory pathways [119, 121].  

Molecular mimicry 

Molecular mimicry is one of the leading mechanisms by which infectious or chemical agents may induce 

autoimmunity. It occurs when similarities between foreign and self-peptides favor an activation of 

autoreactive immunity by a foreign-derived antigen in a susceptible individual. Host genetics, exposure to 

microbiota and environmental chemicals are additional links to our understanding of molecular mimicry. 

[122]. Molecular mimicry has typically been characterized on an antibody or T cell level [123]. Cross-

reactivity between self-antigens and microbial components originates from an incomplete negative 

selection of B and T cells [124]. A well-known example of autoimmunity caused by molecular mimicry is 

rheumatic fever, a group of diseases affecting the heart, brain, and joints,  caused by group A streptococci 

infections [125]. Rheumatic fever onset is due to cross-reactive antibody and cellular immune responses 

that target antigens present in the heart, brain, joints and the group A streptococci. Molecular mimicry was 

proposed as possible cause for anti-nuclear antibodies development in SLE, as disease activity was 

associated with alterations of the gut commensals. Bacterial infections can release bacterial DNA 

associated with other bacterial molecules, which can be recognized by the immune system and provoke a 

humoral response potentially cross-reacting with human DNA and other nuclear antigens that are relevant 

in SLE [126]. Cytomegalovirus pp65 peptide-induced antibodies cross-reacted with TAF9 protein and 

induced lupus-like autoimmunity in a mouse model, suggesting another molecular mimicry-driven 

autoimmunity development model in SLE [127]. Human Endogenous Retroviruses (HERVs) were also 

proposed as potential mediators of autoimmunity caused by molecular mimicry, as HERV K-10 shares 

amino acid sequences with IgG1Fc, which is an antigen targeted by rheumatoid factor (RF) [128]. Molecular 

mimicry is a plausible mechanism for autoimmunity development, particularly when considering the variety 

and abundancy of microbial antigens targeted by the immune system. Molecular mimicry is partially in 

contrast with hygiene hypothesis, which suggests that immune response to pathogens helps in building 

tolerance. Therefore, the consequences of interactions between immune system and microbial pathogens 

may be of difficult interpretation. 

Epitope spreading 

An epitope is an antigenic determinant, or a site on the surface of an antigenic molecule, to which a single 

antibody binds. Epitope spreading refers to the development of an immune response to epitopes distinct 

from, and non-cross-reactive with, the disease-causing epitope [129]. There are two different types of 

epitope spreading, intermolecular and intramolecular. The latter describes a type of spreading where the 
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immune response is directed against different epitopes of the same molecule, while the former is a 

diversification of the immune response against two or more different molecules [130]. Intramolecular 

epitope spreading is a form of immune response optimization, as targeting the same pathogenic antigen 

with different epitopes leads to a more efficient clearance of microbes or tumors. Intermolecular epitope 

spreading can lead to autoimmunity by initiating the targeting of self-antigens [131].  

 

Figure 9: 

Presentation of the primary epitope (the immunodominant self or viral epitope) occurs in peripheral lymphoid tissue (a), 
resulting in activation and differentiation of autoreactive TH1 cells (b). The activated TH1 cells migrate (c) into the target 
tissue, where they encounter antigen presented by resident APCs. (d). After antigen restimulation, the pathologic TH1 
cells release a cascade of chemokines and cytokines (e), leading to recruitment of additional mononuclear phagocytes 
from the peripheral blood, which are activated along with resident APCs (f). Activated mononuclear cells then lead to 
bystander tissue destruction (g) via phagocytic mechanisms and release of TNF-α, proteolytic enzymes, NO and O2 
radicals. The tissue debris (h) is processed and presented on resident and peripheral APCs (i), leading to the activation 
and differentiation of a second wave of TH1 cells (j), which can re-enter the tissue and cause additional tissue 
destruction. Figure published by Vanderlugt et al, “Epitope spreading in immune-mediated diseases: implications for 

immunotherapy”, Nat Rev Immunol, 2002  [132]. 
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Evidence continues to accumulate supporting the hypothesis that tissue damage during an immune 

response can lead to the priming of self-reactive T and/or B lymphocytes, regardless of the specificity of 

the initial insult [132, 133]. This priming can lead to mounting a persistent inflammatory self-recognition 

process that ultimately leads to a chronic progressive disability that typically characterizes autoimmune 

diseases [134]. Systemic lupus erythematosus, multiple sclerosis, pemphigus, bullous pemphigoid and 

other autoimmune diseases, are all influenced by intermolecular and intramolecular B cell epitope 

spreading [135]. Endocytic processing, antigen presentation, and somatic hypermutation act as molecular 

mechanisms that assist in driving epitope spreading and broadening the immune response in autoimmune 

diseases [132]. Viral infections are thought to initiate epitope spreading in MS patients, which develop 

autoimmune responses to myelin proteins such as myelin basic protein (MBP), proteolipid protein (PLP), 

and myelin oligodendrocyte glycoprotein (MOG) [136]. In summary, epitope spreading was proven to be 

involved in autoimmunity development and chronicity in several diseases. However, epitope spreading can 

also mediate a down regulation of inflammation. Indeed, the induction of anti-inflammatory Th2 responses 

via epitope spreading may be an important intrinsic immunoregulatory mechanism geared to limit tissue 

destruction and promote re-establishment of tissue-specific immune tolerance [132]. Epitope spreading is 

tightly linked to immune reactions to infections and is overall a useful mechanism applied by the immune 

system in order to amplify T and B cells response. Similarly to mimicry, an incomplete negative selection in 

T and B cells development is potentially at the base of epitope spreading dysfunction and autoimmune side. 

Bystander activation 

Bystander activation is the activation of the immune system in an antigen-independent manner. It occurs 

because of infected cells alerting and instructing neighboring uninfected cells to produce inflammatory 

mediators. Thus, bystander activation can allow the immune system to overcome the ability of pathogens 

to disarm immune signaling in directly infected cells [137]. However, bystander activation can also cause 

autoimmunity. Indeed, bystander activation can activate B and T cells in an antigen-independent manner, 

through the production of pro-inflammatory cells, leading to the development of autoimmunity. This 

activation occurs due to a combination of an inflammatory milieu, co-signaling ligands, and interactions with 

neighboring cells [138]. For example, virus-specific T cells migrate to areas of virus infection/antigen such 

as the heart, pancreas, or CNS, where they encounter virus-infected cells that present viral peptides. The 

CD8+ T cells recognize these infected cells and release cytotoxic granules resulting in the killing or death 

of the infected cells. Under these circumstances the dying cells, the CD8+ T cells macrophages within the 

inflammatory focus release cytokines such as TNF, TNF-β, lymphotoxin (LT), and nitric oxide (NO), which 

can lead to bystander killing of the uninfected neighboring cells [139]. CD8+ T cells also mediate host injury 

by exerting cytotoxicity that is facilitated by natural killer cell-activating receptors, such as NKG2D, and 

cytolytic molecules, such as granzyme B [140]. An example of bystander activation is the autoimmune side 

of dengue fever. Indeed, the immune response of dengue fever/dengue hemorrhagic fever is a series of 

monocytes and macrophages-drive immunopathogenesis processes starting from viral infection and 

exacerbated by bystander activation [141]. Another example of autoimmunity caused through bystander 
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activation is liver injury associated with Hepatitis A infection. Hepatitis A virus (HAV)-infected cells produced 

IL-15 that induced TCR-independent activation of memory CD8+ T cells, which was associated with the 

severity of liver injuries [142]. Neutrophil extracellular traps (NETs) are considered to contribute to 

autoimmune inflammation and cause bystander tissue injury, but they have also been described to have 

potential immuno-regulatory action [143]. Overall, bystander activation can be considered as a weapon 

used by the immune system in case of infections by pathogens able to elude the immune system. Such 

immune response is intrinsically unspecific and designed to activate T cells in a TCR independent way, 

accepting autoimmunity as a trade-off for pathogens clearance. 

 

Figure 10: 

During acute hepatitis A, memory CD8+ T cells specific for HAV-unrelated viruses undergo IL-15-dependent bystander 
activation. IL-15 is produced by hepatocytes and possibly myeloid cells in the infected liver. These activated, HAV-
unrelated CD8+ T cells exhibit “innate-like cytotoxicity” to hepatocytes, which is triggered by the ligation of natural killer 
cell-activating receptors (e.g., NKG2D) with their ligands. Figure published by Kim et al, “The activation of bystander 
CD8(+) T cells and their roles in viral infection”, Exp Mol Med, 2019 [140]. 

Autoimmunity prevention 

The prevention of autoimmunity is a major challenge for the adaptive immune system. An efficient immune 

system works on the edge between producing BCRs and TCRs able to recognize the highest possible 

number of antigens but without recognizing non-pathogenic self-molecules. Being too conservative on the 

negative selection process would reduce the diversity of BCRs and TCRs, which would result in a less agile 

immune system. Not being conservative enough with negative selection would bring the opposite result, 

leading to the development of B and T cells more prone to targeting self-antigens and initiating autoimmune 

processes. Throughout human evolution, the selective pressure of a wide spectrum of microbial pathogens 

resulted in the development of an immune system leaning more toward increasing its efficacy and ability to 

react against unknown or elusive pathogens. However, in most of today’s societies such an efficacy has 

not been that crucial for the last 200 years and highly active immune systems are a risk factor for 
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autoimmunity development. Despite having evolved to target a variety of pathogens, the immune system 

also developed several tolerance mechanism in order to minimize the risk of autoimmunity, particularly in 

T and B cells. 

Autoimmunity prevention in T cells 
The generation process of the TCR in individual thymocytes during thymic development may result in the 

generation of individual clones with the potential for autoreactivity [144]. T lymphocytes play a central role 

in regulation of the immune system. Both effector and regulatory T cells work in equilibrium to provide 

optimal immune response against foreign pathogens. Normally, T cells do not react against self-antigens 

because of the presence of central and peripheral immunogenic tolerance [145]. Central tolerance 

eliminates autoreactive naive T cells that develop in thymus by presenting them with self-antigens on the 

thymic cells, which correspond to the previously described negative selection. The autoreactive T cells that 

escape thymus are subjected to additional mechanisms such as clonal anergy, ignorance, and deletion. T 

cell anergy is a tolerance mechanism in which the lymphocyte is intrinsically functionally inactivated 

following an antigen encounter, but remains alive for an extended period of time in a hyporesponsive state 

[146]. T cell anergy is induced by TCR binding to peptides presented by APCs but with a lack of 

costimulatory signals. Anergy induction is not only important in preventing autoimmunity, but it also 

generates the precursors for peripheral Treg cell differentiation [147]. Clonal deletion in the peripheral T 

cells is achieved through activation‐induced cell death (AICD), which happens after TCR binding and 

induced expression of Fas ligand [148]. Moreover, Tregs, specifically CD4+CD25+Foxp3+ Tregs, exert a 

tight control over autoreactive B and T cell responses in the periphery. Failure of any one of these 

checkpoints can cause uncontrolled expansion of these self-reactive T cells leading to the development of 

autoimmune diseases [149]. Clonal diversion of T cells leads to the differentiation in Tregs, which is another 

mechanism of immune tolerance [150].  

Autoimmunity prevention in B cells 

Similarly to T cells, also B cells present tolerance mechanisms aimed at minimizing the risk of autoimmunity 

development. During B cells development in the bone marrow, a negative selection is applied in order to 

discard or re-arrange BCRs showing autoimmune properties, which is defined as central B cells tolerance 

[151]. Peripheral tolerance mechanisms are also present and fundamental in avoid autoimmunity generated 

by lack an incomplete central negative selection. If a mature B cell recognizes autoantigens in peripheral 

tissues without specific helper T cell response, this cell may be functionally inactivated by anergy 

mechanisms or die by apoptosis [152]. Anergic B cells populate peripheral lymphoid organs and continue 

to express unoccupied antigen receptors yet are unresponsive to antigen stimulation [153]. A proposed 

mechanism for anergy induction in B cells is the permanent binding of BCR, which translates in the induction 

of inhibitory molecules expression inhibiting B cell activation [154]. Moreover, BCR binding is not enough 

for B cell activation, as cognate interactions with T cells are needed. If such interaction does not happen 

within a certain period of time, B cell become unresponsive [155]. Therefore, T cells activity can be 
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considered as a tolerance mechanism for B cells, as the latter cannot be activated without availability of the 

former. Self-reactive B cells generated by somatic mutations during GC reaction are also eliminated [156]. 

Moreover, Bregs also have an important regulatory and tolerance role, through the production of inhibitory 

cytokines such as IL10, preventing autoimmunity development [157]. 

Autoantibodies 

Immunoglobulins are fundamental components of the immune system, as they are the base of adaptive 

immunity efficiency in not only performing pathogens clearance, but also in preventing future infections. 

Antibodies produced by freshly activated B cells are fundamental tools in the immune reaction against 

ongoing infections, as they can direct immune cells expressing immunoglobulins receptors toward foreign 

molecules or microbes. After infection’s clearance, long-lived plasma cells continue producing antibodies 

that will circulate throughout the body and will effectively hinder or prevent new infections from already 

encountered pathogens. There is a plethora of potential targets for the adaptive immune system, which are 

not only external pathogens but also “internal”. Indeed, the immune system is also trained to recognize 

tumors and to induce apoptosis in cancerous cells. Therefore, B cells are also selected to produce 

antibodies targeting self-antigens characterizing aberrant cellular states. Furthermore, the immune system 

role is not only to eliminate its targets, but also to maintain homeostasis with some of them. For instance, 

the immune system targets bacteria from the gut microbiome in order to maintain a state of permanent light 

inflammation that keeps their population under control. Considering the broad spectrum of roles that the 

immune system can cover, we can consider it as the “house-keeper” of our body, and antibodies are 

arguably the main molecular tool used. However, the specificity of the immune system is not perfect, as 

explained while describing the pathways potentially resulting in autoimmunity. Indeed, autoimmunity can 

arise under different circumstances and lead to the development of autoimmune diseases, which affect a 

significant part of population in developed countries. Antibodies clearly play an important role in 

autoimmunity, as they are abundantly present in patients with autoimmune diseases, such as SLE and RA. 

Antibodies targeting self-antigens are named autoantibodies, and are the main topic of this thesis. 

Autoantibodies’ role within the immune system, although widely studied since several decades, is still 

partially unclear. Intuitively, autoantibodies would be associated with a pathogenic role, but an immuno-

regulatory and homeostatic purpose has been proposed as well [158]. Understanding the dualism between 

the two roles of autoantibodies is of great importance for the treatment of autoimmune diseases.  

Autoantibodies dualism: pathogenicity and immune system regulation 

Autoantibodies targeting specific antigens have been associated with autoimmune diseases since the 

beginning of the previous century, precisely from the “horror autotoxicus” definition given to autoantibodies 

by Ehrlich in 1902 [159]. Autoantibodies directed against intracellular antigens are typical of lupus-like 

diseases and, although their role is still not well understood, they are thought to participate in autoimmune 

diseases pathogenesis [160-162]. Pathogenic autoantibodies directed against secreted or membrane-

associated autoantigens cause diseases mainly by disrupting the function of target proteins or by promoting 
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the destruction of cells expressing these cell-surface molecules [163]. Such autoantibodies are involved in 

the development of various type of autoimmune diseases, from systemic to organ-specific ones. For 

instance, antibodies directed against SSA and SSB antigens are abundantly present in around 30% of SLE 

and 70-90% of Sjögren Syndrome (SS) patients [164, 165]. Anti-IgG Fc antibodies, commonly called 

rheumatoid factor (RF), are expressed in the majority of patients suffering from arthritic diseases [166]. 

Around 25-40% of RA patients present anti-citrullinated protein antibodies (ACPA), while 44% present anti-

carbamylated proteins (anti-CarP) antibodies [167]. Several neuropsychiatric diseases were recently linked 

to specific anti-neuronal autoantibodies targeting GABAergic and glycinergic synapses, which are directly 

pathogenic by down-regulating synaptic proteins, activating complement or antagonizing ligand binding 

[168]. ANAs, particularly anti-centromeres (CENP) and anti-Scl-70 (topoisomerase I) autoantibodies are 

used in the diagnosis of Systemic Sclerosis (SSc), while antibodies directed against non-nuclear and cell 

surface antigens such as anti-endothelial cell, antiplatelet-derived growth factor receptor, anti-AT1 receptor 

and interferon-inducible protein 16 are considered as functional in the development of SSc [169]. The 

development of autoantibodies to type IV collagen antigens expressed in the glomerular and alveolar 

basement membranes has been found to play a pathogenic role in anti-glomerular basement membrane 

(anti-GBM) disease [170]. Although the pathogenic capacity of autoantibodies is very well described in 

literature, there are also examples of non-pathogenic autoantibodies. For instance, IgM targeting 

phosphorylcholine can enhance clearance of damaged cells and induce intracellular blockade of 

inflammatory signaling cascades, showing a protective action from atherosclerosis and may downmodulate 

the severity of autoimmune disease [171]. IgM anti-DNA antibodies negatively correlated with SLE 

symptoms severity, suggesting that such autoantibodies may have a protective role in SLE [172]. Such 

hypothesis was reinforced by the finding that treatment with IgM anti-DNA resulted in an inhibition of SLE 

symptoms in a mouse model [173]. Anti-idiopathic antibodies are immunoglobulins targeting the Fab 

antigen-binding section of another immunoglobulin, with RF as most known example, and are thought to 

immuno-modulate the humoral response in order to prevent autoimmune pathogenicity [174, 175]. 

Presence of IgM RF in SLE sera was associated with a lower severity of symptoms, although IgA RF defined 

a high disease activity subpopulation [176]. Beneficial autoimmunity against pro-inflammatory cytokines 

has also been reported to play a role in the immuno-modulation of autoimmune diseases [177]. Moreover, 

protective autoantibodies also play an important role in detecting cancers. For instance, IgM antibodies 

bind to various tumor-antigens, induce apoptosis of malignant cells and, most importantly, they detect not 

only malignant cells but also their precursor stages [178]. Considering all the examples above, it is not 

possible to generalize on the role of autoantibodies. Targeted antigen, immunoglobulin isotype, disease 

state and affected pathways are all elements to take into account when investigating the role of a given 

autoantibody. 

Natural Autoantibodies 

As previously described, antibody production is linked to B cells development and activation through 

antigenic stimulation. However, a significant portion of antibodies is produced without any previous 
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immunization and targets a wide spectrum of antigens, from microbial to self-antigens. Those 

immunoglobulins were historically named natural autoantibodies (NAAs) [158]. NAAs are of IgG, IgM and 

IgA isotypes and target a variety of serum proteins, cell surface structures and intracellular molecular 

complexes and they are encoded by germline genes with no, or few, mutations [179]. B cells that produce 

NAAs comprise 15–20% of the circulating B cells in adults and 50% of the B cells in cord blood of newborns; 

and NAAs are evolutionarily conserved, as they have been found in all jawed vertebrates, from cartilaginous 

fish to amphibians, birds, and mammals [180]. The role of such antibodies is not clear, but they are most 

likely involved in homeostasis maintenance and may be a first barrier of defense, as a sort of innate humoral 

immunity [181, 182]. Clinically healthy volunteers also produce NAAs, which reinforces the hypothesis that 

such immunoglobulins are an endemic component of the immune system [183]. Interestingly, NAAs present 

overall low binding affinity but evolutionary preserved polyreactivity and avidity [184]. The ability of 

polyreactive natural antibodies to bind different antigens relies on two different types of recognition: identical 

epitopes present on different antigens or different epitopes from different antigens. Most natural 

polyreactive antibodies efficiently recognize antigens that are different in nature, such as proteins, nucleic 

acids, phospholipids and polysaccharides, and, therefore, are highly unlikely to share identical epitopes. 

This indicates that polyreactivity is a function of features inherent to the binding cleft of the antibody and 

not of structural features inherent to and shared by different antigens [185]. Polyreactive NAAs manifest 

the capacity to recognize three-dimensional structures and thus represent a fundamental feature of the 

immune system, which may explain why they have long been preserved during evolution [186]. Most of 

NAAs are of IgM isotype, which have been described to have beneficial effects in both tolerance and 

protection from microbial aggressions. IgM-NAAs regulate the inflammatory response to apoptotic cells to 

enhance their removal, bind to leukocytes to regulate their function and can prevent autoimmunity 

development [187]. NAAs reacting with either self or non-self antigens constitute a vast network of infinite 

interactions providing high complexity, stability and plasticity [186]. In healthy individuals, NAAs are of low 

prevalence and generally show low affinity to their respective antigens, whereas in autoimmune disease, 

their frequency and affinity toward specific antigens are in many cases increased [188]. It was also 

hypothesized that pathogenic autoantibody production may be explained as an expansion of naturally 

present autoreactive lymphocytic clones that, in genetically predisposed individuals, can induce cell or 

organ damage and thus development of autoimmune disorders [184]. Isotype switching of NAAs might be 

a mechanism involved in autoimmunity development. Indeed, IgM are overall associated with protective 

and homeostatic roles, while high-affinity, somatically mutated IgG and IgA autoantibodies reflect a 

pathologic process where homeostatic pathways related to cell clearance, antigen-receptor signaling or cell 

effector functions are disturbed [185, 189]. For instance, disease-associated IgG ANAs and ACPA have 

been shown to activate innate pattern recognition receptors leading to increased cell death and tissue injury, 

while a class of IgM autoantibodies targeting oxidation-associated neo-antigens can oppose these 

pathogenic effects through enhancing phagocytic clearance of apoptotic cells and inhibiting of TLRs 

agonists [190]. Oxidation-specific epitopes may be immunodominant targets of natural antibodies, 
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suggesting an important function for these antibodies in the host response to the consequences of oxidative 

stress [191]. Although their role is not fully understood, NAAs abundancy and evolutionary conservation 

suggest that they are an important component of the molecular arm of the immune system, for both 

pathogens clearance and homeostasis maintenance, and can be considered as an adaptive immunity 

“contribution” to the innate immune system. 

Biomarkers 

Biomarker’s definition 

The definition of a biomarker is simple and purposely broad, slightly different in the wording depending on 

the organization proposing it but mostly overlapping. For instance, the FDA considers a biomarker as “a 

defined characteristic that is measured as an indicator of normal biological processes, pathogenic 

processes or responses to an exposure or intervention” [192]. In other words, nearly any measure, from 

basic information such as patients’ weight or blood pressure to more sophisticated ones as genes 

expression or proteins levels, can be considered as a biomarker. Although broadly defined, in the context 

of clinical trials, the term biomarker is mostly used for cellular and molecular measurements on biological 

material collected from patients, performed with the aim of improving diseases understanding or clinical 

treatments. The broad definition of a biomarker reflects the variety of its uses. Depending on the timing and 

methodologies of measurement, biomarkers can be used as: 

• Predictive: biomarkers measured at baseline (beginning of the treatment) or during the patients 

screening phase, used to predict the response or non-response to a given treatment. Such markers 

are at the base of precision medicine’s approaches, as they can direct caregivers toward treatments 

that are efficacious in a specific disease subpopulation. The use of predictive biomarkers ultimately 

leads to the pre-selection of patients to be treated and to increased treatment efficacy when 

compared to unselected patients. 

• Mechanistic: biomarkers whose levels change after treatment in a pharmacodynamics manner. 

The change in concentration or level of such markers usually does not correlate with treatment 

response and their change is often dose-dependent. They are helpful in better understanding 

treatments effects and choosing optimal drug’s doses. 

• Diagnostic: biomarkers used to help caregivers in the diagnosis of a specific disease. Symptoms 

and disease phenotypes do not always allow for a clear diagnosis, therefore cellular and molecular 

markers can help in narrowing down or ruling out diseases. Biomarkers with early diagnosis 

potential are extremely useful, as an early disease detection is associated with better treatments 

outcomes. 

• Prognostic: biomarkers used to identify the likelihood of a clinical event, disease recurrence, or 

disease progression in patients with a disease or medical condition of interest, without taking into 

account any specific treatment [192, 193]. Such markers are useful in predicting the severity of 
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symptoms, which can help caregivers in tuning disease treatments in order to tackle future 

worsening or potential complications. 

• Efficacy: biomarkers used to monitor the efficacy of a given treatment, which helps caregivers in 

following treatment effects. A rapid assessment of the beneficial effects of an ongoing treatment is 

of critical importance in order to prevent symptoms’ worsening and to change or confirm a 

therapeutic approach.  

• Safety: biomarkers able to predict the likelihood of adverse events appearance and treatment’s 

toxicity [192]. Some treatments, particularly in oncology, can have heavy secondary effects and 

potentially endanger patient’s survival. Following the functioning of organs and predicting any 

conditions worsening help caregivers in measuring the strain put on the body, and in adapting the 

treatments in order to prevent or at least limit the magnitude of adverse events. 

The use of biomarkers, and in particular laboratory-measured biomarkers, in clinical research is relatively 

recent, and the best approaches to this practice are still being developed and refined [194]. Biomarkers 

assessments have to fulfill certain criteria before being applied in clinical trials or therapeutic use. Indeed, 

assays measuring biomarkers need to firstly be technically validated by proven robustness, reproducibility 

and accuracy. Secondly, the clinical utility of a given biomarker needs to be proven by its developers and 

approved by health authorities [195]. The validation process of a biomarker can be troublesome, which is 

due in part to the lack of a regulatory guidance connecting marker discovery with well-established methods 

for validation [196, 197]. However, personalized medicine’s application and endotypes identification is 

nowadays increasingly more required in order to treat diseases with unmet clinical needs from oncology to 

autoimmunity, and biomarkers are the key to reach this goal. The most appropriate context to evaluate the 

value of a biomarker related to treatment efficacy is the clinical development, hence biomarkers should be 

explored during clinical trials. 

Clinical trials 

The development and approval of a drug is a lengthy, complex and heavily regulated process that usually 

lasts around 10-13 years and costs between hundreds of millions and few billions of dollars [198-202]. 

Before being marketed, a drug must be tested through several development phases in order to fulfill all 

regulatory criteria. This process is classically divided in discovery phase, pre-clinical development and 

clinical trials (Figure 11). After the identification and validation of a therapeutic target, new molecular and 

biological compounds are  tested in order to investigate their in-vitro capacity to interact with the target in a 

potentially beneficial manner. This discovery phase is mostly based on screening assays and testing in 

animal models, with optimization steps aimed at increasing the binding capacity of the candidate drug to its 

target [203]. A few selected molecules are then tested in pre-clinical trials conducted in animals, mostly 

rodents and other mammalians, in order to delineate the pharmacokinetic profile and general safety, as 

well as to identify toxicity patterns [204]. Compounds showing sufficiently good safety and pharmacokinetic 

profiles can start the clinical development phase, where they are tested in humans. The clinical 
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development process is further divided in three distinct phases, each of them designed to investigate 

different aspects of the application of the new drug. The phase I is typically conducted on a relatively small 

number of healthy volunteers, with exception of oncology where cancer patients are enrolled, and its aim 

is to verify the safety and pharmacokinetic profiles of the drug in humans [205, 206]. This phase is critical, 

as the safety of a drug is of utmost importance for its approval and commercialization. Furthermore, serious 

adverse events can have a deleterious impact on the reputation of the institution sponsoring the trial, 

reducing the trust of patients and caregivers. Drugs with sufficiently good safety profiles are then tested in 

phase II trials, where around 100-300 patients are enrolled in different treatment cohorts characterized by 

different doses of the drug or a placebo cohort used as control [207]. The aim of this phase is mainly to 

select the optimal treatment doses and to provide an initial assessment of its therapeutic efficacy in humans 

when compared to a placebo. The design of this phase is particularly complex, as the clinical teams often 

need to find a compromise between the number of tested doses and the number of patients per cohort. 

Spreading the enrolled patients over a large number of doses may result in a loss of statistical power leading 

to uncertain comparison with placebo or between cohorts, while not testing enough doses may lead to a 

poor optimization of the therapy. Indeed, considering the significant production cost of some drugs, 

particularly biologicals, it is fundamental to optimize the treatment doses in order to keep high rate of 

positive clinical outcome and reduce the treatment cost. Drugs successfully tested in the phase II are then 

tested in phase III clinical trials. Such trials are usually conducted on 300-3000 patients that are treated 

with one or two drug doses and compared to a placebo cohort [208, 209]. This is the final step necessary 

to obtain the approval from health authorities and those trials are designed and statistically powered in 

order to assess the treatment efficacy, which is quantified using one or several clinical parameters. 

Successful drugs undergo the approval process of health authorities, which analyze the results of the trials 

and decide whether a treatment can be commercialized. Once the drug is commercialized and provided to 

potentially hundreds of thousands or even millions of patients, the pharmaceutical companies monitor the 

appearance of adverse events. This post-marketing monitoring is often coupled with phase IV clinical trials, 

which are designed to explore new formulations, new indications, and other patentable innovations [210]. 
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Figure 11: 

A schematic of the activities involved in the drug discovery and development process. At the left are shown icons 
depicting small molecules (NMEs) and biological molecules (NBEs) being considered for development. At the top are 
the time lines for quality assurance guides governing the process; they are good laboratory practice (GLP), good 
manufacturing practice (GMP), and good clinical practice (GCP). Specific activities in the stages of development are 
shown at the bottom; they include studies of absorption, distribution, excretion and metabolism (ADEM), screening for 
activity at cytochrome P450 (CYP) liver enzymes, and regulatory filings for Investigational New Drug (IND) and New 
Drug Application (NDA). Abbreviations: NBE, New Biological Entity; NME, New Molecular Entity. Figure published by 

Mohs et al, “Drug discovery and development: Role of basic biological research”, Alzheimers Dement (N Y), 2017 [211]. 

The cost of drug development increased significantly during the last decades, while the number of approved 

drugs decreased, which is a serious challenge for the economy of pharmaceutical companies [212]. The 

structure of the clinical development phase has been changing lately, with the aim of reducing the cost of 

clinical development and the risk of rejections. For instance, phase I trials in oncology are often coupled 

with extension studies aimed at testing the efficacy of the treatment [213, 214]. Clinical teams leading phase 

II clinical trials also tend to optimize the trial design in order to have a better understanding of the potential 

clinical efficacy of a given treatment and to reduce the failure rate in the following phase III [215, 216]. 

Biomarkers can also increase the success rate of clinical trials, as they can inform on various aspect of 

treatments effects, from safety to clinical response. For instance, biomarkers are already widely applied in 

oncology in order to pre-select patients with highest chances of responding to specific treatments [217]. 

However, other disease areas have been slower in adopting the use of biomarkers. The financial pressure 

on pharmaceutical companies to optimize the development cost of new drugs is now a strong driver for an 
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increase in the exploration and use of biomarkers. This will be particularly relevant in disease areas where 

the use of biomarkers was considered as “nice to have” but not necessary, such as arthritic diseases. 

Autoantibodies as biomarkers 

Autoantibodies have been widely studied since a number of decades; however, their use as biomarkers 

has mostly been restricted to a few well-known examples. 

Rheumatoid factor and anti-CCP antibodies 

Autoantibodies are already used as diagnostic biomarkers in a number of autoimmune diseases. Some of 

the most well-known examples are Rheumatoid Factors (RF) and anticyclic citrullinated protein (CCP) 

antibodies detected to support the diagnosis of RA. RF is present in a large number of diseases and even 

in healthy elderly individuals, but can help in predicting the development of RA in the general population 

[218]. Anti-CCP are widely used in RA diagnosis, although present in only around 25-40% of the affected 

population, because of their high specificity and value in predicting aggressive joint erosion [219, 220]. In 

clinical practice, it is recommended to use both autoantibodies together because anti-CCP antibodies alone 

are only moderately sensitive, and the combination of the two markers improves diagnostic accuracy [221]. 

Increased levels of RF and anti-CCP antibodies were associated with disease severity, progression and 

morbidity, making them useful prognostic markers [220]. RF and anti-CCP antibodies were investigated as 

potential predictive markers for anti-TNFa therapy of RA patients, showing that only anti-CCP antibodies 

were partially useful in predicting clinical response after abatacept treatment [222]. The isotype switching 

of IgM to IgG and IgA of anti-CCP antibodies is also of particular interest, as the presence of IgG and IgA 

anti-CCP pre-dated the onset of RA symptoms by years [223]. Levels of anti-CCP antibodies and RF 

significantly decreased after anti-TNFa treatment, but without correlation to clinical response [224]. Overall, 

those two autoantibodies have been widely explored as biomarkers in RA and other arthritic diseases, 

which proved them as useful and robust diagnostic tools and prognostic markers. However, their utility in 

predicting clinical response was relatively poor, which may be due to the complex pathogenesis of RA and 

the poor efficacy of current treatments. 

Antinuclear antibodies 

Another well-known example of autoantibodies used as biomarkers are antinuclear antibodies (ANAs). The 

presence of ANAs in patients’ blood is detected by using intracellular and nuclear antigens from human 

laryngeal carcinoma (HEp-2 cells), to which ANAs will bind and lead to fluorescent emission, whose 

patterns can be correlated with certain autoimmune diseases [225]. ANAs are present in 90-95% of 

Systemic Sclerosis (SSc) patients and are used to support SSc diagnosis [226]. Patients with Sjögren 

Syndrome (SS) express ANAs directed against a variety of autoantigens too [227]. ANAs are also present 

not only in most of SLE patients but in 20-30% of healthy individuals as well, therefore their specificity for 

autoimmune diseases is relatively low, similarly to RF for RA [228]. The biological role of ANAs is not 

entirely clear, as both pathogenic and protective functions were proposed [229]. ANAs have been applied 



39 
 

as entry criterion for SLE clinical trials enrollment, and patients positive to those autoantibodies have shown 

significantly better clinical response to belimumab, an anti-TNFSF13B monoclonal antibody [230]. ANAs 

detection is regularly performed in SLE and SS, which are two relatively similar diseases characterized by 

the presence of a variety and high concentrations of autoantibodies, mostly targeting nuclear antigens such 

as DNA, RNA, Histones and ribosomal proteins [231]. Some members of ANAs targeting ribonucleic 

proteins, such as SSA, SSB, RNP and Sm received a lot of scientific attention in the last few decades, 

particularly because of their high abundance and specificity, which makes them good diagnostic markers. 

Anti-SSA and SSB antibodies are detected in 50-90% (depending on cohorts and detection techniques 

applied) of SS patients and are already used in its diagnosis and stratification [232, 233]. Presence of those 

autoantibodies pre-dated the development of symptoms and correlated with younger age at diagnosis, 

longer disease duration and overall higher morbidity [234, 235]. Anti-SSA and SSB antibodies have also 

been detected in around 30-40% of SLE patient, but without correlation with disease activity [236]. SLE, 

pSS and overall expression of anti-SSA antibodies is a particularly risky condition during pregnancy, as 

fetuses run the risk to develop neonatal Lupus [237]. Indeed, maternal anti-SSA antibodies may be passed 

on to the fetus via transplacental passage and lead to the development of Lupus-like cutaneous symptoms 

and complete congenital heart block [238, 239]. Anti-Sm and RNP antibodies are also used in the diagnosis 

of SLE, as they are found respectively in 5-30% and 25-47% of patients [240]. Anti-RNP antibodies have 

also been associated with disease severity in SS, but their application as potential prognostic markers is 

still recent [241]. Although there are thousands of different proteins and in the nucleus of cells, only a few 

of them provoke a strong autoimmune reaction, particularly antigens complexed with DNA and RNA [242]. 

Those antigens can be “exposed” to the immune system via a number of biological processes, from 

apoptosis to neutrophil extracellular traps (NETs), and their targeting leads autoantibodies to triggering the 

complement cascade, penetrating into living cells, modulating gene expression, and even inducing 

profibrotic phenotypes of renal cells [243-245]. In summary, ANAs and other autoantibodies targeting 

certain nuclear antigens are widely used diagnostic and prognostic tools applied in the management of a 

number of autoimmune disease. 

Autoantibodies in cancer 

Autoantibodies are being explored as biomarkers also in oncology, where early diagnosis is critical for 

patients survival and potential prognostic or predictive markers might help in giving the right treatment to 

the right patient [246]. Oncologic diagnosis is mostly based on intrusive, time consuming and complicated 

examinations, while autoantibodies detection requires minimal intrusiveness (blood sampling) and can be 

performed in short times with simple ELISA assays. Furthermore, using specific autoantibodies to 

strengthen diagnosis and prognosis (similarly to RA, SLE and SSc) would help caregivers in selecting the 

most appropriate treatment and increasing patients’ survival [247]. Cancer neoantigens could reflect 

tumorigenesis, but they are hardly detectable at the early stage, while autoantibodies are biologically 

amplified and hence may be measurable early on, making them promising biomarkers to discriminate 

cancerous cells from healthy tissue accurately [248]. Additionally, although current cancer screening 
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techniques are very efficient, a certain percentage of early cases still passes undetected. For instance, 

around 15% to 20% of breast cancers cannot be detected via image-based screening, thus autoantibodies 

filling this gap would be extremely useful in clinical practice [249]. The use of autoantibodies in oncology is 

still recent, but combinations of autoantibodies already showed good diagnostic potential for lung, breast 

and colon cancers [250-255]. Moreover, anti-ECPKA autoantibodies were found to be specific markers 

potentially involved in the development of numerous cancers, thus being a potential diagnostic marker of 

early phase tumors [256]. Increased levels of autoantibodies directed against tumor-associated antigens 

(TAAs) have been found in early stages of breast, lung, gastrointestinal, ovarian, colorectal, esophageal, 

hepatocellular and prostate cancers [257, 258]. A panel of anti-TAAs autoantibodies was tested for the 

diagnosis of breast cancer and ductal carcinoma in situ (DCIS), reaching 64% and 45% respectively of 

sensitivity and a specificity of 85% [259]. Overall, autoantibodies use as biomarkers in oncology is still at 

the exploratory/confirmatory phase but it has the potential to improve the precision of diagnosis and 

treatments. Interestingly, most studies confirmed that the use of single autoantibodies was not sufficient in 

achieving useful diagnostic performances, hence the need for the combination of several autoantibodies. 

The latter approach was applied in this thesis, particularly in the first part of the PhD. 

Autoantibodies in neurodegenerative diseases 

The field of neurodegenerative diseases is in critical need for biomarkers, from early diagnosis to prognosis, 

thus autoantibodies have been explored as biomarkers in several neurodegenerative diseases [260]. The 

interest in autoantibodies in CNS-related diseases derives from the involvement of autoimmunity, 

particularly B-cells, in their pathogenesis. Emerging evidence suggests that B cells also contribute to the 

pathogenesis of neurodegenerative diseases, including Alzheimer disease (AD) and Parkinson disease 

(PD) [261]. For instance, naturally occurring autoantibodies against ss-amyloid and alpha-synuclein have 

been detected in healthy persons and altered levels in patients were associated with particular 

neurodegenerative disorders [262]. The role of those NAAs is still not clear, as it was suggested that they 

may have a protective role [263-265]. In the case of PD, it was hypothesized that several autoantibodies 

directed at antigens associated with its pathogenesis may activate the immune system and lead to 

neuroinflammation, which would be the cause of symptoms development and disease progression [266, 

267]. In AD, autoantibodies targeting amyloid peptides, protein Tau, neurotransmitter receptors, glial 

markers and oxidized low-density lipoproteins are thought to participate in the disease pathogenesis, 

particularly in neurons death [268, 269]. The use of autoantibodies profiling in neurodegenerative diseases 

is still at the exploratory phase, but it may improve disease understanding and clinical practices. Indeed, 

autoantibodies may pre-date symptoms by years, allowing an early diagnosis and a timely prevention of 

disease progression. Although of critical importance, autoantibodies with such potential have not been 

identified yet in neurodegenerative diseases. 
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Aim of the thesis 

As presented throughout the introduction, the immune system plays a critical role in both homeostasis and 

disease pathogenesis. Therefore, components of the immune system have been targets for immuno-

modulatory therapies. Monoclonal antibodies targeting key components have been widely tested and their 

efficacy was proven in a number of diseases. However, a significant part of treated patients does not 

achieve a positive clinical response, particularly in autoimmune diseases with a heterogeneous 

pathogenesis. Identifying biomarkers able to predict which patients would positively respond or not to a 

given treatment would drastically improve the efficacy of therapeutic approaches. Indeed, pre-selecting 

patients with higher chances of achieving clinical response would allow for an improved tailoring of 

therapies. Such approach would be particularly useful in the context of complex autoimmune diseases, 

from arthritis to urticaria, and from systemic to skin or organ-specific conditions. The treatment of those 

diseases is particularly challenging, as several pathways might be involved in their pathogenesis and their 

symptomology can be wide and difficult to assess. Therefore, using biomarkers able to distinguish which 

therapeutic approaches are relevant, within a certain diseases for a given patient, would be a tremendous 

advancement toward precision medicine, which would translate in giving the right compound at the right 

dose to the right patient. 

As already described in the corresponding section, autoantibodies are potentially useful biomarkers for the 

prediction of clinical response. They are easy to detect, since ELISA-like immunoassays are sensitive 

enough, and their testing is non-intrusive, as the main biological matrices used are serum and plasma. 

The aim of this thesis was to apply autoantibodies profiling to clinical trials of three different diseases and 

treatments.  

Autoantibodies profiling in an anti-IL17 clinical trial of Psoriatic Arthritis 

Anti-IL17 treatment was proven to be efficacious in the treatment of Psoriatic Arthritis (PsA). However, only 

around 33% of patients achieved significant clinical response (ACR50), while around 80% of psoriasis 

patients achieved a clinical response (PASI scores) using the same drug. Finding markers able to identify 

responders or non-responders to anti-IL17 treatment at baseline would help in increasing treatment efficacy 

by pre-selecting patients. Hence, I performed autoantibodies profiling on baseline PsA serum samples from 

an anti-IL17 clinical trial with two purposes. Firstly, I attempted to find autoantibodies specifically present in 

ACR50 responders versus non-responders, with the final goal to build a panel of markers that may result 

in the development of a companion diagnostic for anti-IL17 treatment of PsA. The second purpose was to 

test a high number of autoantibodies in order to increase our technical knowledge in autoantibody detection 

and identify markers that might be relevant for other diseases. 

Autoantibodies profiling in Hidradenitis Suppurativa 

HS is a well-characterized disease but its etiology is still not well known, so there is a need for biomarkers 

able to improve our understanding of molecular and cellular pathways involved in its pathogenesis. B-cells 
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and aggressive immune system activation were observed in HS skin lesions. Therefore, the goal of 

autoantibodies profiling was to identify and characterize specific autoantibodies that might be linked to 

disease development and strengthen the hypothesis of B-cells involvement. 

Anti-FceR1a autoantibodies and sFceR1a detection in Chronic Spontaneous Urticaria 

Anti-FceR1a autoantibodies are thought to initiate mast cells and basophils activation by cross-bridging 

with cell surface receptors, thus causing Urticaria symptoms. Patients expressing anti-FceR1a 

autoantibodies would potentially not respond to an anti-IgE treatment, as they may activate mast cells and 

basophils in an IgE-free manner. The goal of this project was to investigate the possible correlation between 

anti-FceR1a autoantibodies in sera from Chronic Spontaneous Urticaria (CSU) patients and their response 

to an anti-IgE treatment. Moreover, soluble FceR1a (sFceR1a) was tested as surrogate marker for cell-

bound FceR1a. It was observed that surface expression of FceR1a on basophils decreased after anti-IgE 

treatment, thus cell-bound FceR1a is considered as a relevant mechanistic marker for such treatment. 

However, the detection of cell-bound FceR1a is of difficult application in large phase III clinical trials 

performed in numerous clinical sites. Indeed, its detection is based on a cellular assay using blood as 

sample matrix, which can be challenging from a logistic point of view. Blood needs to be quickly processed 

and delivered to central laboratories performing the biomarker assay, which can introduce a variability in 

the collection, storage and handling of samples that would also be reflected on the quality of the biomarker 

data. A soluble form of FceR1a is detectable in serum, which is a matrix more easily handled in large clinical 

trials. I quantified sFceR1a in CSU patients in order to verify whether the soluble form concentration would 

decrease after treatment, as described for the cell-bound form.  
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Results part I: Autoantibodies profiling in an anti-IL17 clinical trial of PsA 

Introduction 

Psoriatic arthritis (PsA) has been defined as an inflammatory arthritis associated with psoriasis, and it has 

been included in the group of spondyloarthropathies together with ankylosing spondylitis, reactive arthritis, 

inflammatory bowel disease associated spondyloarthritis and undifferentiated spondiloarthritis [270]. It has 

a prevalence of 2–4% in adults from Western countries, and 20–30% of psoriasis patients are at risk of 

developing psoriatic arthritis [271, 272]. The pathogenesis of PsA is complex and not well understood, with 

genetic and environmental factors involved together with immune-mediated inflammation [273, 274]. The 

complexity of its pathogenesis is reflected by the heterogeneity of PsA symptoms, including arthritis, 

enthesitis, dactylitis and axial as well as potential skin and nail involvement [275]. The correct diagnosis of 

PsA, particularly at an early stage, is critically important but it also represents a major challenge, as both 

psoriasis and PsA remain under recognized and undertreated in current clinical practice [276]. A delayed 

diagnosis of PsA is associated with long-term adverse outcomes, while an early detection of PsA 

development may prevent significant joint damage and associated disability [277]. The overlapping 

symptomology of psoriasis and PsA forces both rheumatologists and dermatologists to collaborate and 

perform complex differential diagnosis supported by the use of questionnaires for PsA development risk 

and recent imaging techniques [278, 279]. Similarly to its diagnosis, PsA treatment is challenging as well. 

PsA patients are typically treated with a combination or alternation of methotrexate (MTX), nonsteroidal 

anti-inflammatory drugs (NSAIDs), disease-modifying antirheumatic drug (DMARD) or anti-TNF agents, 

with the latter being the most effective in slowing down or stopping the radiographic progression of joint 

damage [280-282]. The most used clinical endpoints for evaluation of PsA treatments are ACR20, 50 and 

70, which correspond to a decrease of 20, 50 and 70% respectively of arthritic symptoms [283].  Although 

highly effective, TNF antagonists fail to induce a response in 25-33% of patients, with ACR20 achieved in 

around 40% of treated patients [284]. Recently approved treatments of PsA are based on the inhibition of 

IL12/23, IL17, JAK, and CTLA-4, which achieved similar or slightly higher ACR20 response rates to TNF 

inhibitors but showed better safety profiles [284, 285]. Although PsA treatment improved significantly in the 

last decade thanks to the use of new therapies, there are still gaps that need to be bridged in early diagnosis 

and prediction of treatment efficacy. In the last years, many different kind of biomarkers were explored in 

PsA, with the aim of supporting diagnosis, prognosis and treatment outcome prediction [286]. Although 

several markers were associated with favorable PsA treatment outcome, none is currently applied in clinical 

practice [287, 288]. Autoantibodies have been widely explored as biomarkers in RA, but PsA and psoriasis 

have been considered as seronegative diseases and, consequently, there is a small number of published 

studies on autoreactive immunoglobulin as potentially useful markers in PsA [289-293]. In the context of 

anti-IL17 treatment of PsA, we hypothesized that autoantibodies may be useful markers for the prediction 

of treatment non-response. Such hypothesis was based on the dichotomy of PsA, which present both 

psoriatic and arthritic components. Anti-IL17 therapy was approved for the treatment of both psoriasis and 

PsA, and it reduced disease activity in RA, but a clear difference in clinical response rates was observed. 
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Indeed, 35.2% of RA patients achieved ACR20 after 24 weeks of anti-IL17 treatment, while ACR20 

response rate was of 50-60% in PsA and psoriasis-specific clinical endpoint PASI75 (Psoriasis Area 

Surface Index 75, refers to decrease of 75% of skin surface affected by psoriasis) was achieved in 80-90% 

of psoriasis treated patients [294-297]. Overall, anti-IL17 treatment resulted more efficacious in the 

treatment of psoriasis-related symptoms (PASI), when compared to arthritis-related symptoms decrease 

(ACR). As already mentioned, PsA and psoriasis patients are thought to express lower levels and variety 

of autoantibodies, when compared to RA. Therefore, the presence of specific autoantibodies in PsA patients 

may be representative of RA components and thus potentially correlate with a non-response, for ACR 

scores, to anti-IL17 treatment. In the context of my thesis, I performed autoantibodies profiling using the 

baseline samples of one of the anti-IL17 phase III clinical trials performed by Novartis, NCT01392326. The 

final goal of this project was to identify one or a group of autoantibodies that would discriminate between 

responders and non-responders, and potentially predict which patients would not respond, to anti-IL17 

treatment. 

Clinical trial description and samples selection 

NCT01392326 was a randomized, double-blind, placebo-controlled, multicenter study of secukinumab 

(Cosentyx, an anti-IL17 humanized antibody) to demonstrate the efficacy at 24 weeks and to assess the 

long term safety, tolerability and efficacy up to 2 years in patients with active psoriatic arthritis. The study 

population consisted of a representative group of both RF and anti-cyclic citrullinated peptides (CCP) 

negative subjects of at least 18 years of age and with active PsA. More information on the patients inclusion 

and exclusion criteria used in this study can be found in the methods section. Figure 12, published by 

Mease et al, is a schematic representation of the study’s structure [298]. 

Considering the aim of the autoantibodies profiling approach, which was to find biomarkers that can 

discriminate clinical non-responders from responders and potentially predict which PsA patients would not 

respond to anti-IL17 treatment, only baseline samples from all treatment groups and placebo arm, with valid 

ICF for exploratory biomarkers activities, were selected and used. 566 samples were finally selected and 

used in the autoantibodies profiling experiments. 
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Figure 12: 

Scheme representing the structure of the clinical trial NCT01392326. After recruitment, patients were randomized in 
either placebo, 75 mg s.c. or 150 mg s.c. dose of anti-IL17 (AIN457). At week 16, ACR20 non-responders in placebo 
cohort were treated with either 75 mg or 150 mg of anti-IL17. At week 24, ACR20 responders in the placebo cohort 
were treated with either 75 mg or 150 mg of anti-IL17. Published by Mease et al, “Secukinumab Inhibition of Interleukin-
17A in Patients with Psoriatic Arthritis”, N Engl J Med, 2015 [298]. 

Antigens selection 

PsA being a complex disease, with several pathways potentially involved in the pathogenesis and in the 

progression of the disease, the panel of antigens used in the autoantibodies profiling needed to reflect this 

diversity. Therefore, I selected 208 antigens covering numerous proteins and post-translational modification 

families, of both self and microbial origin. The complete list of antigens is available in the methods section. 

Some of the most relevant antigens groups were: 

• Linked to cells and tissues structures such as Collagen I, II, III, IV, V, VI and Myosin. 

• Previously described to be specific of anti-TNFa non-responders RA samples (COG4, PPP2R1A, 

KPNB1, RAB11B) [299]. 

• Nuclear antigens such as SSA, SSB, Sm, RNPs, Histone, DNA, RNA. 
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• Viral antigens: EBV (Epstein-Barr Virus), CMV (Cytomegalovirus) and HBV (Hepatitis-B virus) 

proteins. 

• Bacterial antigens: Flagellin-BSA, Lachnospiraceae, Helicobacterium, Streptococcus pyogenes, 

Prevotella. 

• Fungal antigens from Candida albicans and Saccharomyces cerevisae. 

• Circulating proteins such as Fibrinogen, Immunoglobulins, Apolipoprotein E (ApoE), Prothrombin. 

• Post-translational modifications such as Advanced Glycation Events (AGEs), Citrullinated BSA, 

Trimethyllysine-BSA, Glycated-BSA. 

• Cytokines and cytokines receptors, such as IL1b, IL6, IL17A, IL17F, IL23, IL17R, IL21R, IL22R, 

IL23R. 

• Thyroid proteins: TPO and Thyroglobulin. 

Clinical endpoint selection 

The clinical parameter used as endpoint to evaluate the performance of the anti-IL17 treatment in this 

clinical trial was ACR20 after 24 weeks of treatment. ACR20 is a composite score defined as both 

improvement of 20% in the number of tender and number of swollen joints, and a 20% improvement in 

three of the following five criteria: patient global assessment, physician global assessment, functional ability 

measure, visual analog pain scale and erythrocyte sedimentation rate or C-reactive protein (CRP) [300]. 

ACR50 and ACR70 have the same definition as ACR20, but with an improvement of 50% and 70% 

respectively. Table1 shows that by using ACR20 as response criteria, around 50% of PsA patients were 

classified as responders to the anti-IL17 treatment. ACR50 and ACR70 responders in the treatment arms 

were respectively 30.7-34.7% and 16.8-18.8%. Another response criteria monitored during the study was 

the PASI score. Similarly to ACR, PASI (Psoriasis Area and Severity Index) is a composite score taking 

into account the surface and severity of psoriatic lesions on the patients skin [301]. PASI75 and PASI90 

indicate a reduction of the PASI score from baseline of 75% and 90% respectively. 

Treatment ACR20 ACR50 ACR70 PASI75 PASI90 

150 mg/kg 50% 34.7% 18.8% 61.1% 45.4% 

75 mg/kg 50.5% 30.7% 16.8% 64.8% 49.1% 

Placebo 17.3% 7.4% 2% 8.3% 3.7% 
Table 1: 

Summary of ACR20, ACR50, ACR70, PASI75 and PASI90 responders’ rate at week 24 for each patients’ cohort in 
the study NCT01392326. Data published by Mease et al, “Secukinumab Inhibition of Interleukin-17A in Patients with 
Psoriatic Arthritis”, N Engl J Med, 2015 [298]. 

The choice of which response criteria should be preferred for the statistical analysis was critical and driven 

by 3 factors: confounding placebo effect, clinical relevance and samples size. As shown in Table 1, ACR20 

was achieved in 17.3% of patients receiving placebo, while 7.4% achieved ACR50 and 2% achieved 

ACR70. Although a clear difference between treatment and placebo arms in the response ratio for ACR20, 

we estimated that the confounding placebo effect was too high and would potentially pollute the results of 
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the statistical analysis of autoantibodies profiles. Furthermore, ACR50 and ACR70 were considered as 

stricter response criteria. Therefore, ACR20 was not considered as the preferred clinical endpoint for our 

analysis. PASI scores were also considered less relevant, as they are skin-related while PsA most critical 

burden is represented by its arthritis symptoms. ACR50 was preferred to ACR70, as the number of ACR70 

responders was estimated too low to have enough statistical power in order to significantly discriminate 

them from non-responders. 

ACR scores were assessed throughout the entire clinical trial, but only week 24 was considered as the 

time-point to be used to evaluate clinical treatment efficacy. This decision was taken after discussion with 

the clinical team, which considered previous and later time-points as less informative. Moreover, the 

efficacy of secukinumab was assessed based on response rates at week 24. Earlier time points were 

disregarded as response rates were not stabilized before week 16 (Figure 13), which was not taken into 

account together with week 20 as considered too close to week 24. Later time-points were disregarded as 

well, as considered less clinically relevant when compared to week 24. 

 

Figure 13: 

The proportion of patients with at least a 50% improvement in American College of Rheumatology response criteria 
(ACR50) through the 52 weeks of treatment is shown. P-values for ACR50 response at week 24 were tested as part of 
the statistical hierarchy and adjusted for multiplicity. * p-value <0.001, § p-value <0.01, ‡ p-value <0.05 versus placebo. 
Figure published by Mease et al, “Secukinumab Inhibition of Interleukin-17A in Patients with Psoriatic Arthritis”, N Engl 
J Med, 2015 [298]. 

Sensitivity and specificity parameters 

Sensitivity, or true positives rate, is defined as the proportion of correctly detected positives. In the case of 

this project the aim was to detect ACR50 non-responders, hence the sensitivity corresponds to the 

proportion of ACR50 non-responders correctly identified as non-responders. Specificity, or true negatives 
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rate, is defined as the proportion of correctly identified negatives. In the case of this project, the “negatives” 

correspond to ACR50 responders, therefore the specificity is defined as the proportion of ACR50 

responders correctly identified as responders. The minimum levels required for sensitivity and specificity 

were discussed together with secukinumab clinical team. The highest priority was given to the specificity of 

the differentiation between responders and non-responders. Indeed, there should be no risk of not giving 

the drug to a patient that would actually respond positively to the treatment. This translated in fixing a 

specificity of 100% when detecting ACR50 non-responders, which means that all ACR50 responders would 

be identified as responders. Another suggestion from the clinical team was to achieve a sensitivity of at 

least 70% when detecting ACR50 non-responders, which was considered as a minimum threshold to 

represent a commercial interest for a potential companion diagnostic. In order to avoid a risk of data 

overfitting during the predictive model building phase, it was decided that the number of markers selected 

to discriminate ACR50 non-responders from responders should not be higher than 20. Therefore, the 

minimum requirements for a successful discrimination between ACR50 non-responders and responders 

were 70% sensitivity, 100% specificity and not using more than 20 markers. 

Results 

Higher autoantibodies levels in ACR50 non-responders 

566 baseline serum samples from CSU patients of the clinical study NCT01392326 were analyzed by 

autoantibody profiling assay based on Luminex (details in methods section) in order to detect IgG, IgM and 

IgA autoantibodies targeting 208 different antigens. The dataset obtained counted more than 355000 data 

points (Figure 14A). This dataset was mined to investigate the presence of autoantibodies that could 

discriminate between ACR50 responders and non-responders. The volcano plot in Figure 14B shows that 

none of the autoantibodies could be considered as significantly over- or under-expressed between ACR50 

responders and non-responders when considering both p-value and average fold change. Hence, I focused 

the analysis on the autoantibodies presenting at least a significant p-value after T-test to compare levels in 

ACR50 responders and non-responders. Indeed, when considering only the p-value some autoantibodies, 

such as IgG anti-Lachnospiraceae, IgG and IgM anti-ssDNA and IgG anti-Annexin 2, were significantly 

more expressed in ACR50 non-responders, although the fold change would be classically judged as non-

significant. Figure 14B also shows that most differentially expressed autoantibodies have higher signal in 

ACR50 non-responders, compared to ACR50 responders. Such result was expected and in line with 

previous findings with the hypothesis that anti-IL17 treatment efficacy might be lower in PsA patients with 

higher levels of autoantibodies, hence with a possibly more RA-driven PsA. 

Autoantibodies signals distribution and positivity rates 

Autoantibodies signal distribution is fundamentally different when compared to other markers such as 

proteins or RNA. Indeed, except for rare cases, most samples have a “negative” (background level, 100-
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300 MFI) or mildly positive (300-1000 MFI) signal for a given autoantibody, with only a “tail” of samples 

being positive (>1000 MFI) or highly positive (>5000 MFI).  

  

Figure 14: 

A) Scatter plot showing the totality of IgA (red), IgG (blue) and IgM (green) signals (expressed in MFI, Median 
Fluorescence Index) obtained measuring autoantibodies directed against 208 different antigens (details in methods 
section) using serum samples from 566 CSU patients from the clinical trial NCT01392326. Data obtained by 
autoantibody profiling assay based on Luminex; n=188 for patient from 150 mg treatment group; n=188 for patients 
from 75 mg treatment group; n=190 for patients from placebo group. B) Volcano plot showing the difference in 
autoantibodies levels at baseline between ACR50 responders vs non-responders in the 150 mg (n= 188) and 75 mg 
(n=188) treatment arms of the study NCT01392326. The fold change for each autoantibody was calculated by dividing 
the mean levels of ACR50 responders by the mean levels of ACR50 non-responders. Data obtained by autoantibody 

profiling assay based on Luminex. P-values were calculated with unpaired, double tailed, T-test. 
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Figure 15: 

A) IgG anti-Lachnospiraceae signals (measured by autoantibody profiling assay based on Luminex) distribution for all 
samples from NCT01392326. High positivity threshold set at 5000 MFI, low positivity threshold level set at 1000 MFI, 
n=566. B) Signals distributions of IgG anti-TPO (Thyroid Peroxidase, blue), IgG anti-Ro52 (Sjogren Syndrome antigen 
52, green), IgM anti-ssDNA (single strand DNA, red), IgG anti-CMV-Pp150 (Cytomegalovirus Pp150, purple), n=566 

for all autoantibodies. Data obtained by autoantibody profiling assay based on Luminex. 

Some examples of autoantibody signals distribution are shown in Figure 15. Figure 15A shows the 

distribution of IgG anti-Lachnospiraceae, which can be considered as a usual autoantibody signals 

distribution. The tail of positive signals is the “interesting” part of the data set, as those are the ones that 

can be differentiated from the rest of the population and harbor the potential for endotyping. Figure 15B 

shows the distributions of autoantibodies targeting different kind of autoantibodies. IgG anti-TPO is a well 

known autoantibody present in a number of diseases, but also in healthy volunteers. A cloud of negative 

samples and a uniform distribution of positive and highly positive samples characterize its distribution. IgG 

anti-Ro52 and IgM anti-ssDNA distributions are characterized by fewer highly positive samples and larger 

negative cloud. IgG anti-CMV-Pp150, an antibody directed against an antigen from Cytomegalovirus, 

presents a uniform distribution with a relatively small negative cloud and most of samples above the high 

positivity threshold. It is clear that each antigen is targeted differently by the immune system, with anti-

nuclear antigens (Ro52 and ssDNA) autoantibodies being present in a relatively small portion of samples 

population while anti-viral (CMV) antibodies are present in the majority of samples. The rate of positivity, 
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defined as the percentage of samples with signals above the positivity threshold of 1000 MFI, varied 

significantly between antigens. 

Positivity rate 
thresholds (%) 

Number and 
percentage of IgA 
antibodies 

Number and 
percentage of IgG 
antibodies 

Number and 
percentage of IgM 
antibodies 

>70 25; 12% 46; 22% 31; 14.9% 

>50 36; 17% 66; 31.7% 56; 26.9% 

>30 59; 28.4% 87; 41.8% 72; 34.6% 

>20 70; 33.7% 101; 48.6% 85; 40.8% 

>10 89; 42.8% 123; 59.1% 104; 50% 

>5 111; 53.4% 138; 66.3% 124; 59.6% 

<5 97; 46.6% 70; 33.7% 84; 40.4% 
Table 2: 

Summary of numbers and percentages of autoantibodies with positivity rates (percentage of samples with signal above 
1000 MFI) above several thresholds, divided per isotype. This table gives an overview of the abundance of 
autoantibodies for each isotype. The percentages were calculated by dividing the number of autoantibodies with 
positivity rate above specific thresholds by the total number of autoantibodies per isotype (n=208). Autoantibodies data 
from all samples (n=566) were used for this analysis. 

Autoantibodies with positivity rate below 5% have a low potential for discriminating between samples 

categories. Even if all positive samples belonged to a specific group, the low positivity rate and hence low 

sensitivity would bring a high risk of data overfitting. As shown in Table 2, 46.6% of IgA, 33.7% of IgG and 

40.4% of IgM autoantibodies was characterized by a positivity rate below 5%. 

The 20 “best hits” of autoantibodies most differentially expressed between ACR50 non-responders and 

responders, ordered by ascending p-value, are listed in Table 3. Within this list, 19 autoantibodies were 

overexpressed in ACR50 non-responders, while only IgG anti-Shigella showed higher signals in 

responders. Interestingly, most of the listed antigens are located in the cell nucleus, such as single and 

double strand DNA, Ro52 and SMD1. Anti-nuclear antibodies (ANAs) are linked to inflammation and cell 

necrosis [302-304], suggesting that such phenomena might be more important in the tissues of ACR50 

non-responders. IgM anti-IL17R is listed as well (with IgG anti-IL17R being slightly overexpressed in ACR50 

non-responders too), which is particularly relevant in a clinical trial of an anti-IL17 drug. Such result would 

suggest that the immune system is already targeting the IL17 pathway and possibly inhibiting it. Therefore, 

an anti-IL17 treatment might be less efficacious in such patients, as it may be a redundant inhibitory action. 

The antibody showing the highest difference between ACR50 responders and non-responders was IgG 

anti-Lachnospiraceae, which is a commensal bacterium. This result was particularly interesting, as PsA 

development is linked to microbiome alteration, and Lachnospiraceae is a core member of the gut 

microbiome [305, 306].  
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Antibody p-value Overexpressed in Antigen family 

IgG anti-Lachnospiraceae 3.9*10-6 Non-responders Commensal bacteria 

IgM anti-ssDNA 1.1*10-3 Non-responders Nuclear 

IgG anti-Annexin 2 1.3*10-3 Non-responders Circulating protein 

IgG anti-Annexin 5 1.7*10-3 Non-responders Circulating protein 

IgG anti-Alpha Actinin 1.9*10-3 Non-responders Structural protein 

IgM anti-IL21 2.3*10-3 Non-responders Circulating protein 

IgG anti-Shigella 2.4*10-3 Responders Deleterious bacteria 

IgM anti-SMD1 3.9*10-3 Non-responders Nuclear 

IgG anti-dsDNA 4.5*10-3 Non-responders Nuclear 

IgA anti-HSP65 4.7*10-3 Non-responders Intracellular 

IgM anti-Ro52 5.7*10-3 Non-responders Nuclear 

IgG anti-ssDNA 6.2*10-3 Non-responders Nuclear 

IgA anti-Intrinsic Factor 6.3*10-3 Non-responders Glycoprotein 

IgG anti-S100B 7.0*10-3 Non-responders Nuclear 

IgM anti-PL7 7.7*10-3 Non-responders Nuclear 

IgG anti-Hemoglobin A2 8.8*10-3 Non-responders Circulating protein 

IgM anti-Cytokeratin 18 9.2*10-3 Non-responders Structural protein 

IgG anti-IL26 1.0*10-2 Non-responders Circulating protein 

IgM anti-Trimethyllysine-BSA 1.1*10-2 Non-responders Post-translational modification 

IgM anti-IL17R 1.1*10-2 Non-responders Membrane protein 
Table 3: 

List of the 20 autoantibodies most differentially expressed between ACR50 responders and non-responders, ordered 
by ascending p-value after unpaired, double-tailed T-test; n ACR50 non-responders = 249; n ACR50 responders = 127. 
Only samples from the 150 mg (n=188) and 75 mg (n=188) treatment cohorts were considered for this analysis. For 
each antigen it is specified whether the corresponding autoantibody was overexpressed in ACR50 responders or non-
responders, as well as the antigen family. 

Hypothetically, an increased production of IgG targeting Lachnospiraceae might be linked to an alteration 

of gut microbiome and a different endotype of PsA. Another interesting finding was the overexpression of 

IgM anti-IL21 in ACR50 non-responders. IL21 is associated with psoriasis severity and with an imbalance 

in Th17 and T-regs cells [307, 308], suggesting that the production of anti-IL21 autoantibodies by the 

immune system might be a form of autoregulation or homeostasis maintenance. Autoantibodies targeting 

Alpha Actinin might also have a role in the pathogenesis of arthritic diseases by being linked to the signaling 

pathway of TNFa and IL1 [309]. Although the overexpressed autoantibodies in ACR50 non-responders 

could be linked to PsA pathogenesis and IL17 pathway, only a subset of samples showed increased signals 

for a given marker. As shown in Figure 16, when considering single antibodies, only a fraction of highly 

positive ACR50 non-responders samples could be clearly discriminated from ACR50 responders. 
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Figure 16: 

Autoantibody profiles of A) IgG anti-Lachnospiraceae; B) IgM anti-ssDNA; C) IgG anti-Annexin 2; D) IgG anti-Annexin 
5; E) IgG anti-Alpha Actinin; F) IgM anti-IL21. For all autoantibodies, n ACR50 non-responders = 249, n ACR50 
responders = 127. All data obtained by autoantibody profiling assay based on Luminex. Only samples from the 150 mg 
(n=188) and 75 mg (n=188) treatment cohorts were considered for this analysis. Autoantibodies levels of ACR50 

responders and non-responders were compared with Mann-Whitney test. 

Such poor discrimination between responders and non-responders while using a single autoantibody was 

expected. Indeed, positivity rates for autoantibodies are rarely above 20-30%. Moreover, autoantibodies 

specifically present in a clinically selected population subset of a complex disease such as PsA have even 

less chances of being abundant. Additionally, the patients selected to participate in the clinical study 

NCT01392326 were screened as RF and anti-CCP negative before enrolment, hence they did not express 

the most common autoantibody in arthritic diseases. 
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Figure 17: 

Receiver operating characteristic (ROC) curve showing the performance (expressed in AUC, area under the curve), in 
discriminating ACR50 non-responders from responders, of linear combinations (details in method section) of 
autoantibodies when increasing the number of markers used in the combination. A) n=2, autoantibodies used: IgG anti-
Lachnospiraceae and IgM anti-ss-DNA. B) n=3, autoantibody added: IgG anti-Annexin 2. C) n=4, autoantibody added: 
IgG anti-Annexin 5. D) n=5, autoantibody added: IgG anti-Alpha Actinin. E) n=10, autoantibodies added: IgM anti-IL21, 
IgM anti-SMD1, IgG anti-dsDNA, IgA anti-HSP65 and IgM anti-Ro52. F) n=15, autoantibodies added: IgG anti-ssDNA, 
IgA anti-Intrinsic Factor, IgG anti-S100B, IgM anti-PL7 and IgG anti-Hemoglobin A2. G) n=20, autoantibodies added: 
IgM anti-Cytokeratin 18, IgG anti-IL26, IgM anti-Trimethyllysine-BSA, IgM anti-IL17R and IgG anti-RNP/Sm. H) 
Variation of AUC and sensitivity of the discrimination between ACR50 non-responders (n=249) and responders (n=127) 
with number of markers used in the linear combination. Only samples from the 150 mg (n=188) and 75 mg (n=188) 
treatment cohorts were considered for this analysis. 
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Figure 18:  

Scatter plots showing the distribution in ACR50 non-responders (red) and responders (blue) of linear combinations 
(details in the methods section) using different number of markers. A) n=5, autoantibodies used: IgG anti-
Lachnospiraceae, IgM anti-ss-DNA, IgG anti-Annexin 2, IgG anti-Annexin 5 and IgG anti-Alpha Actinin. B) n=10, 
autoantibodies added: IgM anti-IL21, IgM anti-SMD1, IgG anti-dsDNA, IgA anti-HSP65 and IgM anti-Ro52. C) n=15, 
autoantibodies added: : IgG anti-ssDNA, IgA anti-Intrinsic Factor, IgG anti-S100B, IgM anti-PL7 and IgG anti-
Hemoglobin A2. D) n=20, autoantibodies added: IgM anti-Cytokeratin 18, IgG anti-IL26, IgM anti-Trimethyllysine-BSA, 
IgM anti-IL17R and IgG anti-RNP/Sm. Values of linear combinations are expressed in arbitrary units (A.U.). P-values 

calculated with Mann-Whitney test: all p-values < 0.0001. 

Although a single autoantibody could not discriminate sufficiently well between non-responders and 

responders to ACR50, a combination of autoantibodies would improve such differentiation. There are 

several options to combine and use multiple parameters to discriminate between population subsets. As 

the aim of this project was to find autoantibodies that could discriminate between non-responders and 

responders to ACR50 and to ultimately build the bases for the development of a companion diagnostic, the 

best way to combine the analyzed markers would be a linear combination. Indeed, non-linear combination 

methods (such as Forest tree or Bayesian statistics) would be difficult to potentially translate in a companion 
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diagnostic. A linear combination of different antibodies levels would be easier to implement in a companion 

diagnostic. 

Linear combination methods would be more easily applied to a potential companion diagnostic, as it would 

be possible to simply mix antigens together during an ELISA plate coating and measure serum positivity 

for autoantibodies targeting the antigens mix. The linear method chosen for the combination was quite 

simple: Euclidean distance after data standardization by average (further details in methods section). The 

selection of antibodies used in the combination based on the list of antigens showed in Table 3, with the 

addition of IgG anti-RNP/Sm (autoantibody with 21st lowest p-value in the comparison of ACR50 non-

responders and responders), while IgG anti-Shigella were not included in the combination as more elevated 

in ACR50 responders. As shown in Figure 17 and 18, increasing the number of autoantibodies combined 

improved the discrimination between ACR50 non-responders and responders.  

However, even when using a linear combination of 20 markers, the AUC increased from 0.6026 (when 

combining two markers) to 0.6910, which was considered too low to be used as a base for the development 

of a companion diganostic. The sensitivity, at specificity 100%, increased from 10% to 40%. Although such 

result can be considered as encouraging, the amount of needed markers in order to reach it was considered 

too high. Indeed, using 20 markers was judged to present a high risk of data over-fitting. Thus, considering 

the initial goal of reaching a sensitivity of 70%, while having a specificity of 100%, the result provided did 

not meet the criteria to pursue the development of a companion diagnostic. 

Discussion 

PsA is a complex disease with a poorly known pathogenesis and its treatment is a challenge for 

pharmaceutical companies. Potentially identifying non-responders to a given treatment, by using specific 

biomarkers, would help increasing the success rates of treatments. Indeed, pre-selecting patients based 

on their chances of responding positively to a specific treatment would allow doctors to not waste time on 

long-term treatments that might not control PsA symptoms. Such pre-selection approach, although 

theoretically ideal for patients, doctors and pharmaceutical companies, is of difficult introduction in some 

disease areas. Pre-selection of patients by assessing several biomarkers is widely used in oncology and 

critical in the identification of the best treatment to be given to the right patient [310, 311]. Biomarkers 

studies and use in oncology are particularly important, as caregivers need to quickly identify the best 

treatment options in order to maximize the chances of patient survival. Such pressure is not present in the 

area of arthritic diseases, where patients have symptoms for years and standards of care can mitigate their 

worsening. PsA is usually treated with anti-TNFa therapy, which has a success rate of around 40% in 

achieving ACR20. Anti-drug antibodies (ADAs) start developing after anti-TNFa treatment and have a 

neutralizing effect toward the drug, which forces caregivers to switch toward a different TNFa inhibitor [312]. 

The new generation therapy targeting IL17 with secukinumab resulted more efficacious when comapred to 

TNFa inhibitors, as it achieved ACR20 after 24 weeks of treatment in around 50% of PsA patients [313].  
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In this thesis project, we aimed at using a wide panel of antigens, comprising structural proteins, nuclear 

antigens, microbial molecules, ribonucleic structures and post-translational modifications, with the aim of 

detecting autoantibodies that may discriminate between non-responders and responders to ACR50. 

Overall, autoantibodies of 3 isotypes (IgG, IgM and IgA) targeting 208 different antigens were screened 

using serum samples of 566 PsA patients (baselines from the NCT01392326 clinical trial). 

As shown in the results section, the discrimination between responders and non-responders to ACR50 was 

not sufficient to continue toward the development of a companion diagnostic based on autoantibodies 

detection. The minimum performance criteria agreed upon with the clinical team were 100% specificity and 

70% sensitivity when detecting non-responders to ACR50. Even by linearly combining 20 autoantibodies, 

when considering a specificity of 100%, the sensitivity obtained was around 40%, hence not sufficient to 

meet the criteria requested by the clinical team. However, the results obtained were still particularly 

interesting and potentially relevant to have a new insight in the autoimmunity within PsA. 

Firstly, the hypothesis that ACR50 non-responders may present more autoantibodies, when compared to 

ACR50 responders, appeared to be correct. Indeed, as shown in the result section, 19/20 most differentially 

expressed antibodies between the two samples populations were overexpressed in ACR50 non-

responders. This result suggests the presence of a potential RA-driven endotype within PsA. Anti-IL17 

treatment is more efficacious in resolving psoriasis symptoms rather than RA ones [294-297], thus PsA 

patients not responding to anti-IL17 treatment may present a pathogenesis closer to RA, which may be 

reflected by an overall higher expression of autoantibodies. Secondly, the antibodies with highest 

overexpression in ACR50 non-responders were linked to IL17 pathway or to RA pathogenesis. Although 

this result could not be applied in the development of a companion diagnostic, it may be interesting for 

better understanding some autoimmune phenomena that may interfere with the anti-IL17 treatment of PsA. 

Hereby I discuss the potential origins and roles of antibodies overexpressed in ACR50 non-responders.  

Some of the autoantibodies more expressed in ACR50 non-responders were directed against nuclear 

antigens. Specifically, autoantibodies targeting DNA, SMD1, S100B and Ro52 were among the 20 best 

“hits” that were overexpressed in ACR50 non-responders. Anti-nuclear autoantibodies are associated with 

inflammation, apoptosis and necrosis of cells [314]. Indeed, it is during such biological processes that 

antigens present in the nucleus of the cell are exposed to the immune system and may become a target of 

immune responses [302, 315]. Anti-nuclear autoantibodies are also associated with neutrophils activity, 

specifically with presence of neutrophils extracellular traps (NETs) [316]. Neutrophils release their 

intracellular and nuclear content to form web-like chromatin structures, whose role is to trap and clear 

microbial pathogens [317, 318]. Although efficient, such phenomena expose nuclear content such as 

Histones, DNA and ribonucleoproteins to the immune system, provoking the expression of anti-nuclear 

autoantibodies. Overall, anti-nuclear antibodies are more present in RA when compared to psoriasis, with 

around 50% and 5% positivity rates respectively [319, 320]. Therefore, the presence of anti-nuclear 

autoantibodies in PsA could be linked to neutrophilic activity and/or a more aggressive inflammatory state 
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leading to ANAs production. IL17 promotes neutrophils neutrophil-mediated immunity and abundant 

presence of neutrophils is specific of psoriatic skin lesions [321, 322]. Anti-IL17 treatment in PsA patients 

with elevated neutrophils activity would theoretically be efficacious, hence anti-nuclear antibodies present 

in ACR50 non-responders are probably not linked to NETs. Such autoantibodies may then originate from 

different inflammatory phenomena independent from IL17. Considering the difference between ANAs 

presence in psoriasis, PsA and RA, those autoantibodies should be further explored not only for PsA 

endotyping but also for early differential diagnosis of PsA, which would help in preventing severe joint 

damage and in increasing treatment efficacy. 

The antibody showing the most discrimination between ACR50 non-responders and responders was IgG 

anti-Lachnospiraceae. The target of this autoantibody is a commensal bacteria, and a core member of gut 

microbiome [306]. Arthritis development has been associated with alteration of gut microbiome [323, 324]. 

The relationship between our body and the commensal bacteria, particularly the gut microbiota, is of critical 

importance for our health. The gut microbiota performs some basic functions in the immunological, 

metabolic, structural and neurological landscapes of the human body, and it exerts a significant influence 

on both physical and mental health of an individual [325]. The composition of commensal bacteria 

populations is dynamic and one of its core roles is to help maintaining immune homeostasis within the body 

[326]. A dysbiosis between gut microbiota and host may lead to the development of autoimmunity, through 

a deregulation and loss of tolerance of the immune system [327-329]. For instance, molecular mimicry links 

the microbiota with autoimmune pancreatitis [330]. The presence of higher levels of antibodies targeting a 

commensal bacterium such as Lachnospiraceae, in ACR50 non-responders, would suggest that gut 

microbiota alteration might play a role in the pathogenesis of PsA in these patients. Gut microbiota plays 

an important role in regulating the production of IL17 [331, 332], and a link between antibodies targeting a 

commensal bacteria and anti-IL17 treatment response is intriguing. It is unclear why a subpopulation of 

ACR50 non-responders in an anti-IL17 trial would express higher levels of IgG anti-Lachnospiraceae, but 

such finding is in line with the fundamental role of gut microbiota in the development of autoimmunity and 

production of IL17. 

Another interesting finding was the presence of higher levels of anti-Alpha Actinin autoantibodies in some 

of the ACR50 non-responders. Alpha Actinin might play a role in the pathogenesis of PsA, as it was 

described to be a mediator in the activation of the TNFa pathway [309]. Anti-Alpha Actinin autoantibodies 

may be a homeostatic attempt from the body to downregulate the TNFa activation. IL17 and TNFa pathways 

partially overlap, as some inflammatory genes are regulated by both cytokines [333, 334]. Although it is not 

clear which biological role anti-Alpha Actnin autoantibodies may have, we can hypothesize that they may 

partially reduce TNFa signaling efficiency. Therefore, as those autoantibodies could potentially 

downregulate the TNFa pathway and considering the overlapping of genes activated by TNFa and IL17, 

this subgroup of patients might be more resilient to anti-IL17 treatment. 
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The easiest result to interpret is the presence of IgG and IgM anti-IL17R in PsA patients classified as ACR50 

non-responders. The presence of those autoantibodies would suggest a homeostatic effort from the 

immune system, with the aim of downregulating the activation of IL17 pathway. Indeed, those 

autoantibodies would potentially inhibit the binding of IL17 to its receptor, hence preventing or slowing down 

the activation of IL17 pathway. Although remote, another possibility that should be taken into account is 

that anti-IL17R autoantibodies might activate the receptor in an IL17-independent manner, hence 

simulating the molecular cascade of IL17 activation. Regardless of the exact role of those autoantibodies, 

PsA patients expressing them might be more resilient to anti-IL17 treatment. Indeed, if those autoantibodies 

downregulate the IL17 pathway, then an anti-IL17 treatment would be redundant with the homeostatic 

process put in place by the immune system and thus result less efficient. If anti-IL17R antibodies were able 

to activate the IL17 pathway, then anti-IL17 treatment would be less efficacious, as the pathway would be 

activated in an IL17 independent manner. 

A subgroup of PsA patients classified as ACR50 non-responders showed higher levels of anti-IL21 when 

compared to ACR50 responders. IL21 is associated with psoriasis severity and it is linked to unbalance in 

Th17-regs cells [307, 308]. Therefore, the presence of anti-IL21 autoantibodies could be interpreted as an 

attempt of the immune system to downregulate the activation of Th17-regs. Similarly to anti-IL17R 

autoantibodies, the PsA patients expressing such autoantibodies might theoretically be more resilient to 

anti-IL17 treatment. Indeed, in this group of patients, the IL17 pathway would be already partially 

downregulated, thus the action of an anti-IL17 monoclonal antibody would result redundant and potentially 

less efficacious. 

The higher levels of anti Annexin 2 and 5 in a subgroup of ACR50 non-responders was intriguing. There is 

little evidence in the literature connecting Annexin 2 and 5 to IL17 and PsA. In a 1994 study, anti-Annexins 

IgG and IgM were detected in patients from various skin disorders and a healthy control group, to investigate 

whether such autoantibodies could be potential diagnostic markers [335]. The result of this study showed 

a homogenous presence of anti-Annexins autoantibodies in diseases and control groups, hence dismissing 

any diagnostic potential. Annexin 2 was described to upregulate the production of ROS and IL17 in a mouse 

model, suggesting an immuno-regulatory role [336]. Taking this information into account, an inhibition of 

Annexin 2 might decrease the activation of IL17 pathway. Autoantibodies targeting Annexin 2 might be the 

result of an effort from the body to inhibit the IL17 pathway. Under such circumstances, PsA patients 

expressing anti-Annexin 2 autoantibodies might be more resistant to anti-IL17 treatment, as the latter would 

be redundant with the homeostatic action of autoantibodies. Annexin 5 was more difficult to link to IL17 and 

PsA. Annexin 5 post-chemotherapy administration was recently described as a promising immune 

checkpoint inhibitor for cancer treatment, as it binds with high affinity to phosphatidylserine (PS) 

externalized by apoptotic cells, thereby hindering their interaction with immune cells [337]. Annexin 5 may 

also play a role in blood coagulation, apoptosis, phagocytosis and formation of plasma membrane-derived 

microparticles [338]. Moreover, anti-Annexin 5 autoantibodies were found more elevated in sera from RA 
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patients when compared to a control group [339]. Those pieces of information suggest an immuno-

regulatory role of Annexin 5 and a potential link to RA. Anti-Annexin 5 autoantibodies in PsA and RA patients 

could be the result of a homeostatic effort from the body to modulate the activity of the immune system. 

The fact that such autoantibodies were already found in RA could suggest that anti-Annexin 5 

autoantibodies may be a sign of a RA-driven PsA pathogenesis in a subgroup of patients, which would 

explain a loss of response to anti-IL17 treatment. However, before accepting such a conclusion, anti-

Annexin 5 autoantibodies should be detected in psoriatic patients as well and assessed to be less elevated 

when compared to RA patients.  

Autoantibodies targeting Intrinsic factor were found more elevated in a subgroup of ACR50 non-responders. 

Intrinsic factor was described to promote Th17 inflammation in pernicious anemia patients [340]. Although 

not described in arthritic diseases, in the scope of PsA patients the role of such autoantibodies may be to 

partially inhibit the activation of IL17 pathway. Under such circumstances, anti-IL17 treatment would be less 

efficacious, as IL17 pathway might be already downregulated by autoantibodies directed against Intrinsic 

Factor. 

Although autoantibodies profiling showed several potentially relevant findings, their performance in 

discriminating ACR50 non-responders from responders was relatively low, as each autoantibody was 

present only in a subgroup of ACR50 non-responders samples. Even after linearly combining the 20 best 

hits discriminating ACR50 non-responders from responders, the obtained sensitivity was around 40%, 

which was judged as not sufficient for further steps toward the development of a companion diagnostic. 

Overall, the results obtained with autoantibodies profiling were interesting and provided some new insight 

into the biological diversity of autoimmune response within PsA patients. The number of antigens used in 

the autoantibodies profiling in this project was relatively small if compared to the several thousands of 

different proteins present in the human body. The custom-made approach of this project could not allow a 

significantly higher amount of antigens; nevertheless, it allowed a high flexibility in the building of the 

antigens panel. Indeed, one of the most interesting aspects of this project was the possibility to test 

numerous antigens for which autoantibodies were not already described in literature as relevant in PsA. 

This project enabled an increase the technical expertise in autoantibodies profiling in my department. Of 

particular interest were antigens such as protein Tau (critical in Alzheimer’s research), for which we 

detected high levels of IgG and IgM. Such information is particularly relevant when considering the 

importance that pharmaceutical research is giving to the detection of protein Tau in plasma. Indeed, 

autoantibodies directed against protein Tau would interfere with immunoassay-based detection methods. 

Moreover, such autoantibodies could be of clinical relevance in Alzheimer’s patients, as potential markers 

for either early diagnostic or therapeutic endotyping. Post-translational modifications is another extremely 

interesting set of antigens that was tested in this project. Results obtained with advanced glycation events 

(AGEs) modified bovine serum albumin (BSA) were of critical importance for the rest of the PhD project, 

particularly for the Hidradenitis Suppurativa autoantibodies profiling. Indeed, the autoantibodies profiling 
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performed with PsA patients allowed us to identify numerous autoantibodies that were never tested within 

my department and to include them in more targeted autoantibodies profiling approaches that were applied 

to other projects. Anti-CEL-BSA autoantibodies, the most interesting finding of this PhD project, were 

detected in our PsA autoantibodies profiling (more details in the Hidradenitis Suppurativa section). 

Another aspect that should be considered when analyzing the results of autoantibodies profiling in PsA is 

the heterogeneity of the disease. As stated numerous times, PsA is a complex disease and its complexity 

reflected well in the variety of autoantibodies detected. When exploring autoantibodies data in order to 

discriminate ACR50 non-responders from responders, many markers were more elevated in one group or 

the other, but such differences were relatively small. For instance, even IgG anti-Lachnspiraceae, the 

marker that discriminated the most between non-responders and responders, showed a sensitivity of 12% 

(with a specificity of 100%). Many autoantibodies targeted antigens of the same family, like anti-nuclear 

antibodies, or with similar role toward IL17 pathway, like IL21 or Annexin 2. Finding one or just a few 

markers, in this case autoantibodies, able to discriminate at least 70% of ACR50 non-responders from non-

responders in PsA was unlikely. The disease heterogeneity within PsA is indeed probably too important to 

find a single or a combinations of few markers that may define relevant endotypes. A possible way to 

overcome such difficulty would be to combine different kind of datasets. For instance, combining 

transcriptomic and proteomics data with autoantibodies would allow a more comprehensive understanding 

of the disease and higher chances to identify relevant markers for diagnostic or prognostic purposes. Such 

approach might be needed in future in order to increase the success rate of PsA treatment. Indeed, a better 

molecular understanding of the different sides of PsA will allow for an improvement in treatment strategies 

and early diagnosis, which are critical aspects for PsA management. Such approach would of course be 

relevant in other complex or not well understood diseases, such as Alzheimer’s, Ankylosing Spondylitis 

(AS), RA and Parkinson’s. 

In conclusion, autoantibody profiling results obtained in PsA were not considered sufficiently good to start 

the development of a companion diagnostic. However, the results obtained showed a clear interest and 

relevance of autoantibodies in better understanding the biological diversity of PsA and in identifying 

potential homeostatic processes put in place by the immune system in this disease and that may interfere 

with anti-IL17 treatment. The approach used in this project could potentially be adopted in more clinical 

trials, in order to identify endotyping markers that could support the therapeutic strategies put in place, thus 

the advance of precision medicine. 
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Results Part II: Manuscript Hidradenitis Suppurativa 
This result section consists of the manuscript “Disease Association of Anti‒Carboxyethyl Lysine 

Autoantibodies in Hidradenitis Suppurativa”, published on February 2023 in the Journal of Investigative 

Dermatology.  



63 
 



64 
 

 



65 
 



66 
 



67 
 



68 
 



69 
 



70 
 



71 
 



72 
 



73 
 



74 
 



75 
 



76 
 



77 
 



78 
 



79 
 



80 
 



81 
 



82 
 



83 
 



84 
 



85 
 

 

  



86 
 

Results part III: Autoantibodies and sFceR1a in Chronic Urticaria 

Introduction 
Chronic Spontaneous Urticaria (CSU) is a skin disease defined as presence of urticaria for more than 6 

weeks that is initiated independently of any exogenous stimulus [341]. Indeed, the absence of a clear trigger 

of urticaria symptoms is the defining trait of this disease, hence the “spontaneous” attribute. The 

pathogenesis of CSU revolves around the activation of IgE pathway within basophils and mast cells, with 

histamine release, mast cells degranulation and expression of pro-inflammatory cytokines such as IL4 and 

IL13, which ultimately provokes the common symptoms of CSU: wheals and angioedema [341, 342]. CSU 

treatment is based on the use of H1 antihistamines as first line of therapies, followed as omalizumab (anti-

IgE monoclonal antibody) as second choice for patients with uncontrolled symptoms, and cyclosporine as 

third therapeutic level for patients not responding to anti-IgE treatment [343]. The root causes of CSU 

triggering are still not well understood, but the efficacy of anti-IgE treatment and the observed activation of 

immune cells expressing FceR1a point toward an over-sensitivity of IgE pathway. The observation that 

around 50% of sera from CSU patients could activate basophils and mast cells suggests the existence of 

an autoimmune component in CSU pathogenesis [344-346]. Anti-IgE treatment was shown to be efficacious 

in completely clearing CSU symptoms in around 40% of patients treated with ligelizumab (a second 

generation anti-IgE monoclonal antibody) and 26% in patients treated with omalizumab [347]. The 

observation that CSU symptoms were still active in around 50% of patients after anti-IgE treatment was in 

line with the hypothesis of IgE-independent autoimmunity as pathologic agent in a subset of CSU 

population. Moreover, autoantibodies targeting IgE and FceR1a were detected in CSU sera, supporting the 

hypothesis of autoimmunity involvement in disease pathogenesis [345]. It was hypothesized that anti-

FceR1a IgG autoantibodies might lead to triggering of CSU symptoms and could be specifically present in 

patients unresponsive to anti-IgE treatment [348]. Indeed, patients expressing anti-FceR1a autoantibodies 

could potentially not respond to anti-IgE treatment, as their CSU trigger would not be IgE. For this reason, 

the Novartis clinical team leading ligelizumab development was interested in detecting anti-FceR1a 

autoantibodies in CSU patients. As stated above, ligelizumab showed greater control of symptoms 

compared with omalizumab in patients with CSU inadequately controlled by standard of care. Therefore, 

the first goal of this project was to investigate the possible correlation between anti-FceR1a autoantibodies 

and non-response to ligelizumab treatment. As described above, FceR1a is central in CSU pathogenesis 

and symptoms triggering, and a decrease of surface FceR1a was observed in basophils after anti-IgE 

treatment [349]. This observation was particularly interesting in the context of CSU, as it showed that 

inhibiting the binding of IgE to FceR1a decreased the expression of the receptor on the cells surface, 

potentially reducing the readiness of basophils to respond to IgE binding (Figure 20). Anti-IgE treatment 

may not only inhibit the current activation of IgE pathway, but also decrease future triggering of the pathway. 

Cell surface levels of FceR1a could then be a mechanistic and potentially efficacy marker. Such marker 

would be extremely useful in anti-IgE clinical trials, in order to follow the efficacy of the treatment in inhibiting 

the IgE-FceR1a binding. However, the detection of cell-bound FceR1a is performed using whole blood, 
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which is a challenging matrix for large multi-centers clinical trials. Indeed, whole blood collection in large 

clinical trials can introduce technical bias in samples collection and treatment in different clinical centers, 

particularly regarding shipment conditions. A surrogate marker for cell-bound FceR1a detectable in serum 

or plasma would be more convenient and applicable in large clinical trials, as those matrices can be frozen 

and easily shipped to central labs for biomarker analysis. The soluble form of FceR1a (sFceR1a), cleaved 

from cells surface, is detectable in serum and may be a surrogate marker for cell-bound FceR1a. The 

second aim of this project was then to detect the soluble form of FceR1a (sFceR1a) at different time-points 

of ligelizumab treatment, using serum samples from CSU patients from NCT02477332, in order to 

investigate a potential decrease of this marker after treatment and evaluate it as surrogate for cell-bound 

FceR1a. 

Clinical trial description and samples selection 

The clinical trial NCT02477332 was composed of several treatment arms, as described in Figure 19 

(published by Maurer et al [347]). Four cohorts were treated with different doses of ligelizumab (QGE031): 

240 mg, 72 mg or 24 mg every 4 weeks for a total of 20 weeks, or 120 mg single dose at day 1. One cohort 

received a placebo every 4 weeks for 20 weeks. The last cohort was treated with the highest approved 

dose of omalizumab (300 mg) for CSU treatment every 4 weeks for 20 weeks.  

 

Figure 19:  

Structure of clinical trial NCT02477332. Patients were divided in 6 cohorts: a) 300 mg of omalizumab every 4 weeks; 
b) 240 mg of ligelizumab every 4 weeks; c) 72 mg of ligelizumab every 4 weeks; d) 24 mg of ligelizumab every 4 weeks; 
e) 120 mg of ligelizumab, single dose; f) placebo every 4 weeks. Published by Maurer et al, “Ligelizumab for Chronic 

Spontaneous Urticaria”, N Engl J Med, 2019 [347]. 



88 
 

The purpose of the last cohort was to compare the performance of ligelizumab to an already approved drug, 

in order to investigate whether ligelizumab could have a better performance in CSU. The clinical endpoint 

used to classify the patients as responders or non-responders was UAS7, a score counting the number of 

CSU symptoms affecting the patient during the last 7 days. A patient was considered responder if the score 

UAS7 was equal to 0, meaning that during the last 7 days the patient didn’t have any CSU symptom. 

Although UAS7=0 is a strict clinical endpoint, around 40-50% of patients in the highest treatment doses 

(ligelizumab 240 mg and 72 mg) achieved it. 

 

Figure 20: 

Representation of anti-IgE treatment effect on expression of FcεR1 on mast cells and basophils surface. After anti-IgE 
treatment, there is a decrease in the expression of cell-bound FceR1, which is linked to a reduced activation of mast 
cells and basophils. As shown by our results, the levels of sFceR1a are also decreased after anti-IgE treatment.  

Results 

Anti-FceR1a autoantibodies did not correlate with anti-IgE treatment response 

Anti-FceR1a autoantibodies were detected by applying the same Luminex-based autoantibodies profiling 

assay previously used in the others projects of this thesis. IgG, IgM and IgA anti-FceR1a were detected in 

240 baseline samples from NCT02477332. Figure 21 shows the distributions of anti-FceR1a autoantibodies 

in UAS7=0 responders compared to non-responders in cohorts with highest treatment doses (ligelizumab 

240 mg, 72 mg and omalizumab 300 mg). In summary, anti-FceR1a autoantibodies of IgG, IgM and IgA 

isotype did not correlate with treatment response in any of the tested cohorts. The same lack of correlation 

between anti-FceR1a autoantibodies and UAS7=0 was observed when mixing data from omalizumab, 

ligelizumab 240 mg and 72 mg cohorts (Figure 22).  
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Figure 21:  

Scatter plots showing the distributions of anti-FceR1a autoantibodies in different treatment cohorts from NCT02477332: 
omalizumab 300 mg in A, D and G, ligelizumab 240 mg in B, E and H, lgelizumab 72 mg in C, F and I. IgG data in A, 
B, C; IgM data in D, E, F; IgA data in G, H, I. For omalizumab 300 mg n non-responders = 19, n responders = 13. For 
ligelizumab 240 mg n non-responders = 25, n responders = 17. For ligelizumab 72 mg n non-responders = 16, n 
responders = 16. Mann-Whitney test used to compare responders and non-responders values in each cohort. P-values 
obtained: A) p-value = 0.92; B) p-value = 0.81; C) p-value = 0.73; D) p-value = 0.99; E) p-value = 0.70; F) p-value = 

0.75; G) p-value = 0.94; H) p-value = 0.56; I) p-value = 0.50. 
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Figure 22: 

Scatter plots showing distributions of anti-FceR1a autoantibodies values (expressed in MFI) in UAS7=0 responders 
and non-responders, for IgG (A), IgM (B) and IgA (C) isotypes, from the cohorts omalizumab 300 mg, ligelizumab 240 
mg and ligelizumab 72 mg. N non-responders = 60, n responders = 46, ns = non significant p-value. P-values obtained 
with Mann-Whitney test: IgG, p-value = 0.62; IgM, p-value: 0.92; IgA, p-value = 0.83.  

The results obtained did not confirm the initial hypothesis that non-responders to anti-IgE treatment would 

be positive to anti-FceR1a autoantibodies, while responders would not express such immunoglobulins. 

Soluble FceR1a concentration dose-dependent decrease after anti-IgE treatment 

The secondary aim of this project was to investigate the potential of soluble FceR1a (sFceR1a) as surrogate 

biomarker of cell-bound FceR1a. As already stated, it was shown that anti-IgE treatment decreased the 

expression of FceR1a on the surface of basophils, suggesting a reduction in basophils readiness to activate 

IgE pathway. Although extremely interesting, cell-bound FceR1a is a biomarker of difficult application in 

large phase III clinical trials. Therefore, we developed an assay to detect sFceR1a in serum and we applied 

it on samples from NCT02477332. The serum samples tested were from 226 different patients across all 

cohorts and for each patient we tested different 7 time-points: baseline, week 1, week 4, week 12, week 

20, week 32 and week 44. The results (Figure 23) showed a dose dependent decrease of sFceR1a after 

anti-IgE treatment.  
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Figure 23: 

Dose-dependent decrease (median decrease from baseline expressed in %) of soluble FcεR1α. Number of subjects 
per cohort was between 30 and 50, for a total of about 220 samples per visit except for week 32 (15-25 samples per 

cohort). 

1 week after a single administration, the median decrease from baseline was 64% for ligelizumab 240 mg, 

59% for omalizumab 300 mg, and 1% for placebo. 4 weeks after a single administration of ligelizumab 240 

and 120 mg, both treatments showed a marked FcεR1α decrease of 88%, compared to 65% with 

omalizumab 300 mg. After 12 weeks of treatment, the median decreases from baseline with ligelizumab 

240 mg, omalizumab 300 mg, and placebo were 90%, 75%, and 7%, respectively. After 12 and 24 weeks 

of washout (weeks 32 and 44), the median decreases were 88% and 28% for ligelizumab 240 mg, 36% 

and 18% for omalizumab 300 mg, and 11% and 12% for placebo (Figure 23), respectively. Considering the 

results obtained, sFceR1a could potentially be a surrogate biomarker for cell bound FceR1a. Unfortunately, 

the lack of cell bound FceR1a data for this clinical trial did not allow for a comparison between the 

concentrations of the two markers. A correlation between baseline IgE and FcεR1α levels was also found 

(p<0.001, r=0.645, Pearson’s test) (Figure 24), suggesting a possible link between the concentration of 

circulating IgE and the expression of sFceR1a. 
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Figure 24: 

Correlation between baseline IgE and soluble FcεR1α at baseline. Pearson’s test results: p value<0.001, r=0.645. 226 
samples were tested. 

Discussion 

Anti-FceR1a autoantibodies did not correlate with UAS7=0 response, suggesting that such 

immunoglobulins do not play a significant role in the triggering of CSU. As already described, it was 

suggested that anti-FceR1a, particularly the IgG isotype, might trigger CSU symptoms by autoimmunity 

and in an IgE-free manner [348]. Although intriguing, such hypothesis did not take into account the different 

roles of autoantibodies. Although autoantibodies are usually considered pathogenic, there is decades-long 

debate about the duality of their role. Indeed, autoantibodies can also have a protective or homeostatic 

action, particularly so in the case of natural autoantibodies (NAAs). Such immunoglobulins would inhibit the 

activation of certain pro-inflammatory pathways, rather than activating them. In the specific case of CSU 

and anti-FceR1a autoantibodies, their role could be of both IgE pathway activators or inhibitors. For 

instance, anti-FceR1a autoantibodies could reduce the binding capacity of the receptor to IgE, thus 

inhibiting the activation of IgE pathway, without initiating an autoimmune reaction. In accordance with this 

hypothesis, an anti-FceR1a monoclonal antibodies was tested as inhibitor of IgE binding on FceR1a 

expressed on cells surface, and it successfully inhibited histamine, β-hexosaminidase and Ca2+ release in 
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a concentration-dependent manner in hFcεRI-expressing cells [350]. Our anti-FceR1a autoantibodies data 

do not allow to propose a specific role for autoimmunity in CSU pathogenesis, as they are present in both 

UAS7=0 responders and non-responders after anti-IgE treatment. Performing functional assays on those 

autoantibodies may help in better understanding their biological role, particularly for mast cells 

degranulation, basophils activation and histamine release. In summary, only a combination of assays 

detecting the presence and the functionality of anti-FceR1a autoantibodies may shed some light on their 

biological role in the pathogenesis of CSU. 

The most interesting finding of this project was the decrease of sFceR1a after anti-IgE treatment. Indeed, 

we showed that ligelizumab and omalizumab treatment decreased soluble FcεR1α concentrations in serum 

of CSU patients in a dose-dependent manner, similarly to that previously reported for the cell surface form 

of FcεR1, indicating a potential biological correlation between these two forms. Interestingly, the level of 

sFceR1a increased back to baseline levels during the wash out period after treatment discontinuation in 

again a dose-dependent manner. Furthermore, ligelizumab 240 mg was more potent than omalizumab 300 

mg in decreasing soluble FcεR1α levels in CSU patients as early as week 4 and maintaining this 

suppression well into the wash out period until about week 32. Such result is particularly relevant, especially 

when considering the difference in epitopes targeted by ligelizumab and omalizumab [351]. Indeed, 

although both antibodies target the same molecule, they bind IgE in slightly different epitopes. Both epitopes 

partially overlap with the binding sites between IgE and its receptors (CD23 and FceR1a), but the inhibition 

efficacy is not the same between the two antibodies. When considering the inhibition of IgE binding to 

CD23, omalizumab was more effective than ligelizumab. However, when considering the inhibition of IgE 

binding to FceR1a, ligelizumab was more effective than omalizumab [351]. This second result was reflected 

by our data, as sFceR1a decrease after treatment was stronger for ligelizumab 240 mg and 72 mg when 

compared to omalizumab 300 mg. It is plausible to think that a more effective inhibition of IgE-FceR1a 

binding would reflect on a stronger decrease of sFceR1a expression. 

In addition, baseline levels of soluble FcεR1α correlated with serum baseline IgE concentrations. This 

finding was particularly interesting, as it suggested a biological correlation between the two molecules. The 

authors that first published the detection of a human form of sFceR1a suggested that sFceR1a production 

might derive from IgE-FceR1a binding [352]. Such hypothesis is in line with the observations of sFceR1a 

and cell-bound FceR1a decrease after anti-IgE treatment. Indeed, higher concentrations of circulating IgE 

would translate in higher binding with FceR1a, which would result in higher sFceR1a expression. 

In summary, we showed the potential of sFceR1a to be a surrogate marker for cell-bound FceR1a. 

However, in order to validate this finding, the detection of both sFceR1a and cell-bound FceR1a in same 

patients receiving anti-IgE treatment is needed. Only with such data it would be possible to assess whether 

sFceR1a decrease after anti-IgE treatment is a reflection of cell-bound FceR1a decrease. The biomarker 

strategy for the next pivotal clinical trial of ligelizumab in CSU will include the detection of both FceR1a 

forms, so that sFceR1a value as a mechanistic marker for anti-IgE treatment will be fully assessed. 
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Monitoring sFceR1a in CSU patients undergoing ligelizumab treatment might allow following the effects of 

anti-IgE therapy at molecular level, in order to verify whether the drug is having the intended action in 

decreasing IgE pathway activation. Following the levels of sFceR1a after treatment discontinuation could 

also potentially allow predicting when the CSU symptoms may come back. Indeed, an increase in sFceR1a 

may be linked to cell-bound FceR1a levels increased expression on basophils and mast cells surface, thus 

being a marker of immune system readiness to activate IgE pathway. Considering the results obtained in 

this project and the data that will be collected in the next future, measuring sFceR1a levels may become a 

routine measure for the monitoring of clinical efficacy of anti-IgE treatment of CSU. 
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Discussion 

As stated numerous times, the use of biomarkers able to increase the knowledge about a specific disease 

and/or inform on treatment efficacy would greatly improve the treatment approaches to autoimmune 

diseases. Indeed, the biological diversity within most autoimmune diseases is such that finding one single 

treatment with significant clinical efficacy in more than 30-50% of treated patients is a pending challenge. 

Arthritic diseases, such as RA, PsA and AS, represent some of the best examples. Although well-known 

and affecting a non-negligible portion of population, the treatments currently available for such diseases 

only allow for a control or slight improvement of symptoms in around half of the population. The 

pharmaceutical industry is in need for biomarkers able to distinguish between responders and non-

responders to specific treatments, in order to support the approval of new drugs that might be efficacious 

in a small portion of patients. In other words, there is a possibility that the next advancement in the treatment 

of most autoimmune diseases may come from the identification of endotypes informing on which patient 

would respond to which treatment, rather than from new therapeutic targets. For some other diseases, such 

Hidradenitis Suppurativa, the scientific community simply lacks information about all the pathogenic 

pathways activated, thus Universities and pharmaceutical companies are in the position of looking for a 

treatment while possessing limited knowledge on the disease. Most of the molecular biomarkers studies 

performed in the above-mentioned disease areas were based on proteomics and transcriptomic 

approaches. Although extremely useful in obtaining large datasets and in monitoring markers specific for 

disease symptoms and immune cells activations, such approaches neglect a fundamental physiological but 

also potentially pathological component of our body: immunoglobulins. Indeed, our immune system plays 

a critical role in our body and has been described as the main culprit in autoimmune diseases, with 

immunoglobulins being one of the pathogenic agents. Although immune cells can be considered as the 

most visible actors of immune system activity, antibodies are fundamental components as well. With 

average concentrations ranging between 10-30 mg/mL in the serum of healthy subjects, immunoglobulins 

are some of the most highly abundant proteins produced by our body. Monitoring the antigens targeted by 

the immune system can help in further understanding the pathogenesis and the homeostatic efforts taking 

place within a disease. Autoantibodies profiling may then be a missing piece of the molecular puzzle of 

autoimmune diseases biomarkers. Having a complete molecular understanding of a given disease 

population would facilitate the use of a more refined treatment strategy. Although the use of some 

autoantibodies, such as anti-SSA and SSB or RF, is of routine in several diseases, a profiling approach is 

still rare. 

The results obtained throughout this thesis showed the potential of autoantibodies profiling applied to 

clinical trials. For instance, autoantibodies profiling performed in an anti-IL17 clinical trial in PsA allowed 

the identification of potential disease endotypes. Indeed, ACR50 non-responders were found positive for 

the expression of autoantibodies directed against components of IL17 pathway, gut microbiota and antigens 

linked to RA development. Such result suggested that anti-IL17 treatment might not be ideal in patients 
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already immuno-regulating the IL17 pathway or presenting RA-like autoantibodies. Such patients would be 

more resilient to anti-IL17 treatment, as shown by poorer performance of such treatment in RA, and could 

potentially be pre-identified as non-responders before receiving the treatment. Such pre-selection would 

support caregivers in selecting treatments that are more suitable and in reducing the risk of symptoms’ 

deterioration. Furthermore, pre-selecting patients would also increase the overall efficacy of the treatment, 

increasing the chances of it being positively reviewed by health authorities and being applied on patients. 

A more efficacious treatment would then allow a better market penetration and increased sales for 

pharmaceutical companies. Under such circumstances, a pre-selection of patients before treatment would 

benefits all entities involved, from the patient to the caregivers and the producers. 

On a more technical perspective, the results obtained with autoantibodies profiling in PsA patients proved 

to be critically helpful in the advancement of other projects of the thesis. Indeed, it was possible to test 

numerous antigens that were not previously described in literature as meaningful or that were never tested 

on such high number of samples. For instance, the selection of antigens for the profiling experiments 

performed with Hidradenitis Suppurativa samples was based on the results obtained in PsA. CEL-BSA was 

chosen because of the autoantibodies values obtained with PsA samples, which suggested a specific 

targeting of this small post-translational modification by the immune system in a subgroup of patients. Anti-

CEL-BSA autoantibodies ware then identified as a specific biomarkers in HS when compared to other 

diseases. Anti-CEL-BSA autoantibodies suggested a role of oxidative stress and of methylglyoxal in the 

pathogenesis of HS, favoring the hypothesis that HS development might have an autoimmune component. 

This result has the potential to start new research approaches on HS that may elucidate the pathogenesis 

of this complex disease. Ultimately, through autoantibodies profiling, a new potentially pathogenic pathway 

of HS was revealed, which would have been difficult to identify with other profiling approaches such as 

transcriptomics and proteomics. 

Furthermore, the autoantibodies profiling assay used throughout the thesis was applied to Chronic 

Spontaneous Urticaria samples. The aim of the test was to verify whether patients classified as non-

responders to an anti-IgE treatment would express anti-FceR1a autoantibodies. The obtained results 

suggested that such hypothesis was not correct. Indeed, it was hypothesized that anti-FceR1a 

autoantibodies could activate IgE pathway in IgE-free manner through direct targeting of the receptor. 

However, our results suggested that the sole presence of autoantibodies does not correlate with anti-IgE 

treatment non-response. FceR1a is a central molecule in the IgE pathway and it certainly plays a role in 

the clinical response to anti-IgE treatment. Indeed, the monitoring of sFceR1a, the soluble form of the cell-

bound receptor, at several time-points along the treatment and follow-up period showed a dose-dependent 

decrease. Such finding was similar to the result published on the decrease of FceR1a on basophils surface 

following anti-IgE treatment. This result needs to be confirmed with the monitoring of both FceR1a bound 

on cells surface and sFceR1a after anti-IgE treatment. A correlation between the two forms of the receptor 

would be particularly interesting, as the level of FceR1a bound on cells surface can be considered as a 
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marker for cells readiness to activate the IgE pathway. Therefore, if sFceR1a level correlated with the cell-

bound form, sFceR1a would also be a marker for IgE pathway readiness. sFceR1a may potentially be used 

as a mechanistic and efficacy marker for anti-IgE treatment of CSU. Monitoring the level of sFceR1a during 

the treatment may provide information on the molecular efficacy of the anti-IgE treatment. Monitoring of 

sFceR1a during the post-treatment follow-up period could potentially provide indications on when the 

readiness of immune cells to activate IgE pathway would rise again, informing on when treating the patient 

again. Those hypotheses will be tested in the next pivotal phase III clinical trial planned for ligelizumab in 

CSU. 

Although compelling, the autoantibodies results obtained during this thesis showed some limitations of this 

biomarkers data. Firstly, the abundance of each autoantibody was relatively low. 2/3 of detected 

autoantibodies targeting a specific antigen were present in less than 30% of the samples population, while 

slightly less than half autoantibodies were present in less than 5% of the population (Table 2). Such data 

distribution is particularly different when compared to other types of profiling data sets, such as 

transcriptomics or proteomics, where a given marker is present in the majority of samples. The latter 

distribution makes the statistical comparison between two or more populations simpler. Furthermore, the 

low abundance of autoantibodies would allow the identification of only small endotypes, which would be 

difficult to translate in the development of a companion diagnostic. 

Another limitation of autoantibodies profiling was the lack of a functional component of the collected data. 

The simple detection of autoantibodies did not inform on their role, as it could not distinguish between 

natural, homeostatic or pathogenic autoantibodies. Obtaining such an information together with the 

detection of autoantibodies would greatly help in better understanding the immune process in which such 

immunoglobulins are involved. For instance, the presence of anti-IL17R autoantibodies in PsA samples 

was, although compelling, of unclear meaning. Anti-IL17R autoantibodies could have a protective and 

homeostatic role by partially inhibiting the overexpressed IL17 pathway. However, they could also have a 

pathogenic role, as they could initiate the IL17 pathway in an IL17-free manner, similarly to what was 

proposed for anti-FceR1a autoantibodies role in CSU. Considering the complexity of functional assays for 

antibodies, such an approach is of difficult application together with large profiling experiments. 

Alternatively, functional assays could be used to validate or further explore the most interesting 

autoantibodies findings. Such approach was used with anti-CEL autoantibodies in Hidradenitis Suppurativa, 

when we showed that HS samples expressing higher levels of IgG anti-CEL would induce higher activation 

of macrophages and complement pathway, and that B-cells present in HS lesional skin produced anti-CEL 

immunoglobulins. 

The autoantibodies profiling approach used in this thesis was based on the detection of 3 isotypes (IgG, 

IgM and IgA) targeting 208 antigens. The number of antigens used is extremely small when compared to 

the totality of antigens that our immune system can interact with. When considering only human proteins 

and without taking into account post-translational modifications, there are more than 10000 antigens that 
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could potentially be targeted by the immune system. It is difficult to calculate an approximate number of 

antigens when considering microbial (bacterial, viral and fungal), food, pollen and post-translational 

modifications. Therefore, this thesis can be considered as a first step toward showing the potential for 

autoantibodies profiling, but it is just a very small step in an extremely variegate and large field. Increasing 

the number of detected autoantibodies is of critical importance for a profiling approach, together with 

maintaining high standards of specificity. There are already other platforms with the potential to use more 

antigens for autoantibodies detection. For instance, Protagen is a company using a similar Luminex 

immunoassay to detect autoantibodies targeting up to 8000 human proteins, which is highly focused in 

autoantibodies profiling of cancer and autoimmune diseases. Microarrays technologies, such as the 

Protoarray from Thermo Fisher, also allow for the coating of several thousands of antigens and for the 

detection of the corresponding autoantibodies. The most common limitation of these platforms is the lack 

of a wide range of post-translational modifications. As shown with the results obtained in Hidradenitis 

Suppurativa and considering well known examples such as anti-CCP and anti-carbamylated peptides 

antibodies, post-translational modifications are particularly relevant antigens to be explored when 

performing autoantibodies profiling. Antigens such as Advanced Glycation Events (AGEs) have been 

studied since decades, but mostly CEL and CML were used for autoantibodies detection in diseases where 

oxidative stress is known for playing a pathogenic role. For instance, IgM anti-CEL autoantibodies were 

detected in Alzheimer’s patients, while anti-CML autoantibodies were detected in diabetes [353, 354]. 

Although widely present even in healthy subjects, post-translational modification such as AGEs might be 

relevant markers in a number of diseases presenting inflammation and immune cells infiltrations, such as 

Crohn’s disease and Ulcerative Colitis where AGEs receptor (RAGE) levels may play a role in their 

pathogenesis, but also in oncology [355-357]. Moreover, the levels of IgG anti-CEL found in Crohn and 

Ulcerative Colitis during this thesis were relatively high when compared to HS and healthy volunteers(HS 

manuscript, figure 1.e), which reinforced the hypothesis that oxidative stress may play an important role in 

the pathogenesis of those diseases. Ultimately, current autoantibodies profiling approaches should include 

post-translational modification in their antigens panel, as the corresponding autoantibodies have been so 

far relatively poorly explored and could potentially unveil novel biological pathways involved in the tested 

diseases. 

Another common limitation of autoantibodies profiling studies found in literature is the focus toward 

detecting only the most abundant isotype in serum, which is IgG, while the detection of IgM, IgA or IgE is 

relatively rare. However, IgM and IgA antibodies are easily detectable in serum and have biologically 

relevant roles. IgM is considered the protective autoantibodies isotype, while IgA is the most abundant 

immunoglobulin in secretions and has a critical role in the regulation of the gut microbiota. Autoantibodies 

from both isotypes can be useful biomarkers in finding diseases endotypes, as they can inform on which 

pathways may be under homeostatic control by IgM or which antigens may be targeted by IgA in the gut or 

in secretions. IgA might be particularly relevant for autoimmunity development, as the microbiota plays a 

critical role in the immune homeostasis and tolerance [358]. Moreover, a dysbiosis between microbiota and 
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host has been linked to the development of several autoimmune diseases [359]. Additionally, monitoring 

the levels of the three most abundant isotypes (IgG, IgM and IgA) allows a better understanding of the 

immune response targeting a specific antigen. Detecting IgG subclasses can also potentially provide a 

deeper understanding of the autoantibodies’ role, as different subclasses bind to different cellular receptors 

and thus activate different immune pathways [360]. The data collected during this thesis on IgG subclasses 

targeting CEL are a clear example. Most of IgG anti-CEL belonged to the IgG2 isotype, which is mostly 

associated with bacterial antigens and considered as anti-inflammatory and to dampen down the immune 

response [361]. This finding, coupled with the correlation between IgG2 and disease duration (while IgG1 

and IgG3 anti-CEL correlated with disease severity, data not shown), showed the diversity within IgG 

antibodies and in the immune response against a given CEL. IgE results should be analyzed carefully, 

especially if detected in serum, as the levels of this immunoglobulin are between 1 thousand and 1 million 

times lower than IgG [362]. Such a difference in concentrations can be a source of artifacts when using an 

anti-IgE detection antibody with a slight cross-reactivity for IgG or other abundant isotypes. Moreover, when 

detecting autoantibodies in serum, all isotypes are in competition for binding with the coated antigens, which 

means that IgE have the lowest chances of binding to an antigen if IgG, IgM or IgA autoantibodies are 

targeting the same molecule. Therefore, although having a fundamental role in activating relevant immune 

cells such as basophils and mast cells, and thus being potentially interesting biomarkers, IgE 

autoantibodies’ detection would require an attentive experimental setting aiming at minimizing any 

competition or any potential cross-reactivity with other isotypes. In conclusion, autoantibodies profiling 

should be performed by detecting at least IgG, IgM and IgA, with IgG subclasses potentially providing 

interesting information on the role of autoantibodies, while IgE should be measured with a carefully 

validated experimental setting. 

Ultimately, autoantibodies profiling has the potential to improve our understanding of autoimmune diseases, 

by revealing which antigens are targeted by the immune system. Knowing which molecular pathways or 

families of antigens are regulated, with a pathogenic or homeostatic outcome, through autoantibodies 

binding could unveil new possibilities for endotyping a given disease or for discovering new potential 

therapeutic targets. Considering the variety of antigens that may be recognized by the immune system, any 

exploratory autoantibodies approach should be based on a panel of antigens of diverse nature and 

containing not only human but also microbial proteins and post-translational modifications. Current high-

throughput technologies used for autoantibodies profiling are mostly based on human proteins panels, 

which represent only a fraction of the antigens possibly targeted by the immune system. Furthermore, 

coupling autoantibodies profiling with large antigens panels and multi-isotype detection with other large 

datasets like transcriptomic and proteomics would result in a more complete molecular figure of a patient 

or set of patients. Such diverse datasets would allow for a better understanding of the disease which would 

translate in higher chances to improve treatment strategies and potentially discover new therapeutic targets. 

The results presented in this thesis, although limited to a few diseases and relatively low amount of 

biomarkers, represent a step toward precision medicine. 
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Methods 

Serum samples of Psoriatic Arthritis patients from the trial NCT01392326 

Serum samples from PsA patients were collected during the clinical trial NCT01392326. Only baseline 

samples from patients having signed an informed consent for exploratory biomarkers analysis were used 

for the experiments presented in this manuscript. More information on the inclusion and exclusion criteria 

of these patients can be found in the clinical protocol already published by Mease et al [298]. 

Serum samples of Chronic Spontaneous Urticaria patients from the trial NCT02477332 

Serum samples from CSU patients were collected during the clinical trial NCT02477332. Only samples 

from patients having provided an informed consent for exploratory biomarkers analysis were used during 

the experiments described in this manuscript. More information on the inclusion and exclusion criteria can 

be found in the clinical protocol already published by Maurer et al [347]. 

Serum samples of inflammatory Acne patients from NCT02998671 

Serum samples of inflammatory Acne samples were collected during the clinical study NCT02998671. Only 

baseline samples from patients having signed an informed consent for exploratory biomarkers analysis 

were used. 

Inclusion and exclusion criteria applied to selected patients for the study NCT02998671 [361]: 

Inclusion criteria: 

• Male and female subjects aged 18 to 45 years of age included, and otherwise in good health as 

determined by medical history, physical examination, vital signs, ECGs and laboratory tests at 

screening. 

• Body weight between 50 and 120 kg, inclusive at screening. 

• Patients with papulo-pustular acne vulgaris with between 25 and 100 facial inflammatory lesions 

(papules, pustules and nodules), and presence of non-inflammatory lesions (open and closed 

comedones) in the face at screening and baseline, who have failed systemic therapy for 

inflammatory acne. 

• No more than 5 facial inflammatory nodules at screening and baseline. 

• Investigator's Global assessment (IGA) score of at least moderate (3) acne severity on the face at 

screening and baseline. 

Exclusion criteria: 

• Appropriate wash out periods are required for investigational drugs, any oral/systemic treatment 

for acne, systemic or lesional injected (for acne) corticosteroids or systemic immunomodulators, 
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any systemic hormonal treatments, previous treatment with biologics, oral retinoids (in particular 

isotretinoin) and any topical anti-acne treatment. 

• Use of facial medium depth chemical peels (excluding home regimens) within 3 months prior to 

baseline. 

• Any live vaccines (this includes nasal-spray flu vaccine) starting from 6 weeks before baseline. 

• Any other forms of acne 

• Any severe, progressive or uncontrolled medical or psychiatric condition or other factors at 

randomization that in the judgment of the investigator prevents the patient from participating in the 

study. 

• History of hypersensitivity or allergy to the investigational compound/compound class being used 

in this study. 

• Active systemic infections (other than common cold) during the 2 weeks prior to baseline. 

• History of severe systemic Candida infections or evidence of Candidiasis in the 2 weeks prior to 

baseline. 

• Evidence of active tuberculosis at screening. All patients will be tested for tuberculosis status using 

a blood test (QuantiFERON®-TB (Tuberculosis) Gold In-Tube). Patients with evidence of 

tuberculosis may enter the trial afteradequate treatment has been started according to local 

regulations. 

• Patients with known active Crohn's disease 

• History of immunodeficiency diseases, including a positive HIV (ELISA and Western blot) test result 

at screening. 

• A positive Hepatitis B surface antigen or Hepatitis C test result at screening 

• Pregnant or nursing (lactating) women, where pregnancy is defined as the state of a female after 

conception and until the termination of gestation, confirmed by a positive Human chorionic 

gonadotropin (HCG) laboratory test. 

• WOCBP, defined as all women physiologically capable of becoming pregnant, unless they are 

using highly effective methods of contraception during dosing and for 13 weeks after stopping 

medication. 

Cohorts of HS samples for HS manuscript 

Cohort 1: serum samples of HS patients were collected during the clinical study NCT02421172. Only 

baseline samples from patients having signed an informed consent for exploratory biomarkers analysis 

were used. 

Inclusion and exclusion criteria applied to selected patients for the study NCT02421172 (cohort 1) [364]: 

Inclusion criteria: 
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• Male and female patients 18 to 65 years of age with clinically diagnosed chronic HS for at least 1 

year (prior to screening) who have undergone previous antibiotic therapy 

• Weight between 50 kg and 150 kg 

• HS-PGA score of at least moderate severity at the time of inclusion with at least 4 abscesses and/or 

nodules. HS lesions must be present in at least two distinct anatomical areas, and at least one area 

must be minimally Hurley Stage II (moderate) 

Exclusion criteria: 

• Use of previous biologics or other specified concomitant medications 

• Use of any systemic treatment for HS in the last 4 weeks prior to randomization 

• Presence of more than 25 draining fistulae. 

• Surgical treatment for HS in the last 4 weeks prior to randomization/first treatment. 

• Women of child-bearing potential and sexually active males unwilling to use a condom during 

intercourse while taking drug and for 15 weeks after stopping investigational medication. 

• Evidence of active tuberculosis at screening 

• History of severe systemic Candida infections or evidence of Candidiasis in the last two weeks 

• Active systemic or skin infections (other than common cold or HS related) during the two weeks 

before randomization/first treatment 

• Any live vaccines (including nasal spray flu vaccine) starting from 6 weeks before randomization. 

Cohort 2: plasma samples of HS patients collected by the Department of Dermatology of the Erasmus 

Medical Centre in Rotterdam. All participants signed an informed consent to allow the use of samples for 

exploratory research. No available inclusion and exclusion criteria. 

Cohort 3: serum samples from HS patients collected by the University Hospital Basel, Department of 

Plastic, Reconstructive, Aesthetic and Hand Surgery in Basel, Switzerland. All participants signed an 

informed consent to allow the use of samples for exploratory research. No available inclusion and exclusion 

criteria. 

Cohort 4: serum of HS patients collected by Bioreclamation IVT and commercially purchased. As per 

recruiting proceeding, all patients donating human material to Bioreclamation IVT signed an informed 

consent accepting the use of such material for exploratory research. No available inclusion and exclusion 

criteria. 

Commercial serum samples 

Serum samples from HS, Asthma, RA, Sjogren, SLE, IPF, Atopic dermatitis, Ulcerative colitis, Crohn’s 

disease, Cystic Fibrosis and healthy volunteers were purchased from Bioreclamation IVT. As per recruiting 

proceeding, all patients donating human material to Bioreclamation IVT signed an informed consent 

accepting the use of such material for exploratory research. No available inclusion and exclusion criteria. 
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Plasma samples from healthy volunteers 

The plasma of healthy volunteers was collected via the Basel Tissue Donor Program (BTDP) supported by 

Novartis. All patients donating human material through this program signed an informed consent accepting 

the use of such material for exploratory research. No available inclusion and exclusion criteria. 

Skin samples 

Skin sections from HS patients undergoing surgical removal of their lesions and skin of healthy volunteers 

were received from the University Hospital Basel, Department of Plastic, Reconstructive, Aesthetic and 

Hand Surgery in Basel, Switzerland as part of a non-interventional biomarker study TRI1270397. Patients 

provided written informed consent and the study was conducted in accordance with the ethical principles 

originating in the Declaration of Helsinki and approved by the local Ethics Committee. No available inclusion 

and exclusion criteria. 

Autoantibodies profiling assay 

Autoantibodies were detected using a custom-made Luminex assay based on magnetic beads. All washing 

steps of magnetic beads in tubes and plates were performed with the support of magnetic separation plates. 

Briefly, 100 µL of stock solution of Luminex magnetic beads were pre-washed twice with 200 µL of TBS 

(Sigma, T9039) in micronic tubes (Vitaris, 32022-MIC), then re-suspended in 200 µL of coating solution 

containing antigens at 20 µg/mL in TBS. After over-night incubation at +4°C with continuous rolling and 

cover from light, beads were washed twice with 200 µL of TBS Tween 0.05% (Sigma, T9039), then blocked 

with 400 µL of blocking solution for 2 hours at room temperature, with continuous rolling and cover from 

light. The blocking solution was composed of TBS with non-fat milk (Sigma, T8793) at 3%, FBS (Gibco, 

10082-147) at 10% and Proclin300 (Sigma, 48912U) at 0.1%. Before plate loading, Luminex beads were 

mixed together and washed once with 1 mL of TBS Tween 0.05% Proclin300 0.1%, then re-suspended 

with 10.4 mL of TBS Tween 0.05% Proclin300 0.1%. Before being loaded on plates, serum or plasma 

samples were diluted 1:100 in TBS Tween 0.05% FBS 10% non-fat milk 1% BSA (Jackson 

ImmunoResearch, 001-000-162) 0.1%. 100 µL/well of diluted serum were loaded on a black polystyrene 

plate (Costar, 3915) together with 25 µL/well of prepared magnetic beads. After one hour of incubation at 

room temperature, with stirring at 750 rpm and cover from light, the plate was washed twice with 300 µL/well 

of TBS Tween 0.05% using an automatic washer (Biotek, Elx405UM) combined with a magnetic separation 

plate and 3 minutes of waiting time before and after the first wash. After washing, 100 µL/well of PE-tagged 

detection antibody targeting IgG, IgG1, IgG2, IgG3, IgG4, IgM or IgA (Southern Biotech, 2040-09, 9054-09, 

9070-09, 9210-09, 9190-09, 2020-09, 2050-09), respectively at 0.5 µg/mL, 1 µg/mL for IgG subclasses, 0.2 

µg/mL and 1 µg/mL in TBS Tween 0.05%, were added and incubated on plate for one hour at room 

temperature with stirring at 750 rpm and cover from light. The plate was then washed twice with 300 µL/well 

of TBS Tween 0.05% using an automatic washer coupled with a magnetic separation plate and 3 minutes 

of waiting time before and after the first wash. 120 µL/well of TBS BSA 0.5% Proclin300 0.1% were then 
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added on plate. After 3 minutes of incubation at room temperature with a stirring of 750 rpm and cover from 

light to re-suspend the beads, the plate was read using the Flexmap3D reader. Results were reported using 

the median fluorescence index (MFI) as unit of measure. 

Incubation with CEL, CML and Octopine before autoantibodies profiling assay 

To test the specificity of anti-CEL autoantibodies, plasma samples were diluted 1:100 with dilution buffer 

(TBS Tween 0.05% FBS 10% non-fat milk 1% BSA 0.1% Proclin300 0.1%) containing either CEL (Cayman 

Chemical, 25333), CML (Cayman Chemical, 16483) or Octopine (MyBiosource MBS6045660). The 

samples were incubated for 30 minutes at room temperature before proceeding with the autoantibodies 

assay. Control samples diluted with a buffer not containing CEL, CML or Octopine were also incubated 30 

minutes at room temperature before proceeding with the autoantibodies assay. 

CEL modification on Histone 

CEL-Histone was prepared using a protocol described by Srey et al [365]. Histone H2A was dialyzed 

against PBS before the CEL-modification reaction. Briefly, Histone H2A (Sigma, H2042) at 0.1 mg/mL was 

mixed with sodium pyruvate (Sigma, S8636) (17.14 mM), and sodium cyanoborohydride (Sigma, 156159) 

(25.71 mM) in PBS (Sigma, 11666789001) (0.1 M, pH 7.0). The solution was incubated at 37 °C for 24 

hours, then abundantly dialyzed against PBS. A control was also prepared using the same conditions but 

with the omission of sodium pyruvate. Dialysis units (Slide-A-Lyser®  Mini Dialysis Units (10,000 MWCO, 

0.1 mL)) (Thermo Fisher, cat#69570) with the buoys were put for 10 minutes into 2 L of dialysis buffer (PBS) 

(Roche, cat#14733200). The solution containing CEL-Histone was added to the dialysis units and dialyzed 

for one hour at room temperature. The dialysis buffer was changed every hour for three times. The purified 

solution of CEL-Histone, with final concentration of 800 µg/mL was then stored at -20°C. 

Autoantibodies detection in HS skin 

2 mm punch biopsies of lesional HS skin were immerged in liquid nitrogen using Covaris tissue tubes TT05 

(Covaris, 520071) and crushed with a CP02 cryoPREP Automated Dry Pulverizer (Covaris, 500001). The 

fragments of skin were collected and weighted, and then re-suspended with 50 µL of TBS Tween 0.05% 

Triton X-100 (Sigma, T8787) 1%. These solutions were then sonicated five times for 30 seconds and 

vortexed between each sonication. Skin lysates were then diluted in 1:10 in TBS Tween 0.05% FBS 10% 

non-fat milk 1% Proclin300 0.1%. Autoantibodies detection protocol was then performed as the one 

described for serum and plasma samples. 

CEL detection by direct ELISA 

2 mm punch biopsies of lesional HS skin were immerged in liquid nitrogen using Covaris tissue tubes TT05 

(Covaris, 520071) and crushed with a CP02 cryoPREP Automated Dry Pulverizer (Covaris, 500001). The 

fragments of skin were collected and weighted, and then re-suspended with 50 µL of TBS Tween 0.05% 

Triton X-100 (Sigma, T8787) 1%. These solutions were then sonicated five times for 30 seconds and 



105 
 

vortexed between each sonication. Skin lysates were then diluted 1:10 in PBS (Sigma, 11666789001). 50 

µL/well of diluted skin lysates and standards (CEL-BSA from CellBiolabs, STA-302, at different 

concentrations in PBS) were loaded on an ELISA plate and incubated over-night at 4°C with stirring at 400 

rpm and cover from light. The plate was then washed 4 times with 300 µL/well of PBS Tween 0.05% (Sigma, 

P3563) and blotted against a tissue. The plate was blocked with 150 µL/well of PBS BSA 3% (BSA from 

Roche, 10735078001) for one hour at room temperature, with stirring at 500 rpm and cover from light. The 

plate was then washed 4 times with 300 µL/well of PBS Tween 0.05%  and blotted against a tissue. 100 

µL/well of biotinylated anti-CEL monoclonal antibody (Abnova, clone KNH30, MAB6594) diluted 1:250 in 

PBS Tween 0.05%  were loaded on the plate and incubated for two hours at room temperature, with stirring 

at 500 rpm and cover from light. The plate was then washed 4 times with 300 µL/well of PBS Tween 0.05%  

and blotted against a tissue. 100 µL/well of Streptavidin-HRP (R&D, DY998) diluted 1:200 were loaded on 

plate and incubated for 30 minutes at room temperature, with stirring at 500 rpm and cover from light. The 

plate was then washed 4 times with 300 µL/well of PBS Tween 0.05% and blotted against a tissue. 100 

µL/well of Ultra TMB (Thermo Fisher, 34028) were loaded on the plate and incubated for one hour at room 

temperature. Finally, 100 µL/well of Sulfuric acid (Fluka, 38291) at 1 M were added and plate optic deviance 

(OD) was read at 450 nm. 

FceR1a detection assay 

MSD plate (MSD, cat#L15XA-3) were coated with 50 µL/well of 1 µg/mL of anti-FceR1a (Invitrogen, cat#14-

5899-82) in PBS (Roche, cat#1666789001) over-night with incubation protected from light and with 500 

rpm stirring at 4°C. Plate was washed 3 times with 150 µL/well of PBS Tween20 (Sigma, cat#P3563), then 

blocked with 100 µL/well of FBS (Gibco, cat#10082-147) 10% in PBS, for 2 hours at RT, protected from 

light and with 500 rpm stirring. Plate was washed 3 times with 150 µL/well of PBS T and then 50 µL/well of 

samples and standards were added for 90 minutes protected from light, at 23°C and stirring at 800 rpm. 

Plate was washed 3 times with 150 µL/well of PBS T. 50uL/well of recombinant human IgE (Abcam, 

cat#Ab65866) was added to the plate and incubated for 30 minutes protected from light, at 23°C and stirring 

at 800 rpm. Plate was washed 3 times with 150 µL/well of PBS T. 50 µL/well of 1 µg/mL of biotinylated anti-

human IgE detection antibody (Novartis, clone 669-6-7, custom biotinylation) in PBS T was added and 

incubated for 1 hour in a mixer with 23°C and 800 rpm. Plate was washed 3 times with 150 µL/well of PBS 

T. 50 µL/well of Streptavidin-Sulfo Tag (MSD, cat#R32AD-1) diluted at 1:2000 in PBS T were added to the 

plate and incubated for 30 minutes protected from light, with stirring at 850 rpm and temperature at 23°C. 

Plate was washed 3 times with 150 µL/well of PBS T. Read buffer (MSD, cat#R92TC-1) was diluted by 2 

with demineralized water and 250 µL/well were added to the plate. After 2 minutes of incubation in a mixer 

with stirring at 400 rpm and temperature at 23°C, the plate was read using an MSD Imager 600.  

Biotinylation of anti-IgE antibody 

Anti-human IgE antibody (Novartis, clone 669-6-7) at 1 mg/mL was extensively dialyzed in PBS (Roche, 

cat#1666789001). Slide-A-Lyser Mini Dialysis Units (10,000 MWCO) (Thermo Fisher, cat#69570) were pre-
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incubated in PBS using a buoy system. 100 µL of anti-human IgE antibody were added to each dialysis unit 

and dialyzed against 2 liters of PBS for 2 hours. Dialysis PBS was changed and anti-human IgE antibody 

was dialyzed for additional 2 hours against 2 liters of PBS. After dialysis, 100 µL of anti-human IgE antibody 

were mixed with 0.7 µL of NHS-PEG4-Biotin (Thermo Scientific, cat#21329) at 20 mM, in a 1.5 mL micronic 

tube. Such quantities correspond to an antibody/biotin ratio of 1:20. NHS-PEG4-Biotin solution was 

prepared by solubilizing 2 mg of lyophilized NHS-PEG4-Biotin in 170 µL of demineralized water. The 

micronic tube containing the biotin and antibody mic was covered with aluminum foil and strapped on a 

roller for a 1-hour incubation at RT. After 1-hour incubation, 100 µL of anti-human IgE conjugated with biotin 

were added to dialysis units for a 2 hours long dialysis against 2 liters of PBS. A second dialysis was 

performed using fresh PBS and an over-night incubation. Biotinylated anti-human IgE was then stored at 

4°C. 

Protocol Flagellin-BSA modification 

Flagellin (Invivogen, cat# TLRL-BSFLA) was reconstituted by reverse pipetting with LAL water (Invivogen, 

cat# H2OLAL-1.5) to obtain a solution at 1 mg/mL. 1 g of BSA (Jackson Immunoresearch, cat#001-000-

162) was dissolved in 50 mL of demineralized water in order to obtain a stock solution at 20 mg/mL. 100 

mg of N-(3-Dimethylaminopropyl)-N’-ethylcarbodiimide hydrochloride (EDC) (Sigma, cat#E1769-5g) were 

dissolved in 2 mL of demineralized water in order to obtain a stock solution at 50 mg/mL. 50 µL of Flagellin 

at 1 mg/mL were mixed in a micronic tube (Vitaris, 32022-MIC) with 2.5 uL of BSA at 20 mg/mL and 10 µL 

of EDC at 50 mg/mL. The solution was incubated over night at +4°C with slow agitation on a rotor, to allow 

the coupling of Flagellin on BSA. The purification of Flagellin-BSA was performed through dialysis. Dialysis 

unit (Slide-A-Lyser®  Mini Dialysis Units (10,000 MWCO, 0.1 mL)) (Thermo Fisher, cat#69570) with the 

buoys were put for 10 minutes into 2 L of dialysis buffer (PBS) (Roche, cat#14733200). The solution 

containing Flagellin-BSA was added to the dialysis unit and dialyzed for one hour at room temperature. The 

dialysis buffer was changed every hour for three times. The purified solution of Flagellin-BSA, with final 

concentration of 800 µg/mL was then stored at -20°C. 

Statistical methods 

Data were analyzed and graphs were created using Tibco Spotfire (version 10.3.3) and GraphPad Prism 

(version 8.1.2), with the support of Excel 2016 for the organization and storage of data and samples 

information. Autoantibodies data in the results section I were also analyzed by using RStudio for explorative 

analysis. Anova, T-test and Mann-Whitney were used to compare biomarkers levels between different 

samples populations, depending on the specific data analysis to be performed. Linear regression, 

Spearman and Pearson’s tests were used to investigate the correlation levels between numerical data, 

depending on the specific data analysis to be performed. Statistical tests performed are specified in the 

legends of the corresponding figures. 
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ROC curves were prepared and corresponding AUC were calculated using GraphPad Prism. True positive 

rate and false positive rate used for ROC curves were calculated using Excel 2016. True positive rate was 

defined as the proportion of correctly identified positives. False positive rate was defined as the proportion 

of negatives incorrectly identified as positives.  

Linear combination of disease severity and disease duration 

We used refined Hurley score to define disease severity and we transformed the seven categories (1a, 1b, 

1c, 2a, 2b, 2c and 3) in numerical values from 1 to 7. Disease duration was expressed in years and 

calculated in as follows: 

𝐷𝑖𝑠𝑒𝑎𝑠𝑒 𝑑𝑢𝑟𝑎𝑡𝑖𝑜𝑛 = 𝑃𝑎𝑡𝑖𝑒𝑛𝑡′𝑠 𝑎𝑔𝑒 − 𝑎𝑔𝑒 𝑎𝑡 𝑑𝑖𝑠𝑒𝑎𝑠𝑒 𝑜𝑛𝑠𝑒𝑡 

Both numerical disease severity and disease duration for each patient were then standardized by dividing 

by the average, as follows: 

𝑆𝑡𝑑 𝑑𝑖𝑠𝑒𝑎𝑠𝑒 𝑠𝑒𝑣𝑒𝑟𝑖𝑡𝑦 (𝑝𝑎𝑡𝑖𝑒𝑛𝑡 𝑛) =
𝑑𝑖𝑠𝑒𝑎𝑠𝑒 𝑠𝑒𝑣𝑒𝑟𝑖𝑡𝑦 (𝑝𝑎𝑡𝑖𝑒𝑛𝑡 𝑛)

𝑑𝑖𝑠𝑒𝑎𝑠𝑒 𝑠𝑒𝑣𝑒𝑟𝑖𝑡𝑦 𝑎𝑣𝑒𝑟𝑎𝑔𝑒
 

𝑆𝑡𝑑 𝑑𝑖𝑠𝑒𝑎𝑠𝑒 𝑑𝑢𝑟𝑎𝑡𝑖𝑜𝑛 (𝑝𝑎𝑡𝑖𝑒𝑛𝑡 𝑛) =
𝑑𝑖𝑠𝑒𝑎𝑠𝑒 𝑑𝑢𝑟𝑎𝑡𝑖𝑜𝑛 (𝑝𝑎𝑡𝑖𝑒𝑛𝑡 𝑛)

𝑑𝑖𝑠𝑒𝑎𝑠𝑒 𝑑𝑢𝑟𝑎𝑡𝑖𝑜𝑛 𝑎𝑣𝑒𝑟𝑎𝑔𝑒
 

 

Standardized values were then combined by Euclidean distance, which was calculated using Pythagoras: 

𝐶𝑜𝑚𝑏𝑖𝑛𝑎𝑡𝑖𝑜𝑛 =  √(𝑆𝑡𝑑 𝑠𝑒𝑣𝑒𝑟𝑖𝑡𝑦)2 + (𝑆𝑡𝑑 𝑑𝑢𝑟𝑎𝑡𝑖𝑜𝑛)2 

The overall formula used to calculate the linear combination of disease severity and duration is then as 

follows: 

𝐶𝑜𝑚𝑏𝑖𝑛𝑎𝑡𝑖𝑜𝑛 (𝑝𝑎𝑡𝑖𝑒𝑛𝑡 𝑛) =  √(
𝑑𝑖𝑠𝑒𝑎𝑠𝑒 𝑠𝑒𝑣𝑒𝑟𝑖𝑡𝑦 (𝑝𝑎𝑡𝑖𝑒𝑛𝑡 𝑛)

𝑑𝑖𝑠𝑒𝑎𝑠𝑒 𝑠𝑒𝑣𝑒𝑟𝑖𝑡𝑦 𝑎𝑣𝑒𝑟𝑎𝑔𝑒
)2 + (

𝑑𝑖𝑠𝑒𝑎𝑠𝑒 𝑑𝑢𝑟𝑎𝑡𝑖𝑜𝑛 (𝑝𝑎𝑡𝑖𝑒𝑛𝑡 𝑛)

𝑑𝑖𝑠𝑒𝑎𝑠𝑒 𝑑𝑢𝑟𝑎𝑡𝑖𝑜𝑛 𝑎𝑣𝑒𝑟𝑎𝑔𝑒
)2 

 

 

 

 

 

 

 



108 
 

Linear combination of autoantibodies data 

As described in the results section I, a linear combination of autoantibodies values was performed in order 

to combine data from single autoantibodies and improve the discrimination between ACR50 non-

responders and responders. 

Values obtained for each autoantibody can be used as coordinates in a space, with two, three or more 

dimensions and distance from axis origin can be calculated. For example, distance in a seven-dimension 

space was calculated with the following steps: 

• For each autoantibody separately, values were standardized by dividing each value by the mean 

of values. 

• For each samples seven-dimension distance was calculated with the following formula: 

7𝐷=√𝑎2 + 𝑏2 + 𝑐2 + 𝑑2 + 𝑒2 + 𝑓2 + 𝑔2 

With a, b, c, d, e, f and g as standardized coordinates calculated from values obtained by Luminex 

immunoassay. This linear combination was used with up to 20 different autoantibodies. 

List of antigens used in PsA autoantibodies profiling 

Antigen Supplier Antigen group 

BSA Jackson ImmunoResearch Albumin 

Prealbumin Sigma Albumin 

Apolipoprotein B Millipore Apolipoprotein 

Apolipoprotein E Millipore Apolipoprotein 

Apolipoprotein E4 Sigma Apolipoprotein 

B2 glycoprotein Diarect Apolipoprotein 

Akkermansia Bioclone Bacterial antigen 

Faecalibacterium allergen Bioclone Bacterial antigen 

Flagellin-BSA Custom-made Bacterial antigen 

Helicobacterium Bioclone Bacterial antigen 

Klebsiella surface antigen Bioclone Bacterial antigen 

Lachnospiraceae Bioclone Bacterial antigen 

LPS-BSA Custom-made Bacterial antigen 

Porphyromas gingivalis Bioclone Bacterial antigen 

Prevotella Bioclone Bacterial antigen 

Protein A Bioclone Bacterial antigen 

rlpaC Shigella Bioclone Bacterial antigen 

rSopC Salmonella Bioclone Bacterial antigen 

Ruminococcus Bioclone Bacterial antigen 

RuvB E.coli Creative Diagnostic Bacterial antigen 

Staphilococcus Protein A Creative Diagnostic Bacterial antigen 

Streptococcus pyogenes 
arcA 

Diarect Bacterial antigen 

Streptococcus pyogenes tkt Diarect Bacterial antigen 
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Laminin R&D Systems Cell development 

Spectrin alpha chain 1 Origene Cell development 

Tissue Transglutaminase Diarect Cell development 

TPT1 Prospec Cell development 

Transforming growth factor, 
beta-induced 

Mybiosource Cell development 

Glial fibrillary acidic protein Novoprotein CNS 

Myelin Associated 
Glycoprotein  

Life technologies CNS 

Myelin basic protein  MyBiosource CNS 

Myelin oligodendrocyte 
glycoprotein 

Anaspec CNS 

S100B R&D Systems CNS 

Tau-381 Millipore CNS 

IL-1 beta Acro Biosystems Cytokine 

IL12 Peprotech Cytokine 

IL17A R&D Systems Cytokine 

IL21 R&D Systems Cytokine 

IL23 Prospec Cytokine 

IL26 DiscoverX Cytokine 

IL33 Peprotech Cytokine 

IL6 R&D Systems Cytokine 

sRANKL Prospec Cytokine 

TNFa R&D Systems Cytokine 

Aspergillus Restrictocin Creative Diagnostic Fungal antigen 

Candida albicans bgl2 Diarect Fungal antigen 

Candida albicans Enolase Diarect Fungal antigen 

Candida albicans HSP70 Diarect Fungal antigen 

Candida albicans Met6 Diarect Fungal antigen 

Deamidated gliadin peptide Zedira Fungal antigen 

GLC8 Saccharomyces 
cerevisae 

Creative Diagnostic Fungal antigen 

Gliadin Diarect Fungal antigen 

Aldolase Sigma Glycolysis 

Alpha Enolase USBiological Glycolysis 

Pyruvate Kinase Sigma Glycolysis 

Alpha-crystallin B chain Origene Heat shock protein 

HSP 27 R&D Systems Heat shock protein 

HSP 60 Enzo Life Sciences Heat shock protein 

HSP65 
 

Heat shock protein 

HSP70 HyTest Heat shock protein 

HSP90 R&D Systems Heat shock protein 

Alkalin Phosphatase MyBiosource Immune system 
regulation 

Alpha-1 antitrypsin Sigma Immune system 
regulation 

Annexin 1 Prospec Immune system 
regulation 
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Annexin 2 Prospec Immune system 
regulation 

Annexin 5 Prospec Immune system 
regulation 

Antichymotrypsin enzyme Mybiosource Immune system 
regulation 

Concanavalin A Sigma Immune system 
regulation 

Hemoglobin A1C Mybiosource Immune system 
regulation 

Human Alkaline phoshatase Novoprotein Immune system 
regulation 

IgA Jackson ImmunoResearch Immunoglobulin 

IgG Jackson ImmunoResearch Immunoglobulin 

IgM Agrisera Immunoglobulin 

Bactericidal/permeability 
increasing protein 

Arotec Inflammation 

Liver Cytosol type 1 antigen Arotec Inflammation 

Mitochondrial antigen Arotec Inflammation 

Parietal Cell antigen Arotec Inflammation 

C5 
 

Innate immune system 

Eosinophil Peroxidase Arotec Innate immune system 

Lingual antimicrobial peptide R&D Systems Innate immune system 

COG4 Origene Intracellular 

KPNB1 Origene Intracellular 

PPP2R1A Origene Intracellular 

RAB11B Origene Intracellular 

Alpha-1-
microglobulin/bikunin 
precursor 

Prospec Metabolism 

Amyloid P Millipore Metabolism 

Calmodulin Sigma Metabolism 

Calreticulin Mybiosource Metabolism 

Creatine Kinase Lee Biosolutions Metabolism 

Cytochrome C Sigma Metabolism 

Cytochrome P450 Diarect Metabolism 

Dermatan Sulfate Millipore Metabolism 

Fibrinogen Sigma Metabolism 

Glomerular Basement 
Membrane 

Diarect Metabolism 

Glutamine synthetase Mybiosource Metabolism 

Hemoglobin A2 Novus Bio Metabolism 

Insulin R&D Systems Metabolism 

Intrinsic Factor Diarect Metabolism 

Methylated Ubiquitin R&D Systems Metabolism 

Mitochondrial 2-oxo acid 
dehydrogenase 

Diarect Metabolism 

NADPH Life technologies Metabolism 

Prothrombin Thermo Fisher Metabolism 

Retinol Binding protein Sigma Metabolism 
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Retinol-binding protein 3 USCN Metabolism 

Ribulose-phosphate 3-
epimerase 

Prospec Metabolism 

Threonyl-tRNA synthetase Diarect Metabolism 

Ubiquitin Creative Diagnostic Metabolism 

Visfatin Biolegend Metabolism 

Vitronectin R&D Systems Metabolism 

Advanced Glyaction Event-
BSA 

Cellbiolabs Modified Albumin 

Albumin-DNP Sigma Modified Albumin 

BSA-Chondroitin Custom-made Modified Albumin 

Carbamylated-BSA Home-made Modified Albumin 

Carboxyethyllysine-BSA Cell Biolabs Modified Albumin 

Digoxin-BSA Fitzgerald Modified Albumin 

DNP-Bovine Albumin Millipore Modified Albumin 

DNP-BSA Life Technologies Modified Albumin 

Glycated albumin Sigma Modified Albumin 

Heparan-BSA Custom-made Modified Albumin 

Malondialdehyde (MDA)-BSA USBiological Modified Albumin 

Trimethyllysine BSA Immunechem Modified Albumin 

Cathepsin G Arotec NETs 

Myeloperoxidase Arotec NETs 

Neutrophil Elastase EastCoast Bio NETs 

Proteinase 3 Arotec NETs 

Glycoprotein 2 Diarect Neutrophils activity 

Alanyl-tRNA Synthase Diarect Nuclear antigen 

CENP-A Diarect Nuclear antigen 

CENP-B Arotec Nuclear antigen 

Chromodomain-helicase-
DNA-binding protein Mi-2 

Diarect Nuclear antigen 

DNA human placenta Sigma Nuclear antigen 

DNA polymerase beta Prospec Nuclear antigen 

dsDNA Diarect Nuclear antigen 

dsDNA plasmid Diarect Nuclear antigen 

dsRNA Biochain Nuclear antigen 

Histone Sigma Nuclear antigen 

Histone antigen Arotec Nuclear antigen 

Interleukin enhancer-binding 
factor 3 

Mybiosource Nuclear antigen 

Jo-1 Diarect Nuclear antigen 

Ku 70/80 Diarect Nuclear antigen 

LA/SSB Diarect Nuclear antigen 

Nucleoporin 210 Diarect Nuclear antigen 

Nucleosome antigen Arotec Nuclear antigen 

Nup62 Diarect Nuclear antigen 

PCNA Diarect Nuclear antigen 

PM/Scl100 Diarect Nuclear antigen 

Pm/Scl75 Diarect Nuclear antigen 
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Ribosomal Phosphoprotein 
P0 

Diarect Nuclear antigen 

Ribosomal Phosphoprotein 
P1 

Diarect Nuclear antigen 

Ribosomal Phosphoprotein 
P2 

Diarect Nuclear antigen 

RNA calf liver Sigma Nuclear antigen 

RNP 68/70 Diarect Nuclear antigen 

RNP A Diarect Nuclear antigen 

RNP C Diarect Nuclear antigen 

RNP/Sm Diarect Nuclear antigen 

RNPB Diarect Nuclear antigen 

RO/SSA 52 Diarect Nuclear antigen 

Ro/SSA 60 Diarect Nuclear antigen 

Scl-70 Diarect Nuclear antigen 

Sm Diarect Nuclear antigen 

SmD Diarect Nuclear antigen 

SmD1 Diarect Nuclear antigen 

SmD2 Diarect Nuclear antigen 

Sp100 Diarect Nuclear antigen 

ssDNA Sigma Nuclear antigen 

Glucan Sigma Polysaccharides-Fungal 
antigen 

Mannan Sigma Polysaccharides-Fungal 
antigen 

Elastase Arotec Protease 

Decorin Sigma Proteoglycan 

Heparan Sulfate 
ProteoGlycan 

Cloud clone Proteoglycan 

Lumican R&D Systems Proteoglycan 

CD36 Sigma Receptor 

CD74 R&D Systems Receptor 

FceRIa R&D Systems Receptor 

IL17R Acro Biosystems Receptor 

IL22 BP R&D Systems Receptor 

IL36RN Prospec Receptor 

Muscarinic acetylcholine 
receptor M3 

MYBiosource Receptor 

TNFR1 Prospec Receptor 

Cardiolipin Sigma Structural lipid 

Aggrecan Sigma Structural protein 

Alpha actinin Cytoskeleton Structural protein 

Beta Actin Alpha Diagnostic Structural protein 

Collagen I Millipore Structural protein 

Collagen II Millipore Structural protein 

Collagen III Prospec Structural protein 

Collagen IV Millipore Structural protein 

Collagen V Millipore Structural protein 

Collagen VI Rockland Structural protein 
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Cytokeratin 18 Thermo Fisher Structural protein 

Elastin Sigma Structural protein 

Keratin 12 ARP Structural protein 

Myosin Cytoskeleton Structural protein 

Myosin Heavy chain Cytoskeleton Structural protein 

Vimentin R&D Systems Structural protein 

Thyroglobulin Diarect Thyroid antigen 

Thyroid Peroxidase Diarect Thyroid antigen 

Cytomegalovirus G Meridian Viral antigen 

Cytomegalovirus pp150 Prospec Viral antigen 

Cytomegalovirus pp28 Prospec Viral antigen 

Epstein-Barr Virus EBNA1 
His Tag 

Prospec Viral antigen 

Epstein-Barr Virus P18 Prospec Viral antigen 

Epstein-Barr Virus P23 Prospec Viral antigen 

Hepatitis B Virus Prospec Viral antigen 

Respiratory Syncytial Virus Meridian Viral antigen 

Table 4:  

List of antigens used in autoantibodies profiling experiments. For each antigen, the provider and a general 
classification are specified. 
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