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Abstract 

In healthcare, the information is a fundamental aspect and the human body is the 

major source of every kind of data: the challenge is to benefit from this huge 

amount of unstructured data by applying technologic solutions, called Big Data 

Analysis, that allows the management of data and the extraction of information 

through informatic systems. This thesis aims to introduce a technologic solution 

made up of two open source platforms: Power BI and Knime Analytics Platform. 

First, the importance, the role and the processes of business intelligence and 

machine learning in healthcare will be discussed; secondly, the platforms will be 

described, particularly enhancing their feasibility and capacities. Then, the 

clinical specialties, where they have been applied, will be shown by highlighting 

the international literature that have been produced: neurology, cardiology, 

oncology, fetal-monitoring and others. An application in the current pandemic 

situation due to SARS-CoV-2 will be described by using more than 50000 

records: a cascade of 3 platforms helping health facilities to deal with the current 

worldwide pandemic. 

Finally, the advantages, the disadvantages, the limitations and the future 

developments in this framework will be discussed while the architectural 

technologic solution containing a data warehouse, a platform to collect data, two 

platforms to analyse health and management data and the possible applications 

will be shown. 
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1. Introduction 

In the human activities the information is handled in different ways: informal 

ideas, natural language (spoken or written, formal or colloquial), drawing, 

graphs, schemes, etc. In the informative systems, the information is represented 

through data; thus, it is essential to design a definition for data and information 

in order to distinguish them. On the one hand, the information results from 

operations such as extraction and elaboration on data (they have different 

meaning on the basis of the context). On the other hand, the data is what we have 

immediately available before every possible processing operation. 

In computer science, the data is an informative element, made up of symbols that 

need to be elaborated. It’s clear that, without an interpretation, the data is not so 

much useful and, when correctly interpreted and correlated, the data has can 

provide researchers with information that can enrich everyone knowledge. 

In the healthcare context, the information is the most important aspect and the 

human body consists in the major source of every kind of data: the challenge is 

to benefit from this huge amount of unstructured data by applying technologic 

solutions, called Big Data Analysis, that allows the management of data through 

informatic systems. Health data can be found in several forms: they have been 

recorded for long time on papers and it’s still happening in small towns. Thanks 

to the introduction of digital format, the clinical data have been transformed in 

new formats. Health records include information in heterogenous formats: audio 

recording, computer tomography, magnetic resonance and other medical 

imaging, electrocardiogram, etc. The business intelligence (BI), also called 

clinical intelligence in healthcare, has a fundamental role for the development of 

medical processes including computerized methods and the procedures for 

extracting and transforming raw data in useful clinical information. 

Data transformation is performed through statistical methods and by analysing 

unstructured and complex data. Similarly, machine learning and deep learning 

have transformed the medical framework. Indeed, technologies based on artificial 
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intelligence has the potential to influence deeply social service and the whole 

healthcare context. 

Data should be considered like a heritage and the attention paid to Big Data is 

testified by the will of health facilities to spend money for a better management 

of data and their policies in order to enhance what clinicians usually collect in 

their clinical activities. 

Computer-based systems need to be developed as user-friendly in order to allow 

non-technical professionals to exploit the tools implemented by the information 

and communication technology (ICT). 

This thesis aims to introduce a technologic solution made up of two open source 

platforms. Power BI and Knime Analytics Platform, that have shown their 

feasibility to produce interactive dashboards to support health management and 

to analyse data through machine learning by designing workflows containing the 

implementation of algorithms. 

First, the importance and the role of BI and machine learning in healthcare will 

be discussed; the platforms will be discussed and described, particularly 

enhancing their feasibility and capacities. Then, the clinical specialties where 

they have been applied, will be shown by highlighting the international literature 

that have been produced. An application in the current pandemic situation due to 

SARS-CoV-2 will be shown: a cascade of 3 platforms helping health facilities to 

deal with the current worldwide pandemic. 

Finally, the advantages, the disadvantages, the limitations and the future 

developments in this framework will be discussed. 
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1.1.  The BI in healthcare 

The BI tools have been developed to help the companies to exploit their 

information asset in light of strategic and tactical decisions. 

BI allows to collect and handle the data in order to transform them in information 

useful for decision-making processes [1]. Its scope is to:  

• Go from ideas to facts; 

• Increase the amount and the quality of information in order to make it 

more significant;  

• Spread and share information within a company. 

The BI is a system made up of models, methods, processes, people and tools that 

make the regular and structured collection of data possible in a company. 

Moreover, elaborations, analysis and aggregation allow to transform data into 

information, to keep them, to make them available to the main actors of processes 

and to show them in an easy, flexible and efficacious form that effectively help 

in decision-making [2]. The BI systems, thus, involve: 

• The collection of the data in a company;  

• The phase of cleansing, validation and integration;  

• The following elaborations, aggregations and analysis;  

• The fundamental use of this big amount of data to create information and 

use it in the decision-making process. 

These systems, considered for helping in the decision-making, are called 

Decision Support Systems (DSS), although the terminology is susceptible to 

changes due to the new functions that have been introduced in the framework. 

There two types of” DSS”: 

• Data-Oriented, which consists in complex techniques to query a Data 

Warehouse (DW). There are two subtypes: 

o Data Retrieval: queries on several dimensions by using 

heterogenous sources. 
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o “Data Mining” techniques: extraction of information and hidden 

pattern in large database thorough mathematical and statistical 

techniques. 

• Model-Oriented, the context where the decision-making context happen 

is reproduced together with its possible effects. The existing models are: 

o Predictive, 

o “What if, 

o Phi optimization. 

The context, where the organizations, the companies and the resources (both 

human and technologic) work, has determined the grade of opening towards the 

innovation, thus an evolutional process of informatic systems. The first level 

consists in creating a database allowing to collect large datasets which the 

companies interact daily with. 

The next step is to make the old data available to the policy makers which are 

part of the decision-making process; that’s why the development of a DW is 

necessary, just like a container for all the data structured in a way that could be 

helpful in the organizational processes. 

The structured disposition of data allows BI tools to analyse the performance of 

the company, the make forecasting on the future performance and to show these 

analyses to the direction that will use them to take key decisions. 

In Italy, the health companies and the hospitals can acquire tools for managing 

their data both in a managerial and a clinical side. There are several examples in 

literatures of BI applied in healthcare [3-6]. 
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1.2.  Machine learning in Healthcare 

In literature, data mining is a recent science, that has been developed by taking a 

cue from other science, i.e. informatics, marketing, statistics. In particular, 

several methodologies, used in data mining, were born from two communities: 

the former is informatics, related to machine learning, and the latter is statistics 

that were involved in the analysis of data and computational statistics. 

The novelty offered by data mining is the integration of previous methodologies 

with more practical aspects. Despite being different based on the applicational 

context, the aim of data mining was to produce interpretable and useful results 

for supporting business decisions. Statisticians have always dealt with building 

methods and models for analysing data, although usually only theoretically. 

Some of them have paid attention to the practical aspects and, starting from 

Eighties, due to the rising importance of the computational side, they developed 

new researches in this context. This situation has led to the implementation of the 

above-mentioned computational side starting from Nineties. An example is 

represented by the bootstrap, the Monte Carlo method, the Markov chain and 

probability-based systems [7-9]. 

Statisticians at the same time were interested in machine learning. It is the last 

piece of the story for the birth of data mining in the second part of Nineties. After 

the spread of the informatic methods, there was an increasing amount of available 

data and information, often in non-traditional formats: this was due to browsing 

the internet, text and multimedia data. 

Innovative and original researches were born in this situation; they were not part 

of a specific discipline, but they were surely part of data mining research. 

To sum up, machine learning is a branch of artificial intelligence that uses 

statistical methods to implement algorithms, capable of recognizing hidden 

patterns among data and making prediction on them by building models data 

based. 
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It is possible to identify some applicational scopes for which specific language is 

require. They are listed here [10]: 

• Scoring system: this is an analytical approach based on assigning to 

each client (prospect) the probability of adhering to a marketing 

campaign. The scope is to classify client or eventual prospects and 

implementing marketing strategies that are based on specific targets 

by building a predictive model; it should be capable of identifying 

relationships among behavioural and target variables. The output of 

these models is a score with the probability of having a good 

outcome with the marketing campaign; 

• Credit scoring: it is a particular case of scoring system which 

assesses each client based on some variables that describe his 

behaviour as regards payment. A numeric score is computed, and it 

represents how much the client is a good payer. This analysis can 

be used to understand whether it is possible to provide financial 

credit by using the risk class of the client; 

• Customer profiling: it is an application of clustering techniques to 

detect homogeneous groups based on behavioural and 

demographical variables. Detecting the different types of customer 

allows to conduct strategic and customer care marketing campaigns. 

The present and future value of the client (by assigning him in a 

class) can be determined in order to allocate him in groups of 

customer service, priority of purchases or delay in payment; 

• Market basket analysis: association techniques are used to detect 

which products are acquired together by clients. It is useful to 

allocate products in a market and to encourage the customers to buy 

more things, but also to make more efficacious marketing and 

merchandising strategies; 
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• Fraud detection: it is based on creating personalize profiles to 

evaluate the inclination of new clients to commit a fraud when 

making new subscriptions; 

• Claims settlement: an insurance can be interested in investigating 

some accidents in order to understand which factor can reduce the 

time to claim settlement. It consists in finding the data, the 

behaviours, the situations that can be considered abnormal while the 

aim is to reduce everything is considered not optimized, excessive 

or a mistake; 

• Text mining: it is the application of data mining to documental data, 

text files, articles, memos, clinical records, patents, reports, 

questionnaires, e-mail, etc. this application often consists in using 

clustering to identify homogeneous groups of words as regard a 

topic; it makes easier the capacity to find a theme and identify 

relationships among topics. Some of these techniques can be 

applied online and are called Web Mining. Here is a list of 

examples: 

o Click-stream analysis: it is the analysis of the 

behaviours of people visiting a website in order to 

understand which pages determines the online 

purchase a product. These techniques support the 

design and the implementation of online advertising 

campaigns to reduce costs and make the gain rise. 

o Dynamic contests targeting: it consists in showing 

dynamically the content of a page based on the profile 

of the visitor.  

Data mining represents a fundamental resource also in the healthcare sector 

because of the big amount of data that is produced daily, they are: 
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• Related to patients, hospital stay, rehabilitation and health 

status; 

• Obtained through the modern and advanced imaging 

diagnostics devices; 

• Related to logistics and management of health facilities. 

All these data are often unexplored and machine learning makes them a valuable 

starting point for studying correlations, relationships and unknown phenomena. 

As a result, it becomes possible developing algorithms that allows to obtain 

outcomes supporting clinical decision-making, both in early diagnosis and in 

choosing therapies and rehabilitation strategies. 

Finally, by analysing the results provided by these techniques, it is possible to 

better understand risk factors, causes and mechanisms that conduct to some 

pathologies and to identify common pattern among all patients [11]. 
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1.3.  Control management in health companies 

Starting from Eighties, a greater awareness has risen regarding the necessity to 

implement managerial tools which allows to make efficient and efficacious the 

methodologies utilized for health services. Management control is needed in 

health companies because it represents the “analysis, evaluations, decisions and 

actions” that are useful to improve the interplay among technical, professional 

and economic aspects, despite being conscious that public health companies 

represent a public service (no-profit) with a social scope (to safeguard the health 

of the population). 

In Italy, the hospital became companies through a process based on economic 

and financial analysis, design and managerial tools and the development of new 

systems for accountability. The strategical planning and programming, supported 

by the organization of the company, allow to manage the activities, assess and 

evaluate them according to efficacy and efficiency and, eventually, modify them 

in order to reach a specific goal. 

Management control is a short-term process through which health policy makes 

sure that the resources acquired are used efficiently in order to achieve the 

objectives set out in strategic planning and programming. 

It is an internal process for management and healthcare professionals, and it 

allows managerial accountability; it is also a guiding tool for the operators who 

receive some objectives and can understand whether they are satisfying the 

requests they received. The programming and control systems also serve as a 

communication tool for the workers in order to stimulate them to achieve some 

fixed objectives. 

The healthcare sector is undoubtedly characterized by a very high innovative 

content but, in the majority of cases, new technologies determine an innovation 

in the products: today it is possible to deal with diseases that were not curable 

years ago, an extraordinary progress has been made not only in the therapeutic 

field but also in the prophylactic, rehabilitative and diagnostic ones. 
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Healthcare spending have increased more and more over the years, due to both 

the demand (the improvement in the standard of living, the aging of the 

population, health intended as physical, mental and social well-being...) and 

supplied service (increase amount of doctors and costs). 

The corporatization of health facilities has imposed a gradual transition to an 

economic-asset accounting, made up of the set of surveys which allow to identify 

the costs and revenues connected to market and to follow the financial 

movements of management. 

The importance of management control in the health sector, in addition to 

accounting control, derives from the fact that the management accounting takes 

into consideration the results of the company as a whole while cost accounting 

and other management control tools look at the results of specific parts of the 

company, which allow to identify the various issues, to analyse the particular 

economic results of management, as regards costs and the various activities. 

Analytical accounting, also known as industrial or cost accounting, deals with 

analysing, processing and integrating data from general accounting with other 

information, in order to make them available for supporting decision-making 

processes, for the activities of planning, scheduling and management control. 

The analytical accounting takes up the costs and revenues recognized from the 

general accounting, integrating the records and referring to the internal 

management: the information is reclassified by cost centres, which group all the 

financial movements with the same destination, i.e. the same user. 

Cost centre is the elementary unit and can be a department or part of it, an 

operating group consisting of machines and men, any operating unit defined with 

the aim of attributing costs. 

In the hospital setting, a cost analysis can prove to be very useful, especially for 

verifying the economic results achieved, i.e. the ratio between the costs incurred 

for the Diagnosis Related Groups (DRG) produced, thus assessing the degree of 

efficiency of the individual operating units and the structure as a whole. 
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A further consequence of the DRG-based mechanism is the focus of the 

information on the cost of the individual service, rather than on the costs 

produced by the single autonomous decision-making unit or by the single cost 

centre. 

Only by attributing a value to the employed resources and to the activities 

performed in the context of a particular hospitalization, by identifying a cost 

capable of summarizing what has actually been spent, it will be possible to make 

a comparison with the obtained revenue, considering the DRG as the instrument 

that identifies the amount covering the incurred expenses. Therefore, it is more 

and more important being able to understand "how much is it?" to a hospital or 

an “Azienda Sanitaria Locale” (ASL) all the activities necessary for the care of a 

patient. 

This economic and managerial information can be handled in an optimal way 

through tools designed by data scientists. In fact, BI tools can be fundamental for 

managing the large amount of produced data both economically and clinically, 

combining also these two aspects and thus providing managers with strategic 

information for corporate management.  
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2. The workflow of analysis and the integrated platforms 

2.1.  The workflow of BI 

A BI system should meet functionality and design requirements that go far 

beyond those of a normal reporting environment, part of a management 

application [12-15]. Particularly, a BI system should have the following 

characteristics:  

• Ease of use: the data must be simple to read and interpretable 

and it should be possible to easily navigate through them. 

• Velocity: it is necessary to be able to process large amount of 

data, obtaining results in a very short time using modelling, 

storage and indexing techniques of data oriented to analysing 

rather than updating; 

• Integration: integrating data coming from different sources, 

inside and outside the company. This process must be reliable 

and tested, so that users can rely on the data in the DW. If the 

data is not clean and reliable, it must go through a cleansing and 

certification process before being entered into the DW; 

• Data logging: maintaining the history of changes which some 

attributes undergo in order to allow contextualized historical 

analysis; 

• Identifying trend and abnormalities: it is necessary to make it 

easy to identify trends in the data by comparing different 

periods and products. These operations are possible only with 

the use of drill-down / roll-up (visualization of data at different 

levels of detail) and slice & dice (change of the analysis 

dimensions on the two axes); 

• Subject orientation: the data should be shown to obtain the 

complete vision of a business process (supply chain, sales, 
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quality, ...), crossing the boundaries of the individual areas of 

the management systems; 

• Simulating scenarios: in some cases (budgeting, forecasting and 

planning applications) it must be possible to set scenarios and 

then compare them with the real values ("actual"); 

• Independence from the ICT workers: the analysis and reporting 

tools must allow end users to create the reports they need by 

themselves; 

• Flexibility: capacity to face and exploit the evolutions of 

operational systems and analysis’ requirements within the 

company’s reality 

• Security: it must be possible to control the access to data, which 

includes in many cases highly confidential information, in a 

tight and flexible manner. 

In figure 1 the so-called BI pyramid with its analysis steps is shown. 

 

Figure 1. The workflow of BI, starting from data source to data analysis. 

The DW is a software tool with the purpose of storing all data of business interest, 

whether they come from management systems or from external sources, in an 
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optimized way for carrying out queries and not for writing. The information 

sources, in fact, are generally internal, coming from company information 

systems and integrated with all the others according to the needs. However, 

information from external sources such as customer base requests, shareholder 

estimates, technological / cultural trends or others may also be used. Each BI 

system has a specific goal that derives from the vision and objectives of a 

company's strategic management. For this reason, data structures alternative to 

those of operational databases have been conceived; while these are based on 

concepts and relational rules (Entity-Relationship), DWs are generally based on 

the dimensional model or Star-Schema, optimized to respond quickly to various 

types of queries. 

The activity of Data Warehousing, meaning the building and the management of 

DW, involves several phases:  

• Identifying the source data;  

• Extraction, transformation and loading data (known as ETL 

workflow);  

• Using a Database Management System (DBMS) to handle the DW;  

• Employing BI tools to access the data.  

Reporting systems are developed in complex areas that have provided the DW as 

the solution. One of the purposes of a DW process is to structure a hardware-

software information context capable of responding to the needs of the 

organizational scenarios in the broadest sense. 

As the stored data available to organizations grows, the advantages of centralized 

document processing are revealed in the execution times of the individual 

reporting documents: the particular hardware configuration of the workstations, 

on which the system resources are hosted physically, allows the optimization of 

the requests to the system and reduces the load, compared to the situation in 

which single users search for information on the system individually. A 

document, after being elaborated and generated, is validated by the appropriate 



19 

 

structures and is distributed (and updated periodically) to the members of the 

organization who become its users. 

The document produced is called report and is presented as a combination of 

tables and graphs that present the relevant measures for the various phenomena 

analysed, disaggregated and deconstructed according to needs. These measures 

form a common basis for subsequent analyses. 

 

2.1.1. Power BI  

Power BI is an open source software of BI that can be used both in desktop 

version and in a web-based and cloud version by paying a fee [16].  

The tool can be connected to multiple data sources (from simple Excel to 

relational databases) and allows their aggregation in order to present and then 

display them in an intuitive way. This aggregation makes it possible to obtain 

useful information for the company management both at a clinical and 

administrative level and to find quantitative feedback with an information that 

could be only perceived in a qualitative way. 

The connection with multiple data sources takes place thanks to the presence of 

specially developed connectors that make it possible to easily integrate the 

proposed tool. Furthermore, the data can be displayed in the most disparate ways 

(tables, histograms, linear charts, cakes, etc.) and with the definition of specific 

filters on fields chosen by the user. 

Moreover, it is possible to create customizable dashboard templates (Figure 2) 

based on specific needs. The dashboards are dynamic and interactive, they update 

automatically when the user selects from the filters previously created in the 

template or specifically inserted in the dashboard according to the desires of the 

moment. 
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Figure 2. Example of interactive dashboard designed on Power BI. 

Power BI allows, in an automated way, the geo-referencing of the data since it 

already has inside the ArcGIS maps and the connections with Google maps. They 

can be very useful for the analysis of georeferenced data in a given territory, 

mixed with interactive graphs. 

Power BI is a data-driven platform made up of modules; it allows: 

• The creation of new procedures for the management of particular 

processes, meaning that it is possible to add new procedures and 

then expand reporting and interfaces; 

• The modification of an interface already created to make it 

customized for the user. For example, it is possible to modify a 

template to make it easier during the use in relation to the type 

of user; 

• The creation of new interfaces that integrate with the old ones 

already existing. 

Finally, the software satisfies the requirement of some known standards by 

applying: 

•  “ISO 13407: Human-centred design processes for interactive 

systems”,  
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• “ISO TR 16982: Usability methods supporting human centred 

design”,  

• “W3C Guidelines (Usability and Accessibility)”,  

• “Nng – Nielsen Norman Group”.  

That’s why the system has the following characteristics: 

1. Learnability: a user is able to learn the functionality of the interface, 

easily carrying out the basic operations, even without having ever 

seen it before; 

2. Efficiency: a user who knows the health process can carry out all the 

operations on the system in a simple and intuitive way; 

3. Memorability: if a user previously uses the system, he will then find 

it easy to use it thanks to the features of the user-friendly interface; 

4. Errors management: when making an operation that involves a 

transaction on the database, there are always alerts that warn about 

the type of operation that is performed. Furthermore, it is possible 

to remedy any errors made during the data entry phase in the 

database with the modification operations; 

5. Satisfaction: using the system should be pleasant; 

6. Accessibility: the system meets the needs of easy access based on 

user groups, the choice of input and output systems and the 

consistency in customization. 
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2.2.  The workflow of machine learning 

Before building a model and evaluating its performance, an understanding and 

preparation of the available data is essential. Therefore, scientists refer to a 

process known as Knowledge Discovery (KD) in Figure 3: 

• The first step is the identification of the application domain and the goal 

to be achieved, as well as to fully define the problem to be addressed. 

• The second step consists in preparing the data, and it involves: 

a. Data selection: the dataset is defined by selecting a subset of the 

most representative variables; 

b. Cleaning and pre-processing: they are operations aimed at 

eliminating noise caused by any anomalies recorded in the 

dataset, such as errors, missing values, inconsistent data, and 

any outliers; 

c. Transformation: it is a process through which the data 

undergoes normalization, dimensioning and selection 

operations, in order to obtain more practical manipulation. 

• Now, it is possible to apply data mining techniques by identifying: 

a. The type of problem (classification, regression, clustering, 

etc); 

b. The most reliable algorithm for the problem; 

c. Parameters and hyperparameter setting which guarantee the 

best performance of the algorithms. This phase can be 

repeated until the best results is found. 

• The fourth step consists in the assessment and interpretation of the results 

obtained by applying and implementing the algorithms. The evaluation 

of the models is made on the basis on specific criteria related to the 

examined problem; thus, it is fundamental the correct choice of the 

evaluation metrics. 
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At the end of this analysis, it will be possible to conduct a consolidation and use 

of the acquired knowledge. 

 

Figure 3. Workflow of the KD process. 

2.2.1. The machine learning: validations and algorithms 

Machine learning problems can be divided into [17]: 

• Supervised learning: the data supplied to the model present the class to 

which they belong, in a column called target. The dataset will be made 

up of N observations, described by m features and a target column 

(label). In turn, supervised learning can be divided into two problems: 

o Classification: the data are represented by association with a 

classification label, or more simply a class. Starting from a set of 

observations whose class they belong to is already known, a model 

capable of making predictions is generated; 

o Regression: it is a statistical process that tries to establish the 

relationship between two or more variables, thus allowing 

prediction on data with non-categorical targets. Therefore, unlike 

the classification, which limits itself to discriminating data based 

on the classes and with a discrete value, the regression returns a 

continuous output starting from the input provided;  

• Unsupervised learning: the data provided to the model do not have the 

target column. Moreover, in this case, unsupervised learning can be 

divided into problems: 

o Clustering: It aims at the selection and grouping of homogeneous 

records in a set of data, by means of measures relating to the 

similarity between elements. In many approaches, this similarity is 
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conceived in terms of multidimensional distance and the goodness 

of the groupings depends on the chosen metric; 

o Association Rules: it is a method that aims to extract information 

on hidden relationships between the variables. It represents an 

effective method for analysing data without a priori knowledge of 

the correlation between them. 

Focusing on the machine learning analysis of supervised learning, it is carried 

out on a set of samples, which are divided into training sets and test sets: the 

model is built and implemented using the first, while the performance of the 

implemented model is assessed through the latter. 

There are 3 types of cross-validation (CV) that can be adopted for both 

classification and regression problems [18]: 

• Hold-Out: it consists in dividing the dataset into two sets, the first for 

training, used for the adaptation and training of the model, and the 

other one for testing, used to evaluate the model. 

• K-Fold CV: in this approach the set of observations (the dataset) are 

randomly divided into k data groups, or folds; the training and test 

procedures of the model are repeated k times using k-1 fold for 

training and one fold for the test. From a computational point of view, 

this technique turns out to be more expensive but more reliable than 

hold-out, if the dataset is not big enough. 

• Leave-one-out CV: it is similar to k-fold but it divides the dataset into 

as many folds as the number of records in the dataset. Subsequently, 

only one element is removed from the dataset at a time and used to 

test the model while all the other data constitute the training set to 

train the model. One of the advantages of this particular technique is 

the non-overestimation of the error. This technique is more 

computationally expensive than both hold-out and k-fold but it is 

useful for small datasets. 
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Moreover, data pre-processing techniques are frequently used to identify which 

are the most important features that can maximize the accuracy of the classifier 

in its task; the reference is to the Wrapper [19]. 

Finally, the main algorithms used in the literature validations are listed, briefly 

described and will be mentioned in the following paragraphs: 

• Naïve Bayes (NB) is a supervised learning algorithm suitable for 

solving both binary (two-class) and multi-class classification 

problems. The main peculiarity of the algorithm, in addition to 

making use of the Bayes theorem, is certainly being based on the 

hypothesis of non-correlation of the characteristics, that is, the 

classifier assumes the independence of the predictors within each 

class [20]. 

• The Decision Tree (DT) is a very simple and effective algorithm. 

Within each DT, an internal node is associated with a particular 

"question" about a feature. From this node, as many arcs branch off 

as there are possible values that the characteristic can assume, until 

the leaves that indicate the category associated with the decision are 

reached. The division criteria from each node to get to the leaves can 

be different, although they do not particularly influence the results 

[21]. 

• The K nearest neighbour (KNN) is an instance-based algorithm, based 

on distances, it is not necessary to make assumptions about the 

underlying distribution of the data, usually the similarity is calculated 

through the Euclidean distance. Distances are computed in the 

training data and then applied in the test, the shorter the distance and 

the greater the similarity between the observations. The algorithm 

provides for setting a parameter k which identifies the number of 

closest neighbours to be considered in order to assign the class to the 

new element [22]. 



26 

 

• The Support Vector Machine (SVM) obtains maximum effectiveness 

in binary classification problems and is based on the idea of finding 

the best hyperplane that divides a data set into two classes. The 

classifier starts looking for a hyperplane that linearly separates the two 

classes and, if more than one existed, it would find the one that has 

the highest margin with the support vectors to improve the accuracy 

of the model. If such a hyperplane did not exist, SVM would use a 

non-linear mapping to transform the training data into a hyperspace 

where the hyperplane can, however, be identified [23]. 

• In order to obtaine better results, on the so-called “weak learners”, 

ensemble learning techniques have been implemented: 

o Bagging: Bootstrap AGGregatING tries to reduce 

overfitting problems by training different classifiers on 

subsets of the training set and finally performing a majority 

vote; when applied to the DT, it generates a powerful 

algorithm known as Random Forests (RF) [24]. 

o Boosting: it tries to reduce overfitting problems by training 

different classifiers on non-random sub-parts of the training 

set; it chooses, in fact, the records that have not been 

correctly classified. Famous variants are those applied to 

DT (ADA-B) or together with Bagging as Gradient 

Boosted Tree (GB) [25-26]. 

There are also many form of neural networks, they are structures simulating the 

one of the human brain: they are divided into layers of neurons. Multilayer 

Perceptron (MLP) is the most employed in this work. 
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2.2.2.  Knime Analytics Platform 

Knime Analytics Platform (figure 4) is an open source platform for data analysis, 

integration and reporting, with modules on machine learning and data mining. It 

allows the creation of workflows by using an intuitive graphical interface and 

drag and drop, choosing from more than 2000 nodes that allow the modelling of 

each phase of the analysis. Built by a team of engineers led by Michael Berthold 

initially for pharmaceutical industries [27], it was born with the intention of 

providing a modular and highly scalable platform to be used in any application 

area, which is why it has had great diffusion in various areas such as customer 

data analysis, BI, text mining and financial data analysis . 

 

Figure 4. Knime Analytics Platform logo. 

Knime is written in Java and based on Eclipse, which makes use of the extension 

mechanisms to add plugins necessary for the realization of additive 

functionalities. 

The characteristics of Knime are: 

• Using data coming from any sources. It is possible to: 

o Import and combine text formats (CSV, PDF, XLS, 

JSON, XML, etc) and unstructured data (images, 

documents, networks);  

o Integrating data from Oracle, Microsoft SQL, Apache 

Hive and others, through the connection to external 

sources and hosts; 

®
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o Accessing and obtaining data from sources such as 

Twitter, Azure, Google Sheets. 

• Data modelling. It allows to: 

o Calculate statistics, including mean, quantile, standard 

deviation, or apply statistical tests to validate a 

hypothesis 

o Converting data through reordering, filtering, joining 

even on huge amounts of data; 

o Cleaning data through operations of normalization and 

missing value management; 

o Extract and select the features, in order to prepare and 

optimize the dataset for subsequent use in machine 

learning. 

• Supporting machine learning and artificial intelligence. It 

allows to: 

o Build machine learning models for classification, 

regression, clustering, dimension reduction, by using 

advanced algorithms, including deep learning ones; 

o Optimize the performance of models through boosting, 

bagging, hyperparameters setting and ensemble 

learning; 

o Validating and evaluating models through metrics such 

as accuracy, Area Under the Curve Receiver Operating 

Characteristics (AUCROC), sensibility, specificity, 

recall, precision and CV, feature filtering, features 

selection, etc; 

• Focusing and sharing results. It is possible to: 
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o Visualize the data through simple graphs, such as bar 

charts and scatter plots, or advanced, with the possibility 

of customizing them according to the needs; 

o Visualize statistical results through tables and 

summaries; 

o Save, store and export the data and the results of the 

analysis in several formats and database. 

KNIME, as an open-source software, focuses on integration and allows third-

party developers to easily integrate their tools and make them interoperable, 

regardless of their domain. In addition, it also provides users with numerous tools 

that, despite not being strictly designed for the scientific and biological field, can 

be important for data acquisition, visualization and statistical analysis. Several 

databases allow the user to upload their own data from heterogeneous sources 

and script support allows developers to program nodes for data processing in their 

preferred language (Python, R, etc). Moreover, WEKA, Python, Java, MATLAB 

and many implementations of the most popular algorithms and data mining tools, 

which enrich the toolbox for analysis, are available as plugin [28]. 

KNIME operates with a table-by-table process, the advantages are:  

• Performing multiple iterations on the same data, which is 

fundamental for data mining algorithms;  

• Visualizing intermediate results between node connections even 

before the workflow is executed;  

• Restoring and restarting the workflow from any node [29]. 

An example of workflow on Knime Analytics Platform is shown in figure 5. 
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Figure 5. Example of workflow for an analysis on Knime Analytics Platform.  
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3. Validating tools 

Both tools have been extensively validated, Power BI with a regional project and 

with an application to the current pandemic context and Knime analytics platform 

through scientific publications in international literature in several fields of 

medicine. The results achieved with these tools are shown in the following 

paragraphs. 

 

3.1.  Co.S.A. project 

The project called “Correlazione Salute Ambiente” (Co.S.A.) had the goal of 

creating a structured BI platform to allow the collection of Big Data from 

heterogeneous data sources substantially linked to health, environmental and 

socio-economic information. 

Figure 6 shows the project workflow. 

 

Figure 6. The main parts and the aims of Co.S.A. project. 

The final result was achieved through the use of Power BI, it allowed to obtain a 

quick manipulation of the data collected in the database, having an organized set 

of information elements ready to be included in the modules dedicated to the 

management of the respective reference datasets. Furthermore, it was possible to 
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manage all the manipulation and aggregation operations of the data and, 

consequently, their representation on maps and graphs. 

The system allowed the visualization of the data stored in the DW by providing 

special views on the graphic interfaces. In particular, the end user had the 

opportunity to: 

• Visualizing environmental data with georeferenced maps. 

• Understand the places where biological samples were taken thanks 

to the maps showing the sampling points and the levels of heavy 

metal pollution that were performed; 

• Visualizing health data through scale maps with the density of the 

population per each city with the number of people affected by 

chronic respiratory disease. 
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3.2.  Machine learning in Cardiology 

Cardiac diseases are among those with the highest mortality in the world and 

there are datasets with many variables that need to be evaluated for the 

management of patients with these pathologies. It was, therefore, considered 

useful a validation of the platform in this context. 

Several applications were conducted: 

1. The aims of the present study were to test data mining and machine 

learning tools and to compare different algorithms of supervised 

learning in a large cohort of Italian patients with suspected or known 

coronary artery disease (CAD) who underwent stress SPECT 

myocardial perfusion imaging (MPI). The accuracy of the results was 

greater than 95% showing that data mining was feasible within the 

daily process for the institutions in which clinical variables are 

systematically registered along with simple diagnostics [30]. 

2. Two biomedical technologies (Cadmium–zinc–telluride (CZT) and 

Anger camera) were compared for their ability to diagnose CAD. The 

CZT camera showed improved diagnostic accuracy and increased 

sensitivity in two studies:  

2.1. With female patients [31], whose breast could lead to reduce 

soft tissue attenuation; 

2.2. With larger and more generalized cohort of patients [32].  

3. In the present study, I compared the integration of the 11 Nonlinear 

Trimodal Regression Analysis (NTRA) parameters to classify elderly 

at risk for cardiac pathologies using multivariate logistic regression 

modelling and three different tree-based machine learning algorithms. 

Starting from mid-thigh CT images, radiodensitometric profiles of 

muscle, fat and connective tissues were used to stratify the risk of 

patients with cardiological and cardiovascular diseases, achieving 

accuracies of over 95%. [33]. 
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4. A final more methodological application aimed at testing the effect of 

linear discriminant analysis alone and combined with principal 

component analysis for the detection of coronary pathologies. The 

accuracy of the models did not have strong differences, settling 

respectively at 84.5% and 86% [34]. 

The first three papers started from a dataset of about 10,000 patients who were 

screened for the presence or suspected presence of CAD, in particular they were 

all subjected to SPECT MPI. Therefore, the first study represented SPECT MPI-

based investigation on the largest dataset in literature. Table 1 shows the results 

achieved in the classification. 

 

Table 1. Overall scores (accuracy=acc., sensitivity= sens., specificity=spec., 

recall=rec., precision=prec.) in percentage (%) for the classification of CAD. 

Algorithms Acc. Error Prec. Rec. Spec. Sens. 

RF 96.9 3.1 94.8 97.0 96.7 97.0 

GB 96.8 3.2 94.9 96.7 96.9 96.7 

DT 85.9 14.1 73.1 99.3 77.8 99.3 

KNN 87.5 12.5 87.7 79.2 90.1 79.2 

NB 83.0 17.0 70.9 89.0 77.9 89.0 

 

In the study at point 3, the NTRA parameters, based on the radiodensitometric 

distributions of absorption of the rays in CT, had previously been used to study 

sarcopenia and quantify the following muscle degeneration; they were used in 

this study to predict the possibility of contracting heart, coronary and 

cardiovascular diseases in elderly subjects. 
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AGES dataset was used [35], it was developed in to study genetic pathologies in 

the Icelandic population. The main results and the workflow of the study are 

shown in figure 7 and summarized in table 2. 

 

Table 2. Overall scores (accuracy=acc., sensitivity= sens., specificity=spec., 

recall=rec., precision=prec.) in percentage (%) for classifying coronary heart 

disease (CHD), cardiovascular disease (CVD) and chronic heart failure (CHF). 

 Algorithms Acc. 

Mean 

Acc. 

Max 

Sens. Spec. Rec. Prec. AUCROC 

C
H

D
 

GB 75.9 77.7 70.0 81.7 70.0 79.3 0.864 

RF 85.0 87.4 81.7 88.4 81.7 87.6 0.936 

ADA-B 79.5 82.2 74.9 84.1 74.9 82.4 0.873 

C
V

D
 

GB 73.1 75.7 67.1 79.1 67.1 76.2 0.834 

RF 82.1 83.9 78.8 85.5 78.8 84.5 0.914 

ADA-B 70.2 77.0 63.3 77.2 63.3 73.5 0.766 

C
H

F
 

GB 88.6 90.3 85.0 92.1 85.0 91.5 0.962 

RF 95.9 96.5 95.0 96.9 95.0 96.8 0.994 

ADA-B 94.0 95.4 92.1 95.8 92.1 95.7 0.987 
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Figure 7. The workflow of the machine learning study in cardiology, based on 

the NTRA parameters for evaluating the risks associated to cardiac and 

cardiovascular diseases. 

 

The results of the study number 4 are represented in table 3. In cardiology, the 

variables to be considered for each patient are several; so, it was decided to 

evaluate the impact of a feature projection algorithm to reduce the number of 

variables to be given as input to machine learning algorithms.  

 

Table 3. Overall scores (accuracy=acc., sensitivity= sens., specificity=spec., 

recall=rec., precision=prec.) in percentage (%) for classifying CAD with only a 

linear discriminant analysis (LDA) and then combined with a principal 

component analysis (PCA). 

Algorithms Acc. Error Rec. Prec. Sens. Spec. 

LDA 84.5 15.5 62.8 94.2 62.8 97.7 

LDA and PCA 86.0 14.0 65.4 96.2 65.4 98.4 
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3.3.  Machine learning in Neurology 

In the neurological field, Parkinson's disease (PD) is a neurodegenerative disease, 

with a slow but progressive evolution, which mainly involves some functions 

such as the control of movements and balance. The disease is part of a group of 

pathologies called "Movement Disorders" and among them it is the most 

frequent. PD clinical picture is characterized by a combination of motor 

(bradykinesia, resting tremor, rigidity, gait and stability impairment) and non-

motor symptoms (cognitive impairment, depression, psychosis, constipation, 

etc.) that worsen as the disease advances.  

The aim of the research was to use the spatial and temporal parameters acquired 

through gait analysis, a three-dimensional, computerized and non-invasive 

examination of the walk, to make differential diagnosis of parkinsonism and to 

correlate gait patterns to PD’s symptoms. 

It allows to monitor patient's movement and to quantitatively measure several 

aspects of gait that becomes fundamental in the evaluation of his functional 

limitation. Through a multifactorial analysis, it is possible to define, by using 

sophisticated equipment, integrated with each other, the ambulatory pattern of 

the subject in question. Posture and movement, in fact, are the result of the 

interaction of three main physiological systems: the nervous system, the 

musculoskeletal system and the sensory system. The evaluation of the 

characteristics of posture and movement, as well as their variations with respect 

to a normal situation, can be of enormous utility in the clinical field for the 

diagnosis of particular pathologies affecting one of the systems involved, as well 

as for the planning and control of specific rehabilitation treatments. The BTS Gait 

Lab was used to carry out the acquisitions of all patients; the laboratory is 

composed of 6 infrared cameras, 2 video cameras, 22 reflective markers (coated 

with silver powder), two form platforms, 4 pairs of surfaces electromyographs 

and a computer. 
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The Davis protocol was chosen [36], it involves 4 phases: 

1. Anthropometric measurements of patients; 

2. Positioning of 22 reflective markers on patients; 

3. Standing phase; 

4. Walking phase. 

Each acquisition was conducted in three conditions: 

• Normal gait (GAIT), 

• Walking by carrying a tray with two glasses full of water, 

corresponding to a dual motor task (MOT); 

• Walking while serial subtracting 7s, corresponding to a 

cognitive dual task (COG). 

After having acquired the patients and processed the reports (the processing 

interface is shown in Figure 8), the spatial and temporal parameters of the walk 

were obtained (shown in table 4) and various purposes were pursued.  

 

 

Figure 8. Elaboration of a signal with the three-dimensional reconstruction of 

the patients and the video recording provided by BTS system. 
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Table 4. Spatial and temporal parameter of gait. 

Cycle duration (s) Mean velocity (m/s) 

Stance duration (s) Mean velocity (%height/s) 

Swing duration (s) Cadence (step/min) 

Variability of swing’s duration (s) Cycle length (m) 

Stance phase (%) Cycle length (%height) 

Swing phase (%) Step length (m) 

Single support phase (%) Variability of the length of step (m) 

Double support phase (%) Step width (m) 

 

The first was to distinguish patients with PD for several years from patients with 

Progressive Supranuclear Palsy (PSP), through RF and GB an accuracy of 86% 

and a sensitivity greater than 90% for atypical parkinsonism was obtained [37]. 

Table 5 shows the main results achieved. 

 

Table 5. Overall scores (accuracy=acc., sensitivity= sens., specificity=spec., 

recall=rec., precision=prec.) in percentage (%) for the classification of PSP and 

PD. 

Groups Algorithms Acc. Error  Rec. Prec. Sens. Spec. 

PSP RF 86.4 13.6 92.6 92.6 92.6 96.3 

 GB 84.0 16.0 96.3 86.7 96.3 92.6 

De Novo 

PD 

RF 86.4 13.6 96.3 81.3 96.2 88.9 

GB 84.0 16.0 88.9 80.0 88.9 88.9 

Stable 

PD 

RF 86.4 13.6 70.4 86.4 70.4 94.4 

GB 84.0 16.0 66.7 85.7 66.7 94.4 

 

 

Diagnosing the form of parkinsonism is not an easy task for neurologists, usually 

some attempts are made with drug therapies and evaluating patient's response to 
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the treatment. The proposed approach, combining the use of gait analysis and 

machine learning, could allow doctors to have a clinical DSS. 

In the same context, the platform was then used to investigate how walking, 

through the spatial and temporal parameters of gait, can be used to detect even 

hidden symptoms of PD (for example, mild cognitive impairment (MCI), the 

results are in table 6, and the freezing of gait, the results are in table 7) [38-39]. 

 

Table 6. Overall scores (accuracy=acc., sensitivity= sens., specificity=spec., 

recall=rec., precision=prec.) in percentage (%) for detecting MCI. 

Alg. Task Acc. Sens. Spec. AUCROC 

DT GAIT 75.0 73.5 76.5 0.789 

MOT 86.8 88.2 85.3 0.841 

COG 77.9 70.6 85.3 0.771 

RF GAIT 76.5 82.4 70.6 0.858 

MOT 75.0 70.6 79.4 0.858 

COG 82.4 85.3 79.4 0.885 

KNN GAIT 83.8 88.2 79.4 0.900 

MOT 60.3 50.0 70.6 0.761 

COG 79.4 73.5 85.3 0.818 

 

 

 

 

 



41 

 

Table 7. Overall scores (accuracy=acc., sensitivity= sens., specificity=spec., 

recall=rec., precision=prec.) in percentage (%) for detecting anamnestic freezing 

of gait. 

GB 

Task Acc. Spec. Sens. AUCROC 

GAIT 0,87 0,77 0,97 0,97 

MOT 0,87 0,81 0,94 0,98 

COG 0,82 0,81 0,84 0,87 

TOT 0,94 0,94 0,94 0,94 

ADA-B 

Task Acc. Spec. Sens. AUCROC 

GAIT 0,81 0,75 0,88 0,90 

MOT 0,88 0,75 1,00 0,92 

COG 0,88 0,75 1,00 0,80 

TOT 0.88 0,88 0,88 0,88 

 

The former study showed that a machine learning method using gait analysis 

features displays good accuracy, specificity and sensitivity in detecting the 

presence of MCI in Parkinsonian patients, thus supporting the existence of 

specific connections between gait and cognition in PD.  

As regards the latter study, first, the employment of algorithms and analytics 

platforms can help neurologists in clinical decision-making since some patients 

may suffer from freezing of gait, despite not showing the phenomenon during 

medical visits: a machine learning analysis combined with a gait exam can detect 

these mild freezers. Furthermore, considering the consequences of this problem 

in the life of elderly patients (falls and fractures), this application would help to 
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identify patients at increased risk of falling, thus reducing morbidity and 

mortality.  
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3.4.  Machine learning in the radiomic process 

The platform was also used for radiomics studies. Indeed, machine learning can 

also be applied to medical images through the quantitative analysis of radiomics 

features extracted through the so-called texture analysis. 

Here are some of the studies conducted in this context: 

• In a first study, the aim was to evaluate whether a machine learning 

analysis, employing magnetic resonance imaging-derived texture 

analysis features, could be useful in assessing the presence of 

placental adhesion disorder in patients with placenta previa. The 

hypothesis was that texture analysis features may reflect histological 

abnormalities underlying placental adhesion disorder in patients 

with placenta previa thus helping in differentiating positive from 

negative cases. Among the tested algorithms, the k-NN obtained the 

highest accuracy (98.1%), precision (98.7%), sensitivity (97.5%) 

and specificity (98.7%) values, while exploiting the lowest number 

of features (26). [40]. The results are shown in table 8. 

 

Table 8. Overall scores (accuracy=acc., sensitivity= sens., specificity=spec.) in 

percentage (%) for detecting patients with placenta previa. 

Algorithms Acc. Prec. Sens. Spec. 

RF 95.6 97.4 93.7 93.7 

KNN 98.1 98.7 97.5 98.7 

NB 80.5 77.3 86.1 75.0 

MLP 88.6 84.9 92.4 83.8 
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• In a different study, a machine learning analysis was performed 

using Computer Tomography-derived texture analysis features in 

patients with histologically proven cancers of the oral cavity and 

oropharynx squamous cell carcinoma, aiming to assess whether this 

approach may predict tumour grade and nodal status; in this case, 

regarding the classification of tumour grade, NB achieved the best 

accuracy (92.9%) and the highest AUROC (over 0.900). Concerning 

the classification of nodal status, NB overcame the accuracy of 

90.0% [41]. Results are shown in tables 9 and 10. 

 

Table 9. Overall scores (accuracy=acc., sensitivity= sens., specificity=spec.) in 

percentage (%) for classifying tumour grade in patients with cancers of the oral 

cavity and oropharynx squamous cell carcinoma. 

 Algorithms Acc. Sens. Spec. AUCROC 

No 

ensemble 

J48 78.6 85.7 71.4 0.888 

MLP 78.6 85.7 71.4 0.816 

NB 92.9 85.7 100 0.980 

KNN 78.6 71.4 85.7 0.878 

Bagging J48 78.6 85.7 71.4 0.939 

MLP 71.4 85.7 57.1 0.852 

NB 92.9 85.7 100 0.857 

KNN 92.9  100 85.7 0.939 

ADA-B J48 85.7 85.7 85.7 0.939 

MLP 85.7 71.4 100 0.878 

NB 78.6 85.7 71.4 0.827 

KNN 85.7 85.7 85.7 0.867 

 

 

 



45 

 

 

  

Table 10. Overall scores (accuracy=acc., sensitivity= sens., specificity=spec.) in 

percentage (%) for classifying nodal status in patients with cancers of the oral 

cavity and oropharynx squamous cell carcinoma. 

 Algorithms Acc. Sens. Spec. AUCROC 

No 

ensemble 

J48 90.9 80.0 100 0.900 

MLP 72.7 60.0 83.3 0.800 

NB 90.9 100 83.3 0.867 

KNN 81.8 100 66.7 0.900 

Bagging J48 81.8 80.0 83.3 0.917 

MLP 72.7 100 50.0 0.833 

NB 92.9 85.7 100 0.857 

KNN 72.7 100 50.0 0.900 

ADA-B J48 90.9 80.0 100 0.900 

MLP 72.7 80.0 66.7 0.650 

NB 81.8 60.0 100 0.900 

KNN 72.7 60.0 83.3 0.717 

 

• Finally, the aim of the present study was to evaluate the feasibility 

of a combined texture analysis and machine learning approach on 

magnetic resonance imaging for the prediction of Fuhrman grade in 

renal cell carcinoma with the clear cell subtype. All the ensemble 

methods achieved an accuracy greater than 90%: ADA-B obtained 

the best accuracy (92.7%), recall and sensitivity (91.7%); Bagging 

showed the highest AUCROC [42]. Table 11 reports results on both 

training and test sets. 
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Table 11. Overall scores (accuracy=acc., sensitivity= sens., specificity=spec.) in 

percentage (%) for distinguishing tumour grade in renal cell carcinoma. 

 Test on Real 

data 

Test on Artificial data 

Acc. AUCROC Acc. Rec. Prec. Sens. Spec. AUCROC 

J48 87.5 0.900 74.0 55.5 69.0 55.5 85.0 0.766 

Bagging 62.5 0.733 90.6 88.9 86.5 88.9 91.7 0.952 

RF 75.0 0.633 91.7 88.9 88.9 88.9 93.3 0.918 

ADA-B 75.0 0.733 92.7 91.7 89.2 91.7 93.3 0.933 

 

In figure 9 the workflow for the first and the third studies is shown, in the second 

one computer tomography images replaced magnetic resonance imaging while 

the other steps remained the same. 

 

Figure 9. All the steps for a radiomic process.  
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3.5.  Machine learning on biomedical signals 

A part of the large amount of data generated in the healthcare sector certainly 

consists of biomedical signals: electrocardiogram, electroencephalogram, 

electro-oculography, cardiotocography, etc. 

Two studies were conducted in this context: 

1. The first study aimed at classifying the type of delivery of 

women (vaginal or caesarean section) starting from features 

extracted from a cardiotocographic signal [43]. 

2. The aim of the second study was to investigate the 

relationships between physiological values of congenital 

nystagmus affected people and features extracted from their 

electro-oculography through several machine learning 

algorithms and compute some evaluation metrics to compare 

the new results with the past ones without this approach. [44]. 

Fetal well-being and cardiotocography (figure 10) have been the subject of 

research since the middle of the last century; in fact, since then researchers have 

been looking for the best way to objectively interpret this signal and the features 

that can be extracted from it. The results in the distinction between Caesarean 

and natural birth through 17 features (in table 12 with their international wording) 

are reported in table 13. 
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Table 12. Features extracted from cardiotocographic signal.  

FHR= fetal heart rate. 

FHR mean 

Variability index from RR series (index 

estimated by means of symbolic dynamics 

analysis) 

Number of accelerations Variability index from FHR series 

Number of decelerations 

Sample entropy (for quantifying the 

randomness or regularity/irregularity of the 

fluctuations of heart beats) 

Number of Uterine 

Contractions 

Minor axis of the data map obtained with 

the Poincaré technique 

Presence of tachycardia 
Major axis of the data map obtained with 

the Poincaré technique 

Power in low frequency of 

FHR power spectrum (0.05 - 

0.2 Hz) 

Fractal dimension (estimated by means of 

Higouchi algorithm) 

Power in high frequency 

of FHR power spectrum (0.2 

- 1 Hz) 

Number of pregnancy weeks 

Sympatho Vagal Balance 
Antepartum/Labour/In presence of uterine 

contractions 

Short Term Variations  
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Figure 10. Cardiotocographic signal with Fetal Heart Rate and uterine 

contractions. 

Table 13. Overall scores (accuracy=acc., sensitivity= sens., specificity=spec.) in 

percentage (%) for distinguishing natural delivery and caesarean section. 

Algorithms Acc. Prec. Sens. Spec. AUCROC 

DT 82.5 84.3 80.1 85.0 83.9 

ADA-B 89.6 92.6 86.1 93.1 95.5 

RF 91.1 92.1 90.0 92.2 96.7 

GB 87.5 87.1 88.1 87.0 94.9 

Decorate 88.5 90.4 86.1 90.9 95.5 

 

The purpose of the second study was to study through the regression the 

relationships between physiological values (visual acuity and variability of eye-

positioning of patients) with congenital nystagmus and parameters (amplitude 

and frequency of nystagmus, period of foveation, amplitude and frequency of 

baseline oscillation) extracted from electro-oculography (figure 11); the results 

are reported in table 14. 
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Table 14. Overall scores for the regression of visual acuity (VA) and 

variability of eye-positioning (SDp). 

Regression on VA 

 RF Logistic 

based on DT 

KNN GB MLP SVM 

R2 0.85 0.72 0.67 0.82 0.83 0.68 

Mean absolute 

error 

0.05 0.06 0.06 0.04 0.10 0.48 

Mean squared 

error 

0.00 0.01 0.01 0.00 0.02 0.34 

Root mean 

squared deviation 

0.06 0.08 0.09 0.07 0.13 0.58 

Mean signed 

difference 

0.00 0.01 0.01 0.00 0.00 0.05 

Regression on SDp 

 RF Logistic 

based on DT 

KNN GB MLP SVM 

R2 0.65 0.62 0.74 0.68 0.72 0.79 

Mean absolute 

error 

0.32 0.34 0.27 0.31 0.10 0.09 

Mean squared 

error 

0.16 0.17 0.12 0.14 0.02 0.01 

Root mean 

squared deviation 

0.4 0.42 0.34 0.38 0.13 0.11 

Mean signed 

difference 

0.00 0.00 -0.04 -0.01 0.00 0.00 
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Figure 11. Electro-oculographic signal with the description of some features 

(variability of eye-positioning (SDp) and foveation period (Tf)). 
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3.6.  Application on the actual pandemic context: COVID-19 

3.6.1. The context 

At the end of 2019, a new highly contagious virus completely unknown to our 

immune system started a circus in a remote region of the globe (Wuhan, China). 

In a few months, this virus, known as SARS-CoV-2 (below it will be referred to 

as COVID-19), has radically changed the global scenario from a social, economic 

and health point of view. The virus spreads so much in early 2020 that the World 

Health Organization has decided to officially declare "the public health 

emergency of international concern". 

COVID-19 is a severe acute respiratory syndrome and is genetically closely 

related to the SARS-CoV-1 virus that causes SARS, which emerged in late 2002 

in China. To date, various tools are used to diagnose this virus, oropharyngeal 

swabs and serological tests; over time, rapid tests were also developed to speed 

up population screening and allow tests to be performed in private centres. In 

fact, the swabs have been made available to private bodies for the diagnosis of 

the disease to the population only at the end of 2020. 

According to the “art. 8 del Decreto-Legge 9 Marzo 2020 n.14” with the 

“Disposizioni urgenti per il potenziamento del Servizio Sanitario Nazionale in 

relazione all’emergenza COVID-19” and the document for the homogeneous 

application of “Decreto-Legge 9 marzo 2020” released by the Health Committee, 

approved on the 16th of March 2020, the special units “Unità Speciali di 

Continuità Assistenziale” (U.S.C.A.) must be set up in the health districts 

“Aziende Sanitarie Locali” (ASL) in order to implement the management of the 

health emergency for the COVID-19 epidemic and allow the General Practitioner 

“Medico di Medicina Generale” (MMG) and the Free Choice Paediatrician 

“Pediatra di Libera Scelta” (PLS) to guarantee ordinary care activities. The 

purpose of the U.S.C.A. is to ensure home care for COVID-19 patients who do 

not need hospitalization, including the administration of drugs at home. 



53 

 

To satisfy the health and social needs of the population, the identification of the 

needs and the objectives to be achieved by ASL Napoli 1 was organized in 10 

districts (from 24 to 33). In the changed emergency health context, the U.S.C.A. 

act as an inter-district body that is inserted as an operational support in the 

management of the emergency. In this context, in Gesan S.r.l. (San Nicola la 

Strada, Caserta, Italy) a computerized platform, Integrated Covid-19 

Surveillance (SIC) has been developed. It allows to handle the management of 

the patient with suspected positive COVID-19 aiming to guarantee the best 

prognosis, the best clinical course and to reduce the hospitalization rate. 

To enhance the capabilities of the SIC, the use of three platforms in cascade was 

proposed: SIC, Power BI and Knime Analytics Platform. This combination 

responds to a series of needs of modern medicine and today's healthcare context 

due to the virus, allowing healthcare users to have BI tools available, such as 

dashboards with interactive graphics, data georeferencing, reports with the 

possibility of predefined templates, and the possibility of using artificial 

intelligence on the enormous amount of data that is produced by the territory due 

to the emergency. 

 

3.6.2. SIC platform 

The taking charge model is managed through the SIC platform which, in relation 

to the management of COVID-19 positive patients, aims to achieve the following 

objectives: 

• Allow to assess the health condition in which a person who 

has had contact (tried or presumed) with the virus may be; 

• Make the appropriate decisions regarding the need to 

perform a verification diagnosis swab; 

• Managing the supply chain and the tracking both in the 

development phase and in the analysis phase of the swabs; 
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• Managing the follow-up of quarantined patients and 

eventually his treatment. 

 

Patient management is divided within the system into different paths that 

originate from an assessment of the clinical conditions of the patient who actively 

participates from home, quickly providing information to the specialists involved 

who will thus be able to make the most appropriate decisions by limiting the 

movements of the subject. 

Figure 12 shows the authentication screen for accessing the platform. 

 

Figure 12. Authentication screen of SIC platform. 

3.6.3.  Main actors involved in the process 

SIC platform is accessible from different profiles since it involves several actors. 

The profiles that can be identified and participating to the process are the 

following: 

• MMG and PLS: belonging to the territorial network of the Local 

Districts of the ASL, they have the possibility to report new 

suspected cases and to manage their follow-up by collaborating with 

the U.S.C.A. 
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• U.S.C.A.: dedicated to the territorial surveillance of COVID-19 

cases, they can: 

o Report a suspected case; 

o Manage the follow-up; 

o Take charge and handle the most fragile 

patients; 

o Evaluate the possibility of swabbing for both 

verification and control. 

• Mobile Operating Units “Unità Mobili Operative”: they are means 

equipped for the management of tampons at home. A special App 

dedicated to them has been created to allow the operators of the 

Mobile Operating Units to interact with the platform, 

• Patients: they use the services of the platform through a dedicated 

App that allows them to answer NEWS 2 self-assessment 

questionnaires. 

3.6.4.  Technologic elements of the system 

The information system consists of the following elements: 

• Centre of Telematic Service “Centro Servizi Telematico” (CST): 

characterized by the presence of personnel dedicated to health 

surveillance (U.S.C.A.). The system summarizes the status of all 

managed patients, giving the possibility to filter and view the status 

of the single patient registered in the system; 

• Web App for patients: it is used to allow interaction between the 

patient and the CST. The App allows users to deliver NEWS 2 

evaluation questionnaires to patients who can respond directly from 

their smartphone; 

• Web App for Mobile Operating Units: it is used to allow the 

interaction of Mobile Unit operators and the CST. The App allows 

users to confirm that the sample has been taken using a special swab 
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at a patient's home or at a place dedicated to screening. Patient-swab 

matching takes place by connecting the tax code with the unique 

identifier of the swab printed on the label with EAN code (Bar 

Code); 

• DSS: it is used to perform the automatic evaluation of scores based 

on patient responses. Each type of questionnaire correctly completed 

by the patient is associated with colour values to establish the level 

of risk. 

Figure 13 shows the main elements of the system. 

 

Figure 13. Technologic elements of the system SIC. 

 

3.6.5. CST, MMG e PLS 

The CST allows to have the full control and monitoring of the situation both from 

the point of view of patients at risk and from the administrative point of view. 

The CST is a system that allows multi-tenant access with different profiles and 

roles that can perform actions in relation to the permissions assigned to them. 

CST administrators and operators have full access rights and can: 

• Register the Health Districts adhering to the territorial 

management protocol for Covid-19 patients; 

• Visualize all the MMG related to a Health District; 
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• Manage the list of patients enrolled in the CST and allow 

for each of them to: 

o Read the personal information; 

o Insert and register the values of temperature, blood 

pressure and oxygen in the blood; 

o Assign a daily auto evaluation questionnaire; 

o Define the clinical picture (Pathologies, allergies, 

etc.). 

• Manage the eventual alarms for suspected cases allowing 

also the enrolment; 

• Define the requests of swabs for patients; 

• Manage the Mobile Operational Units and assign to them 

patients who should receive a swab; 

• Visualize the output of swabs for patients stored in the 

system; 

• Visualize the reports of the swabs coming from the 

laboratories; 

The CST platform makes the informative tools available to specialists, MMGs 

and possibly local authorities to report potential suspected positive patients. 

Downstream of the reports, it then allows the various preventive and assistance 

protocols to be initiated for patients reported as suspected positive. The CST also 

has supervision operators who, in addition to administering the platform, manage 

incoming calls from patients who, having not received feedback from other 

channels, spontaneously decide to report their suspected case. In this case, the 

patient is entered into the system and will be managed as we will see in the section 

dedicated to the patient. 

The MMG belongs to a specific District and is logically associated with it within 

the CST information system. The MMG is responsible for active health 

surveillance carried out with telephone triage on his own initiative or by the 
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patient who gets in touch with him. Based on the first telephone triage, the MMG 

may decide, if necessary, to communicate the name and address of the patients 

to the U.S.C.A. which assess the subjects with symptoms who must be considered 

as suspected COVID-19 cases or are COVID-19. The case of reporting by the 

MMG could originate from the following cases: 

• A patient called the MMG due to a suspect of being positive; 

• MMG suspected that a patient is positive due to the 

symptomatology. 

Within SIC platform, the MMG or the PLS can open a new reporting case by 

entering into the system all the necessary clinical and medical information of the 

patient that can be useful to the U.S.C.A. doctors. At the same time, if patient's 

telephone number is entered, he is sent an invitation to run a questionnaire that 

allows users to calculate the NEWS 2 Score. The questionnaire can be filled out 

directly from the mobile phone thanks to the presence of the Web App. 

 

3.6.6.  Processes 

Figure 14 shows the patient recruitment process which, as anticipated, can start 

from a self-report and/or a direct report from the U.S.C.A. or the MMG. In the 

last case, a telephone triage is carried out in order to allow the doctor to carry out 

an initial evaluation. 
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Figure 14. Recruitment process for COVID-19 patients. 

When contacted via SMS, the patient receives a code to log into the platform and 

fill out a 10-point questionnaire: 

1) Attendance of people; 

2) Alerting attended places; 
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3) Verifying the presence of serious symptoms (breathing difficulties, 

altered consciousness, systolic and diastolic pressure, heart rate); 

4) Presence of symptoms of COVID-19 (date); 

5) Major symptoms (fever and cough); 

6) Fever; 

7) Quantifying fever (from 0 to 9); 

8) Gastrointestinal symptoms; 

9) Minor symptoms (tiredness, sore throat, g-lump, headache, muscle 

aches, nasal congestion, etc); 

10) Epidemiologic link (exposure to ascertained or suspected cases, 

contacts with family members of suspected cases, attendance of 

healthcare environments with ascertained or suspected cases). 

Alternatively, the patient can be engaged via telephone and is subjected to a 

questionnaire similar to the one found on the platform. 

 

3.6.7. Web interfaces in SIC platform 

The first interface encountered on the platform is the one in figure 15, it is an 

interactive BI dashboard that allows users to view:  

• The number of positive patients,  

• The overall number of managed patients,  

• The number of quarantined people,  

• The number of suspected cases.  

In addition, there is a simple bar chart showing the breakdown by Simple 

Departmental Operating Unit (U.O.S.D.). 
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Figure 15. Basic interactive dashboard integrated in SIC platform. 

The patient management interface is the one in figure 16. The following buttons 

are present: 

• Reservation: it allows user to view requests already sent, it is 

possible to search for patients using the filters provided in the 

appropriate section. 

• Requests: it allows user to insert within the platform the 

candidates receiving a swab. 

• Assigned: it shows the summary of patients who received the unit 

where they will physically be subjected to the swab. 

• Executed: It shows an overview of patients already subjected to 

the swab. 

• Not executed: in addition to the “executed” function, it is possible 

to check through this function any not subjected to swab. 

• Archive: it shows all patients in the database.  
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Figure 16. Swab management interface in SIC platform. 

3.6.8.  The integration of SIC with Power BI  

The workflow to integrate SIC with Power BI and, possibly, with Knime 

Analytics Platform, is represented in figure 17 

 

Figure 17. Workflow of the system made up of a DW, SIC platform and 

analytical tools of Power BI and Knime analytics platform. 

The data of 50271 patients related to the management of swabs were collected in 

a completely anonymized way in order to link the file containing the data to 

Power BI. For privacy reasons, it was preferred to avoid connecting the tool 

directly to the DW built and managed via DBMS. Before going on, I need to 
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mention that there is no intention in this thesis to perform an epidemiological 

analysis on the data. The data will be used only as a test for the platform. 

The following variables were collected: 

• Date and time of the request for swab; 

• Date and time of the receipt of the swab results; 

• Type of swab (check or diagnostic); 

• Output of the swab; 

• City where patient lives; 

• Age of the patient. 

The report that could help the management control of the ASL is represented in 

figure 18. 

 

Figure 18. Report of Power BI including filters, labels, pie and bar charts. 

This interactive dashboard contains a series of filters at the top: 

• At the top left, there is a time filter that, by dragging the cue balls, 

allows the users to choose the time period for the representation 

of the data; 

• At the top centre, there is the possibility to filter by province; 
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• At the top right, the type of swab to represent can be chosen. 

Furthermore, there are some graphs and numerical information: 

• At the bottom left, there are the average waiting time for the swab 

result, measured in days, and the average age of the patients; 

• In the lower centre, there is a pie chart representing the number 

of patients who received a swab in relation to age; 

• In the lower left centre, there is a bar plot representing the 

quantity of negative and positive swabs. 

The interactivity of the dashboard is particularly useful as shown in figures 19, 

20, 21. 

 

Figure 19. Report of Power BI after updating the province filter by choosing 

Naples "NA". 
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Figure 20. Report of Power BI updated with age filter on 63 years. 

 

Figure 21. Report of Power BI after updating the time filter. 

In figure 19, the report has been updated, compared to figure 18, by clicking on 

“NA” in the province filter; therefore, the dashboard was automatically updated, 

showing, in the period defined by the time filter, the average values of age and 

waiting time for the outcome, the pie chart for patients in the province of Naples 

and the positives / negative in the province of Naples 
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In figure 20, the report has been updated, compared to figure 18, by clicking on 

the slice of the pie chart with patients aged 63 years; therefore, the dashboard is 

automatically updated, showing, in the period defined by the time filter, the 

average values of age (clearly 63 years) and waiting time for the outcome, the pie 

chart that highlights the selected slice and in the bar plot the positives / negatives 

of 63 years. 

In figure 21, the report has been updated, compared to figure 18, extending the 

time period from 1 to 2 months. All the other graphs have automatically updated 

their values, in the bar plot the reference is no longer “9k” but “14k” to testify 

the increase in the number of patients considered.  
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4. Discussion 

The use of ICT tools has been growing intensely in recent years and it is possible 

to see their practical application in everyday life. This application can be 

particularly useful if implemented not only in research, where it is already used 

(in a different way) on a large scale as seen in the international literature, but also 

at an industrial level. 

Some tangible examples are present. Deepmind is an English company, owned 

by Alphabet (a US company which also owns Google), and has been involved 

for years in the field of artificial intelligence. Among its divisions there was the 

"Health section", whose goal was to insert Artificial Intelligence in healthcare: 

applications, clouds and dedicated solutions. Since November 2019 Deepmind 

Health has merged with Google Health. The Moorfields Eye Hospital NHS 

Foundation Trust, a famous London eye hospital, collaborated with Deepmind in 

2016 to explore and implement solutions that can make researchers explore 

causes that lead to vision loss: diabetic retinopathy and age-related macular 

degeneration. The goal was to analyse medical images using machine learning 

algorithms in order to try to early diagnose the disease. Similarly, Deepmind 

collaborated with University College London Hospital to use Artificial 

Intelligence technologies to help planning radiotherapy treatment for patients 

with head and neck cancer by analysing CT images. 

The benefits that the use of these technologies can bring to health are countless 

[45-46]: 

• Healthcare risk assessment;  

• Real-time estimation of health risks for the community, 

predicting problems and suggesting solutions; 

• Carrying out repetitive work, such as the analysis of tests, X-

rays, computed tomography or the entry of data into the 

computer system;  



68 

 

• Reduction of diagnostic and therapeutic errors, inevitable in 

clinical practice carried out by healthcare personnel; 

• Management of medical records and performance analysis of 

a single health facility; 

• Development of "precision" medicine with the 

implementation of new drugs based on faster processing of 

the mutations of the analysed disease;  

• Digital consultancy and health monitoring services, 

operating as a "digital nurse". 

Similarly, there are also many advantages that can be brought by a BI solution at 

a healthcare level as hospitals, in a certain sense, are no different from all the 

other companies because they have to pay attention to income, costs, use of 

resources and quality of services [47]; many of the advantages provided by 

analytics systems have already been extensively discussed in the literature [48-

50]. 

The solution proposed in this thesis is open source and absolutely user-friendly; 

to start the architectural layout is shown in figure 22. 
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Figure 22. Architectural system of the proposed ICT solution. 

As shown in figure 22, the proposed system involves the presence of a DW at the 

base therefore, upstream of the solution, there is always a source of structured 

data that can be managed through DBMS. This has to be considered the starting 

point and also the foundation of any technological solution aimed at analysing 

data; indeed, it is impossible to think of making decisions based on data if these 

have not been arranged in an organized and usable way for the available 

technologies. 

The next layer of the architecture is also fundamental since an adequate data 

collection system must simplify the life of both the users involved in the data 

collection and the data scientists who are downstream of the collection process. 

This must be done in a systematic and accurate way, trying both to insert the 

appropriate controls to avoid human errors that, clearly, can happen, and entering 

data in a syntactically or semantically incorrect way (for example, inserting in 
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the field "city" the street in which the patients live makes it difficult and onerous 

to georeference the data) 

The two platforms are positioned at even higher levels, Power BI to make maps, 

graphs and reports and Knime Analytics platform to carry out classification and 

regression studies (but also unsupervised learning if desired). As shown in the 

practical application of both tools, they have allowed the creation of powerful 

and scalable data models, the analysis and prediction of the incidence of diseases 

and potentially the identification of the causes related to suboptimal economic 

management. They make it possible to acquire and process data from 

heterogeneous sources, as it is possible to connect platforms to even different 

data sources, interactively through dashboards and machine learning workflows. 

Among the various capabilities of the combination of tools there are the 

possibilities of: 

• Analysing and aggregating data using a DW, designed and 

implemented appropriately; 

• Extracting the hidden knowledge in the data, identifying 

patterns of regularity, with the application of: 

o Statistical techniques; 

o Predictive models, 

o Advanced data mining algorithms, 

• Enable the route from data to information and, thus, to 

knowledge; 

• Classifying, identifying and interpreting data related to 

specific patients, 

• Overall improvement of the care and management process; 

• Allowing operators in the health sector to move from a 

vertical to a horizontal approach, favouring the creation of a 

reality in which all the elements involved in the process are 



71 

 

connected and there is a strong collaboration between the 

various actors operating in the operative sector. 

The main repercussions deriving from the use of the proposed solution in the 

health sector are: 

• Building a shared knowledge of the data; 

• Transforming historical data into a valid decision-support tool; 

• Reducing space/time obstacles in the storage, management and 

processing of information; 

• Optimizing the management and analysis of the data produced by the 

various units of the hospital; 

• Determining the quantification of the volumes of activity by service, 

divided into sub-periods with respect to a reference one; 

• Pursuing a flexible balance between people's health needs and the 

economic and financial sustainability of the entire system. 

In addition, there are various needs in the health sector that find an answer in this 

technological solution; it starts from the management of large amounts of 

heterogeneous data that are produced at hospital level up to the design of reports 

and interactive dashboards that help strategic business management in decision-

making processes, passing through the help to clinicians in the prognosis and 

diagnosis phase through forecasting, pattern recognition and statistical analysis. 
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4.1.  Conclusion, limitations and future development 

The conducted research provided users with user-friendly and open source tools 

for the implementation of machine learning and the use of BI within clinical 

practice. However, except for the SIC platform, which is currently in use at ASL 

of Naples, the other technologies have not been introduced into clinical routine. 

An economic study for cost-benefit, cost-utility and cost-effectiveness evaluation 

could be the last step to be carried out before then testing these ICT technologies 

within the hospital and outpatient clinical routine. 

In order to take this step forward, it is necessary to involve all the actors of the 

health process together with the data scientists who can implement these 

technologies. In fact, there are researchers and clinical figures who have not yet 

become familiar with these practices also due to results that are sometimes not 

reproducible or not clearly presented [51].  

There are already guidelines for drafting reports of predictive models, some 

examples are the "Strengthening the Reporting of Observational Studies in 

Epidemiology" (STROBE) and the "Transparent Reporting of a multivariable 

prediction model for Individual Prognosis or Diagnosis" (TRIPOD) which are, 

however, focused on observational studies or on the development of multivariate 

predictive models without mentioning machine learning analyses. It would 

probably be helpful to define a standard model to draw up also machine learning 

analysis reports where there are clear requirements to deem a satisfactory and 

reliable analysis. Following, there are the general features that a ML analysis 

should have in order to be fully considered in clinical research: study population, 

repeatability, validation, results and comparison with the human. 

On the study population there is not a real requirement but there are suggestions 

in literature which are important in order to avoid the “dimensionality curse”. 

The number of subjects should be 10 times the number of variables that will be 

included in the model. 
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Another requirement, related to study population, is the type of analysed 

pathology: on the one hand, if the analysis has as a target a common pathology, 

it is easier to obtain several subjects and also to design a balanced dataset 

(comparable number of healthy and affected patients). On the other hand, there 

is a different situation when analysing a rare pathology; indeed, acquiring a 

satisfactory dataset is more difficult and probably a smaller dataset should be 

accepted by the research community in order to acquire new knowledge (thus, 

being flexible regarding the study population requirement). 

As regards the repeatability, other researchers should be able to repeat the 

analyses shown in a research paper; therefore, the authors should explain 

precisely how the analysis was performed: tools, algorithms, pre-processing of 

the data, evaluation metrics. 

The validation  is a strict requirement: ML analysis needs a training and a test set 

but there are several methods to validate the results. CV gives the chance to 

obtain more reliable results also when an external dataset to validate the models 

is not available [18]: 

• Hold-out should be used only with large datasets (N>1000). 

• Leave one out CV should be used with small datasets (N<100). 

• K-fold CV with k=10 (as suggested by Kohavi et al. [18]) could be used 

in the other cases (100<N<1000). 

In the Results section, there should be the use of the appropriate metrics that 

allow readers to understand the real value of the implemented models. Accuracy, 

sensitivity, specificity and Area Under the Curve Receiver Operating 

Characteristics (known as AUCROC) should always be used. Moreover, in a ML 

analysis the features importance should always be considered since it allows 

together analysts and clinicians to acquire knowledge on a feature/variable which 

had not been considered before. 

Finally, the comparison between the human and the ML performance, excluding 

in the feasibility studies, should be comparable to consider successful the 
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presented analysis. Indeed, the aim should always be adding value to the clinical 

practice when introducing a ML-based tool. 

There are still many questions that have still not received an answer regarding 

the actual introduction of machine learning techniques within the healthcare 

sector during clinical practice [52] and they will become more and more in the 

following years. In the meantime, such techniques become more robust and the 

international literature continues to show their usefulness in a myriad of 

application fields. 
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Acronyms 

ADA-B: Ada-boosting 

ASL: Aziende Sanitarie Locali  

AUCROC: Area Under the Curve Receiver Operating Characteristics 

BI: Business Intelligence 

CAD: Coronary Artery Disease 

CHD: Coronary heart disease 

CHF: Chronic heart failure 

Co.S.A.: “Correlazione Salute Ambiente” 

COG: Cognitive dual task of gait analysis 

CST: Centro Servizi Telematici 

CVD: Cardiovascular disease 

CZT: Cadmium–zinc–telluride  

DBMS: Database Management System  

DW: Data Warehouse 

DSS: Decision Support Systems 

DRG: Diagnosis Related Group 

DT: Decision Tree 

FHR: Fetal Heart Rate 

GAIT: Single task of gait analysis 

GB: Gradient boosting tree 

ICT: Information and communication technology 

KD: Knowledge Discovery 

KNN: K Nearest Neighbour 

LDA: Linear Discriminant Analysis 

MCI: Mild Cognitive Impairment 

MLP: Multilayer Perceptron 

MMG: Medico di Medicina Generale 

MOT: Motor Dual task of gait analysis  
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MPI: Myocardial Perfusion Imaging 

NB: Naïve Bayes 

NTRA: Nonlinear Trimodal Regression Analysis 

PCA: Principal Component Analysis  

PD: Parkinson’s Disease  

PLS: Pediatra di Libera Scelta 

PSP: Progressive Supranuclear Paralysis 

RF: Random Forests 

SDp: Variability of eye-positioning 

SIC: “Sorveglianza Integrata Covid-19” 

STROBE: Strengthening the Reporting of Observational Studies in 

Epidemiology  

SVM: Support Vector Machine 

TRIPOD: Transparent Reporting of a multivariable prediction model for 

Individual Prognosis or Diagnosis 

U.O.S.D.: Unità Operativa Semplice Dipartimentale  

U.S.C.A.: Unità Speciali di Continuità Assistenziale  

VA: Visual acuity  
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