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ABSTRACT 

Nanoparticles and nanostructured materials characterize an increasing research 
area, gaining strong attention from the scientific community in several fields. 
During the last decades, many and extraordinary technological advances have 
been obtained by nano-materials due to their physicochemical properties. In 
nature, at micro- and nano-scale, materials have existed for a long time before, but 
it is only through the advent of the technological era, and consequently, the 
development of nanotechnology, that they have come to the fore.  

There are several forms of nanoparticles: metal-based, organic-based or 
organic/inorganic combination and carbon-based ones. 

Carbon nanoparticles are the most widely studied as carbon is suitable and 
available raw material. Except for hydrogen, carbon has the most significant 
number of known compounds and is present on the planet in various forms: from 
carbon to light and heavy hydrocarbons. Carbon-based nanoparticles have shown 
a wide variety of structural arrangements that make them a great advantage as they 
are suitable for various purposes. 

Several techniques exist to cope with the production of the nano-size materials in 
both liquid and gas phase; examples are arc-discharge, laser ablation, chemical 
vapour deposition. The more the process allows to have a production (functional 
to specific final characteristics of the material) on a large scale and in an 
economical way, the more it is taken into consideration and studied. 

Among the various techniques, the use of flame and, therefore, combustion 
technology is increasingly taken into consideration. Traditionally, combustion is 
associated with the study of particulate matter and undesired products released 
into the atmosphere daily to understand the onset of their formation and reduce, if 
not abate, their emissions. Nevertheless, on the other hand, flame-formed carbon 
nanoparticles have been the subject of increasing interest in recent decades as a 
new procedure for synthesizing engineered nanoparticles. 

In order to obtain flame nanoparticles with desired characteristics and with the 
highest yield, it is necessary to have an in-depth knowledge of their formation 
process through the reaction system, the flame. It is necessary to delve into the 
chemical and physical details of the various steps of the mechanism that lead to 
the final product; pay attention to the inherent characteristics of the particles, such 
as size distribution, chemical composition, and physical characteristics. 
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Moreover, depending on the final product to be obtained, flames can be modulated 
and varied in parameters such as temperature, residence time, mixing effect, and 
the fuel or additive structure. 

This PhD thesis focuses on studying and characterizing the carbon nanoparticles 
synthesized in the well-controlled combustion conditions of premixed fuel-rich 
flame, using a lab-scale reactor constituted by flat laminar ethylene/air premixed 
flame. The primary purpose of this activity has been to perform an experimental 
study on flame-formed carbon nanoparticles, with great attention on the still too 
unclear step of particle formation in flame, i.e. the nucleation. 

The first year of the PhD was primarily centred on the study and preliminary 
characterization of physicochemical evolution of flame-formed carbon 
nanoparticles. In order to produce different sizes of particles, carbon nanoparticles 
were collected at different distances from the flame front, i.e., the residence time 
in the flame was changed. 

Then, various techniques were used to characterize the produced particles. 

One of the first investigations was performed in the flame by the on-line 
differential mobility analyzer to study the particle size distribution. Subsequently, 
the analytical tools continued with ex-situ techniques such as Raman spectroscopy 
and Electron Paramagnetic Resonance, the former for chemical and structural 
information on particles modification and the latter to reveal and confirm the 
presence of radicals and to identify them. 

In this thesis, great attention was laid on the presence and role of radical species, 
above all, in the determining step of nucleation. For this reason, the research 
continued in the second year with a more detailed analysis of radical formation in 
the flame products mechanism and a more specific structural characterization of 
carbon nanoparticles. Indeed, a density functional theory study investigated some 
aspects related to the behaviour of radical molecules in flame in terms of 
dimerization and formation of cluster structures. Notably, the study was helpful in 
the differentiation between σ- and π-radicals. Following the theoretical evaluation 
of the radical molecules, the question was raised about how such radicals could 
form, i.e., whether specific structural elements could facilitate their formation and, 
consequently, direct carbon particles' formation through a specific mechanism. 
This type of structural investigation was performed through the Proton Nuclear 
Resonance Spectroscopy ,1H-NMR; for the first time used in a system such as the 
one studied in this thesis work. 

Then, in the third and final year of this PhD research work, a comparative 
physicochemical evolution study in an aromatic fuel environment has been 
performed. The addition of an aromatic dopant, such as benzene, leads to some 
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change in the flame and the particle formation in terms of particles size 
distribution, Raman features, and especially radical production, allowing to face 
up the same questions in such environment and to investigate the effect of aromatic 
fuel on the nature and the role of radicals in particle nucleation and growth.  
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CHAPTER 1:INTRODUCTION 
 

1.1 NANOPARTICLES AND NANOSTRUCTURED MATERIAL 
 
Nanoparticles (NPs) and nanostructured materials (NSMs) characterize an 

area of ongoing research. These structures have gained prominence in many 
scientific fields and outstanding technological advancements due to their tunable 
physicochemical characteristics such as melting point, wettability, electrical and 
thermal conductivity, catalytic activity, light absorption, and scattering enhanced 
performance over their bulk counterparts (Jeevanandam et al., 2018).  

NPs and NSMs have not recently emerged with the  development of 
nanotechnology. Many micro and nanoscale structured materials have existed for 
decades as well as many industrial processes (e.g. polymer and steel production) 
have also been exploiting nanoscale phenomena for decades. The nature itself is 
full of nanoscale structures, such as milk (a nanoscale colloid), proteins, cells, 
bacteria, and viruses. 

 
 

1.1.1 NANO-WORLD 
 

The prefix "nano", derived from the Greek Nanos signifying dwarf, is 
becoming increasingly common in the scientific literature (Nouailhat, 2010). Nano 
is commonly used as an adjective to describe objects, systems, or phenomena with 
characteristics arising from a nanometer-scale structure. Nano is also a famous 
label for modern science, and many nano- words have recently appeared in 
dictionaries, including nanometer, nanoscale, nanoscience, nanotechnology, 
nanostructure, and nanotube, nanowire, nanorobot (Buzea, Pacheco and Robbie, 
2007). 

The birth of the nano-concept in the scientific context may be associated to a 
famous speech by Richard Feynman at the December 1959 meeting of the 
American Physical Society where he asked, "What would happen if we could 
arrange the atoms one by one the way we want them?" (Feynman, 1959, 2002). 

According to the International System of Units (SI), the first definition 
provided in this area is the nanometer (nm) that, according to the International 
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System of Units (SI), denotes a sub-multiple of the length measurement unit 
precisely 10−9 meter.  

In principle, NMs are defined as materials with a length of 1–1000 nm in at 
least one dimension, but they are also commonly defined to be of diameter in the 
range of 1 to 100 nm.  

Indeed, unfortunately, a single internationally accepted definition for NMs 
does not exist. Different organisations, such as the Environmental Protection 
Agency (EPA) ("Question about Nanotechnology" 2012), The US Food and Drug 
Administration (USFDA) ("FDA Guidance on NanotechnologyDOCUMENT: 
Guidance for Industry Considering Whether an FDA-Regulated Product Involves 
the Application of Nanotechnology," 2011), The International Organization for 
Standardization (ISO) ("Nanotechnologies — Vocabulary — Part 1: Core Terms" 
2015) and EU Commission (European Commission, 2011) use to define the NMs 
differently.  

Recently, the British Standards Institution (British Standards Institution, 
2017) proposed the following definitions for the scientific terms: 

• Nanoscale: Approximately 1 to 1000 nm size range; 
• Nanoscience: The science and study of matter at the nanoscale. Nanoscience 

deals with understanding the size and structure-dependent properties of the matter, 
and it compares differences between emerging individual atoms, molecules or 
related bulk material; 

• Nanotechnology: Manipulation and control of matter on the nanoscale 
dimension using scientific knowledge of various industrial and biomedical 
applications. It is possible to define nanotechnology as the design, synthesis, and 
application of materials and devices whose size and shape have been engineered 
at the nanoscale, exploiting unique chemical, physical, electrical, and mechanical 
properties; 

• Nanomaterial: Material with any internal or external structures on the 
nanoscale dimension and material that has structural components smaller than 1 
nanometer in at least one dimension; 

• Nanoparticle: Nano-object with three external nanoscale dimensions. The 
terms nanorod or nanoplate are employed instead of nanoparticle (NP) when the 
longest and the shortest axes lengths of a nano-object are different. NPs can have 
amorphous or crystalline form, and their surfaces can act as carriers for liquid 
droplets or gases. 

Many authors limit the size of nanomaterials to 50 nm (Kittelson, 2001) or 
100 nm (Borm et al., 2006), justifying this upper limit choice according to the 
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situation in which some nanoparticles' physical properties approach those of bulk 
when their size reaches these values. However, this size threshold varies with 
material type and cannot be the basis for such a classification; 

• Nanofiber: When two similar exterior nanoscale dimensions and a third 
larger dimension are present in a nanomaterial; 

• Nanocomposite: Multiphase structure with at least one phase on the 
nanoscale dimension; 

• Nanostructure: Composition of interconnected constituent parts in the 
nanoscale region; 

• Nanostructured materials: Materials containing internal or surface 
nanostructure. 

Moreover, a branch of toxicology has been defined as Nanotoxicology to 
address the adverse health effects caused by nanoparticles (Donaldson et al., 
2004). Despite suggestions that Nanotoxicology should only address the toxic 
effects of engineered nanoparticles and structures (Oberdörster, Oberdörster and 
Oberdörster, 2005), it should also encompass the toxic effects of atmospheric 
particles and the toxic effect of the particles belonging to the virology and 
bacteriology field. 

Moreover, more attention should be taken to the presence of free NP that when 
quickly released into the environment lead to human exposure, which can cause 
serious health risks. On the contrary, fixed nanoparticles, firmly attached to a 
larger object, should not pose a health risk when handled correctly.  

Besides, it is also imperative to recognise that not all nanoparticles are toxic 
(Derfus, Chan and Bhatia, 2004; Goodman et al., 2004; Connor et al., 2005), but 
very often, the NPs appears to have positive effects (Bosi et al., 2003; Schubert et 
al., 2006). 

 
 
1.1.2 CLASSIFICATION OF NANOMATERIALS 

 
The NPs and NSMs could be organised into four material-based categories: 

• Carbon-based nanomaterials containing carbon are found in 
various morphology such as hollow tubes, ellipsoid, spheres. Fullerenes 
(C60), carbon nanotubes (CNTs), carbon nanofiber, carbon black, 
graphene, carbon onions are some examples of carbon-based NMs; 
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• Inorganic-based nanomaterials include metal and metal oxide. 
These NMs consist of Ag, Au, or a metal oxide such as TiO2, ZnO, SiO2. 

• Organic-based nanomaterials include NMs made from organic 
matter. 

• Composite-based nanomaterials, multiphase NMs and NSMs could 
combine different NPs or combine NPs with larger and more complicated 
structures. 

In addition to this generic classification, it is essential to classify the NPs and 
NSMs more precisely according to their size, morphology, composition, 
uniformity, and agglomeration. 

Moreover, nanoparticles can exist as dispersed aerosols, as 
suspensions/colloids, or in an agglomerated state based on their chemistry and 
electro-magnetic properties. 

The first idea for NM classification was given by Gleiter et al. (Gleiter, 2000) 
when they considered the crystalline forms and chemical composition of NM but 
not their dimensionality (Tiwari, Tiwari and Kim, 2012). Subsequently, 
Pokropivny and Skorokhod made a new classification scheme for NMs, which 
included the composites' dimensionality, defined as 0D, 1D, 2D, and 3D NMs 
shown in Figure 1.1 (Pokropivny and Skorokhod, 2007). This kind of 
classification is highly dependent on the electron movement along the dimensions 
in the NMs. For example, electrons in 0D NMs are entrapped in dimensionless 
space, whereas 1D NMs have electrons that can move along the x-axis, which is 
less than 100 nm. Likewise, 2D and 3D NMs have electron movement along the 
x–y-axis, and x, y, z-axis, respectively (Al-Hakkani, 2020). 
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Figure 1.1:Nanomaterials with different morphologies: (A) nonporous Pd NPs 

(0D)(Pan, Wang and An, 2009; Zhang et al., 2012), copyright Zhang et al.; licensee 
Springer, 2012, (B) Graphene nanosheets (2D) (Li, Adamcik and Mezzenga, 2012), 

copyright 2012, Springer Nature, (C) Ag nanorods (1D) (Zhang, Langille and Mirkin, 
2011), copyright 2011, American Chemical Society, (D) polyethylene oxide nanofibers 

(1D) (Badrossamay et al., 2010), copyright 2010, American Chemical Society, (E) 
urchin-like ZnO nanowires (3D), reproduced from (Gokarna et al., 2014) 

with permission from The Royal Society of Chemistry, (F) WO3 nanowire network 
(3D) (Zhou, Ding, et al., 2005), copyright 2005 Wiley-VCH. 
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Apart from the previous classification, the NPs can also be classified based on 
their origin, natural nanomaterials, and synthetic or engineered nanomaterials. The 
former includes NMs produced by biological species or through anthropogenic 
activities. Nature is full of sources readily available. Naturally occurring NMs are 
present through the Earth's spheres (i.e., in the hydrosphere, atmosphere, 
lithosphere, and even in the biosphere), regardless of human actions. Earth 
comprises NMs that are naturally formed and are present in oceans, lakes, rivers, 
groundwater, and hydrothermal vents, rocks, soils, magma or lava at stages of 
evolution and in the form of micro-organisms and higher organisms, including 
humans (Hochella, Spencer and Jones, 2015; Sharma et al., 2015).  

The latter is produced by mechanical grinding, engine exhaust, smoke, or 
synthesised by physical, chemical, biological, or hybrid methods. Simple 
combustion during cooking, in vehicles, fuel oil and coal for power generation 
(Linak, Miller and Wendt, 2000), aeroplane engines, chemical manufacturing, 
welding, ore refining, and smelting are some of the anthropogenic activities that 
lead to NP formation (Rogers et al., 2005).  

NMs such as carbon NPs (De Volder et al., 2013), TiO2 NPs (Weir et al., 
2012), and hydroxyapatites (Sadat-Shojai et al., 2010)  are present in commercial 
cosmetics, sporting goods, sunscreen, and toothpaste. Moreover, owing to their 
peculiar properties, Transition Metal Oxides (TMO) NMs, have gained a 
significant increase in their application as essential components in various sectors, 
including in the fields of photocatalysts (Pal and Sharon, 2002; Tian et al., 2003), 
luminescence (Zheng Wei Pan, Zu Rong Dai and Zhong Lin Wang, 2001; Kind et 
al., 2002), piezoelectric transducers and actuators (Arul Dhas & Gedanken, 1997; 
Bowles, 1997; W. Gao & Li, 2009; Gulino et al., 1996; Y. Liu et al., 1996; M. 
Anpo, M. Kondo, Y. Kubokawa, C. Louis, 1988; P. M. Martin et al., 2000; YQ. 
Huang, M.D. Liu, Y.K. Zeng, 2001; Zhou et al., 2003), electrochromic (EC) 
displays (Xavier Marguerettaz and Donald Fitzmaurice, 1994; Carotta et al., 
1999), high-performance anodes in Li-ion batteries (Huang, 1995; Graetz et al., 
2003; Kim and Cho, 2008; Lee et al., 2008), gas-sensing components (Ferroni et 
al., 1997; Xu et al., 2000), data storage media (Bergeron et al., 2004), optical 
absorption and emission (Singh and Chauhan, 2014), biosafety and 
biocompatibility (Yi, Wang and Park, 2005), among others.  
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1.1.3 HISTORY AND SOURCES 
 

NPs and NMs, present in nature, have been used since ancient times by 
humans for various purposes. 

For instance, the synthesis of metallic NPs via chemical methods dates back 
to the 14th and 13th century BC by Egyptians and Mesopotamians to build some 
glasses. These events signed the beginning of the metallic nanoparticles era. In the 
following centuries, the production of NPs developed  in many cultures and 
populations. In 1857, Michael Faraday reported the synthesis of a colloidal Au NP 
solution, which represented the first scientific report for NPs preparation and 
initiated the history of NMs in the modern scientific arena (Faraday, 1857). He 
also revealed that the optical characteristics of Au colloids are dissimilar compared 
to their respective bulk counterpart. Today manufactured NMs can significantly 
improve the characteristics of bulk materials in terms of strength, conductivity, 
durability, and lightness, and they can provide functional properties (e.g., self-
healing, self-cleaning, anti-freezing, and antibacterial) and can function as 
reinforcing materials for construction or sensing components for safety (Faraday, 
1857). 

Moreover, although we usually associate air pollution nanoparticles with 
human activities - automobiles, industry, and coal combustion– it is known that 
nanoparticles are abundant in nature. All these elements can produce such vast 
quantities of nanoparticulate matter that profoundly affect air quality worldwide. 
The aerosols generated by human activities are estimated to be only about 10% of 
the total, the remaining 90% having a natural origin (Taylor, 2002).  

Sources of nanomaterials can be classified into three main categories based on 
their derivation (Jeevanandam et al., 2018): 

• incidental nanomaterials, which are those produced  as by-products 
of industrial and natural processes such as nanoparticles produced from 
vehicle engine exhaust, welding fumes, combustion processes, forest fires; 

• engineered nanomaterials, which humans have manufactured to 
have specific required properties for desired applications; 

• naturally produced nanomaterials, found in the bodies of 
organisms, insects, plants, animals, and humans.  

Molecules are made up of atoms, which are the base structural components of 
all living and nonliving organisms in nature. Atoms and molecules have been 
manipulated several times by nature to create intricate NPs and NSMs that 
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continually contribute to Earth's life. Incidental and naturally occurring NMs are 
continuously formed and distributed throughout ground and surface water, the 
oceans, continental soil, and the atmosphere. One of the main differences between 
incidental and engineered NMs is that engineered NMs have better-controlled 
morphologies than incidental NMs; additionally, engineered NMs can be 
purposely designed to exploit novel features that stem from their small size. It is 
known that metal NPs may be spontaneously generated from synthetic objects, 
which implies that humans have long been in direct contact with synthetic NMs 
and that macroscale objects are also a potential source of incidental nanoparticles 
in the environment. 

1.1.4 METHODS OF SYNTHESIS

As previously said, NPs are characterised by specific physicochemical, 
structural, and morphological characteristics, which are essential to define the field 
in which NPs are used, such as electronic, optoelectronic, optical, electrochemical, 
environment, biomedical fields.  

There are two basic approaches commonly employed to prepare NPs (Dhand 
et al., 2015): 

 the top-down approach, where the initial structureis macroscopic.
There is an externally-control in the process of nanostructures. Besides, in this 
approach, there are mechanical-physical particle production processes. The 
typical mechanical-physical crushing methods for producing nanoparticles are 
photolithography, electron beam lithography, milling techniques, anodisation, 
ion, laser ablation and plasma etching; 
 In the bottom-up approach, atoms or molecules build-up to create

nanostructures. By a self-assembly process, atomic/molecular components 
lead to more complex structures but better-controlling size, shapes, and size 
ranges. During self-assembly, the physical forces operating at the nanoscale 
combine basic units into larger stable structures. Examples of bottom-up 
methods include self-assembly of monomer/polymer molecules, chemical or 
electrochemical nanostructural precipitation, sol-gel processing, laser 
pyrolysis and chemical vapour deposition (CVD). 
In turn, the bottom-up approach splits into gas-phase and liquid-phase 

processes, better known as wet-chemistry. Despite the significant advantages that 
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wet chemistry can offer, there are still significant disadvantages in cost, purity, 
industrial scale-up, stability, and low yields. Conversely, the gas-phase process 
allows an artificial generation of a controlled high-temperature environment with 
several techniques such as plasma arc (Meyyappan, 2009), laser ablation (Amans 
et al., 2009), chemical vapour deposition (Philippe et al., 2007). However, these 
techniques' energy investment can strongly affect the process's final cost (Rosner, 
2005; Roth, 2007; Strobel and Pratsinis, 2007; Camenzind, Caseri and Pratsinis, 
2010; Merchan-Merchan et al., 2010).  

 
 

1.1.5 FLAME SYNTHESIS 
 

As mentioned in paragraph 1.1.4, to face the NPs production issue, several 
techniques have been tested through the years, and the production of nanomaterial 
on a large scale is one of the most important efforts. For this purpose, among 
various techniques, one of the most prominent is flame synthesis, which remains 
the most cost-effective advantageous method.  

A flame can produce the necessary temperature conditions for the process of 
sustainability instantly. Flame synthesis does not require an additional energy 
source, but it is generated in situ driving reactions for particle formation in a faster 
process. In other cases, flame synthesis can represent almost the only method to 
implement a synthesis process.  

A large-scale production needs continuous processes as that of the continuous 
feeding of precursors in the reactor. Flame reactors have demonstrated that adding 
fresh reactants or additives to the system to obtain a stable reactive process is quite 
simple, especially compared with other processes. This key point makes the flame 
synthesis of great interest in lab-scale analysis and actual industrial processes. The 
flame synthesis has numerous advantages; indeed, it is a method that does not 
involve the tedious steps of wet chemistry; it gives high products with a high 
degree of purity and without liquid by-products (Pratsinis and Mastrangelo, 1989).  

However, flame combustion's high temperature may cause undesired 
products, and some combustion by-products are the subject of this thesis because 
they could be engineered and functionalised for many industrial purposes. 

Flame-made particles have been part of history for millennia. Owing to its 
simplicity, flame technology represents a method capable of producing 
nanoparticles and nanofibers at a scale of several million metric tons annually. For 
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instance, flame-generated materials include carbon blacks and the highly ordered 
nanostructured carbon materials (such as carbon nanotubes, fullerenes, and 
fullerene derivatives), fumed silica, titanium dioxide or titania with and without 
pigmentary properties and optical fibres (Kammler, Mädler and Pratsinis, 2001; 
Richter et al., 2008). Flames are routinely used for the synthesis of various single 
oxide nanoparticles such as TiO2, Al2O3, GeO2, PbO, V2O5, Fe2O3, SnO2, ZrO2, 
and ZnO (Calcote and Felder, 1992; Brezinsky, 1996; Pratsinis, 1998; 
Wooldridge, 1998; Mädler et al., 2002; Rosner, 2005; Zhou, Gong, et al., 2005). 
Millions of tons of SiO2, TiO2, Al2O3 (Pratsinis, 1998), and ZnO (Tani, Mädler 
and Pratsinis, 2002) are annually produced through this considerably rapid and 
inexpensive method. Various combustion-based processes and unique catalytic-
fed methods have been employed for the synthesis of TMO nanopowders. It has 
been shown that reactant mixing, additives, and introduction of electric fields, 
among others, can be used to control morphology (primary particle size, 
agglomeration, shape, particle crystallinity) and composition in the flame 
synthesis. 

Each of these parameters influences the characteristics of nanomaterial and so 
the application field.  

Flame synthesis of metal-based nanoparticles starts from precursors of a 
particular material or a mixture of them. The feeding of these materials (Strobel 
and Pratsinis, 2007) is operated by the vapour of material or evaporated solution 
or by injection spray in flame. For all these processes, one of the most critical 
challenges in flame synthesis, especially for inorganic nanostructure, is the final 
morphology (Ehrman, Friedlander and Zachariah, 1999; Camenzind, Caseri and 
Pratsinis, 2010). Starting from the precursors, the formation of the first nuclei is 
immediately followed by the appearance of aggregates of nanoparticles (Roth, 
2007). Time scale control of the process and the reactive system's temperature is 
fundamental for having a final material with the desired characteristic. The process 
of sintering occurring at high temperature is the controlling step to produce single 
spherical nanoparticles. As this time becomes longer, the possibility to produce 
aggregates and agglomerates increase. The analysis of sintering properties at 
flame-reactor condition is fundamental for the correct implementation of the 
process. 

Nanocomposite materials made by different metal particles are one of the most 
advanced sides of the nanotechnology field. The final form of nano-sized material 
depends on the initial form of precursors, their reciprocal interaction, and the 
temperature history, which they undergo. Ehrman and co-workers (Ehrman, 
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Friedlander and Zachariah, 1999) have proposed a general description for the final 
form of nanoparticles depending on these parameters looking at single 
nanoparticles and aggregates.  

Metal-based nanomaterials and their flame synthesis have increased their 
range of interest and feasibility. 
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CHAPTER 2:AIM OF THE THESIS 
 
This PhD work's primary purpose has been to study, analyze, and characterize 

carbonaceous nanoparticles generated by the flame process.  
The scientific community is interested in this kind of particle for several 

reasons. For years, it has been trying to improve the flame operating conditions to 
reduce particulate matter formation, reducing their emission in the atmosphere 
leading to good advantages for human and environmental health. Then, as shown 
by recent researches, there is an increasing interest in the collection and 
characterization of the produced nano-sized carbon particles in the flame to use 
them as new engineered materials for a variety of application. 

A deep knowledge of processes can be a fundamental step to produce 
carbonaceous nanomaterial with tailored properties such as size, chemical 
composition, and internal structure. 

Initially, a physicochemical evolution of the particles along the flame has been 
studied. A flame condition suitable for this purpose has been adopted. Specifically, 
the investigated nanoparticles were generated in a laminar premixed ethylene/air 
flame with an atomic ratio C/O=0.67 and an equivalence ratio ϕ=2.01. In order to 
produce different sizes of particles, carbon nanoparticles were collected at 
different distances from the flame front, i.e., the residence time in the flame was 
changed. 

In-situ and ex-situ techniques were used for characterizing the particles. The 
first investigation was performed in the flame by the on-line differential mobility 
analyzer (DMA) to study the particle size distribution. Subsequently, the analytical 
tools continued with ex-situ techniques such as Raman spectroscopy and Electron 
Paramagnetic Resonance (EPR), the former for chemical and structural 
information on particles modification and the latter to reveal and to confirm the 
presence of radicals and to identify them. 

The presence of radicals and the possibility of studying and theorizing their 
role within the nucleation step has led to increasing interest in computational 
studies in this thesis work. Through the theoretical study of functional density 
(DFT), it was possible to study some aspects related to the dimerization of PAHs 
and their reorganization into clusters. Thus, hypotheses have been put forward on 
the nucleation process and, therefore, on the formation of incipient molecules, a 
step still unclear to the scientific community. The formation of dimers from 
radicals generated by homolytic cleavage on some specific structural elements has 
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led to the research into specific studies to detect these elements among the 
collected particles. Specifically, having identified in the previous physicochemical 
evolution study the height above the burner (HAB), corresponding to a residence 
time at which probable nucleation occurs, a spectroscopic study by nuclear 
resonance (NMR) has been performed.  

Then, a comparative physicochemical evolution study in a separate fuel 
environment has been performed. Indeed the addition of an aromatic dopant, such 
as benzene, leads to some change in the flame and the particle formation in terms 
of particles size distribution, Raman features, and especially radical generation 
allow facing up the same questions in a different environment and to investigate 
the effect of aromatic fuel on the nature and the role of radicals in particle 
nucleation and growth. For this purpose, two sets of flames have been examined. 
Each flame set consists of a laminar premixed flame burning pure ethylene and 
the same flame, i.e., same equivalence ratio, temperature, and unburned gas 
velocity, in which 30% of ethylene carbon was replaced by benzene.  
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CHAPTER 3: STATE OF THE ART ON FLAME FORMED 
CARBON NANOSTRUCTURE 

 

3.1 FLAME FORMED CARBON NANOPARTICLES 
 
The flame phenomena consist of a formation of condensed-phase materials 

that are nanoparticles suspended in burned combustion gases. The pure 
hydrocarbon gas combustion leads to the production, in a significant manner, of 
carbon nanoparticles that are generally related to the formation of soot particles 
which remain one the most effective pollutant produced, as the undesired product, 
in ordinary combustion devices (Calcote, 1981; Kennedy, 1997; Richter and 
Howard, 2000; Bockhorn et al., 2007). 

These particles have been the object of several studies in the last decades; most 
of them concerned human health and environmental/climate change issues. These 
particles can be easily trapped and accumulated in the human body, causing 
critical and adverse health effects (Oberdörster et al., 2004; Kennedy, 2007; 
Pedata et al., 2015; Bhandari et al., 2019). Moreover, soot strongly absorbs solar 
radiation influencing the Earth's radiative balance through the aerosol-radiation 
and aerosol-clouds interactions, thus influencing surface albedo and atmospheric 
stability (Bond et al., 2013). However, these nanoparticles have also aroused the 
scientific community's interest because of the possibility of using them as potential 
new low-cost materials with a vast application field (Li et al., 2016). Under 
controlled synthesis conditions, these carbon nanoparticles may be produced and 
functionalised to form desirable materials. 

Carbon black is probably the most prominent example of carbonaceous flame-
made material and, at the same time, the first kind of particles produced by the 
flame in humanity's history, since it was already used as a pigment in cave 
paintings or as ancient tattoos ink. Today, the same materials find a great 
utilisation for many versatile applications such as automobile tires, toners, and 
catalysts (Kay and Grätzel, 1996), dye-sensitised solar cells (Grätzel, 2003; 
O'Regan & Grätzel, 1991). 

The discovering and isolation of fullerene (Kroto et al., 1985), caused by its 
suggestive form, paved the way for new materials such as the carbon nanotubes 
(Iijima, 1991) and graphene sheets (Novoselov et al., 2005), only to cite few 
examples. Meanwhile, a wide moiety of compounds prevalently made by carbon 
with nanometric size has been discovered and characterised (Endo and Kroto, 
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1992; Kroto, 1992; Sattler, 1995; Subramoney, 1998). The main features of these 
materials have generated a great interest in industrial applications, and great efforts 
have been spent to increase the selectivity of these materials produced by the 
combustion process.  

Nowadays, there are seven known allotropic forms of carbon as pictured in 
Figure 3.1, and, as just said, flame synthesis represents one of the methods to 
produce some of them. 

 
Figure 3.1 Allotropes of Carbon: a) Diamond; b) Graphite; c) Lonsdaleite; d)-f) 

Fullerenes C60 (Buckminsterfullerene or buckyball), C540, f) C70; g) Amorphous 
carbon; h) single-walled carbon nanotube, or buckytube.(Kharisov et al., 2019) 

 

In the following sections, an overview of the different kinds of the leading 
carbon nanoparticles that could also be produced by flame will be exposed.  
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3.1.1 DIAMOND 

 
Diamond, Figure 3.2a, is probably the most well know carbon allotrope.  
The insert in Figure 3.2b shows the carbon atoms arranged in a lattice which 

is a variation of the face-centred cubic crystal structure. 
Diamond has superlative physical qualities, most of which originate from the 

strong covalent bonding between its atoms. In a diamond, each carbon atom, 
hybridised sp3, is covalently bonded to four other carbons in a tetrahedron. The 
rings assume the most stable conformation: the chair. This conformation allows 
for zero bond-angle strain and makes the diamond a material incredibly strong.. 
Besides, its rigid lattice prevents contamination by many elements. The surface of 
the diamond is lipophilic and hydrophobic. Diamond polycrystalline films and 
single-crystal diamond films are expected to find many industry applications 
precisely because of the unique combination of excellent technological properties 
such as high hardness, good thermal conductivity, optical transparency, chemical 
inertness, and wear resistance (Narayan, Boehm and Sumant, 2011). The use of 
diamonds or large single-crystal diamond films is desirable for coating the cutting 
tools for machining non-ferrous metals and alloys, but large single-crystal 
diamonds are not yet readily available. Many methods of low-pressure diamond 
synthesis have been proposed so far to achieve a good quality diamond, such as 
thermal chemical vapour deposition (CVD) (Spitsyn, Bouilov and Derjaguin, 
1981), the hot-filament method (Hirose and Terasawa, 1986), electron-assisted 
CVD (Sawabe and Inuzuka, 1985) the microwave plasma CVD (MP-CVD) 
(Klages, 2008). There has also been substantial attention to the use of flame 
synthesis to produce diamonds. In 1990, Hirose and Kondo described a flame 
method to synthesise diamonds in an ambient atmosphere (Hirose, Amanuma and 
Komaki, 1990). Subsequently, Donnet et al. used a flame method to create large 
single crystals diamond with the advantage of a high growth rate of diamond films 
(Donnet et al., 2006). 
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Figure 3.2: a) Diamond representation; b) Diamond lattice. Each sp3 carbon 

atom covalently bonds four other carbons in a tetrahedron. 
 
 

3.1.2 GRAPHITE AND GRAPHENE 

 

Graphite, shown in Figure 3.3, unlike diamond, is an electrical conductor and 
a semi-metal, utilized in thermochemistry as the standard state for defining the 
heat of carbon compounds' formation (Chung, 2002). 

There are three types of natural Graphite (Chung, 2002): 
1. Crystalline flake graphite: isolated, flat, plate-like particles with 

hexagonal edges; 
2. Amorphous Graphite: fine particles, the result of thermal 

metamorphism of coal; sometimes called meta-anthracite; 
3. Lump or vein graphite: occurs in fissure veins or fractures, appears 

as growths of fibrous or acicular crystalline aggregates; 
Graphite has a layered, planar structure. In each layer, the carbon atoms 

arranged in a hexagonal lattice with a separation of 0.142 nm, and the distance 
between planes (layers) is 0.335 nm. The two known forms of Graphite, alpha 
(hexagonal) and beta (rhombohedral), have very similar physical properties 
(except that the layers stack slightly differently). The hexagonal Graphite may be 
either flat or buckled. The alpha form can convert itself to the beta form through 
mechanical treatment, and the beta form reverts to the alpha form when heated 

a) b)
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above 1300 °C. There is usually a mixture of these two forms in naturally 
occurring graphites, containing about 30% of the rhombohedral (beta) form. It is 
also possible to make Graphite synthetically, giving Graphite prevalently in the 
alpha form. Graphite can conduct electricity due to the vast electron delocalisation 
within the carbon layers; as the electrons are free to move, electricity moves 
through the  planes. Graphite also has self-lubricating and dry lubricating 
properties. Graphite has applications in prosthetic blood-containing materials and 
heat-resistant materials as it can resist temperatures up to 3000 °C. 

 

 
Figure 3.3 Graphite lattice: a) alpha or hexagonal Graphite; b) beta or 

rhombohedral graphite. The layer is composed of sp2 carbon with a distance of 0.142 
nm and a distance between the planes of 0.335 nm. (Inagaki, 2013) 

 

A single graphite layer is called graphene, presented by the scientific 
community as the world's thinnest material. This material displays extraordinary 
electrical, thermal, and physical properties. It consists of a single planar sheet of 
sp2 bonded carbons densely packed in a honeycomb crystal lattice. Graphene is the 
fundamental structural element of carbon allotropes such as graphite, charcoal, 
carbon nanotubes, and fullerenes. Graphene is a semi-metal or zero-gap 
semiconductor, allowing it to display high electron mobility at room temperature.  

Graphene was isolated by a simple experiment (Novoselov, Geim, et al. 2005; 
Novoselov, Jiang, et al. 2005), which was worth the noble prize in 2010. Graphene 
has been characterised experimentally by different groups and studied by modern 
physics theories for many years (Radovic and Bockrath, 2005; Stauber, Guinea 
and Vozmediano, 2005). The two-dimensionality of this material gives it excellent 
properties used for various industrial applications. Indeed, the high conductivity 
is considered ideal for high-speed electronics (Avouris, 2010; Bonaccorso et al., 

a) b)
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2010; Yazyev and Louie, 2010), but it is possible to use it as data energy storage. 
Recently, there has been significant development of the liquid crystal display 
(LCD) and organic light-emitting diode (OLED), both produced using a graphene-
based electrode that is flexible and more/limitless compared to indium tin oxide. 
Moreover, graphene-based electrodes could be made low cost while maintaining 
efficiency (Mahmoudi, Wang and Hahn, 2018), and in this way, it could replace 
the platinum-based electronics to produce solar photovoltaic cells. The use of 
graphene extends to self-healing materials, material to space application, gene 
delivery, and bioimaging (Goenka, Sant and Sant, 2014), tissue engineering (Shin 
et al., 2016), graphene-based metal-air batteries (Yoo and Zhou, 2011).  

Since graphene was discovered, industrialists have been searching for suitable 
fabrication methods for producing high quality, defect-free, stable and high yield, 
and cost-effective methodologies. The fabrication methodology of graphene is 
challenging because the utilisation of this material for various applications mostly 
depends on fabrication methods on a large scale. Several methods have been 
applied. Micromechanical exfoliation produces graphene-based materials that 
involve peeling systematically ordered pyrolytic Graphite using adhesive tape 
(Sinclair, Suter and Coveney, 2019). After completion of the peeling, multi-layer 
graphenes remain on the tape. Graphene is sliced into various flakes of few layers 
by continuously peeling the multi-layer graphene. In this process, layers of 
graphene are bonded strongly by van der Waals bonding (Rudrapati, 2020). 

Liquid phase exfoliation (LPE) is another production method of graphene 
materials that use a solvent like acetic acid, sulfuric acid, and hydrogen peroxide 
to exfoliate Graphite through ultrasonication (Cui et al., 2011; Monajjemi, 2017). 
This method creates graphene nanoribbons, but large-scale graphene growth is a 
difficult task in this method. CVD is one of the most crucial deposition 
methodologies used to transition metals.. During the CVD process, a film of 
metallic catalyst is deposited on the substrate. Chemical etching is performed on 
the deposited material on the substrate. After chemical etching, a mixture 
containing the carbon is passed into the reaction chamber, obtaining high-quality 
graphene (Mattevi, Kim and Chhowalla, 2011; Kidambi et al., 2012; Zhang, 
Zhang and Zhou, 2013). During pulsed laser deposition (PLD), the laser energy 
source is outside the chamber, and the chamber is maintained ultrahigh vacuum. 
In this process, the material is deposited at an angle of 45° between the ablated 
target and substrate material. During this process, substrates are added to their 
surfaces parallel to the target at a distance of 2–10 mm. The PLD process's main 
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advantage is the low-temperature growth rate achieved such that high-quality 
graphene is made without defects (Tite et al., 2014; Kodu et al., 2016).  

Finally, among the methods, there is the flame synthesis that is looked at with 
great interest for reasons such as making graphene materials exploiting its 
advantages like scalability and cost-effectiveness (Memon et al., 2011; You et al., 
2011), and also it is fast and straightforward (Prikhod'ko et al., 2015; Prikhod'Ko 
et al., 2014). When utilising combustion, hydrocarbon gas provides both the high 
temperature and carbon species necessary for growth on metal substrate resulting 
in an efficient and robust process. The graphene lattice's growth occurs on 
transition metals substrate, providing a low energy pathway for hydrocarbon 
dissociation (Bhaviripudi et al., 2010). However, the growth mechanisms that can 
lead to the formation of isolated and stable graphene sheets are far from being 
wholly understood (Whitesides et al., 2009; You et al., 2011).  

 
 

3.1.3 FULLERENE  
 

Fullerenes (also called buckyballs) have been the subject of intense research, 
because of their unique chemistry and technological applications. Fullerenes 
occupy an essential role in materials science, electronics, and nanotechnology. 
They are applied in different fields, from the solar cell (Thompson and Fréchet, 
2008) to medicine (Anilkumar et al., 2012). There are many forms of fullerenes 
(Yang et al., 1995; Zhou, Gong, et al., 2005), showed in Figure 3.4 and 3.5. The 
most common is the C60 or buckyball (Hebard, 1993), constituted by 60 Carbon 
atoms linked together by single and double bonds to form a hollow sphere with 12 
pentagonal and 20 hexagonal faces (Kroto et al., 1985). Many possible 
combinations with other polymers or different species also exist (Brabec et al., 
2010).  

https://www.britannica.com/science/sphere
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Figure 3.4 A representation of a) C60 and b) C70 in the top view. In the bottom view, 

the visualisation of flat fullerene with a schematisation of Carbons. 

 

Figure 3.5 A picture of : a) C78 fullerene; b) C20 fullerene; c) C24 fullerene; d) C32 
fullerene. 
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Innovative developments in fullerene applications are now ongoing, for 
example, in the fields of lubricants, hard materials, medicines, superconducting 
materials, and semiconductors. Some studies suggest that commercial uses of C60 
in such diverse areas as fuel cells and pharmaceuticals for AIDS and Parkinson's 
disease may not be far away (Takehara et al., 2005). Despite the immense 
possibility of appliances, the fullerenes suffer the difficulty of producing high 
yield and selectivity concerning undesired products (Kataura et al., 2001). Several 
methods to produce fullerene have been proposed through years, but the use of 
flame reactors, already used just after fullerene discovery, remains of great interest 
for the possibility of easy scale-up to the industrial level. However, the process of 
fullerenes formation is not entirely understood. Fullerenes were first synthesised 
through laser vaporisation of carbon in an inert atmosphere, but this laser 
vaporisation method produced tiny amounts of fullerenes (Geckeler and Samal, 
1999). In this method, fullerenes are produced in a supersonic expansion nozzle 
by a pulsed laser-focused on a graphite target in an inert atmosphere (helium). 
However, large quantities of fullerene C60 were later synthesised through arc 
heating of Graphite and laser irradiation of polyaromatic hydrocarbon (PAHs). 
The former involves generating an electric arc between graphite rods in an inert 
atmosphere which produces soot. A fraction of soot contains fullerenes that are 
extracted by solvation in a small amount of toluene (Montellano López, Mateo-
Alonso and Prato, 2011), which then is removed by evaporation. The obtained 
mixture made up of mostly C60 with a small amount of higher fullerenes is 
subjected to liquid chromatography to obtain pure C60 (Shanbogh and Sundaram, 
2015). The latter is based on polycyclic aromatic hydrocarbons (PAHs) that 
already have the required carbon frameworks. Such PAH molecules are "rolled 
up" to form fullerenes under flash vacuum pyrolysis (FVP) conditions (Amsharov 
and Jansen, 2008). It has been reported that a polycyclic aromatic hydrocarbon 
which consists of 60 carbon atoms, forms fullerene C60 when it is laser irradiated 
at 337nm wavelength (Boorum et al., 2001). However, the combustion method is 
a continuous and easily scalable process, and for this reason, it was considered to 
have more potential for fullerene production than the other ones. Even if less 
suitable for fullerenes' laboratory-scale production than the carbon arc, the 
combustion synthesis method is the technology used in the world's largest 
fullerene production facility (Murayama et al., 2004). Most previous laboratory 
investigations of fullerene synthesis via sooting flames have used acetylene, 
toluene or benzene as the hydrocarbon feedstock (reviewed in (Homann, 1998). 
Fullerene was believed to be related with the initial steps in soot formation process 

https://www.sciencedirect.com/topics/materials-science/lubricant
https://www.sciencedirect.com/topics/materials-science/superconducting-material
https://www.sciencedirect.com/topics/materials-science/superconducting-material
https://www.sciencedirect.com/topics/engineering/carbon-arc
https://www.sciencedirect.com/topics/engineering/synthesis-method
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(Homann, 1998). The process of fullerene formation  has many similarities with 
soot formation and carbonization (Chung and Violi, 2010). 

However, nowadays, fullerene production remains a sub-process of soot 
formation that can become relevant and dominant only in certain conditions 
(Howard et al., 1992; Homann, 1998). 

 
 

3.1.4 CARBON NANOTUBES 

 
Carbon nanotubes (CNTs) are cylindrical carbon molecules that exhibit 

extraordinary strength and unique electrical properties and are efficient heat 
conductors. CNTs were first discovered by Baker et al. in the 1970s (Baker et al., 
1972). However, at that time, CNTs did not spark as much interest in the scientific 
community as Iijima's re-discovery in 1991. For the first time, Iijima observed the 
CNTs by TEM (Transmission electron microscopy) and subsequently reported the 
conditions for synthesising large quantities of nanotubes (Iijima, 1991). 

CNTs can be described as graphite sheets that are rolled up into cylindrical 
shapes. CNTs are considered a derivative of both carbon fibres and fullerene with 
carbons arranged in particular muffled tubes (Polizu et al., 2006). According to 
the number of carbon layers, two types of carbon nanotubes are classified: single-
walled carbon nanotubes (SWCNTs) and multi-walled carbon nanotubes 
(MWCNTs). 

SWCNTs consist of a single graphene layer with a diameter varying between 
0.4 and 2 nm and usually occur as hexagonal-packed bundles. 

MWCNTs consist of two or several-cylinder, each made up of graphene 
sheets.  
The diameter varies from 1 to 3 nm (Iijima, 1991; Iijima and Ichihashi, 1993). A 
SWNT can be visualised as a flat graphene sheet rolled up to make a seamless 
cylinder. The end caps of the nanotube can be visualized as two halves of the 
fullerene molecule. SWNTs exhibit extraordinary physical properties, including 
very high thermal and electrical conductivity in the axial direction (Hone et al., 
1999; Nanot et al., 2013). A MWNT can be visualized as a structure composed of 
concentric cylinders of increasing diameters and, at each end, of correspondingly 
larger hemispherical end caps. However, MWNTs are more "commercial", and 
their synthesis and production are more considerable than SWNTs. Another 
classification of CNTs regards the six-member carbon ring orientation in a 
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honeycomb lattice concerning the nanotube axis. Three possible structures include 
an armchair, zig-zag, and chiral, as shown in Figure 3.6. Armchair and zig-zag 
structures are achiral; that is, their mirror image is identical to the original. The 
main characteristic of chiral structures is the total absence of a symmetry plane 
that involves the peculiarity of non-superimposable mirror images. 

 
Figure 3.6 Classification of CNT based on the orientation of the hexagonal in the 

honeycomb lattice. a) Armchair; b) Zig-zag lattice; c) Chiral lattice. The image is taken 
from (Galano, 2010). 

 

Carbon nanotubes have extraordinary material properties, such as high 
stiffness and strength and excellent electrical and thermal conductivities compared 
to other promising carbon materials (Gogotsi, 2017). Material properties of carbon 
nanotubes, including their stiffness and conductivity, have a unique dependence 
on their atomic structure, size, and geometry. Carbon nanotubes physical 
properties are different depending on hexagonal carbon rings' orientation in their 
atomic lattice structure. 

Pulsed laser vaporisation (Maser et al., 1998), arc-discharge (Iijima, 1991), 
and CVD (Cassell et al., 1999) were the first processes to produce carbon 

a) b) c)
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nanotubes. The first process uses a high energy laser which is directed to ablate a 
carbon target that contains some nickel and cobalt in a tube furnace at the 
temperature of ~ 1400 K. A flow of inert gas is passed through the chamber to 
carry the CNTs downstream to a collector surface (Gore and Sane, 2011). The 
second involved condensation of carbon atoms generated from the evaporation of 
a solid carbon source. In this method, graphite electrodes, placed at a distance of 
approximately 1 mm, are used. A high electric current (~50 - 120 A) passes 
through them in the synthesis chamber, causing sublimation of the material, 
leading to forming the nanotubes on the anode. The third involves decomposing a 
hydrocarbon gas over a transition metal catalyst and initiating CNT synthesis by 
some of the resulting carbon atoms. However, due to high production costs and 
low feasibility at the industrial scale, an alternative route to produce this material 
has been investigated. The use of metallic catalysts could address the growth of 
CNTs in a disordered way or a specific direction (Merchan-Merchan et al., 2010), 
influencing the possibility to apply this material to various fields (Merchan-
Merchan et al., 2010). From this point of view, the control of the process results 
again of fundamental importance. In this regard, hydrocarbon flames provide a 
unique combination of the chemical and catalytic factors required for the initiation 
and growth of carbon nanotubes. Indeed the chemical energy released in the form 
of heat in the flame supports the endothermic carbon deposition reactions. 
Catalysts in an appropriate form (substrate or aerosol) provide the reaction sites 
for solid carbon deposition. 

Flame synthesis of CNTs received much attention, and nowadays, a set of 
reactors have been individuated to produce a noticeable amount of CNTs. Both 
premixed (Howard et al., 1992; Vander Wal, 2002; Gopinath and Gore, 2007) and 
diffusion flames (Saito et al., 1991) are suitable for production from many 
different fuels, generally with a metallic catalyst. As for the fullerenes, CNTs 
result in a particular pathway of more general high molecular mass aromatic 
hydrocarbon formation and growth. Soot particles are always present as by-
products in the environment and can affect both the material's final form and the 
global process's costs. 
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3.1.5 CARBON DOTS 

 
Carbon Dots (CDs) is the term to indicate different nano-sized carbon 

materials. 
Generally, all nano-sized materials composed mainly of carbon and 

possessing at least one dimension smaller  than 10 nm in size can be called CDs. 
CDs always possess fluorescence as their intrinsic properties. The structure of CDs 
consists of sp2/sp3 carbon and oxygen/nitrogen-based groups or polymeric 
aggregations.  

Among the CDs, Carbon quantum dots (CQDs) caught great attention in the 
scientific community. CQDs are a class of carbon nanomaterials discovered 
accidentally in 2004 during the purification of SWNTs (Xu et al., 2004), then later 
Sun et al. gave them this name (Sun et al., 2006). This new class of zero-
dimensional nanomaterial, with exceptional optical proprieties, contains a carbon 
core with surface functional groups. The crystallinity of the carbon nucleus and 
quantum confinement are necessary characteristics that these particles must have 
to be part of this compound class. Therefore, a nano-sized carbonaceous particle 
that contains an entire amorphous core and does not display quantum confinement 
is simply a Carbon Nano Dot (CND). 

On the other hand, when a particle displays quantum confinement and 
possesses a carbon core, it may be classified as a CQD. Essentially quantum 
confinement is a change of electronic and optical properties when the material 
sampled is of sufficiently small size; the bandgap increases as the nanostructure's 
size decreases. As the dot size increases, the emission wavelength red-shifts, and 
the fluorescence intensity decreases. 

One immediate and direct consequence of the quantum effect is the 
photoluminescence characteristics of CQDs, which is size-dependent. In contrast, 
carbon nanoparticles necessitate surface passivation or heteroatom doping to 
modify surface properties and stabilize the optical properties, allowing to tune the 
photoluminescence (Zhu et al., 2015). Then, the origin of fluorescence, 
photoluminescence, chemiluminescence proprieties has related to sp2 domain size 
and the abundance of oxidised surface defects. 

CQDs are spherical particles comprising an amorphous or monocrystalline 
core with a predominantly graphitic (sp2 carbon) shell, even though CQDs could 
have a carbonic core that could have a crystalline and amorphous part. 
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Many structural models of CQDs core have been suggested, such as a diamond 
like-structure (Hu et al., 2009), Graphite (Bourlinos et al., 2008; Hola et al., 2014), 
or amorphous carbon structure (Zhu et al., 2013; Kwon et al., 2015). The surface 
is functionalised to tune the properties for a selected application. The surface 
functional groups present on carbon-based quantum particles depend on the 
precursor used and the reaction conditions. Generally, surface functionalizations, 
including carboxylic acid, hydroxyl, and amine groups, are crated on CQDs' 
surface using molecular precursors such as citric acid, glucose, or polyethylene 
di-amine (PEI) to give some examples (Nekoueian et al., 2019).  

Since their discovery, CQDs have been extensively studied because of the vast 
plethora of applications. CQDs are provided of an excellent solubility, chemical 
inertness, high resistance to photobleaching, and also low toxicity and 
biocompatibility make them materials useful for bioimaging (Antaris et al., 2013), 
drug delivery (Tang et al., 2013; Feng et al., 2016), biosensing (Andrius et al., 
2013; Zhu et al., 2013). Moreover, there is an increasing interest in using these 
materials in photocatalysis, as light harvesters (Briscoe et al., 2015; Wang et al., 
2016), electron donors/acceptors (Kwon et al., 2014; Paulo et al., 2016), and 
electrode/ electrolyte dopants (Bin Yang et al., 2013) in photovoltaic devices. 

Many methods are used to produce and functionalize them, such as laser 
ablation, chemical and electrochemical oxidation, using the microwave or thermal 
decomposition. In each method, the obtained CQD  underwent  a modification 
process. Unfortunately, a unique method to obtain them advantageously does not 
exist. All the processes have some advantages and disadvantages because a 
controlled size and morphology make the process difficult and expensive. On the 
contrary, when the process is more straightforward and at a low cost, there are 
problems with the yield, size control, and uniformity.  

Laser ablation of carbon-based materials is a fast way to obtain CQDs. Hu et 
al. found that the size control of CQDs can be realised by tuning the laser pulse 
width (Hu et al., 2011). The interaction between the laser beams and the graphite 
flakes produces an instant local high-temperature and high-pressure 
vapour/plasma plume at the graphite flake interface and the surrounding liquid 
medium. Due to the liquid's confinement, a bubble is formed at the laser focus and 
quickly expands to a maximum radius. After the end of the a laser pulse , the 
bubble starts to shrink due to the surrounding liquid's pressure, leading to the 
cooling of its inner region and forming clusters or nuclei. Bubbles with different 
cluster densities can be formed when the laser pulse width is changed, further 
producing CQDs with different sizes (Hu et al., 2011). 
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Laser ablation of activated carbon (4% ash) in a water/ethanol solution (5:2) 
was shown by Yogesh et al., forming CQDs of 4 nm in size (Yogesh, Shuaib and 
Sastikumar, 2017). A one-step process based on laser irradiation of a graphite 
target using the second harmonic beam at 532 nm of the Nd: YAG in H2O/ethanol 
for the formation of 3 nm-sized CQDs was reported by Tarasenka (Tarasenka et 
al., 2017).  

Conversely, chemical oxidation is a practical and convenient approach for 
large scale production and requires no complicated devices. Qiao et al. presented 
a facile approach to produce CQDs, with a size distribution of 2-6 nm, using three 
typical activated carbons treated by HNO3 etching and followed by a passivation 
process (Qiao et al., 2010).  

The microwave method allows shortening the reaction time leading to rapid 
heating and uniform size distribution of quantum dots (Zhai et al., 2012); using 
sucrose as the carbon source and diethylene glycol as reaction medium resulted in 
the formation of green luminescent CQDs within only one minute under 
microwave irradiation (Liu et al., 2014). 

All these techniques require high energy consumption and multistep 
processes, and the doping elements are restricted, which are primarily responsible 
for the high cost of manufacturing doped carbon, thus limiting their practical 
applications. 

For many years, the formation of carbon-based quantum particles has been 
achieved by pyrolysis or incomplete combustion of hydrocarbons (Nekoueian et 
al., 2019), leading to the formation of condensed carbonaceous particles (soot). It 
was discovered that soot derived from candles or natural gas burners' combustion 
represents an excellent CQD source. In 2007, Liu et al. collected candle soot that 
then mixed with oxidising agents and refluxed for 12 h. Successively, CQDs 
smaller than 2 nm were collected (Liu, Ye and Mao, 2007).  

Han et al. adopted a simple combustion flame method to efficiently produce 
CQDs doped by various heteroatoms (B, N, P, and S) (Han et al., 2015). A 
technique, which could be applied to the large-scale formation of CQDs for further 
industrial applications, uses a specific precursor that has added a solution to an 
alcohol lamp. A beaker was placed on the top of the smouldering flame, and after 
some hours, a large amount of soot is deposited on the beaker's inner wall. After 
oxidative acid treatment, the doped CQDs are obtained (Han et al., 2015). 

Besides, recently Liu et al. have found a quantum dot behaviour in CNPs, 
produced by premixed, stretched-stabilised ethylene flames, demonstrating size 
dependences in their photoemission ionisation energy, optical band gap, and 
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electrochemical ionisation potential that are consistent with the behaviours of a 
quantum dot (Liu et al., 2019). 
  



3.2 FORMATION PROCESS OF FLAME CARBON 
NANOPARTICLES  

In the previous paragraph, a summary of the leading carbon nanoparticles has 
been reported. Several methods could produce all CNPs, and for each of them, 
flame synthesis has been revealed one of the main advantageous methods 
considering the cost, the facility, the time, the scalability, and the possibility of 
obtaining stable products owning the control on their size, structure, and 
morphology. Under controlled synthesis conditions, these CNPs may be produced 
and functionalised to form desirable materials. 

As anticipated, the flame system's high temperature can cause by-products, 
such as soot particles. Indeed, in many flame phenomena, starting from incomplete 
hydrocarbon combustion, condensed-phase materials are formed. These materials 
are produced mainly in fuel-rich flames, characterised by a flame equivalent ratio 
(Φ), i.e., the fuel-to-oxidiser ratio to the stoichiometric fuel-to-oxidiser ratio, 
higher than one.  

Soot, as already said, is a severe and increasing threat to human health and the 
environment. Soot particles, particularly at the nanoscale level, can be easily 
trapped and accumulated in the human body, causing critical and adverse health 
effects (Oberdörster et al., 2004; Kennedy, 2007; Bond et al., 2013; Pedata et al., 
2015; Bhandari et al., 2019). Furthermore, emitted soot particles represent one of 
the most substantial sources of anthropogenic radiative forcers, possibly second 
only to CO2 (Bond et al., 2013)—these issues motivated past and current interest 
in understanding the mechanism behind soot formation in combustion. The 
formation of soot particles in flames results from a series of complex chemical and 
physical processes occurring in a short time scale (of the order of few 
milliseconds) and a highly reactive environment. 

The process which leads to the particle formation in flame has been studied 
and theorized for decades even though an in-depth and complete knowledge of all 
mechanism involved is not achieved yet (Andrea D'Anna, 2009; Hai Wang, 2011). 
In order to overcome this difficulty, the combustion community has extended the 
attention to multidisciplinary fields involving molecular dynamic (Schuetz and 
Frenklach, 2002; Herdman and Miller, 2008; Iavarone et al., 2017; Mao, van Duin 
and Luo, 2017), ab initio calculation (Kubicki, 2006; Rossi, 2008; Semenikhin et 
al., 2020), mass spectrometry (Happold, Grotheer and Aigner, 2007; Faccinetto et 
al., 2011; Grotheer, Wolf and Hoffmann, 2011; Irimiea et al., 2019), spectroscopy 

35 



36 

measurements (Sadezky et al., 2005; Alfè et al., 2007; De Falco et al., 2017), 
resonance technique such as electron paramagnetic (Jones et al., 2004; Wang et 
al., 2009; Herring et al., 2013) and nuclear magnetic resonance spectroscopy 
(Santamaria et al., 2010; Salamanca et al., 2012a; Wiedemeier et al., 2015; Savy 
et al., 2017), the use of microscopy (Liu and Li, 2006; Cain et al., 2014; Minutolo 
et al., 2014). 

Figure 3.7 shows a picture of the mechanisms of carbonaceous particle 
formation in the flame. 

Soot formation is a complex physicochemical process that could be divided 
into some significant processes (Andrea D'Anna, 2009; Frenklach, 2002a; Hai 
Wang, 2011): 

1. gas-phase reactions;
2. particle nucleation ;
3. particle coalescence surface growth ;
4. particle coagulation;
5. particle oxidation ;

Figure 3.7 Detailed and Fundamental Modeling of Soot Formation, 
https://thomsonlab.mie.utoronto.ca/detailed-and-fundamental-modeling-of-soot-

formation/ 

The formation process starts with gas-phase pyrolysis and the oxidation of 
fuel. In fuel-rich flames, the incomplete oxidation of fuel molecules results in gas-
phase products close to the flame front, which later recombines, forming benzene, 
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naphthalene, and other larger polycyclic aromatic hydrocarbons (PAHs). To 
describe the soot formation process, it is fundamental to understand the structure 
of the PAH compounds acting as building blocks of the soot particles and as 
precursor molecules of nanoparticle formation and growth (Sirignano, Kent, and 
D'Anna 2010; Henning Richter et al. 2005). Indeed, once formed, these aromatic 
structures begin to assemble into just-nucleated particles or incipient soot, whose 
size is usually of the order of few nanometers, i.e., 2-3 nm (Commodo et al., 2018), 
through a gas-to-solid nucleation mechanism.. The transition from the gas phase 
PAHs to compounds that present a condensed-phase behaviour is called the 
inception or nucleation mechanism. Nowadays, this step remains unclear yet, and 
its understanding would represent a remarkable breakthrough. Once formed, 
incipient soot undergoes size growth via coagulation/coalescence processes and 
surface chemical reactions with gas-phase molecules and eventually carbonisation 
and oxidation. This next step results in the formation of larger particles, with a 
mean size that shifts from about 4-10 nm to 10-100 nm and more, depending on 
the flame equivalence ratio and the flame residence time increase (Commodo, De 
Falco, et al., 2015).  

The following is a brief account of the main processes of the mechanism. 
 
 

3.2.1 GAS PHASE-REACTIONS 

 
The first aromatic ring, such as the benzene, is formed from molecules and 

radicals resulting from the decomposition/pyrolysis of the fule. The first 
hypothesis involved acetylene C2H2, the most abundant hydrocarbon intermediate 
and the most prominent growth species, due to its thermal stability and abundance. 
In the reaction, acetylene reacts with an H● radical that gives rise to chain 
reactions, like all radical species. This mechanism idea comes from Frenklach and 
Wang, who first used the acronym HACA (H-abstraction-C2H2-addition) back in 
1991(Frenklach and Wang, 1991). Then with the formation of the first aromatic 
ring, the activation of an aromatic site can be not just by H abstraction but also by 
H addition (Frenklach, Schuetz and Ping, 2005), and in this way, an increase of 
the molecular weight happens. This increase occurs because of the creation of a 
free radical site on a PAH through the abstraction of H-atoms from the aromatic 
ring using an external H-atom (Ai + H→ Ai + H2), which is followed by the 
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addition of C2H2 on the radical site and the ring closure (Ai + C2H2 → Products). 
However, HACA can be more generally thought of as an acronym for H-
Activated-Carbon-Addition featuring the underlying kinetic– thermodynamic 
coupling, where "H-Activated" implies "H-Abstraction", "H-Addition", or even 
"H-migration" (Frenklach and Mebel, 2020). 

Thus, the other vital factor to consider is the radical species, namely 
compounds characterised by at least an unpaired electron. Generally, the 
"activation" process could start from H or OH radical species, very abundant in 
flame conditions, but other gas species could initiate the radical propagation.  

The presence PAH radicals immediately links to a radical stabilization by 
resonance; indeed, the unpaired electrons are delocalised on the aromatic structure. 
The other route to form multi-rings species involves resonantly stabilised radicals 
(RSRs) which consist of multiple reactive sites and undergo self-recombination 
reactions or reactions with other RSRs coupled with dehydrogenation and 
aromatisation. They play an essential role in the molecular-weight growth 
chemistry in combustion (A. D'Anna et al., 2000; Gomez et al., 1984; D.-H. Kim 
et al., 2007; Lamprecht et al., 2000; Lu & Mulholland, 2001; Matsugi & Miyoshi, 
2012; A. Violi et al., 2001). Some common RSRs, recognised for their roles in the 
aromatic formation, are propargyl (C3H3), allyl (C3H5), cyclopentadienyl (C5H5), 
benzyl (C6H5CH2), and indenyl (C9H7). Propargyl recombination seemed to 
contribute significantly to benzene formation in flames (Tang, S. Tranter and 
Brezinsky, 2006; Hansen et al., 2011).  

Recently, high-resolution atomic force microscopy (HR-AFM) provided an 
accurate image of PAHs radicals (Schulz et al., 2019) that, together with their 
revelation by photoionisation mass spectrometry (Johansson et al., 2018), give 
experimental evidence of radical existence in flame. 

However, the radicals can be distinguished in σ or π radicals that have a 
different implication in the growth process and are discussed in the next paragraph. 

 
 

3.2.2 PARTICLE NUCLEATION 

 
There is a consensus in the scientific community about the crucial role that 

polycyclic aromatic hydrocarbons (PAHs) play as precursors in soot nucleation 
and growth. 
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PAHs are ubiquitous by-products of fuel-rich flames that survive from 
fragmentation at high temperature due to the high stability of the six-membered 
benzenoid rings (Haynes and Wagner, 1981; Harris and Weiner, 1985; Stein and 
Fahr, 1985; Richter and Howard, 2000; Frenklach, Schuetz and Ping, 2005; Wang, 
2011). The most stable individual molecules are organised in peri-condensed 
systems; examples are naphthalene, , pyrene, coronene, and even larger peri-
condensed aromatics. 

During molecular growth, PAHs can form clusters of two or more units, 
generating condensed-phase incipient particles, but the process involved in this 
crucial step is still unresolved. The units are comprised of aromatic structures in 
turbostratic stacks, with approximately 3–4 PAH in a stack, stabilised by 
intermolecular interactions. Then, the stacks coalesce into roughly spherical 
primary particles of about 10–30 nm diameter. Subsequently, these primary 
particles  aggregate to form fractal-like structure of soot with a typical size 
between 200 and 300 nm. Generally, nucleation is associated with pure van der 
Waals interactions among mostly condensed aromatics (A. D'Anna et al., 2001; 
Andrea D'Anna, 2009; Frenklach & Wang, 1991; Howard, 1991; Schuetz & 
Frenklach, 2002), where the binding energies involved in cluster formation depend 
on the size of the aromatic molecules, i.e., the number of fused benzenoid rings 
per molecule (Herdman and Miller, 2008; Chung and Violi, 2011). This physical 
route is responsible for the attraction of instantaneous or permanent dipoles 
present in the molecules. 

In the PAH molecules, the π-electron cloud extends above and below the 
molelcular plane by the condensed aromatic rings, creating a sizeable electronic 
structure in which there is a strong interaction between the planes, thus forming a 
stacked structure. Out of plane interactions of gas-phase, PAHs and their stacking 
are the critical step for forming three-dimensional structures (Frenklach and 
Wang, 1991, 1994; Miller, 1991). The PAHs considered through the years for this 
process ranged from a  molecule with more than seven rings to very small PAHs 
like naphthalene. Other recent studies have concluded that inception begins with 
a ten-ring or 16-ring PAH (Botero et al., 2016, 2019; Adkins, Giaccai and Miller, 
2017). 

Initially, there was a strong belief about the vital role of pyrene in nucleation. 
Frenklach and co-investigators first proposed that dimerisation of PAHs as small 
as pyrene was necessary to correctly reproduce soot particle size distributions 
(Frenklach and Wang, 1991, 1994). Miller and co-workers (Miller, 1991; 
Herdman and Miller, 2008) also tested the importance of PAH dimerisation in the 
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soot nucleation process. Initially, Miller at al. precluded the possibility of PAH 
dimerisation as the start of soot nucleation (Houston Miller, Smyth and Mallard, 
1985). Then, they revisited the concept from a kinetic perspective, and they 
concluded that the process could occur when the PAH size is four times larger than 
pyrene (Miller, 1991). However, Schuetz and Frenklach (Schuetz and Frenklach, 
2002) re-emphasised the role of pyrene by investigating the collision of two pyrene 
molecules using semi-empirical molecular dynamics method. 

Recent theoretical studies indicate that pyrene dimerisation might not be an 
essential step in the soot formation process. For example, Chung and Violi (Chung 
and Violi, 2011) observed pyrene dimers or trimers using molecular dynamics 
simulations and concluded that they are not stable enough to grow into soot nuclei 
at soot generating temperature conditions. Kraft and co-workers (Totton, 
Misquitta and Kraft, 2012) studied the physical nucleation of several PAHs using 
simulations, concluding that in low-temperature regions of the flame (500 K− 
1000 K), physical nucleation may still be a competitive route for particle inception 
and growth for molecules larger than pyrene and the only circumcoronene was 
found to dimerise at 1500 K (Totton, Misquitta and Kraft, 2011).  

In a recent work, Kholghy et al studied the importance of reactive PAHs 
dimerization as driver of soot nucleation (Kholghy, Kelesidis and Pratsinis, 2018). 
In the study, the evaluated mechanism was based on the reversibility of nucleation 
in which: chemical bond formation reactions do not require H atoms to proceed; a 
fully reversible dimerization as the first step in PAH reaction for soot nucleation 
was considered; and chemical bond formation after reversible dimerization also 
was taken in account (Kholghy, Kelesidis and Pratsinis, 2018).  

Thus, they concluded that soot nucleation must involve strong chemical bond 
formation between dimers. Thus, initially unstable dimers are formed through 
reversible dimerization and then covalent bonds are formed. The species involved 
in this mechanism were expecially the very abundant small PAHs that forming 
dimers coul serve as soot nuclei (Kholghy, Kelesidis and Pratsinis, 2018). 

However, in addition to this issue, that is the size of PAHs to start with cluster 
formation, it is mandatory to understand the exact physical forces involved. 
Indeed, purely van der Waals interactions do not provide a universal or consistent 
explanation for the soot nucleation processes observed under different flame 
conditions. Detailed knowledge of this transformation is crucial for understanding 
soot formation in combustion systems. Besides, more profound knowledge of the 
mechanism of cluster formation is required to control structural transformations 
affecting the order/disorder degree of flame-generated engineered carbonaceous 
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particles, and thus their magnetic and conductive properties, which are of interest 
for optoelectronic applications (Kusakabe and Maruyama, 2003; Li et al., 2016; 
Mulay et al., 2019). 

In this regard, radical sites at PAH edges play a crucial role in forming 
condensed species. This concept dates back to the 1980s and the work done in 
Gottingen and Darmstadt by Wagner's and Homann's groups and at MIT by 
Howard's group (Homann and Wagner, 1967; Wagner, 1979; Howard, 1991; 
Keller, Kovacs and Homann, 2000). Later, in a series of contributions, D'Anna 
and co-workers proposed a soot nucleation mechanism based on the formation of 
cross-linked three-dimensional high-molecular-mass structures via chemical 
pathways involving propagation and termination of aryl and resonantly stabilised 
radicals (RSRs) (A. D'Anna et al., 2001; Andrea D'Anna, 2009; Andrea D'Anna et 
al., 2010; Sirignano et al., 2010). Notably, it was suggested that the generation and 
propagation of RSRs begin with adding an aryl radical to the double bond 9,10 in 
phenanthrene and five-membered- ring PAHs (A. D'Anna et al., 2001). These 
double bonds in phenanthrene and five- membered-ring PAHs can be easily 
broken, forming intermediate species in which electrons can migrate over the 
entire structure and continue the addition sequence, forming higher-molecular- 
mass species without encountering a barrier (Violi, Sarofim and Truong, 2001). 
The difficulty in explaining the rapid clustering to form carbon solids in flame has 
attracted renewed interest in clustering/reaction pathways involving radicals. 

In addition to the purely benzenoid PAHs, five-member rings are also present, 
and they seem to have a controlling role in the formation and growth of aromatic. 
Acenaphthylene-type rings, i.e., acenaphthylene and cyclopenta(cd)pyrene, are 
formed in flames due to their high stability, as predicted by Fahr and Stein (Stein 
and Fahr, 1985). This type of pentagonal ring can be rapidly formed by hydrogen 
abstraction followed by acetylene (C2H2) addition on a zig-zag edge of an aromatic 
structure as computationally observed by Frenklach and co-workers in a series of 
earlier investigations (Frenklach et al., 1985; Frenklach, Schuetz and Ping, 2005; 
Whitesides and Frenklach, 2010). In a combined experimental and computational 
study, Johansson et al. (Johansson et al., 2017) suggested  a relevant contribution 
of five-membered rings  for the soot precursor structures, as opposed to only six-
membered rings. However, only the recent use of high-resolution atomic force 
microscopy (HR-AFM) succeeded in providing a definitive assessment of the 
contribution and type of pentagonal rings in the incipient soot molecules 
(Commodo et al., 2019; Schulz et al., 2019). Other than acenaphthylene-type 
rings, a large variety of cross-linked bi-phenyl-, fluorene- and fluoranthene-like 
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PAHs have also been detected at the soot inception in laminar premixed flame. 
Notably, a remarkable number of PAHs containing pentagonal rings or even six-
membered rings with methylene groups (–CH2-) were also detected (Commodo et 
al., 2019; Schulz et al., 2019). 

The presence of groups, such as CH2 in a saturated ring or a CH in an 
unsaturated one or even a CH3 in an aliphatic chain, is fundamental in explaining 
how different radicals could be formed and their different roles in the inception 
step. Radicals can be classified as π or σ, according to whether the spin-bearing 
orbital is of the p or s type. Orbitals of s type are defined as symmetric and p 
orbitals as antisymmetric to the molecular plane that is also the π system nodal 
plane. π-radicals, in particular those with a comprehensive π system, are 
thermodynamically more stable than σ ones. However, more relevant to lifetime 
of radicals than their thermodynamic stability is their kinetic stability (or 
persistence). Persistent radicals (Griller and Ingold, 1976) are often sterically 
protected so that dimerization and other reactions are impeded. The formation of 
neutral radicals involves, in principle, homolytic cleavage of a covalent bond. A 
C-H or C-C bond must be broken to produce a hydrocarbon radical. This scission 
requires dissociation energy of 300 to 400 kJ/mol unless the bond is weakened by 
steric strain (Rüchardt and Beckhaus, 1980). 

Because of their low stability and high reactivity, σ radicals are less easy to 
detect. 

In the nucleation, H atom abstraction to –CH2- of the partially protonated rim-
based pentagonal rings or H atom addition to acenaphthylene-type cyclopenta 
rings form delocalized π radicals. Indeed, if an H atom is removed from the 
aromatic molecule composed of purely benzenoid rings, the unpaired electron 
occupies an orbital lying in the local molecular framework plane, forming a σ 
radical. Conversely, supposing that an H atom is removed from an sp3 hybridized 
carbon at the periphery of an aromatic molecule, such as a -CH2- group in a five-
membered or six-membered ring in a PAH, or that an H atom is added to an 
unsaturated ring, in that case, the unpaired electron occupies an orbital 
perpendicular to the local molecular framework, thus forming a π radical which 
delocalize over the entire molecule (Howard, 1991).  

Unpaired electrons in orbitals lying in the plane (σ radicals) cannot be 
delocalized on the aromatic system: it is the case of phenyl radicals. These σ 
radicals undergo sequential reactions of acetylene addition, leading to bigger 
aromatics (Frenklach et al., 1985). The self-combination of these types of radicals 
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forms bi-phenyl-like, cross-linked compounds (A. D'Anna et al., 2001). An 
unpaired electron located in an orbital perpendicular to the plane, π radical, can be 
delocalized through the entire molecule and stabilized by resonance. Besides, to 
be critical about the formation of the first aromatic ring (Miller and Melius, 1992), 
the resonantly stabilized π radicals have long been considered essential species in 
promoting soot nucleation and growth (Homann and Wagner, 1967; Keller, 
Kovacs and Homann, 2000). 

On the base of this new experimental evidences (Johansson et al., 2018; 
Commodo et al., 2019; Schulz et al., 2019), it has been speculated that resonantly 
stabilized π radicals, mainly due to partially protonated rim-based pentagonal 
rings, might be involved in the nucleation/ clustering of aromatics. These radicals 
promote bridging reactions (Frenklach & Mebel, 2020; J. W. Martin et al., 2019), 
leading to three-dimensional carbon structures. The role of resonantly stabilized 
radicals in aromatic growth and soot inception was already hypothesized by 
D'Anna et al. (A. D'Anna et al., 2000). Aromatic radicals are known to play a 
fundamental role in numerous branches of organic chemistry; one of the most 
investigated aromatic π radical compound, the phenalenyl radical, has been found 
to form a π-stacking intermolecular attraction, sometimes referred to as "pancake 
bond" or "multi-electron/multi-centre (me/mc)" consisting on an unusual 
delocalized covalent-like bond (Mou et al., 2014; Gao et al., 2016; Kertesz, 2019). 
This compound's particularity is the rapid interchange between a covalent bond 
formation and this pancake bond interaction. Recent literature, especially by DFT 
calculation, investigates the role of this unconventional stacking which is a half 
pure covalent bond and half pure van der Waal, in the inception step. The trial is 
to understand whether soot's growth may start from a combination of physical 
interaction and covalent bonding. The goal should be to understand how different 
levels of localization or delocalization of radicals on PAHs compound more or less 
aromatic influence the dimer and so the stacking formation in soot nucleation 
(Martin et al., 2019; Gentile et al., 2020). 

 
 

3.2.3 SURFACE GROWTH AND PARTICLE COAGULATION 
 
Once the first species pass to condensed status, the formation process 

continues by surface growth, namely a mass addition. 
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The addition involves not only acetylene, but aromatic particles also 
contribute to the growth by aromatization. Depending on the compound mainly 
responsible, structures linked by an aliphatic chain or larger aromatic islands are 
formed in this phase. Therefore, these two kinds of surface growth lead to the final 
form and amount of particles, even though by two different routes (Andrea 
D'Anna, 2009). The particles assume a spherical-like stacked configuration. 

However, both reactions involve molecular species and particles with the 
active site, namely with radicals. The formation of radicals on a surface is the 
limiting step for surface growth because as the reaction progresses, the reactive 
sites for the formation of radicals decrease since hydrogen atoms decrease, and the 
radicals tend to quench each other. 

A better knowledge of the radical sites on the reacting surface is a fundamental 
parameter to estimate the growth rate of particles. From this perspective, 
molecular growth depends on the ageing process occurring on the surface 
(Blanquart and Pitsch, 2009; Sirignano, Kent and D’Anna, 2010). Indeed, a factor 
that could drive the formation of the active site is the high temperature. 

Going on in the flame, the primary soot particles coagulate. Coagulation 
processes control the numerical concentration of soot particles, the size and the 
final morphology (Smoluchowski, 1916). 

This process is strongly controlled by physical characteristics of soot particles 
and combustion conditions, responsible for the nature of particles, which control 
the inception process, indirectly affecting the coagulation rate and, thus, the 
surface growth (D'Alessio et al., 2005). 

It is possible to classify two different coagulation ways: coalescent 
coagulation and aggregating coagulation.  

In coalescent coagulation, tiny particles or condensed species act like small 
droplets and tend to form a larger particle for a collision. In this case, van der 
Waals forces are responsible for the species' attraction and the formation of intra-
and intermolecular bonds. Moreover, coagulation leads to a bimodal distribution 
in particle formation during combustion (Zhao et al., 2003; Sgro et al., 2007). 

The sticking coefficient measured for small nanoparticles is temperature-
dependent, and in the flame, conditions can be up to three orders of magnitude 
smaller than at room temperature. This very low sticking efficiency makes these 
nanoparticles a not negligible intermediate state from the gas phase to large 
particles. They survive along the flame reactor and can be emitted (Minutolo et 
al., 2008).  
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3.2.4 OXIDATION  

 
For the last step of the mechanism, that is the oxidation, a specification must 

be done. Two kinds of oxidations processes exist, gas-phase oxidation and 
catalytic oxidation. The latter is widely diffused in the after-treatment system, e.g. 
in engine particulate filter stages, due to the possibility to reduce emissions of the 
largest particle formed in combustion (Seipenbusch et al., 2005; Choi and Foster, 
2006; Messerer, Niessner and Pöschl, 2006). 

Gas-phase non-catalytic oxidation has been studied, on the contrary, as a 
limiting stage during soot formation. The influence on the total amount of soot 
produced depends on the soot's oxidation resistance and the combustion 
environment's capability to give place to the oxidation process. The first problem 
is linked with the characteristic of the particles produced and the possible points 
of attack by oxidant species (Vander Wal and Tomasek, 2003). Molecular oxygen, 
O2, and hydroxyl radical, OH•, are the combustion environment's main oxidant 
species. Molecular oxygen is more present in a lean flame than a rich one. 
Conversely, OH• is present in almost all combustion conditions.   

The oxidation process is always active and intimately linked with the growth 
process, making the correct evaluation of the growth process even harder. An 
underestimation in the oxidation process can easily lead to an overestimation of 
the total soot amount.   

Different experimental and numerical studies have been performed to study 
the oxidation process. However, since the first studies on the oxidation process, 
two oxidation steps were individuated: surface oxidation and oxidation-induced 
fragmentation (Echavarria et al., 2011).  

Surface oxidation is when oxidizing species from the gas phase 
(predominantly hydroxyl radicals and molecular oxygen) react with soot particles' 
surface, removing carbon. This process is always active and is due to all oxidant 
species. 
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3.3 DOPED FLAMES 
 

As previously written, flame synthesis is one of the most profitable methods 
to obtain nanoparticles. Whether they are carbon nanoparticles or inorganic 
nanoparticles such as TiO2, SiO2, Al2O3, the general path that leads to their 
formation consists of the same steps, i.e. a gas phase followed by nucleation with 
mass and surface growth. Then, through agglomeration and coalescence, the 
clusters thus formed provide the "final product". To obtain nanoparticles of 
different natures or entity, it needs to act on the precursors used as a dopant in the 
hydrocarbon fuel. The state of the precursor can also affect the characteristics of 
the final product. Three methods exist to add a precursor in flame (Strobel and 
Pratsinis, 2007): 

• Vapour-fed aerosol flame synthesis (VAFS), a volatile 
precursor is burned in a hydrocarbon flame; 

• Liquid-fed aerosol flame synthesis (LAFS), a method for 
non-volatile precursors in which a liquid, an emulsion or slurry, is 
sprayed and converted into the final product. 

• The flame spray pyrolysis process (FSP), a liquid-phase 
mixture containing a metallorganic compound and a solvent, is 
dispersed into a flame where the resulting mixture droplets are 
combusted, generating small clusters. A relatively small pilot flame is 
used as such a source to ignite and sustain spray combustion.  

Several nanoparticles in different states, such as powder, solid, films, are 
produced through these combustion approaches. 

For example, to detect and investigate the nitrogen chemistry in flame, using 
a suitable precursor as a dopant is a practice always more diffuse. 

Indeed, nitrogen leads to NOx formation representing another combustion 
field issue because NOx  are considered one of the main air-polluting chemical 
compounds. In all combustion systems, there are three ways to form NOx. A given 
molar concentration of nitrogen and oxygen at a specific temperature leads to NOx 
formation; if the combustion temperature is below 1300 °C smaller concentrations 
of thermal NOx are formed. Then, some fuels contain nitrogen (e.g., coal) and in 
this way are made "fuel NOx" that results from oxidation of the already-ionized 
nitrogen contained in the fuel (Environmental Protection Agency (EPA), 1999). 
Another kind of NOx is formed by molecular nitrogen in the air combining with 
fuel in fuel-rich conditions. This nitrogen then oxidizes along with the fuel and 
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becomes NOx during combustion (Environmental Protection Agency (EPA), 
1999). 

Researchers use a doped flame in different pressure, temperature profile, and 
flame conditions (lean, rich, or stoichiometric). 

For instance, Shmakov et al. studied the formation and consumption of NO in 
lean, near-stoichiometric, and rich H2 + O2 + N2 flames doped with 0.03–0.1% of 
NO or NH3 using molecular-beam mass-spectrometry (Shmakov et al., 2010). 

Again, the valuation of NOx formation in the flame is also detected with a 
CH4+O2+N2 flame by always using NH3 as dopant with previous model work 
(Konnov, Dyakov and De Ruyck, 2006). 

In the past, the use of dopant in the pure hydrocarbon fuel was also practical 
to better understand the process of soot formation, with a clear comprehension of 
radical and non-radical species that formed in the nucleation and giving in this 
way an outstanding contribution to computer modelling (McEnally and Pfefferle, 
1998).  

Due to the depletion of fossil fuels, more and more attention has been given 
to biofuels, including a blending of pure fuel with alcohols, ethers, and esters 
considered one of the best alternatives to petroleum-based transportation fuels. 
The scientific community's expectation on biofuels is mainly focused on the 
possibility to reduce the production of environmental pollutants, clean the air, 
avoid all disasters, both human and ecological, which in recent years have been 
increasingly in the news. 

With this purpose, a significant section of the combustion community has been 
studying biofuels to have the opportunity to investigate their nature, but above all, 
the consequences they could have. Indeed, very often, using these fuels does not 
make it safe to be free from polluting by-products. In various studies, it has been 
discovered that using these alternative fuels to reduce the production of a pollutant 
leads to the introduction into the atmosphere of other types of harmful products. 
Biofuels' production must be carefully studied as  it must be subject to low costs 
to become more convenient and attractive. Many factors need to be considered to 
assert with absolute certainty that it’s worth the hassle, i.e. that the use of biofuels 
can give rise to an era in which coal and petroleum will not be needed. 

Studies and ad-hoc considerations have been made on the different biofuels, 
on their combustion chemistry, on the differences with pure hydrocarbon fuels. It 
is also mandatory to consider these alternative fuels' compatibility and fuel 
additives compatibility with current fuel-delivery infrastructure and engine 
performance.  
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An example of replacement or alternative to conventional hydrocarbon fuels 
are the oxygenates one that must be critically examined from different practical 
viewpoints such as availability and production costs, the energy content but also 
and especially the chemistry aspect and composition of the fuels (Agarwal, 2007; 
Chen, Shuai and Wang, 2007; Demirbas, 2007; Lapuerta, Armas and Rodríguez-
Fernández, 2008; Bolszo and McDonell, 2009; Fang and Lee, 2009; Klein-Douwel 
et al., 2009). What is studied very carefully is the influence of all these 
characteristics on the emissions of pollutants. For example, it has been studied that 
particulate emission can be reduced by adding ethanol (Chen, Shuai and Wang, 
2007). Nevertheless, undesired aldehyde emissions may then increase 
significantly (Agarwal, 2007). Also, increased NOx emissions have been observed 
from biodiesel combustion (Fang and Lee, 2009). Several variants of oxygenated 
fuels are currently available from starch, sugar, or oil crops, including bio-alcohols 
and biodiesel.  

However, the scientific community's primary interest remains to reduce the 
pollutant emission as CO2 and NOx. The current policy uses mixtures of fossil and 
biogenic fuels to replace the neat hydrocarbon fuels without any changes in the 
respective combustion engine. Indeed, the oxygenates additives could improve the 
combustions, leading to an early formation of radical species (Chen et al., 2007; 
Huang et al., 2009). Interactions of the reactive intermediates from all fuel blends 
components may affect combustion emissions (Pang et al., 2008; Piperel, Dagaut 
and Montagne, 2009).  

For example, oxygenate addition leads to increased levels of C3H3, a major 
benzene precursor, by the combination of CH3 and C2Hx species. The oxygenate 
additives could affect soot and pollutant formation, depending on flame 
configuration, such as a premixed and non-premixed flame (Song et al., 2003; 
McEnally and Pfefferle, 2007; Bennett et al., 2009).  

However, detailed models are required to study general decomposition and 
oxidation behaviour for some oxygenate fuels and fuel blends and to be able to 
attribute the correct influence on some pivotal reactions. Therefore, typical biofuel 
families include alcohols, ethers, esters, and some nitrogenated chemicals. Clearly, 
to understand intermediates and products formed, including pollutants, it is 
necessary to know or have a general comprehension of the involved chemical 
reaction and particularly to know the fuel molecule's innate chemical structure. 
Typical biofuels can produce PAHs and soot, like conventional hydrocarbon fuels. 
These emissions may be reduced concerning pure hydrocarbon molecules of 
similar size. This benefit is often paid for with the increased formation of carbonyl 
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compounds, including formaldehyde, acetaldehyde, acetone, and higher aldehydes 
and ketones 

Moreover, since aromatic compounds are the first species to be formed in 
hydrocarbon combustion chemistry, it can be very advantageous to extend this 
kind of study using fuels mixed with aromatic compounds, such as benzene, 
toluene, and other similar substance. Therefore, these fuels, containing directly 
aromatic additives, have been analysed and used in the laboratories to replicate 
usual pure fuels. This approach leads to a better understanding of their combustion 
and a significant possibility of reducing pollutant emissions (Simmie, 2003; 
Eddings et al., 2005; Battin-Leclerc, 2008). As previously said, the molecular fuel 
structure is crucial for the formation of PAHs and soot (Andrea D'Anna, 2009; H. 
Richter & Howard, 2000), responsible for the environmental pollution, above all. 
Thus, the approach to use an aromatic compound as an additive to fuel allows a 
detailed investigation of the role of aromatics in soot and PAHs production. The 
most used aromatic additive is benzene, the first aromatic ring generated in the 
combustion process. Indeed, in this work, the benzene has chosen to make an 
investigative and comparative study. The behaviour of flame doped with benzene 
is quite different from that of pure hydrocarbon one. First, aromatic addition leads 
to some changes in the combustion conditions such as fuel velocity, temperature, 
and above all, the sooting tendency. 

Indeed, whereas in aliphatic flames, there is a slow conversion of the aliphatic 
molecule to aromatic compounds, in aromatic flames, the aromatics are already 
present in the flame front zone, inducing the early formation of first particles. 

Also, for benzene flames, the processes of fuel oxidation and pyrolysis 
overlap: particle inception occurs in the primary oxidation region, in a flame 
environment utterly different to that encountered in the ethylene flame where 
particles nucleate in the post-oxidation region of the flame (D'Alessio et al., 1992; 
Andrea D'Anna & Violi, 2005; Haynes et al., 1980). Since these observations, 
precursor nanoparticles' transformation to soot may be controlled by different 
processes concerning aliphatic flames, and kinetic aspects could be more relevant 
than physical coagulation of the precursor nanoparticles. 

The benzene's importance arises from the fact that the first aromatic ring 
formation is the kinetic controlling step during soot formation (Homann and 
Wagner, 1967; Frenklach, 2002b; Violi, 2004; Alfè et al., 2007). 

The fuel chemical structure and the reaction environment result to influence 
also radical formation. It is the case of aromatic hydrocarbons, which during 
oxidation form resonantly stabilised π-radicals, e.g., cyclopentadienyl, benzyl, or 
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indenyl radicals, depending on the aromatic molecules involved in the oxidation 
process. The formation of such radicals promotes molecular growth, and for this 
reason, soot formation in aromatic fuel flames occurs across the flame front in an 
environment still rich in oxidising species. The different propensity of aromatic 
fuels in forming resonantly stabilised radicals already at the flame front and 
understanding the role of radicals in the formation of nascent particles are 
additional motivations of this thesis work. 
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CHAPTER 4: EXPERIMENTAL SET-UP, METHODS AND 
DIAGNOSTICS 

 

4.1 PREMIXED LAMINAR FLAME REACTOR 
 
The synthesis of carbonaceous nanoparticles was performed using a premixed 

laminar flame at atmospheric pressure, generated on a commercial burner, as a 
reactor. In this configuration, fuel and oxidant are mixed before the flame front, 
where they react together. This system represents an accessible combustion 
apparatus allowing to follow the combustion process, temperature, and species 
concentration, as a function of only one variable: the distance from the burner, or 
equally as a function of the residence time in the flame. Indeed, a premixed flame 
is a one-dimensional reactor, considered as a plug flow reactor.  

The burner used in this thesis work is a McKenna type, producing flat and 
high-stable flames, with a porous plug of 60 mm in diameter and a forced water 
circulation cooling system, allowing to stabilize flames with several cold gas 
velocities and equivalence ratios. The flame is  stabilized by a plate, positioned at 
about 40 mm above the burner. Figure 4.1 shows some pictures of the McKenna 
burner. 

 
Figure 4.1 Some pictures of McKenna Burner with experimental flame: a-b) 

Premixed ethylene-air flame 
 

First, carbon nanoparticle synthesis was performed by operating with a 
premixed ethylene air flame with a cold gas velocity equal to 9.8 cm/s (NTP) and 
a carbon-to-oxygen atomic ratio (C/O) set to 0.67, corresponding to a flame 
equivalence ratio (Φ) of 2.01.  

a) b)
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These carbon nanoparticles were compared with those produced in a 
subsequently comparative study with benzene, used as a dopant to the flame. 
During the comparative study, two flames were investigated, a laminar premixed 
pure ethylene flame and the same flame in which 30% of ethylene carbon was 
replaced by benzene. The two flames were identical, i.e., the same equivalence 
ratio, temperature, and unburned gas velocity. Each flame was split into two set: 
the first with an equivalence ratio, Φ, fixed at 1.89 and a C/O ratio equal to 0.63; 
the second flame set with a Φ  fixed at 2.01 and a C/O ratio equal to 0.67. The gas 
velocity and equivalence ratio are kept constant with the only difference in the gas 
temperature. Indeed, to avoid the benzene condensation and assure equal inlet 
conditions, the gases were pre-heated to 100 °C.  

The flames temperature was measured by an R-type thermocouple (Pt/Pt-13% 
Rh) with a spherical junction with a diameter of 300 µm using a rapid insertion 
procedure as described in a previous work by (De Falco et al., 2017).  

The flame operation was performed with gases supplied by Brooks mass flow 
controllers. 

 
 

4.2 SAMPLING METHODS 
 
The production of flame carbon nanoparticles was performed using a 

horizontal tubular probe with a downward orifice positioned at the flame's 
sampling point. The probe is made of  stainless steel with a 1 cm outer diameter 
and an orifice with a thickness of 0.5 cm. The orifice  diameter is of different 
measure depending on the experimental analysis. A diameter of 0.2 mm was used 
for particle size distribution analysis; probes with a diameter of 0.3mm, 0.6 mm 
and 2.5 mm were often used to collect particles on filters for off-line 
characterizations. In each sampling, the probe underwent rapid clogging, and had 
to be mechanically cleaned. The sampled flow entering the probe was mixed to a 
turbulent N2 diluent flow, reaching a dilution ratio on the order of 1:3000. The 
nitrogen flow rate and the sampling procedure were optimized to prevent particle 
aggregation and to quench chemical reactions, thus preventing particle mass 
growth within the sampling line. 

The particles were collected on filters (Whatman QM-A Quartz Microfiber 
Filters, 47 mm and 25 mm; FluoroporeTM PFTE Membrane Filter, showed in 
Figure 4.2) positioned in a filter holder. 
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Figure 4.2 Picture of some sampled filters. a)-c) Quartz filters; d)-e) Teflon Filters 

Several samplings were performed collecting the particle to different 
residence times, i.e. different height above the burner, HAB, to study particles' 
evolution in the flame. The amount of sampled materials depended on the under-
pressure created in the probe; in these samplings, the value was fixed 
approximatively to -60 mm H2O.  

Figure 4.3 shows a schematic of the sampling apparatus. 

a) b) c)

d) e)
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Figure 4.3 Experimental set-up. a) McKenna burner generates a premixed laminar 
ethylene-air flame stabilized by a plate. The Carbon nanoparticles are introduced by a 
small orifice of the dilution probe and diluted by using N2. A manometer regulates the 

pressure . b) the Particles are collected on a filter located in a filter holder at the end of 
the probe. c) Linked to the probe, there is the DMA for on-line measurement ( for a 
semplification of the image, DMA has been painted at 90 degrees with respect to the 

samapling line). 

The sampling system was similar to collect particles in the flame doped with 
30% Benzene, as shown in Figure 4.4. However, there was a need to introduce 
benzene in this second apparatus. Benzene had to be vaporized by a condenser 
from which air and N2 enter. The three components pass through a tube about 6 m 
long, heated by appropriate heating elements, and then mix with ethylene just 
before entering the burner. 

C2H4/air mixture

Sampling N2

Stabilizing plate

McKenna
burner

Dilution 
probe

DMA
TapCon

FCE

HAB

X-Ray

Pinhole nozzle

Quartz filter

(a)
(b)

(c)

Pressure manometer

Pump
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Figure 4.4 Experimental set up for Benzene measurements: A syringe pump injects 
liquid benzene into a condenser which is the entrance of air an N2. The three gases flow 
through a heated tube about 6 m long and mix to ethylene just before entering in the 
burner generating a premixed laminar ethylene-air-benzene flame stabilized by a plate.  
 

The collected particles were characterized by on-line and ex situ techniques.  
By a differential mobility analysis (DMA) as on-line technique, the particles 

were studied in terms of their particle size distribution. At the probe outlet, the 
flow of particles passes through another cooled probe directly connected to the 
DMA, which is immediately downstream of the collection system. 

The particles collected on filters were analyzed by ex-situ measurements of 
prevalently spectroscopic techniques such as Raman spectroscopy, Electron 
Paramagnetic Resonance Spectroscopy, Nuclear Magnetic Resonance 
spectroscopy. 

In the following sections, a brief description of the theoretical principles 
behind these spectroscopies will be presented. Moreover, in addition to these 
experimental tests, in this thesis work, great attention has been paid to a 
computational calculation to theorize, as mentioned in previous sections, radical 
PAHs' behaviour during nucleation. 
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4.3 EXPERIMENTAL TECHNIQUES 

 
4.3.1 DIFFERENTIAL MOBILITY ANALYSIS (DMA) 

 
Differential mobility analysis (DMA) is one of the possible detection systems 

that give some information about particle size distribution function leading to a 
clear view of what happens in the flame. 

DMA utilizes two simple principles: separation of particles forming a mono-
disperse aerosol and counting particles present in this aerosol.  

DMA consists of three components: a neutralizer, an electrostatic classifier, 
and a detector.  

The neutralizer  charges particles with a known steady-state charge 
distribution, which are then selected for their electrical mobility in the electrostatic 
classifier and divided into different monodisperse aerosols. The detector counts 
the number of particles per unit volume of each monodisperse aerosol. A 
Condensation Particle Counter (CPC), based on an optical counting of particles, 
or an Electrometer, a very sensitive ampere-meter that directly measures the 
charges, can be used as detectors. 

The electric field, which is radially oriented, acts on charged particles that 
flow through. Charged particles change their trajectory according to laws of 
interaction between charges and electric fields. The particles' movement is 
strongly dependent on the electrical mobility diameter,. With an opportune 
opening at the end of the cylinders and by varying the electric field applied, it is 
possible to obtain from a poly-disperse aerosol many different mono-disperse 
aerosols according to the law of Millikan-Fuch for spherical particles:  

𝑍𝑍 =
𝑞𝑞𝑞𝑞𝐶𝐶𝑒𝑒

3𝜋𝜋𝜋𝜋𝑑𝑑𝑀𝑀 
                           (4.1) 

 
Where q is the number of charges in the particle, e is the unit charge, and μ is 

the carrier gas's viscosity. The Cunningham factor Ce is a function of the Knudsen 
number (Hinds, 1982). 

The mono-disperse aerosol is sent to the particle counter, which gives the 
number of particles per volume. The analysis of single mono-disperse aerosols can 
reconstruct the particle size distribution function.  



 

57 

CPC counts the particles after they pass through a chamber in which a 
supersaturated atmosphere of volatile alcohol, generally butanol, is created to let 
particles grow and thus more easily be counted. The counting meyhoddepends on 
the type of particles, supersaturating level, and how particles grow; however, it 
has been quite reliable for a wide range of conditions. Several errors could occur 
during the analysis because of the instrument and the sampling system, but many 
adjustments can minimize the sampling effect on the sampled material.  

In the studied system and sampling method, such as the flame and probe 
sampling, the possible artefacts generally rely on two points: the perturbation on 
the flame and the effect on the material within the probe. The first one is almost 
impossible to avoid since the insertion of a sampling system in the flame cause 
somewhat perturbation. However, the perturbation can be minimized by reducing 
the size of the probe.  

The Differential Mobility Analysis system used for this research activity was 
a TSI equipped with an X-ray charger (TSI Model 3088), an electrostatic classifier 
(TSI Model 3082), and counted by an ultrafine condensation particle counter (TSI 
Model 3776). The aerosol flow was set at 1.5 L/min, and the sheath flow at 15 
L/min, the particle size region achieved by the instrument is 1.98-65 nm with high 
voltage at 9700 V, no impactor was used. The Aerosol Instrument Manager (AIM) 
operating software converted the measurement data to the size distributions, 
calculated as dN/dlogDp. Afterwards, corrections for multiple charge  and 
diffusion loss  were performed using the Multi-Instrument Manager software. 

 
 

4.3.2 RAMAN SPECTROSCOPY 
 
Raman spectroscopy is vibrational spectroscopy, considered a powerful 

technique to investigate the chemical and structural modification of 
nanostructures. 

In 1928 Raman discovered this new type of radiation (Raman and Krishnan, 
1928), which led him to the Nobel Prize in Physic in 1930. Raman spectroscopy 
is a two-photon inelastic light-scattering event. Here, the incident photon is of 
much greater energy than the vibrational quantum energy and loses part of its 
energy to the molecular vibration with the remaining energy scattered as a photon 
with reduced frequency. In Raman spectroscopy, the interaction between light and 
matter is an off-resonance condition involving the molecule's Raman 
polarizability. 
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Raman vibrational spectra are composed of bands that are characterized by 
their frequency (energy), intensity (polarizability), and band shape (environment 
of bonds). Since the vibrational energy levels are unique to each molecule, the 
Raman spectrum provides a "fingerprint" of a particular molecule. These 
molecular vibrations' frequencies depend on the masses of the atoms, their 
geometric arrangement, and their chemical bonds' strength. The spectra provide 
information on molecular structure, dynamics, and the environment. 

In a typical Raman experiment, a laser is used to irradiate the sample with 
monochromatic radiation. Laser sources are available for excitation in the UV, 
visible, and near-IR spectral region. The light scattered photons revealed by 
Raman spectroscopy include the dominant Rayleigh elastic  

scattering and only a minimal amount of Raman scattered light, both processes 
are depicted in Figure 4.5. No energy is lost for the elastically scattered Rayleigh 
light while the Raman scattered photons lose some energy relative to the exciting 
energy to the specific vibrational coordinates of the sample.  

 
Figure 4.5 Jablonski diagram of Rayleigh and Raman scattering representation. 

 
Both Rayleigh and Raman are two-photon processes involving the incident 

light's scattering, from a "virtual state." A transition from the ground state 
momentarily absorbs the incident photon into a virtual state, and a new photon is 
created and scattered by a transition from this virtual state.  

Rayleigh scattering occurs when the scattered photon transitions from the 
virtual state back to the ground state. This elastic scattering, resulting in no change 
in energy (i.e., occurs at the laser frequency) is the most probable event with a 
scattered intensity is ca. 10-3 less than that of the original incident radiation. 
Conversely, Raman scattering is far less probable than Rayleigh scattering with an 
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observed intensity ca. 10-6 less than that of the incident light for strong Raman 
scattering. This scattered photon results from a transition from the virtual state to 
the first excited molecular vibration state. 

As shown in Figure 4.5, two types of Raman scattering exist, Stokes and anti-
Stokes. Molecules initially in the ground vibrational state give rise to Stokes 
Raman scattering, molecules in the vibrationally excited state give rise to anti-
Stokes Raman scattering. The Stokes' intensity ratio relative to the anti-Stokes 
Raman bands is ruled by the sample's absolute temperature and the energy 
difference between the ground and excited vibrational states. At thermal 
equilibrium, Boltzmann's law describes the ratio of Stokes relative to anti-Stokes 
Raman lines. The Stokes Raman lines are much more intense than anti-Stokes 
since most molecules are in the ground state at ambient temperature. 

Figure 4.6 reports a typical Raman spectrum of diffused light reported as 
intensity (arbitrary units) concerning the Raman shift, i.e. the shift from incident 
light frequency. Stokes and Anti-Stokes lines are symmetrical with the Rayleigh 
line, and the position of the peaks for the Rayleigh line represents the energy shift 
that occurred during molecule variation of its initial vibrational level. Stokes lines 
provide information about molecule functional groups and their vibrational modes. 

 

 
Figure 4.6 Scattered light spectrum. Stokes and Anti-Stokes lines are symmetrical 

with the Rayleigh line. (www.omegafilters.com) 
 
Raman spectroscopy system consists of: 
• Laser beam generator; 
• A sampling system to deliver a laser beam on the sample and collect 

Raman signal; 
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• A filter  system to separate Raman scattering  signal from Rayleigh elastic
one; 

• A detector.

Figure 4.7 Blocks diagram of Raman spectrometer (Baker, Hughes and Hollywood, 
2016). 

The laser beam from an excitation source overcomes a series of filters to 
isolate a monochromatic light, cutting all other frequencies and focalized on the 
sample using a microscope objective. Diffused light focusing on a mirror passes 
through some filters to remove laser wavelength (commonly a notch and edge 
filter). Scattered light, mainly composed of inelastically component, is then 
focused on the detector that collects the signal sending it to a computer for 
processing. 

Raman spectroscopy plays an essential role in characterizing carbon materials, 
mainly because it gives some necessary chemical/structural information. 

Figure 4.8: Raman spectra of diamond and a sample of graphite on a silicon 
substrate(Thermo Scientific) 
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Figure 4.8 shows several standard features of the Raman spectra of two carbon 
materials such as Graphite and Diamond. The 800–2000 cm-1 region, the first-
order region, is mainly dominated by the so-called G and D peaks, which lie at 
around 1580 cm-1and 1350 cm-1 for visible excitation (Ferrari and Robertson, 
2001b).  
The G peak ( graphitic peak), which is due to every sp2 bond, is mostly insensitive 
to defects only presenting small changes in width and position of the maximum as 
a function of the different carbon structures The D peak (Disorder peak) is 
observed at about 1350 cm-1. It is due to disorder produced by defects in the 
otherwise perfect aromatic network. Defects could be of different types (small 
crystallite sizes or grains, vacancies). The second-order region, 2000-3500 cm-1, 
of the Raman spectrum, is due to overtones and combination modes of the bands 
observed in the first-order region.  

Raman analysis was performed in this thesis work using a Horiba Xplora 
Raman Microscopes equipped with a 100X objective (NA0.9, Olympus). The laser 
source was a frequency-doubled Nd: YAG laser ( λ= 532 nm, 12 mW maximum 
laser power at the sample) and an infrared laser (λ= 785 nm). The system's 
calibration was performed against the Stokes Raman signal of pure silicon at 520 
cm −1. A 200 μm pinhole was used for confocal photons collection. The excitation 
laser beam's power and exposure time were opportunely adjusted to avoid the 
sample's structural changes due to thermal decomposition. Spectra were obtained 
with a laser beam power of 1%, and then baseline corrected and normalized to the 
maximum of the G peak. 

 
 

4.3.3 ELECTRON PARAMAGNETIC RESONANCE (EPR) 
 
For the first time, the study of carbon nanoparticles produced in a laminar 

flame is implemented with resonance techniques, specifically EPR and NMR.  
The first one is a  technique used in this work for the detection of radicals in 

flame. EPR technique can also identify which kind of radicals are present in the 
analyzed compounds. Namely, the technique gives information such as the 
unpaired electron's position if placed on a C atom or upon/near a heteroatom. This 
information is of extreme importance to understand the presence of oxygen, for 
example. Some examples of EPR analysis of similar materials could mention EPR 
acquisition performed on particulate soot emissions and residue ash from 
controlled combustion of common types of plastic (Valavanidis et al., 2008) 
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broadness of the EPR signal indicates the presence of several paramagnetic 
species. Also, cigarette tar has been analyzed by EPR (Church and Pryor, 1985). 
These analyses revealed that cigarette tar contains several exceptionally stable 
radical species observed directly by electron spin resonance spectroscopy. 
Moreover, EPR analyses were performed to study the atmospheric environment 
(Yordanov, Lubenova and Sokolova, 2001) in different places to separate the 
contribution of various carbon compounds to air pollution. 

However, in this thesis work, this technique has been applied to investigate 
the presence of radicals previously observed by AFM analysis (Commodo et al., 
2019; Schulz et al., 2019) and study the change of the radical nature as the particles 
evolved in flame. 

EPR is a non-destructive analytical technique and is the only method available 
to detect paramagnetic species directly. EPR allows the identification and 
quantification of free radicals and transition metal ions in solids, liquids, gases, 
cells, and in vivo. From cell membranes to nano-diamonds, EPR applications 
spread far and wide through many fields: chemistry, material research, life science, 
quantum physics and quality control. In electrochemistry, redox chemistry, 
photochemistry, and catalysis, EPR can study metal centres and radicals involved 
in chemical processes. Among the many areas in material science, applications 
include polymer synthesis, testing the purity of silicon in solar cells, and 
characterising nano-diamonds and diamond grading. In this thesis work, EPR 
proved to be a magnificent technique that allowed us to confirm radicals' presence 
and study their role in the flame evolution process. 

EPR is a resonance spectroscopy technique that utilizes microwave radiation 
to probe species with unpaired electrons, introduced in an externally applied static 
magnetic field. Therefore, this technique's application is handy in studying 
paramagnetic species and characterization of those species' chemistry and kinetic 
formation.  

An electron is a negatively charged particle with two types of angular 
movements, showed in Figure 4.9. The first one is the spinning around the nucleus, 
which brings to an orbital magnetic moment, 𝜋𝜋𝑙𝑙. The other is the intrinsic angular 
momentum ,spin magnetic moment, 𝜋𝜋𝑠𝑠.  
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Figure 4.9 Representation of magnetic moments for electrons 

 
Electrons angular magnetic momentum and spin momentum are reported in 

the following equations: 

𝜋𝜋𝑙𝑙 = −
𝑞𝑞

2𝑚𝑚𝑒𝑒
�𝑙𝑙(𝑙𝑙 + 1)

ℎ
2𝜋𝜋

= −𝜋𝜋𝐵𝐵�𝑙𝑙(𝑙𝑙 + 1) = −𝜋𝜋𝐵𝐵𝑚𝑚𝑙𝑙                            (4.2) 
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𝑞𝑞

2𝑚𝑚𝑒𝑒
�𝑠𝑠(𝑠𝑠 + 1)

ℎ
2𝜋𝜋

= −𝑔𝑔𝜋𝜋𝐵𝐵�𝑠𝑠(𝑠𝑠 + 1) = −𝑔𝑔𝜋𝜋𝐵𝐵𝑚𝑚𝑠𝑠                 (4.3) 

where: 
• e = electronic charge; 
• me = electron mass; 
• l = angular quantum number; 
• ml = magnetic quantum number; 
• s=spin quantum number; 
• ms =magnetic spin quantum number; 
• h = Planck constant; 
• g = Landè factor; 
• µB = Bohr magneton. 
 
The Bohr magneton, µB, is the value of the orbital magnetic moment of 

hydrogen atom electron in the ground state. It represents a fundamental physics 
constant for measurement of the magnetic moment of atoms, atomic nuclei, 
electrons, and subatomic particles momentum, and it is defined as: 

 

𝜋𝜋𝐵𝐵 =
𝑞𝑞ℎ

4𝜋𝜋𝑚𝑚𝑒𝑒
                                                      (4.4) 

The Landè factor, g, is a characteristic parameter of the radical whose value 
depends on: 



 

64 

• the angular spin momentum; 
• the orbital angular momentum (which depends on the shape and symmetry 

of the electron orbital); 
• the environment around the electron. 
 
The factor ge is known as the free electron g-factor with a value of 

2.002319304386 (one of the most accurately known physical constants). 
In the situation of a single unpaired electron, ms assumes two values that are 

ms = 1
2
 and ms = −1

2
  also indicating like the two spin states known as α, ( ↑, spin 

up) and β ( ↓, spin down). In this way, μs assumes these following expressions: 

𝜋𝜋𝑠𝑠 = �−𝑔𝑔𝜋𝜋𝐵𝐵
1
2

;𝑔𝑔𝜋𝜋𝐵𝐵
1
2�

                            (4.5) 

 
In the absence of an external magnetic α and β are degenerate.  

 
Figure 4.10: spin up and down prefiguration 

 

When the electron interacts with an external magnetic field (B), the interaction 
energy will be equal to: 

𝐸𝐸 =  −𝜋𝜋𝑠𝑠𝐵𝐵 = −(−𝑔𝑔𝑒𝑒𝜋𝜋𝐵𝐵𝑚𝑚𝑠𝑠)𝐵𝐵 =  +𝑔𝑔𝑒𝑒𝜋𝜋𝐵𝐵𝑚𝑚𝑠𝑠𝐵𝐵                      (4.6) 

 
Therefore, E is different for the two different spin states: 
 

𝐸𝐸+ =  𝐸𝐸
+12

=  +2
1𝑔𝑔𝜋𝜋𝐵𝐵  𝑓𝑓𝑓𝑓𝑓𝑓 𝑚𝑚𝑠𝑠 =  +2

1 ( 𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠 𝑢𝑢𝑠𝑠;𝛼𝛼)             (4.7) 

𝐸𝐸− =  𝐸𝐸
−12

=  −2
1𝑔𝑔𝜋𝜋𝐵𝐵 𝑓𝑓𝑓𝑓𝑓𝑓 𝑚𝑚𝑠𝑠 =  −2

1  ( 𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠 𝑑𝑑𝑓𝑓𝑑𝑑𝑠𝑠;𝛽𝛽)        (4.8) 

Spin-up, α
s= 1

2

Spin-down, β
s=−1

2
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The difference between the two energy states, 𝐸𝐸+ − 𝐸𝐸− =  ∆𝐸𝐸 = 𝑔𝑔𝑒𝑒𝜋𝜋𝐵𝐵𝐵𝐵 is 

defined as electron-Zeeman splitting, which is proportional to the strength of 
applied external magnetic field B, as displayed in Figure 4.11. At a value of B=0, 
the two energy levels are degenerate, but the energy difference increases with B. 

 
 

Figure 4.11: Electron- Zeeman splitting representation. 
 
The transition between the two levels, i.e., spin inversions αβ, is induced by 

an electromagnetic radiation hν, provided that: 
• the direction of the magnetic field associated with this radiation is 

perpendicular to that of the external magnetic field B, i.e., it lies in the XY plane; 
• the energy of the radiation is equal to that of the Zeeman splitting, 

hν= 𝑔𝑔𝑒𝑒𝜋𝜋𝐵𝐵𝐵𝐵. 
 
The second point is the well-known resonance condition, expressed as: 

𝜈𝜈 =  𝑔𝑔𝑒𝑒(𝜋𝜋𝐵𝐵 ℎ⁄ )𝐵𝐵 = 𝛾𝛾𝐵𝐵 𝑓𝑓𝑓𝑓 𝜔𝜔 = 𝑔𝑔𝑒𝑒 �
𝜋𝜋𝐵𝐵
ℏ
�𝐵𝐵 = 2𝜋𝜋𝛾𝛾𝐵𝐵      (4.9) 

where ν (in Hz = 𝑠𝑠−1 ) is the frequency of the electromagnetic radiation. 
Conversely, ω= 2πν  is the angular frequency that is also the frequency of the spin 
S processing around B, Larmor frequency. 

An EPR experiment could be acquired by varying ν , B, or both to attain the 
resonance condition. For technical reasons, the choice falls in keeping the 
frequency ν constant and varying the field strength B to bring it to the value at 
which the resonance condition is rewarded. One generally uses the microwave 
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(MW) X band with a ca. 9500 MHz frequency, which requires a field strength B 
of ca 340 mT. 

Besides the resonance condition, other pre-requisites are required for a 
successful electron spin resonance experiment. Indeed, to observe an ESR signal, 
many electrons in a suitable environment are needed.  

The numbers of electrons in the two Zeeman levels, E+ and 𝐸𝐸−, are their 
populations 𝑠𝑠+and 𝑠𝑠− , respectively. According to the Boltzmann distribution law, 
the ratio of these populations is: 

𝑠𝑠+
𝑠𝑠−

= 𝑞𝑞
∆𝐸𝐸
𝑘𝑘𝑘𝑘 =  𝑞𝑞

−𝑔𝑔𝜇𝜇𝐵𝐵𝐵𝐵
𝑘𝑘𝑘𝑘       (4.10) 

where k is the Boltzmann constant, and T is the absolute temperature in K.  
 
In the absence of an external magnetic field the two population are degenerate 

but for B > 0, the population 𝑠𝑠− is larger than 𝑠𝑠+, i.e., there is an excess of spins 
in the lower energetic level than the higher one. 

A transition occurs when some spin-up electron converts in spin down. This 
process, leading to magnetization, involves energy transfer from the spin ensemble 
to the lattice, and it occurs by spin-lattice relaxation (SLR).  

To understand the SLR effect, it needs to introduce the Heisenberg uncertainty 
relation, ∆E ⋅∆t ≈ ℏ. 

An equivalent formula also expresses the Heisenberg relation: 

Δ𝜈𝜈Δ𝑡𝑡 = 𝛾𝛾ΔΒΔ𝑡𝑡 ≈ 1
2𝜋𝜋 �      (4.11) 

 
Where ∆ν or ∆B stands for the ESR signal's width, ∆t is a spin state's lifetime. 

Thus, by relaxation time and by lifetime spin state depend on an EPR signal's 
width so a long, or short, lived state gives rise to a narrow, or broad, EPR signal. 

The lifetime, ∆t, of the spin state α or β is determined by the relaxation times 
T1e and T2e: 

1 Δ𝑡𝑡 ∼ (1 𝑇𝑇1𝑒𝑒) + (1 𝑇𝑇2𝑒𝑒)                  (4.12) ⁄⁄⁄  

 
T1e is the above mentioned spin-lattice relaxation (SLR) time, and T2e is the 

spin-spin relaxation (SSR) time of electron. Whereas SLR governs energy 
exchange between the spins and the environment (lattice), SSR comprises 
interactions within the spin ensemble without such an exchange.  
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Generally, T1e is long for organic radicals without heavy atoms (10−3to 10−1 
s). Because T2e is much shorter (10−5 to 10−7s) then it is possible to write: 

1 Δ𝑡𝑡 ∼ 1 𝑇𝑇2𝑒𝑒                                    (4.13)⁄⁄  

 
Hence, according to the uncertainty principle, the linewidth becomes: 

𝛥𝛥𝛥𝛥 = 𝛾𝛾𝛥𝛥𝐵𝐵 ∝
1
Δ𝑡𝑡

  ≈
1
𝑇𝑇2𝑒𝑒

                     (4.14) 

 
The EPR spectrum usually reports the signals as the first derivative, dA/dB, 

of the absorption A concerning B as a function of B, Figure 4.12. The absorption 
peak A and the subsequently first derivate peak could be associated with a 
Gaussian, a Lorentzian, or an appropriate mixture of both curves. The bell-like 
form of the Gaussian curve has a broader waist and shorter tails than its Lorentzian 
counterpart 

In an EPR spectrum is mandatory to evaluate characteristic parameters such 
as Amax, the maximum of A, ∆B1/2, the peak width at its half-height (Amax/ /2), and 
∆Bpp, the peak-to-peak distance of the derivative curve dA/dB, Figure 4.12.  

 
 

Figure 4.12: An example of EPR signal. It is usually recorded as the first 
derivative, dA/dB. The image also reported the characteristic parameters of a spectrum: 

Amax, and ΔB1/2, the peak width at its half-height (Amax/2) and ΔBpp, the peak-to-peak 
distance of the derivative curve dA/dB. 
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By formula 3.9 the resonance condition depends on both the magnetic field's 
intensity and the electromagnetic radiation frequency. Indeed, an EPR experiment 
is mandatory to specify the band in which the spectrum has been acquired. The 
different bands with their specification have reported in table 4.1. 

 
Table 4.1 Different acquisition band in an EPR experiment. For each band, the 

correspondent frequency and magnetic field are reported. 
BAND FREQUENCY 

(GHz) 
MAGNETIC FIELD 
(Gauss) 

L 1.1 390 
S 4.0 1430 
X 9.75 3480 
Q 34.0 12100 
W 94.0 33500 

 
Obviously, in a molecule, other nuclei can act as a secondary magnetic source, 

leading to a nucleus-electron interaction that must be taken into account. These 
interactions originate the peaks subdivision into a series of peaks whose number 
depends on nuclei types. 

As regards the instrumentation, a typical EPR spectrometer. consists of the 
following components: 

1. microwave bridge, containing the microwave source and the detector; 
2. sample holder cavity; 
3. magnets, placed on the sides of the sample holder; 
4. controller, for data analysis and for controlling spectrum acquisition 

parameters. 
The first component of the microwave bridge is the microwave source. The 

source can be a diode-Gunn or a klystron; in both cases, it can generate a 
microwave beam at a precise and constant frequency between 9 and 10 GHz. The 
radiation is sent to the sample through the waveguide and reflected from the 
sample holder cavity back to the microwave bridge where the detector, consisting 
of a photodiode, detects the light signal and transforms it into an electrical signal. 
This signal, first through the console and then through the computer, is reprocessed 
and transformed into the conventional spectrum. 

Precisely, the detector consists of a Schottky barrier diode, which converts the 
light signal's power into an electric current. The diode current generated is 
proportional to the light power for the light power signal's low values called a 
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linear detector. Instead of high radiation power values, the diode current is 
proportional to the power's square root, and therefore it is called a square-law 
detector. 

To ensure this within the microwave bridge additional radiant power, also 
called "bias", is sent to the detector. 

Inside the microwave bridge, there is a current control system generated by 
the diode, as if this exceeds 400 μA, the power of the radiation is too high for the 
detector which could be damaged. When this situation occurs, the radiant power 
is automatically lowered. 

The sample holder cavity consists of a metal container whose geometry 
changes according to the sample. When the resonance condition is reached, the 
source's radiation is held inside the cavity and not immediately reflected.  

When the cavity's resonance conditions are verified, the radiation's electrical 
and magnetic components are out of phase: when the electric field is at the minimal 
value, the magnetic field is at maximum one, and vice versa. 

Therefore, it is worth placing the sample inside the cavity in the correct 
position to  electric field interference during the measurement acquisition. 

The sample is placed in a tubular cuvette and then in the cavity. 
 
In this work, EPR spectroscopy experiments are acquired for Carbon 

nanoparticles produced by flame and collected on several quartz and Teflon filters. 
The sampling procedure was explained in paragraph 4.2. The production of flame 
Carbon nanoparticles was performed using a horizontal tubular probe with a 
downward orifice positioned at the flame's sampling point. For the filters 
acquisition in the EPR experiments, the used probe was characterized by a 0.3mm 
orifice. The analysis was carried out employing X-band (9 GHz) Bruker Elexys E-
500 spectrometer (Bruker, Rheinstetten, Germany), equipped with a super-high 
sensitivity probe head. 

Defined quartz filters were co-axially inserted in a standard 8 mm quartz 
sample tube, and the measurements were performed at 25 °C. The instrumental 
settings were as follows: 

• sweep width, 100 G; 
• the resolution, 1024 points; 
• modulation frequency, 100 kHz; 
• modulation amplitude, 1.0 G. 
EPR spectra were recorded at an attenuation value of 15 dB, and 128 scans 

were accumulated to improve the signal-to-noise ratio. The g-factor values were 



 

70 

evaluated through an internal standard (Mg/MnO), inserted in the quartz tube co-
axially with the samples. 

 
 

4.3.4 NUCLEAR MAGNETIC RESONANCE (NMR) 
 
The second resonance technique, NMR, is widely adopted in organic 

chemistry, and also routinely used to characterize hydrocarbon fuels, solvent-
soluble coal fractions, and asphaltenes (Guillén, Dı́az and Blanco, 1998; Dutta 
Majumdar et al., 2013) but only a few attempts have been performed for soot 
analysis and more in general for fuel-combustion products (Santamaría et al., 
2006, 2007). 

In our specific case, NMR proved to be very useful in identifying H atoms 
belonging to functional groups responsible for forming the radicals involved in 
different evolutionary patterns of PAHs in the flame in the nucleation process. 

NMR analysis acquisition utilizes basic properties of atoms, namely the ability 
to create a magnetic field by rotating around its axis, i.e., through its spin. 

The atomic nucleus possesses a charge and charge in motion generates a 
magnetic field, characterized by its proper  magnetic moment, µ.  

The spin properties of protons and neutrons in a nucleus combine to define the 
total spin, namely the nuclear spin quantum number (I), from which their possible 
magnetic moment derives. Indeed, not all atomic nuclei have magnetic properties, 
but only nuclei with I ≠ 0, namely all those nuclei with odd atomic numbers and/or 
atomic mass.  

The most studied nuclei in the NMR analysis are 1H and the 13C both with the 
quantum spin I number equal to ±1/2. 

The following equation relates I and µ: 
 

             𝜋𝜋 =   
𝛾𝛾 ∙ 𝐼𝐼 ∙ ℎ

2𝜋𝜋
                                                (4.15)         

 
Where ℎ is Planck's constant and γ is the gyromagnetic ratio representing the 
nucleus frequency in an external magnetic field. This parameter differs from 
a nucleus to another being an intrinsic characteristic of the nucleus, not 
predicted theoretically but only experimentally. 
 

https://en.wikipedia.org/wiki/Gyromagnetic_ratio
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Related to I there is the magnetic quantum number, m=2I+1, that represents 
the number of spin states in which a nucleus is split in an external constant 
magnetic field (B0).  

Being I= ±1/2, m=2 represents the two energy state levels α and β, which are 
degenerate in the absence of magnetic perturbation. When an external magnetic 
field is applied, the two energy levels split and α level, µ=1/2 parallel to a magnetic 
field, goes to an energy level lower than β one, µ=  ̶ 1/2  antiparallel to the magnetic 
field. 

The theory of NMR is very similar to the EPR , described in the previous 
paragraph. Therefore, the following will be reported only a brief overview of NMR 
experiment principles. 

 NMR acquisitions work within Radio Frequencies (RF) range and when the 
absorption of a photon in the RF region occurs, a transition between the two energy 
states, with the spin inversion, is involved, as shown in Figure 4.13 

 
Figure 4.13 A spin inversion occurs when a nucleus in an external magnetic field, 

absorbs or emits a photon. Adapted from (James, 1998) 
This photon's energy must be precisely equal to the difference in energy 

between the two states, namely ∆E = ℏν. The frequency ν, in turn, in addition to 
the magnetic field strength depends on the gyromagnetic γ ratio of the particle: 

𝜈𝜈 = 𝛾𝛾𝐵𝐵0                             (4.16) 

Therefore, the energy gap could be expressed as: 

ΔΕ =  
ℎ𝛾𝛾
2𝜋𝜋

𝐵𝐵0                   (4.17) 

z

Bo

z

B1

Bo

B1
+ hν

- hν



 

72 

Equation 3.17is defined as a resonance condition, mandatory for the transition 
between the two spin states; the irradiation frequency is defined as resonance 
frequency or Larmor frequency.  

As the applied field Bo increases, the frequency of Larmor increases, and 
therefore the difference in energy between the two levels increases. 

Even in this case, Boltzmann distribution regulates the population ratio 
between the two states, that is:  

      
  𝑁𝑁𝛽𝛽
   𝑁𝑁𝛼𝛼

= 𝑞𝑞
∆𝐸𝐸
𝐾𝐾𝐵𝐵𝑘𝑘                  (3.18) 

 
When the sample is irradiated by electromagnetic radiation with a frequency 

equal to the frequency of Larmor, an interaction between the magnetic component 
of the radiation and the magnetic moments nuclear is possible . The radiation's 
energy can be transferred to the nuclei causing the spin inversion and generating 
the resonance condition.  

In the first NMR instrumentations, the acquisition was performed by 
irradiating the sample, immersed in the Bo magnetic field, with a beam of 
radiowaves of increasing frequency to excite in sequence all the nuclei under 
examination. Then the amount of radiation absorbed was recorded. This technique, 
however, results too slow and is no longer used. 

In modern FT-NMR instruments, the signal is generated with the pulse method 
and the Fourier transform. With this technique, all the nuclei are excited at the 
same time by a radiofrequency pulse, and then the data are computer-processed 
with the Fourier transform technique. 

To better explain the NMR acquisition, the vector M0, Macroscopic 
Magnetization, need be introduced. M0 is the resultant of all nuclear magnetic 
moments, as pictured in Figure 4.14. 
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Figure 4.14 A representation of M0 vector. The sum of all nuclear magnetic moments 

results in this vector. Adapted from (James, 1998) 

 
Since there is a slight excess of nuclei aligned with the Bo magnetic field, the 

vector Mo is small and aligned with the field along the z-axis. When irradiation 
occurs, along the x-axis, the nuclei absorb the energy and undergo a spin transition, 
generating the rotation of M0, which acts like a whirligig. 

Starting from the z-axis, M0 approaches the XY plane, starting a precessional 
motion, as shown in Figure 4.15.  

 

 
Figure 4.15 A representation of precession movement of M0 vector. When the external 

magnetic field B1 irradiates the nuclei along the XY plane, the M0  pass through the YYZ 
plane and go into XY plane to return in the initial position along the Z-axis. Adapted 

from (James, 1998) 

 
The energy absorbed by the nuclei is slowly released to nearby atoms due to 

spin-spin relaxation phenomena (with the dipoles of the surrounding molecules) 
that affect the Mz component, and spin-spin relaxation phenomena (with the 
hydrogen nuclei nearby) that affect the My component. 
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Because of this energy dissipation the vector M, creating a precession spiral 
around to the z-axis, returns to the initial value Mo, a position for which the My 
component is zero.  

When the single, intense and short RF pulse is over, the nuclei in the sample 
return to their state of equilibrium re-emitting photons at their resonance 
frequency. The emission has an exponential trend over time. A graph showing the 
emission over time, shown in Figure 3.16, is an interferogram called FID, (Free 
Induction Decay).  

The FID is easy to read for a single nucleus, but with more nuclei, the FID 
becomes almost incomprehensible. Therefore, the FID is an overlapping of radio 
frequencies over time emitted at different resonance frequencies depending on the 
nucleus that produces them.  

 

 
Figure 4.16 An example of relaxation process and Free Induction Decay (FID) 

interferogram. The Figure is taken from (Prasad and Storey, 2008) 

Therefore, the usual frequency-domain spectrum can be obtained by 
computing the Fourier transform of the signal-averaged FID. 

Thus, the FID emission is a representation of the relaxation of the nucleus to 
the equilibrium state. 

In the NMR, the relaxation times are divided into : 
• the nuclear spin-lattice relaxation time or longitudinal relaxation time 

(T1), that is a measure of how fast the magnetization relaxes back along the z-axis; 
• nuclear spin-spin relaxation time or transverse relaxation time (T2) 

measures how fast the spins exchange energy in the transverse (XY) plane. 
In Figure 4.17, an NMR spectrometer representation is reported. The 

spectrometer is composed by: 
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1. Superconducting solenoid, to generate the magnetic field at the desired 
intensity. It is placed in a dewar of liquid Helium and in a dewar of liquid Nitrogen 
to reach low temperature; 

2. Shim coils (RF coils), to produce radiofrequency field; 
3. Probe, to place the sample ; 
4. Computer, to connect the spectrometer through software. The software is 

useful both for data analysis and for controlling spectrum acquisition parameters. 
The heart of the NMR spectrometer is the superconducting magnet, kept at 

4 K by liquid Helium . The probe, containing the RF coil, sits at the bottom of the 
magnet within its bore. The sample is placed within the NMR tube; it is gently 
dropped into the probe on an air cushion. Here the superconducting magnet causes 
the spin of the proton, and the RF coil sends RF pulses to excite them and collects 
the free-induction decay as they relax back to equilibrium. The pulse programs are 
performed using the computer and sent to the console, that acts both as a 
radiofrequency transmitter and receiver. The signals are amplified on transmission 
and receipt. The FIDs are mathematically deconvoluted to produce NMR spectra 
of intensity versus chemical shift (δ). 

 

Figure 4.17 NMR spectrometer. (Rankin et al., 2014) 
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Chemical shift  
 
The main characteristic of NMR analysis is that similar protons absorb at 

slightly different frequencies according to their chemical surroundings. Indeed, a 
hydrogen atom strongly depends on the electronegativity of the atom to which it 
is bound. With the application of an external magnetic field, each atom's electrons 
generate a small opposite magnetic field. Therefore, the effective magnetic field 
(Beff) will be different from the applied one, Beff = B0-σB0, with σ defined as 
shielding factor. When an H bonds a poorly electronegative atom, bond electrons 
are closer to H, a greater shielding effect occurs with a more intense induced 
magnetic field, which decreases more the effective field (Beff = Bo -σB0) and then 
undergoes the transition to a lower frequency. 

Conversely, a proton, bonded to more electronegative atoms, result in less 
shielding from the bonding electrons. Thus, a weaker induced field and a more 
intense effective field (Beff = B0-σB0 ) occur, and protons absorb higher 
frequencies.  

The absorbed frequency variation is responsible for the signal position in the 
spectra, called chemical shift, δ. Differences in nuclei absorption frequencies are 
on hundreds of Hz relative to and dependent on spectrometer frequency values 
(MHz). Therefore, to compare spectra obtained from spectrometers with different 
magnetic fields, a relative dimensionless scale is used in which the difference in 
signal resonance, measured concerning an internal reference, is normalized for the 
spectrometer frequency.  
By convention, the internal reference is the tetramethylsilane (TMS) Si(CH3)4 with 
a value of chemical shift equal to zero. The protons of TMS are strongly shielded 
because of the low electronegativity of silicon, and thus, the chemical 
displacements of all organic molecules are always positive.  

In summary, the absolute chemical shift is the difference between the absorbed 
frequency (in Hz) of the examined hydrogen (He) and that of the hydrogen of TMS 
( H TMS): 

Absolute chemical shift = Hz (He) - Hz (H TMS)    (4.19) 

 
The absolute chemical shift is proportional to Bo because it is generated by 

electron shielding induced by the same Bo magnetic field. Thus, NMR 
spectrometers using more intense magnetic fields produce more significant 
chemical displacements.  
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It is preferable to use only one reference scale, that is the relative chemical 
shift δ, expressed in ppm and defined as follows: 

 

𝛿𝛿 =
𝑓𝑓𝑞𝑞𝑞𝑞𝑢𝑢𝑞𝑞𝑠𝑠𝑓𝑓𝑓𝑓 𝑓𝑓𝑓𝑓 𝑠𝑠𝑠𝑠𝑔𝑔𝑠𝑠𝑠𝑠𝑙𝑙 (𝐻𝐻𝐻𝐻) − 𝑓𝑓𝑓𝑓𝑞𝑞𝑞𝑞𝑢𝑢𝑞𝑞𝑠𝑠𝑓𝑓𝑓𝑓 𝑓𝑓𝑓𝑓 𝑠𝑠𝑡𝑡𝑠𝑠𝑠𝑠𝑑𝑑𝑠𝑠𝑓𝑓𝑑𝑑(𝐻𝐻𝐻𝐻)

𝑠𝑠𝑠𝑠𝑞𝑞𝑓𝑓𝑡𝑡𝑓𝑓𝑓𝑓𝑚𝑚𝑞𝑞𝑡𝑡𝑞𝑞𝑓𝑓 𝑓𝑓𝑓𝑓𝑞𝑞𝑞𝑞𝑢𝑢𝑞𝑞𝑠𝑠𝑓𝑓𝑓𝑓 (𝑀𝑀𝐻𝐻𝐻𝐻) ∗ 106

=  
𝜈𝜈𝐻𝐻𝑒𝑒  − 𝜈𝜈𝑘𝑘𝑀𝑀𝑇𝑇 

𝜈𝜈𝐼𝐼𝐼𝐼𝑇𝑇
∗ 106                              (4.20) 

 
Generally, hydrogen or carbons bond to more electronegative atoms are 

unshielded, therefore affected by a more intense applied magnetic field and 
undergo the transition to higher frequencies and, in the spectrum, are located 
further to the left, at a higher chemical shift, as illustrated in Figure 4.18.  

 
Figure 4.18 A scheme of chemical shift in the spectrum. 

 
The ability to distinguish the several protons is fundamental for the flame 

particles. The possibility of recognising, identifying, and confirm the presence of 
specific and characteristic protons for radicals formation has been a significant 
step in researching carbon particles produced in flame. 

Moreover, through the NMR technique, it is possible to discriminate between 
alkanes, alkaline, methylenic, allylic, or aromatic H. Indeed, the π electron cloud 
creates a phenomenon, known as ring current, more or less intense depending on 
the chemical compounds. During this phenomenon, the magnetic field induced, 
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produced by the π cloud, is opposite to the applied field Bo in the middle of the 
molecule (shielding effect), but concordant with Bo in the peripheral area, where 
there are the vinyl and phenyl hydrogens (deshielding effect). Therefore, these 
hydrogens are affected by an effective field more intense than Bo and absorb at a  
δ particularly high.  

Other phenomena and effects affect an NMR spectrum, but the full description 
is beyond this work's scope. On the contrary, the ring current's effect, as mentioned 
above, is directly related to this thesis's research work. 

The distance (in ppm) between the resonant frequency observed and the TMS 
signal depends on the proton's chemical environment, i.e. the molecular structure. 
Different protons in different parts of the molecule have a distinct chemical shift 
and molecules give a specific pattern of peaks, in terms of both the chemical shift 
and the intensities of those peaks.  

An NMR spectrum could be subdivided into different small regions depending 
on the protons which produce the signal.  

In this research work, for the NMR analysis, the carbon particles collected on 
quartz filters were dissolved and extracted. The sampling procedure was explained 
in paragraph 4.2. The production of flame Carbon nanoparticles was performed 
using a horizontal tubular probe with a downward orifice positioned at the flame's 
sampling point. In NMR experiments, the used probe had a 2.5 mm orifice and 
particles were collected at an 8 mm of distance from the burners. The quartz filters 
were dissolved in 60 ml Chloroform (CHCl3) by stirring for 24 hours and dried up 
with a Rotavapor. Then the residue was dissolved in deuterated chloroform 
(CDCl3) to be placed into an NMR cuvette, as shown in figure 4.19: 
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Figure 4.19 NMR tubes with Carbon Nanoparticles dissolved in CHCl3. 

 
NMR cuvette is a cylindrical glass tube with a 5 mm x 20 cm dimension in 

which a max of 1 mL of the sample solution is to insert. The NMR analysis was 
carried out with a Bruker AscendTM spectrometer operating at the 1H frequency of 
400.130 MHz in CDCl3. 1H spectra were obtained using the following parameters: 
128 transients, 65 K data points. 

For NMR analysis, deuterated solvents are used, particularly chloroform is the 
most widely used. The deuterated solvents always show a slight protonic residue, 
whose signal occurs in a specific and always the same chemical shift value. Using 
CDCl3, an overlapping signal at 7.24 ppm is present in the spectra, causing some 
inaccuracy.  
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4.4 DENSITY FUNCTIONAL THEORY (DFT) 
 
There are many fields within the physical sciences and engineering where the 

key to scientific and technological progress is understanding and controlling the 
properties of matter at the level of individual atoms and molecules. DFT is a 
phenomenally successful approach to finding solutions to the fundamental 
equation that describes the quantum behaviour of atoms and molecules, the 
Schro¨dinger equation, in practical value settings (Sholl and Steckel, 2009). This 
approach has quickly gone from being a technique used by a small number of 
researchers, mainly chemists and physicists, to being a tool used regularly by a 
large number of researchers in the most varied science applications. 

DFT is a computational quantum mechanical modelling method used in 
several science fields to investigate the ground-state of the electronic structure of 
atoms, molecules, condensed phases. The proprieties of the examined systems are 
studied using the functional, mostly the electron density's functional.  

Thus, DFT is a ground-state theory in which the emphasis is on the charge 
density as the relevant physical quantity. DFT has proved to be highly successful 
in describing structural and electronic properties in a vast class of materials, 
ranging from atoms and molecules to simple crystals to complex extended systems 
(including glasses and liquids). DFT has become a standard tool in first-principles 
calculations to describe – or even predicting – properties of molecular and 
condensed matter systems (Sholl and Steckel, 2009). 

DFT theory requires knowledge and information that embraces a great 
chemistry and physics , the relativistic and non-relativistic quantum world. The 
complex concepts that have led over the decades to develop the theories and 
approximations of density functional go beyond this thesis's scope.  

However, a multitude of DFT approximations exists, DFT is not a single 
method but a family of methods because the exact density functional is unknown. 
The values for the properties produced by them can differ significantly from a 
method to another. Some criteria must be used to choose a given functional to 
predict a given property. Most often, density functional approximations are 
evaluated against some benchmark data sets and quantities ( like the mean error 
and mean absolute error) to assess the approximation's validity. 

Therefore, in a specific system, the use of an approximation predicts a 
particular property better than another. Do not exit the best or the perfect 
functional or error-free one. It all depends on the type of performed studies. 
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DFT methods can be divided into several classes based on the types of 
functional dependencies that they possess. The simplest type of DFT is the local 
spin density approximation (LSDA), which depends only on electron density. 
Generalized gradient approximation (GGA) functionals depend on the electron 
density and its reduced gradient, while meta-GGA functionals also depend on the 
kinetic energy density. Hybrid and meta-hybrid functionals are combinations of 
GGA and meta-GGA functionals with the Hartree-Fock exchange. 

As previously written, in the entire process of flame particle formation, 
nucleation is still the unclear step, subjected to continuous debate in the 
community of combustion. What is certain is that in the formation of incipient 
particles are involved radical species, radical PAHs, that could play a fundamental 
role in the evolution of CNPs in flame. In the paragraph of nucleation discussion, 
the difference between the two types of radicals existing in nature,σ and π, was 
discussed. The concept that is of fundamental priority to understand is their 
different behaviour in the flame at the nucleation time. How do they do react? How 
the unpaired electron or the unpaired electrons move along the aromatic structure? 
Is it possible that the presence of elements such as Penta-rings, their location in 
the aromatic structures, could influence particles' reactivity and mechanism? 

The community's attention is also on the possibility of their dimerization and 
in particular, which type of dimer is formed and which dimeric configuration is 
more plausible that resists in the flame environment carrying the process forward. 
There are several proposed chemical inception mechanisms in the literature. 

On the other hand, since the NMR experiment, we have observed structural 
elements that lead to their formation in this thesis work. On the other side, EPR  
also confirmed its chemical and environmental characteristic. 

In this thesis work, a study of DFT has been purposed to move a step forward 
in understanding such radicals species' behaviour, their reactivity, and their role in 
the mechanism. 

Computational techniques have reached an outstanding level of accuracy. 
Different sites' reactivity on aromatic molecules can be predicted directly from the 
ground state electronic structure using chemical reactivity theory (Bulat et al., 
2012). 

It is known that the thermal stability of aromatic cross-links requires highly 
accurate energies and hybrid meta-GGA density functional theory such as M06-
2X,40 providing bond energies to within a few kcal/mol and transitions states to 
within 3−7 kcal/mol (Hou and You, 2017; Frenklach et al., 2018; Wang et al., 
2018). Moreover, DFT methods with empirical dispersion corrections (DFT-D) 
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can also study physical interactions in stacked aromatic configurations. However, 
Totton et al. found that this correction systematically overbinds PAH (Totton et 
al., 2011b). Then they performed highly accurate benchmark calculations of PAH 
dimers that quantified and corrected the systematic overbinding (Totton, Misquitta 
and Kraft, 2012) allowing physical interactions and chemical bonding to be 
directly compared. 

Martin et al. used dispersion corrected density functional methods to study the 
implications of radicals on rim-based rings, the reactivity of different sites, how 
thermally stable cross-links formed between these sites were systematically 
determined from calculating the bond energies between the set of reactive sites 
(Martin et al., 2019a).  

They found geometry optimizations at the B3LYP/6-311G(d,p) level of theory 
and single point calculations at the M06-2X/ccpVTZ level of theory provide 
energetics within chemical accuracy for hydrogen abstractions (<1 kcal/mol) (Hou 
and You, 2017). 

In combustion, DFT has proven to be a surprising means to predict the 
geometries, the reactivity of aromatics, radicals, and predict properties of 
fundamental importance for the material's characterisation. An example is the 
optical band gap (OBG) whose values are related to PAHs' specific structures.  A 
hybrid functional that has proved to be a suitable choice for the accuracy of results 
in the specific prediction of OBG for cross-linked, curved, and radical PAHs 
systems, has been the HSE06 as studied by Menon et al. (Menon et al., 2019). 

In this study, starting from two incipient PAHs visualized through HR-AFM, 
a functional density study was carried out. Density functional theory DFT-D3 
calculations, with hybrid functional and localized Gaussian basis set (B3LYP/6-
31G**),  was performed to study the interactions of two π-PAH radicals found in 
the ensemble of soot molecular constituents visualized by HR-AFM (Commodo 
et al., 2019), named in the following R1 and R2 (IS1 and IS13 in Ref. (Commodo 
et al., 2019)).  

This thesis work showed the application of the DFT-D3 on the structures of 
single radicals and their dimers ( with the formation of cross-linked structures or 
not) to assess radical aggregation's role on the inception of soot particles. The 
Mulliken population analysis (MPAN) of the spin density (Mulliken, 1955) helped 
to understand the effect of radical delocalization on different dimerization 
pathways. Besides, an analysis of the two different dimerization processes, in 
terms of binding energy and spectroscopic behaviours (bandgap), has also been 
performed. 
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It is not easy to consider absolute values when a study of multi-variational 
space with many parameters. 

 This thesis work availed of B3LYP functional use to perform a comparison 
investigation and trend determination. 

Therefore, the choice of B3LYP as functional has been determined by the 
presence of not a specific system. B3LYP  best matches all situations averagely, 
indeed it is a primary choice and the most used. For instance, the meta GGA also 
adopted in the works mentioned above (M06, MO6X, ) may work better in some 
particular systems but lose generality. 

Having three different systems (a radical system, a closed shell system that 
covalently dimerizes, and a stacking one, formed by two radicals that stabilize the 
triplet state), B3LYP approach very well with reasonable errors, if the study was 
only on one of these systems, then functional HSE06 or HISS could work better 
and not overestimate the gap. The same consideration comes for other parameters 
such as dimerization energy, there is no only choice, but some functional 
overestimate and others underestimate, it depends on the analyzed systems. 

Hence, calculations have been performed using the DFT-D3 approach with a 
linear combination of atomic orbital (LCAO). All systems are treated with the use 
of the unrestricted spin-polarized method. The Hamiltonian adopted is the B3LYP 
global hybrid functional (Becke, 1993) as implemented in the Crystal17 program 
(Dovesi et al., 2018). All-electron 6-31G** double zeta split valence plus 
polarization basis set of Gaussian-type functions, centred on the nuclei, has been 
adopted for C, the number of atomic orbitals spans from 457 to 505 in isolated 
radical cases and the twice (from 914 to 1010) in the dimer cases. 

The asymmetric geometry of the studied compounds produces a C1 point 
symmetry. The truncation of Coulomb and exchange series is controlled by five 
thresholds Ti, which have been set to 8 (T1-T3), 12 (T4), and 50 (T5), for a correct 
evaluation of the exchange interactions. The convergence threshold on energy for 
the self-consistent-field (SCF) procedure has been set to 10−8 Hartree for structural 
optimizations. The convergence criteria of the route mean square (RMS) of the 
analytical gradient and the displacement were tightened, from the default values 
of 0.0003 a.u. and 0.0012 a.u. to 0.0001 a.u. and 0.0004 a.u., respectively, to 
provide accurate geometry optimizations of the final structures. The DFT 
exchange-correlation contribution to the Fock matrix has been evaluated by 
numerical integration over the molecular volume. Radial and angular points for 
the integration grid are generated through Gauss-Legendre radial quadrature and 
Lebedev two-dimensional angular point distributions. The default pruned grid 
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XLGRID with 75,974 points (75 radial and 974 angular points) has been increased 
to a very dense XXLGRID with 991,454 points (99 radial and 1454 angular 
points), whose accuracy can be measured by comparing the integrated charge 
density considered Ni = 393.9996 electrons, with the total number of 394 electrons 
in the molecule. The dispersion interactions are evaluated using the "Grimme" D3 
scheme method (Grimme et al., 2016). 

The classical dispersion energy is the sum of the DFT energy using a weight 
function that avoids double counting of the short-range interactions. The electron 
3D spatial extension of the electron and spin densities have been calculated to 
integrate the wave function obtained from SCF calculations in a dense spatial 
point. All dimerization energies have been reported without considering the 
counterpoise correction (CC), usually employed to evaluate the basis set 
superposition error (BSSE). The BSSE energy corrections span from +7 to +8 kcal 
mol−1 (as will be reported successively), but they do not change the trends of the 
dimerization energies. The approach used is not the most accurate if applied to 
small or medium-size molecules, but it allows performing agile and reliable 
calculations on moderately large models, as are those investigated in this work, 
and it is easily extendable to molecules with one thousand atoms and more. 

To estimate our results' quality, a specific benchmark, involving small 
aromatic dimers, has been performed. 

B3LYP-D3 method has been applied to a set of dimers of tiny aromatic 
molecules, to compare the results with very accurate methods. The basis set 
adopted is 6-31G (d,p) and def2-TZVP. DLPNO-Coupled Cluster Method with 
Single, Double, and a perturbative estimation of triples excitations have been 
chosen as reference calculations. In DLPNO-CCSD(T), we have adopted a triple 
zeta basis set with only one set of polarization functions: def2-TZVPD. The 
geometries of the dimers were optimized at the B3LYP-D3 level. All the 
optimized geometries show graphite-like shifts. The results are reported in the 
following Table 4.2. 
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Table 4.2. Benchmark for B3LYP-D3 method: stacking interaction energies of 
dimers in kcal/mol. 

B3LYP-
D3/6-31g(d,p) 

B3LYP-
D3/def2-TZVPD 

DLPNO-
CCSD(T)/def2-TZVPD 

Benzene -4.36 -3.24 -3.78

Naphthalene -9.20 -7.38 -8.78

Anthracene -14.27 -11.71 -14.78

The smaller basis set tends to overestimate the energy interaction, while, to 
the contrary, the larger basis set yields an equivalent underestimation. Both results 
are well distributed around the reference method. Based on this benchmark, the 
obtained data remain confident about the study's semi-quantitative results, where 
van der Waals interactions are predominant and well represented by the D3 
correction. These calculations confirm the excellent calibration of the D3 method 
for treating dispersion interactions in a cheap but accurate way for DFT methods. 

The domain-based local pair natural orbital coupled-cluster method with a 
single, double, and perturbative estimation of triples excitations -DLPNO-
CCSD(T)- has been chosen as a reference method, employing ORCA 4.2.1 
software (Neese, 2018). In DLPNO-CCSD(T) calculation, a triple ζ basis set with 
two sets of polarization functions def2-TZVPP has been adopted (P. Pritchard et 
al., 2019). 

4.4.1 MULLIKEN POPULATION ANALYSIS 

For extensive and complex molecular systems, clear discrimination between 
the two types of radicals, i.e., σ and π radical, may not be a trivial task. In these 
cases, a helpful way to differentiate between the two kinds of radicals is to use the 
Mulliken population analysis (MPAN) of the spin density, i.e., the electron density 
of the free electrons (Mulliken, 1955). MPAN investigates the distribution of 
electronic spin within a system. To this end, the spin-up (α) and spin down (β) 
electronic populations are analyzed separately, and their sums (α+β) and 
differences (α-β) are evaluated to yield the charges and net spins of the system, 
respectively. Such analysis is constructive in providing where the unpaired 
electron is located for an assigned molecular structure. Although the MPAN 
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determination of the spin density suffers from some degree of inaccuracy that 
arises from the equal division of the off-diagonal terms in the matrices (P•S), it 
offers acceptable results for a comparison perspective, especially in these covalent 
systems. In σ-aromatic radical, the spin population is concentrated almost totally, 
more than 92%, on the carbon atom close to the dangling bond (an atom with an 
unsatisfied valence). For the π-aromatic radical, the spin population is distributed 
over the carbon rings (in alternate topology), and the maximum localization over 
single carbon atoms does not exceed 35–40%. 
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CHAPTER 5: RESULTS 

In this chapter, the main results obtained in this PhD-thesis work will be 
reported. Five paragraphs will compose the chapter; each of them deals with a 
different experimental approach.  

5.1 STUDY OF CARBON NANOPARTICLES EVOLUTION IN A 
LAMINAR PREMIXED FLAME. THE ROLE OF RADICALS IN 
CARBON CLUSTERING AND SOOT INCEPTION.  

A first experimental approach of this PhD thesis work involved the study of 
flame carbon nanoparticles evolution with residence time.  

Notably, great attention has been focused on the radicals present in the flame. 
The investigation involved a study on radicals and their behaviour in the flame at 
different residence times. This study has been performed by EPR and Raman 
measurements of particles collected in an ethylene-rich premixed flame at various 
residence times during nucleation. Combined analysis of these experimental 
results, together with the measurement of the particle size distribution (PSD) by a 
differential mobility analyzer, sheds light on radicals' role in particle nucleation 
and rearrangement of aromatic molecules in just-nucleated particles.  

As written in the Experimental section, in Chapter 3, the evolution of carbon 
nanoparticles was investigated in a premixed laminar ethylene–air flame stabilized 
on a water-cooled sintered bronze McKenna burner; ethylene was chosen as fuel 
because it is one of the main decomposition products of any hydrocarbon. The 
cold gas stream velocity was 9.8 cm/s, and the carbon-to-oxygen atomic ratio 
(C/O) was set to 0.67, which corresponds to a flame equivalence ratio (Ф) of 2.01. 
The maximum flame temperature of 1715 ± 50 K was determined by rapid-
insertion thermocouple measurements and reached at a distance from the burner 
approximately 3 mm.  

The flame products were sampled using a horizontal the tubular probe with a 
downward orifice with an inner diameter = 0.2 mm for the DMA analysis and 
another probe with an inner diameter = 0.3 mm for collecting particles on filters 
for Raman and EPR characterization. The sampled flow entering the probe was 
immediately mixed to a turbulent N2 diluent flow.  
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For the DMA analysis the probe was thoroughly cleaned before each run, 
although, under the selected flame conditions, the probe orifice was not very 
clogged by material soot deposit. 

The same sampling system was used to convey particles on-line to both an 
electrical mobility spectrometer and a quartz filter (Whatman QM-A Quartz 
Microfiber Filters, with a diameter of 47 mm) in a filter holder. 

5.1.1 SIZE DISTRIBUTION 

Figure 5.1 shows the PSDs measured along with the flame at increasing HAB 
and normalized to the total detected particles. In the early zone of the post-flame 
region, i.e., HAB = 7 mm, most particle sizes, expressed in terms of the mobility 
diameter, are less than 4 nm, and the number concentration of particles is 
monomodal, with a modal value between 2 and 3 nm. This mode, named Mode I, 
produces the first detectable particles and is usually referred to as the nucleation 
mode (Maricq, 2004; Sgro et al., 2009; Commodo, De Falco, et al., 2015; De Falco 
et al., 2015; Carbone, Attoui and Gomez, 2016; Desgroux et al., 2017). 

Figure 5.1: Evolution of PSD as a function of HAB. Left: normalized number PSD 
(1/Ntot*dN/dlogD); right: normalized volume PSD (1/Vtot*dV/dlogD). Red lines are fits 

to data using a bi-lognormal distribution function. 



89 

At 8 mm, i.e., just a few milliseconds later (corresponding approximately to 2 
ms per each millimetre in this flame condition) a second mode, named Mode II, 
start to become evident especially in volume PSD on the right side of Figure 5.1. 
Their presence is evident at 9 mm, where the bimodal number and volume PSDs 
are measured.  

The number PSDs were fitted with a bi-lognormal distribution function, from 
which the mean diameters and percentage contributions of the two-particle modes 
were calculated. As shown in Figure 5.2.a, the mean diameter of Mode I particles 
remains roughly constant along with the flame, whereas the mean diameter of 
Mode II particles is approximately 4 nm when they first appear and increases to 
approximately 15 nm as particles are collected at high HABs. Figure 5.2.b shows 
Mode I and Mode II's evolution regarding volume percentages concerning the total 
volume of collected particles. At a HAB of approximately 9 mm, Mode II's 
contribution starts to dominate. At higher flame heights, most of the carbon 
material consists of Mode II particles. 

Figure 5.2: Mean mobility diameters of Mode I and Mode II obtained from the bi-
lognormal distribution functions used to fit the number PSD (a) and percentage ratio of 

the two modes' particle volume concerning the total particle volume (b). 

5.1.2  EPR AND RAMAN SPECTROSCOPY 

Particles collected on the quartz microfiber filter were characterized off-line 
by EPR and Raman spectroscopy. The total sampling time for each quartz filter 
was about seven hours. During that sampling time, the dilution condition, flame 
stability, cooling temperature, and gas flow rates were carefully controlled. 
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EPR analysis were performed in collaboration with Dr. Giuseppe Vitiello of 
the “ Dipartimento di Ingegneria Chimica, dei Materiali e della Produzione 
Industriale”, Università degli Studi Di Napoli Federico II”. 

EPR spectroscopy of the sampled material was performed using an X-band (9 
GHz) Bruker Elexsys E-500 spectrometer (Rheinstetten, Germany) equipped with 
an ultrasensitive probe head. A defined section (1 cm × 0.5 cm) of the quartz filter 
was co-axially inserted into a standard 8 mm quartz sample EPR tube to record 
measurements at 25 °C. The instrumental settings were as follows: sweep width, 
100 G; resolution, 1024 points; modulation frequency, 100 kHz; modulation 
amplitude, 1.0 G. EPR spectra were recorded at an attenuation value of 20 dB, and 
128 scans were accumulated to improve the signal-to-noise ratio. Power saturation 
curves were also recorded by varying the microwave power from 0.004 to 128 
mW. For each sample, 12 spectra obtained at different incident powers were 
collected. 

In some cases, at low powers, the signal intensity was too weak to be 
distinguished from the spectral noise. The g-factor and spin-density values were 
evaluated using an internal standard consisting of Mg2+/MnO powder (Yordanov 
and Lubenova, 2000), inserted in quartz tube co-axially with the analyzed samples. 
The EPR spectra were quantitatively analyzed by determining the signal line 
width, ΔB, measured as the peak-to-peak distance of the first-derivative signal 
(instrumental output), and the Gaussian and Lorentzian contributions to the line 
shape were determined by estimating the ∆B1/2/∆B ratio, where ∆B1/2 is the half-
height width of the EPR absorption signal. In all the cases examined in this work, 
the line shape features were estimated and reported as percentages of the 
Lorentzian peaks (Requejo et al., 1992). 

Figure 5.3 shows EPR spectra and Table 5.1 reports and the corresponding 
spectral parameters. All the spectra show a single peak at g factors of 2.0025–
2.0028 (±0.0003).  
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Figure 5.3: EPR spectra of flame-formed nanoparticles at the different mean 
diameter of particles 

Table 5.1: EPR spectral parameters of flame-formed nanoparticles. The 
standard deviation of three measurements of each sample is ±0.0003 for the g 
factor, ±10% for the spin density, ±0.2 G for ∆B, and ±5% for the line shape 

analysis values. 

HAB 
(mm) 

spin density 
(spin/g) 

g factor ∆B 
(G) 

% 
Lorentzian 

7 1.8 × 1018 2.0028 6.5 15 
8 4.5 × 1016 2.0027 7.6 38 
9 4.5 × 1018 2.0025 2.8 95 
10 9.2 × 1018 2.0025 3.1 94 
12 1.8 × 1018 2.0026 3.6 92 
14 3.8 × 1017 2.0027 6.2 28 
16 2.2 × 1017 2.0025 6.5 15 
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The g factor reflects the interaction between the spin motion and orbital 
motion of electrons in the paramagnetic centre. It is determined by the chemical 
environments of unpaired electrons and is used to characterize interior molecular 
structures. The values obtained for all the samples, which are slightly higher than 
the typical g factors of free electrons (2.0023), are typical of persistent carbon-
centred aromatic radicals (Valavanidis et al., 2008).  

Interestingly, the EPR spectra in Figure 5.3 exhibit different line widths 
depending on the HAB (Table 5.1), suggesting a change in the paramagnetic signal 
along with the flame.  

At lower heights, HAB = 7 and 8 mm, EPR reveals significantly broader 
signals with a lower signal/noise ratio than those recorded at HABs between 9 and 
12 mm. At higher HABs, the signal broadens again. The line width of EPR peaks 
generally reflects the relaxation time of spinning electrons and is affected 
primarily by the unresolved hyperfine interaction between unpaired electrons with 
neighbouring atoms (Buszman et al., 2006).  

The presence and superposition of multiple paramagnetic species in the 
particles generate a broad line shape (Valavanidis et al., 2008; de Boer, 2010; 
Herring et al., 2013).  

Conversely, a narrow line shape is associated with the presence of stronger 
electron-electron interactions (Ingram, 1961) and can be associated with a more 
locally ordered organization of the aromatic structures hosting unpaired electrons. 
Such exchange narrowing interactions are produced by the increased overlap of 
the wave functions and can result from greater delocalization of unpaired electrons 
or the stacking tendency of aromatic functional groups hosting free radicals.  

The signals of samples with an increase in incident microwave power were 
recorded to extend the EPR analysis. The obtained power saturation curves are 
shown in Figure 5.4, where the peak amplitude normalized for the spin 
concentration, A, is plotted as a function of the square root of the microwave 
power, P. A decrease in amplitude at higher microwave powers is expected if free 
radicals with long relaxation times are homogeneously distributed in the sample 
(de Boer, 2010). This behaviour is not observed in the profiles shown in Figure 
5.4, which instead show a monotonic increase, indicating that the free radical spins 
do not all exhibit the same relaxation behaviour. This finding indicates that the 
radical centres have an inhomogeneous distribution, which may be both chemical 
and spatial, depending on the presence of different aromatic moieties containing 
unpaired electrons and a non-uniform supramolecular organization the aromatic 
molecules forming the particles, respectively. Because the spins do not interact, 
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they saturate independently, and the saturation curve does not show a maximum. 
The power saturation curves of the samples at lower (7 mm) and higher (10 and 
14 mm) HABs show behaviour typical of extensive inhomogeneous saturation 
(Eaton et al., 2010). However, a different profile is observed for the sample at 9 
mm, which shows a quasilinear tendency, indicating less saturation. This evidence 
suggests peculiar behaviour of the aromatic structures bearing unpaired electrons 
at this burner height, implying reduced inhomogeneity in the spin system (Joly et 
al., 2010). 

Figure 5.4: Power saturation profiles at different HABs. Error bars show the 
estimated error of the amplitude values of approximately ±5%. 

More in-depth insight into the factors influencing the EPR signal's narrowing 
in Figure 5.4 and the power saturation profile is obtained by determining the 
Lorentzian and Gaussian contributions to the recorded spectra's line shape. 
Specifically, the relative intensity (percentage) of a narrow Lorentzian concerning 
the total intensity of the EPR spectrum is listed in Table 5.1. 

The Gaussian line shape prevails for samples at lower (7 and 8 mm) HABs, 
showing a broader line shape (see values of ΔB in Table 5.1). These findings 
indicate that various non-interacting spin systems are present in the polyaromatic 
structures. Indeed, the Gaussian line shape and high ΔB are consistent with 
attribution of these EPR signals to exchange interactions of edge-localized 
nonbonding π-electrons, as observed in a recent EPR investigation of graphene 
fragments (Ćirić et al., 2009). 
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A high Lorentzian contribution, associated with a low ΔB value, characterizes 
the samples' signals at 9–12 mm. These properties are consistent with the presence 
of delocalized π-electrons, as indicated by EPR (Singer et al., 1987; Pilawa et al., 
2005). Another possible contribution to the narrowing of the line shape could be 
related to stacking interactions between flat conjugated structures hosting unpaired 
electrons, as observed in asphaltenes (Requejo et al., 1992; Calemma et al., 1995). 
Indeed, stacking would cause overlapping of adjacent radicals' electronic wave 
functions, promoting electron exchange, which would lead to line narrowing 
(Binet et al., 2002). 

A more in-depth analysis of Figure 5.3 reveals that the EPR spectrum at HAB 
= 12 mm shows a superposition of two signals due to the coexistence of a narrower 
peak (like that observed at 9 and 10 mm) with a broader one, as indicated by the 
flaring of the semi-peak at low field values. At higher HABs (>12 mm), in flame 
zones where particles larger than 10 nm are predominant in terms of mass, the line 
shape of the EPR signal becomes very broad, as confirmed by the increase in ΔB, 
showing slight asymmetry and a predominantly Gaussian nature. In this case, this 
new source of inhomogeneous line broadening is probably associated with the 
different structural organization, which affects the paramagnetic centres' 
interaction. This effect might be due to the new spatial distribution of spin centres 
produced by particle-particle aggregation and the persistent nucleation of new 
particles with highly localized nonbonding π-electrons.  

The spin density was calculated using the total mass of particles collected on 
the filter, which was evaluated in terms of the particle concentration in the flame 
measured by the DMA, the N2 diluent flow rate and dilution ratio, the total 
sampling time, and the size of the filter section inserted in the EPR tube. A simpler 
procedure would have been to weigh the filters before and after sampling, but 
unfortunately the material sampled on the filter fell within the error of the 
analytical balance and therefore not very reliable. 

Higher spin-density values are obtained for the samples with higher 
Lorentzian contributions and lower ΔB values (9–12 mm), indicating the enhanced 
formation of radical centres during the early stages of Mode II particle formation. 
This evidence supports the hypothesis that delocalized π-radicals may play a role 
in forming Mode II particles.  

Raman spectra of all the samples were measured to clarify the structural 
changes in the particles that are responsible for the trend in the EPR signal.  

Figure 5.5 shows Raman spectra acquired using two different wavelengths, 
i.e.,  λ = 532 nm and λ = 785 nm, and Figure 5.6 shows the spectra at 1000–3500
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cm-1, reported only those acquired at λ = 532. All the spectra were baseline
corrected, by subtracting the background using a linear interpolation, and
normalized to the maximum of the G peak.

Between 1000 and 2000 cm-1, the spectra consist of the typical D and G bands 
of carbon materials centred at approximately 1350 and 1600 cm-1, respectively. At 
2300–3300 cm-1, the spectrum consists of second-order and combination bands.  

Activation of the Raman D mode, at ~1350 cm-1, is due to defects in the sp2 
aromatic network, prohibited in the perfect hexagonal lattice (Ferrari and Basko, 
2013). Conversely, at ~1600 cm-1, the G band is due to every sp2 bond and is 
mostly insensitive to defects. These bands change in width and position of the 
maximum as a function of the different carbon structures. It is worth noticing that 
spectra show other Raman features as weak shoulders of D and G bands. The 
spectra's significant differences consist of changes in the D and G peaks' relative 
intensity and the band's position. 

About relative intensity, at λ=785 nm, the D band intensity is more significant 
than G band one. The dependence of the I (D)/I (G) ratio on the photon energy of 
the excitation beam is caused by a deviation of the D band intensity from the 
dependence predicted by the Raman scattering. Unlike G, the D band is susceptible 
to the resonance Raman effect, and the transition probability shows a significant 
dependence on laser excitation energy.  
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Figure 5.5: Raman spectra at several heights above the burner. On the top, 
collected spectra at λ=532 nm; on the bottom, collected spectra at λ=785 nm. The 

Raman spectra have been normalized on the G peak after subtracting the 
photoluminescence background 
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Figure 5.6: Raman spectra, including the second-order, normalized to the G peak 
at different HABs. 

It is well known that the I(D)/I(G) ratio is related to the average size of the 
aromatic units or clusters forming the carbon materials, La (Ferrari and Robertson, 
2001). For graphite and nano-graphite, the intensity ratio I (D)/I (G) is inversely 
proportional to La (Tuinstra and Koenig, 1970). Such functional dependence has 
been successively verified up to a minimum La, of about 2-3 nm, where I (D)/I (G) 
reaches a maximum value (Ferrari and Robertson, 2001). When La further 
decreases, I (D)/I (G) decreases to zero. For flame-generated soot particles, the 
low-La regime, i.e., La < 2-3 nm, usually applies, for which the following empirical 
expression has been found to correlate La with the relative intensity of the Raman 
bands (Ferrari and Basko, 2013): 

La2(nm2) = 5.4 ∙ 10−2 ∙ EL4(eV4)
I(D)
I(G)  (5.1) 

Where EL is the energy of the incident photon. 
It is relevant to note that using excitation wavelength in the visible, about 532 

nm, the dependency of I(D)/I(G) on La (Eq. 1) has been validated for a large variety 
of disordered carbon by many investigations (Ferrari and Basko, 2013) and the 
evaluation of La can be considered reliable. The results obtained for the different 
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soot particles, reported in Figure 5.7, show a slight increase of La as a function of 
HAB. This trend is an indication of larger aromatic islands inside particles at 
increasing residence time. La is approximately 1.1 nm for particles lower in the 
flame and increases slightly at HABs above 9 mm, reaching 1.2 nm.  

Figure 5.7: La from the Raman spectra of particles collected at several HABs 

These aromatic molecules making up the particles can be viewed as small 
nanographene sheets containing both zigzag and armchair edges. The zigzag edge 
region's presence is exciting because it is a source of localized edge-state spins 
(Joly et al., 2010) even in structures with edge shapes having small zigzag 
sequences fragmented by armchair sites (Nakada et al., 1996). These two types of 
edges can be monitored by Raman spectroscopy because the D band is resonantly 
activated by armchair edges and not by zigzag edges, whereas both types of edges 
can activate the D′ band, which appears at approximately 1620 cm-1 (Cançado et 
al., 2004). 

 In the analyzed spectra, owing to a line broadening of all the Raman features, 
the D′ band (not visible in Figure 5.5) is superimposed on the G band, and a single 
peak appears at 1600 cm-1. As reported in detail elsewhere (Minutolo et al., 2014), 
to separate all the bands' contributions, the first-order Raman spectra were fitted 
with Lorentzian and Gaussian's superposition functions using a procedure similar 
to that employed by Sadezky et al. (Sadezky et al., 2005). Specifically, three 
Lorentzian curves were used to fit the D, G, and D′ peaks; two additional 
Lorentzian lines were used to fit the features at 1100–1300 cm-1: a peak at 1220 
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cm-1 due to finite-crystal-size effects and defects (Sadezky et al., 2005)  and an
extra peak at approximately 1175 cm-1 attributed to olefinic C=C bonds, which
have higher vibration frequencies than aromatic ones (Ferrari and Robertson,
2001a). A Gaussian line shape was chosen for the band at approximately 1530 cm-

1, between the D and G bands (Jawhari, Roid and Casado, 1995; Sadezky et al.,
2005).

Figure 5.8 shows the ratio between the areas of the D and D′ peaks, 
A(D)/A(D′), as a function of the HAB. According to the above discussion, this 
quantity can indicate armchair edges' fractional composition concerning the 
armchair's total number and zigzag edges. The low ratio measured in the flame's 
initial zone indicates more zigzag edges in the compounds in this flame zone. 
Zigzag edges are a source of localized edge-state spins and can be one of the EPR 
signal sources measured at low HAB. 

Figure 5.8: (a) Ratio between the areas of the D and D′ peaks and (b) full width at 
half-maximum (FWHM) of the 2D peak as a function of HAB. 

Another exciting feature in the Raman spectra is the bandwidth of the 2D line, 
which is the bump at approximately 2700 cm-1 in Figure 5.6. Several studies have 
shown that as the number of layers increases from graphene to multilayer 
graphene, the 2D band changes from a single line to multiple (Ferrari et al., 2006; 
Cançado et al., 2008). Besides, a single line, which becomes broader with an 
increase in interlayer spacing, is measured for a turbostratic arrangement of 
graphitic layers (Lespade et al., 1984). A correlation between the broadening of 
the 2D band and the d002 interlayer distance measured by X-ray techniques was, 
indeed, reported by Lespade et al. (Lespade et al., 1984), who therefore identified 
the full width at half-maximum of this band, FWHM (2D), as a helpful index of 
three-dimensional graphitization (ordering) of carbons. FWHM (2D) was 
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determined by fitting the Raman spectra's second-order features at different HABs 
with a superposition of four Lorentzian peak functions, as described in detail 
elsewhere(Sadezky et al., 2005; Minutolo et al., 2014). Specifically, the D band's 
second-order features and the peak at 1220 cm-1 are located at approximately 2450 
and 2700 cm-1, respectively, and two different lines at approximately 2950 and 
3200 cm-1 are produced by overtones and combinations of the D, G, and D′ bands. 
FWHM (2D) is reported as a function of the HAB in Figure 5.8 b. Although all 
the values are larger than those reported for graphitized materials by Lespade et 
al. (Lespade et al., 1984), the reduction of FWHM (2D) indicates an increase in 
the interlayer interaction at HABs larger than 8 mm, and hence an increase in the 
three-dimensional/stacking order of the aromatic planes.  

As discussed previously, the formation of stacks of aromatic components and 
three-dimensional-network-generated spin-spin interactions between stacked 
aromatic planes (Joly et al., 2010) may explain the narrowing of the EPR signal 
observed at HAB = 9 and 10 mm and the predominance of the Lorentzian line 
shape. The trend observed here is very similar to the evolution from two-
dimensional nanographene to a three-dimensional nano graphite system described 
by Enoki (Enoki, 2012).  

At HABs of 12 mm and larger, where most ofcondensed phase  material is in 
the form of particles larger than 10 nm, the Raman spectra are characterized by a 
shift in the line centres, as shown in Figure 5.9. The shift is more significant for 
the D and 2D bands (not shown), but the G band also exhibits a slight shift. As 
suggested by studies of strained graphene (Popov and Lambin, 2013), this effect 
can be attributed to strain and deformation in the graphitic lattice, possibly owing 
to interactions between nano graphite domains in particles. The increase in 
structural disorder within particles is also demonstrated by the extensive line shape 
of all the Raman peaks and the entire second-order Raman spectrum's reduced 
intensity. 

Figure 5.9: Positions of (a) the D peak and (b) the G peak as a HAB function. 



5.2 SOOT INCEPTION: A DFT STUDY OF σ AND π DIMERIZATION 

OF RESONANTLY STABILIZED AROMATIC RADICALS

Research on nucleation and radicals' role within the formation and evolution 
of soot in the flame has progressed with a theoretical study.  

In this second paragraph, Density Functional Theory (DFT) calculation, in 
collaboration with Dr Francesco Silvio Gentile and Prof. Causà of 
“Dipartimento di Scienze Chimiche - Università degli Studi di Napoli Federico 
II,” was performed. 

The results of DFT calculation on two molecules visualized from a previous 
study of Professor D’Anna research group at HR- AFM (Commodo et al., 2019; 
Schulz et al., 2019) are reported.  

Specifically, the image showed several PAHs, including some radical ones. 
From the visualized PAHs, two of them have been chosen to be studied. As 
mentioned in chapter 3, the investigation aimed to highlight different types of 
radicals σ or π their formation based on specific structural elements.  

It is well known that in the nucleation phase, the most stable individual 
molecules are organized in peri-condensed systems. In addition to the purely 
benzenoid PAHs, five-member rings are also present, and they seem to have a 
controlling role in the formation and growth of aromatic. These five-membered 
rings together with a remarkable number of PAHs containing pentagonal rings or 
even six-membered rings with methylene groups were detected by the use of high-
resolution atomic force microscopy (HR-AFM) (Commodo et al., 2019; Schulz et 
al., 2019). 

Radicals can be classified as π or σ, according to whether the spin-bearing 
orbital is of π or σ type. π Radicals, particularly those with a comprehensive π 
system, are thermodynamically more stable than their σ counterparts, and so most 
studied radicals are π . However, more relevant to radicals' lifetime than their 
thermodynamic stability is their kinetic stability (or persistence). Persistent 
radicals (Griller and Ingold, 1976) are often sterically protected so that 
dimerization and other reactions with paramagnetic or diamagnetic molecules are 
impeded. 

The presence of different structural elements leads to the formation of a 
different type of radical, as shown in Figure 5.10, which occurs in different paths 
of the formation process.  

101 
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Figure 5.10. Representation of σ-radical and π-radical. The black dot in the red 
circle illustrates the unpaired electron. σ-radicals present the electron in orbital in the 

molecule plane; π-radical shows the electron in the orbital perpendicular to the 
molecule. 

As previously written, H atom abstraction to -CH2- of the partially protonated 
rim-based pentagonal rings or H atom addition to acenaphthylene-type cyclo-
Penta rings form delocalized π radicals. Indeed, if an H atom is removed from the 
aromatic molecule composed of purely benzenoid rings, the unpaired electron 
occupies an orbital lying in the local molecular framework plane, forming a σ 
radical. Conversely, if an H atom is removed from an sp3 hybridized carbon at the 
periphery of an aromatic molecule, such as a -CH2- group in a five-membered or 
six-membered ring of a PAH, or an H atom is added to an unsaturated ring, the 
unpaired electron occupies an orbital perpendicular to the local molecular 
framework, thus forming a π radical which delocalizes over the entire molecule 
(Howard, 1991).  

Unpaired electrons in orbitals lying in the plane (σ radicals) cannot be 
delocalized on the aromatic system: it is the case of phenyl radical. These σ 
radicals undergo sequential reactions of acetylene addition, leading to more 
aromatics (Frenklach, Schuetz and Ping, 2005). The self-combination of these 
types of radicals forms bi-phenyl-like, cross-linked compounds (D'Anna et al., 
2001).  

An unpaired electron located in an orbital perpendicular to the plane, π radical, 
can be delocalized through the entire molecule and stabilizes by resonance. 
Besides, to be critical for forming the first aromatic ring (Miller and Melius, 1992), 
the resonantly stabilized π radicals have long been considered essential species in 
promoting soot nucleation and growth (Homann and Wagner, 1967; Keller, 
Kovacs and Homann, 2000). 

.
.

σ-radical π-radical
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Therefore, it has been speculated that resonantly stabilized π radicals, mainly 
due to partially protonated rim-based pentagonal rings, might be involved in the 
nucleation/clustering of aromatics, promoting bridging reactions (Martin et al., 
2019b; Frenklach and Mebel, 2020), to form three-dimensional carbon structures. 
The role of resonantly stabilized radicals in aromatic growth and soot inception 
was already hypothesized by D'Anna et al. (D'Anna et al., 2000).  

Aromatic radicals are known to play a fundamental role in numerous branches 
of organic chemistry; one of the most investigated aromatic π radical compound, 
the phenalenyl radical, has been found to form a π-stacking intermolecular 
attraction, sometimes referred to as "pancake bond" or "multi-electron/multi-
centre (me/mc)" consisting on an unusual delocalized covalent-like bond (Gao et 
al., 2016; Kertesz, 2019). 

In this section of this thesis work, the dimerization process of chosen PAH 
molecules and radicals has been studied. 

As written in the experimental chapters DFT-D3 calculations have been 
carried with hybrid functional and localized Gaussian basis set (B3LYP/6-31G**), 
to study the interactions of the two π-PAH radicals visualized by HR-AFM 
(Commodo et al., 2019), named in the following R1 and R2 (IS1 and IS13 in Ref. 
(Commodo et al., 2019).  

The study aims to calculate the DFT-D3 structures of single radicals and their 
dimers to assess radical aggregation's role in the inception of soot particles. The 
Mulliken population analysis (MPAN) of the spin density (Mulliken, 1955) has 
been used to understand the effect of radical delocalization on different 
dimerization pathways. An analysis of the two different dimerization processes, in 
terms of binding energy and spectroscopic behaviours (bandgap), has been 
performed. 

5.2.1 PHENALENYL RADICAL 

Examples of highly persistent neutral hydrocarbon radicals without protecting 
groups are phenalenyl and its derivatives. The phenalenyl radical, which can be 
detected in pyrolysis products of petrol fractions ("Proceedings of the Chemical 
Society. April 1961," 1961), can be formed merely by exposing a solution of 
phenalene in tetrachloromethane to air, whereby an H atom is abstracted by 
dioxygen (Figure 5.11) (Sogo, Nakazaki and Calvin, 1957). 
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Figure 5.11: Production of Phenalenyl radical. (Sogo, Nakazaki and Calvin, 1957) 

Because of their low stability and high reactivity, σ radicals are less easy to 
detect; however, a few simple, essential species, whose pictures in Figure 5.12, 
have to be mentioned. These are vinyl, generated from liquid ethane by 2.8 MeV 
electrons (Fessenden and Schuler, 1963) or by photolysis of HI in acetylene 
(Adrian, Cochran and Bowers, 1972); phenyl, obtained from stable iodide in a 
matrix by reaction with sodium (Bennett, Mile and Thomas, 1965) or photolysis 
(Kasai, Hedaya and Whipple, 1969) or from bromide by 2.8 MeV electrons in 
aqueous solution (Zemel and Fessenden, 1975); and formyl, first produced by 
photolysis of HI in solid CO (Cochran, Adrian and Bowers, 1962) or by photolysis 
of solid formaldehyde (Brivati, Keen and Symons, 1962). 

Figure 5.12: Picture of a) vinyl radical(Fessenden and Schuler, 1963); b) phenyl 
radical (Bennett, Mile and Thomas, 1965); c) formyl radical (Adrian, Cochran and 

Bowers, 1972)l. 

Therefore the first step in conducting this research was to perform preliminary 
calculations on the phenalenyl radical self-combination, a mechanism that has 
mainly been studied in the literature. These preliminary calculations are performed 
to test the used approach's capability to reproduce previous theoretical and 
experimental studies.  
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Phenalenyl, sketched in Figure 5.13, is a π radical and confirmed by spin 
MPAN: 31% of spin density on the equivalent peripheral carbon atoms; 15% on 
the semi-peripheral Carbon atoms; 7% at the central site.  

Figure 5.13. Scheme of phenalenyl radical dimerization. 

This radical's peculiarity lies in its self-combination capability by forming two 
types of dimers: σ- and π-dimer. The σ-dimer shows a single C-C bond between 
the two radicals' peripheral carbon atoms; the two molecules do not overlap, as 
shown in Figure 5.13 (right side). The dimerization energy is 12.9 kcal mol-1, 
calculated concerning the two separated phenalenyl radicals in reasonable 
agreement with literature data, 10 kcal mol-1 (Small et al., 2005). The π-dimer has 
two different configurations: in the first one, the two radicals exactly overlap 
whereas, in the second configuration, shown in Figure 5.13 left side, the two 
radicals present an inversion centre (head-tail configuration) and a shift of the 
polyaromatic rings giving a staggered "graphite" like structure. Our calculations 
show the perfectly overlapped stacking dimer to be 13.6 kcal mol-1 more stable 
than the monomers in unrestricted open-shell singlet electronic configuration and 
9.7 kcal mol-1 in the triplet state. The π-dimer in the head-tail graphite-like 
configuration is more stable than the σ-dimer; its interaction energy is 22.3 kcal 
mol-1, a value higher than that calculated coupled-cluster level (Kertesz, 2019).  

5.2.2 PAHS RADICAL: ENERGY AND DIMERIZATION

Based on this test-case, the computational effort has been extended to larger 
molecular models based on the molecular constituent's experimental observations 
of incipient soot (Commodo et al., 2019). Therefore, the two radical PAHs, named 
R1 and R2, and sketched in Figure 5.14, are examined in this session.  

.
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Figure 5.14 Investigated R1 and R2 radicals; Top panel: the spin isodensity surface 
projected only over the SOMO orbital. The surface ranges are evaluated at 0.001 |e|/ 

(a0)3 isodensity. The red surface represents positive values, while the blue are 
negatives; the Lower panel: the molecular sketch, in which the small black dot is 

one of the possible resonance representations of the unsaturated site (carbon 
dangling bond). The circles (with atomic label) indicate the carbon atoms with 

the higher (positive) values of the MPAN of spin distribution. The striped circles 
indicate the carbon atoms with the lower (negative) values of the MPAN (values 

reported in Table 5.2). 

The radicals have been preliminary studied as individual structures. In 
principle, these molecules are π radicals since the dangling bond's electron is not 
univocally localized in one specific atom site on the molecular plane. Thus the 

R1 R2
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unpaired electron is hosted by molecular orbitals belonging to the π system. Figure 
5.14 (top panel) reports the calculated 0.001 electrons/bohr3 iso-level of the 
electronic density, projected in the singly occupied molecular orbital (SOMO) 
range energy, in R1 and R2, respectively. It provides a topological representation 
of the magnetic behaviour of the molecules. Note that, this classical representation 
does not correspond to the physical position of the unpaired electron. Indeed, this 
latter is provided by MPAN that gives, in a first approach, the formal charges and 
spin densities, whose results are reported in Table 5.2 and also shown in Figure 
5.13 (lower panel) as coloured dots highlighting the carbons with higher (red-
label) and lower (blue-label) spin-orbital contribution. 

Table 5.2. MPAN: Atomic net charge, ρ, and spin population, μ, values for R1 
and R2 radicals. All charges are expressed in electron fractions |e|. 

C 
Atom 
(R1) 

ρ(R1) μ(R1) C 
Atom 
(R2) 

ρ(R2) μ(R2) 

2 0.13 -0.13 1 -0.17 0.33 
3 -0.14 -0.08 2 -0.08 -0.15
6 0.06 0.18 3 -0.16 0.31 
11 -0.23 0.41 6 0.09 -0.17
12 0.21 -0.21 11 0.00 0.42 
25 -0.19 0.67 12 0.04 -0.14

R1 radical has a hybrid behaviour, due to its peculiar topology, showing a low 
delocalization of the unpaired electron. The carbon atom belonging to the non-
aromatic ring (C25) shows a spin population μ = 0.67 |e| (see Table 5.2), thus 
indicating a noticeable localization of the unpaired electron. It is also possible to 
find a second localization site, namely C11 (in alternate position concerning C25), 
which has a spin population μ = 0.41 |e| (Figure 5.14 and Table 5.2). We could 
define this type of radical as a partially localized π−radical, whose role in the 
aggregation/clustering, through an enhanced binding in PAHs clusters, was 
formerly postulated by Wang(Wang, 2011), and in a recent DFT study thoroughly 
discussed by Martin et al.(Martin et al., 2019a). 

By contrast, the R2 radical can be considered as a pure π radical; indeed, the 
maximum localization does not exceed a spin population value of 0.42 |e| over a 
single site (C11) while the other two with the largest spin population are equally 
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spanned among other two sites (C1 and C3, see Figure 5.14 and Table 5.2). The 
delocalization of the unpaired electron, specifically the spin population, was 
higher on peripheral carbon sites than the central ones.  

The different delocalization of unpaired electrons in R1 and R2 radicals 
produces a substantial difference in dimer formation. Dimers of R1 radicals, DR1,  
form a single bond between the carbon atoms, hosting the localized unpaired 
electron. The bond length is 1.603 Å, while the two poly-aromatic structures are 
slightly bent, as shown in the dimer equilibrium geometry reported in Figure 5.15, 
in which the calculated 0.001 electrons/bohr3 iso level of the electronic density in 
DR1 and R2 dimers, DR2, in both spin multiplicity, are reported. 

To study the energetic contribution of the open-shell configuration in aromatic 
dimerization, we compared the calculated interaction energy of the DR1 and the 
corresponding closed-shell M1 molecule sketched in Figure 5.16. Indeed, DR1 can 
be formed by H atom abstraction from the partially protonated rim-based 
pentagonal ring of molecule M1 (backward reaction in Figure 5.16 upper panel). 

Figure 5.15. Calculated 0.001 electrons/bohr3 iso level of the electronic density in DR1 

and DR2 dimers. <Z>c is the average distance between the top and bottom carbon 
atoms z-coordinates. DR1 (left): the dashed line shows the distance of the C-C covalent 

bond; the two bonded C-atoms are sp3  hybridized DR2(right): the DR2 head-tail 
structures, representing the more stable energetic configurational isomer in a singlet 

(top) ant triplet state (bottom). 

DR2(Sz=3) α+β

DR1 α+β

DR2(Sz=1) α+β

1.603Å

⟨Z⟩C=3.447 Å

⟨Z⟩C=3.584 Å
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The calculated interaction energy for M1 dimer, DM1, is about 30 kcal mol-1. 
We can assume that this value is representative of purely van der Waals 
interactions. The interaction energy in DR1 is 71.7 kcal mol-1. Therefore, assuming 
that the van der Waals interactions account for the same energy value for both DR1 
and DM1 dimers, we can estimate that the σ bond contributes about 40 kcal mol-1, 
corresponding to a weak single C-C bond. 

Figure 5.16. Equilibrium molecular structures of M1 and M2 closed-shell 
molecules, derived from the R1 and R2 radicals. Radicals are formed by H atom 

abstraction from the partially protonated rim-based pentagonal ring of the molecules. 
The largest red spheres indicate the original radical's carbon atom where the hydrogen 

atom has been added 

For DR2, different geometries, and spin multiplicities need to be considered. 
Significantly, three geometries have been explored, as reported in Figure 5.17:  
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• radicals perfectly overlapped;
• radicals shifted in graphite staggered like structure;
• radicals in the head-tail configuration.

Figure 5.17. a) DR2 Staggered geometry; b) DR2 Head-tail geometry; c) DR2 

Overlapped geometry. 

Table 5.3 the interaction energies for DR2 in the three geometries and singlet 
and triplet multiplicity states. 

Table 5.3 Interaction energies and distances between molecules for three 
geometries and two multiplicity state of DR2. All energies are reported without 
taking into account the BSSE corrections. The BSSE evaluation increases the 

interaction energies in a range from +7 to +8 kcal mol-1 

DR2

configurations 
 Sz=1 

interaction 
energy [kcal 
mol-1] 

 Sz=3 
interaction 
energy [kcal 
mol-1] 

 Sz=1 
Distance 
[Å] 

 Sz=3 
Distance 
[Å] 

Overlapped -28.6 --- 3.379 
Staggered -31.1 -33.5 3.450 3.674 
Head-tail -33.7 -36.8 3.512 3.495 

It is worth noticing that DR2 triplet multiplicity does not present the overlapped 
equilibrium geometry due to electronic repulsion. In DR2, the π electronic densities 
tend to overlap, as shown in Figure 5.15; with a distance between the two stacked 
molecules that ranges from 3.40 to 3.60 Å, considering both the singlet and triplet 
state, with an average distance of 3.45 Å for the stack in singlet state and an 
average distance of 3.58 Å for the stack in the triplet state. Calculated distances 
are reported in detail in Table 5.3. 

a) c)b)
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As for DR1, we compare the interaction energy of the most stable DR2, i.e., the 
head-tail configuration in the triplet state, to the interaction energy of the dimer of 
closed-shell M2 molecule, DM2. A value of -35.8 kcal mol-1 was calculated for the 
DM2; it is assumed that the interaction is purely due to van der Waals forces. 
Therefore, the interaction energy of the most stable DR2 is just a few kcal mol-1 (2-
4 kcal mol-1) larger than the interaction energy of the DM2 indicating a weak multi-
centre π-π orbital interaction.  

The above analysis about the two radical dimers' interaction energy and the 
equilibrium geometry allows concluding that polycyclic aromatic radicals may 
form π stacking if the unpaired electron is sufficiently delocalized, which gives a 
slight overbinding in the cluster interaction concerning pure van der Waals 
interactions. When the molecule's topology causes some spin localization, like in 
the R1 case, a C-C covalent bond is formed among the localization sites.  

5.2.3 ELECTRONIC BANDGAP CALCULATIONS 

The electronic bandgap is an essential quantity to characterize 
semiconductors, and it is widely used for nanostructured materials investigations. 
However, the measured band gap strongly depends on the experimental method. 
For instance, optical, electrochemical, electrical bandgap may show slight 
differences since they monitor different processes (Bredas, 2014). Theoretically, 
the bandgap is the difference between the highest occupied molecular orbital 
(HOMO) and the lowest unoccupied molecular orbital (LUMO). Although 
B3LYP has been shown to over predict the measured optical band gap (Menon et 
al., 2019), the HOMO-LUMO gap (Eg) resulting from our model gives correct 
trends for gaps calculated at higher theory levels, and the method applies to large 
polycyclic aromatic models. The literature has recently reported a correlation 
between PAHs characteristics and their optical band gap, OBG (Chen and Wang, 
2019; Liu et al., 2019). PAH size, structural symmetry, cross-linking, curvature 
due to pentagonal-ring, radical presence, all these characteristics cause a variation 
on the OBG of PAHs (Menon et al., 2019). In light of this, one of the main 
objectives of the present study is to deepen the analysis of the effect of the 
supramolecular assemblies of the polycyclic aromatic molecules and radicals on 
the HOMO-LUMO gap. To this aim, the energy gap between occupied and 
unoccupied electronic states has been evaluated for both open and closed-shell 
investigated dimers. 
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This computational investigation is aimed to shed light on some experimental 
observations indicating a typical value of the energy gap for just-nucleated soot 
particles which is of the order of 1.5-2 eV (34.6-46 kcal mol-1) (Commodo, De 
Falco, et al., 2015), thus significantly lower than the typical energy gap of the 
constituent aromatic molecules.  

The results of the DFT-D3 calculation in terms of the energy gap are reported 
in Figure 5.18. M1 molecule has a HOMO-LUMO gap of approximately 3.3 eV 
(76.1 kcal mol-1) that decreases when considering the corresponding R1 radical's 
SOMO-LUMO gap, i.e., 2.5 eV (57.65 kcal mol-1). A similar trend is also obtained 
for the corresponding dimers, DM1: the molecular dimer presents an energy gap of 
3.2 eV (73.79 kcal mol-1) while the radical dimer, i.e., the σ-bonded DR1, has a gap 
of 3.03 eV (69.87 kcal mol-1).  

Figure 5.18: Calculated HOMO-LUMO gaps. 

The M2 molecule has a gap of 2.8 eV (64.57 kcal mol-1), while the 
corresponding R2 radical gap is 2.1 eV (48.43 kcal mol-1). The stack constituted 
by two M2 molecules, i.e., DM2 has a 2.6 eV (59.96 kcal mol-1) gap, slightly lower 
than the M2 molecule alone. In the dimer configuration of DR2, the orientation of 
the stacks might further affect the HOMO-LUMO gaps. Indeed, the triplet 
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electronic structures have higher gaps than the singlet ones. Specifically, the DR2 
in overlapped geometry has an energy gap of 1.39 eV (32.05 kcal mol-1); the DR2 
in staggered geometry has an energy gap of 1.26 eV (29.06 kcal mol-1) for singlet 
multiplicity state and 1.96 eV (45.20 kcal mol-1) for the triplet one; DR2 for head-
tail configuration has an energy gap of 1.02 eV (23.52 kcal mol-1) for singlet and 
1.83 eV (42.20 kcal mol-1) for triplet. The parallel spin electron repulsion explains 
this behaviour due to the exchange interaction in triplet configuration that 
decreases the coulombic repulsion causing stabilization of the HOMO and a 
consequent increase of the bandgap. It is evident from our calculations that the 
presence of delocalized π unpaired electrons sensibly decreases the HOMO-
LUMO gap. Therefore, polycyclic aromatic radicals' stacking decreases the 
HOMO-LUMO gap by a quantity dependent on aggregation geometry and spin 
multiplicity. 
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5.3 CHARACTERIZATION OF INCIPIENT SOOT PARTICLES BY 

NUCLEAR MAGNETIC RESONANCE SPECTROSCOPY 

As written in the previous paragraph, the DFT study has made it possible to 
theorize structural elements and functional groups responsible for generating the 
two different radicals. Then, from the presence of these elements, it is also possible 
to theorize the possible paths in the mechanism of formation . 

It becomes clear that the need to prove the presence of these elements 
experimentally has become increasingly necessary. 

The technique designated for this investigation was the NMR, specifically the 
1H-NMR.  

1H-NMR study was performed in collaboration with Professor Marina della 
Greca, SCF (Sintesi Caratterizzazione Fotochimica) group, Dipartimento di 
Scienze Chimiche - Università degli Studi di Napoli Federico II. 

NMR is a technique utilized to characterize hydrocarbon fuels, solvent-soluble 
coal fractions, and asphaltenes (Calemma et al., 1995; Guillén, Díaz and Blanco, 
1998; Lee and Glavincevski, 1999; Durand et al., 2010; Manoj et al., 2012; Burger 
et al., 2015; Dutta Majumdar et al., 2017) but it is not very usual to find the 
characterization of flame carbon particles by 1H-NMR, especially in a premixed 
flame. Indeed, 1H-NMR spectroscopy has two significant drawbacks. First, in a 
spectrum of complex mixtures, such as those of flame samples, the peaks overlap 
could represent a factor because of the small chemical shift range. Second, some 
structural moieties do not have a defined number of hydrogen atoms. For example, 
for a polyaromatic molecule, the number of aromatic hydrogen atoms depends on 
the number of alkyl side-chains and the number of bridgehead carbons (Burger et 
al., 2015).  

In the literature, there are works and experiments carried out on C-NMR, later 
surpassed by C-NMR in solid-state (Pugmire et al., no date; Solum et al., 2001; 
Brown, 2012; Dutta Majumdar et al., 2016, 2017). Unfortunately,  it was not 
possible in this thesis work to perform a 13C-NMR analysis. 

Earlier utilization of 1H NMR for soot analysis was made by Santamaria and 
coauthors who investigated the chemical functional groups of carbonaceous 
products from ethylene and ethylene/ethanol inverse diffusion flame (Santamaría 
et al., 2006, 2007; Santamaría, Eddings and Mondragón, 2007; Salamanca et al., 
2012b). 



115 

But why the choice of NMR? The technique allows discerning the different 
types of protons to differentiate a proton bonded to a C hybridized sp3, sp2, or sp. 
Moreover, NMR  can distinguish a Csp2 of an aromatic or an aliphatic and identify 
an H atom bound to an O, N, or other heteroatoms. Hence NMR can confirm or 
deny H atoms' presence bonded in methylene (CH2) groups, for example, common 
motifs among the pool of molecules visualized at the HR-AFM experiments 
(Commodo et al., 2019; Schulz et al., 2019). The same molecules consistent with 
a radical propagation mechanism initiated the previous paragraph's hypotheses 
with the DFT calculations. The presence of a specific H that by homolytic cleavage 
leads to the formation of an σ or π radical.  

Based on the experimental data that showed the presence of elements such as, 
methylene, methyl, vinyl groups, aliphatic chains linked to PAHs, presence of 
internal and external Penta-rings and motivated by the fact the molecular 
constituents of incipient soot are rich in hydrogens, particles collected at a 
residence time corresponding to inception or nucleation step were analyzed. 

The flame and the experimental approach are described in chapter 4, i.e., a 
laminar premixed ethylene-air flame stabilized on a McKenna burner, cold gas 
stream velocity set 9.8 cm/s, and the carbon-to-oxygen atomic ratio (C/O) was set 
to 0.67. The flame products were sampled using a horizontal tubular probe 
(stainless steel tube, 1 cm outer diameter) with a downward orifice (inner diameter 
= 2.5 mm, thickness = 0.5 mm) positioned at the sampling point in the flame. 
Compared to the earlier studies dilution was lowered to collect enough material 
for the NMR analysis. The quartz filters, dissolved, extracted and redissolved in 
deuterated chloroform (CDCl3) were placed into an NMR cuvette. The NMR 
analysis was carried out with a Bruker AscendTM operating at the 1H frequency of 
400.130 MHz in CDCl3. 1H spectra were obtained using the following parameters: 
128 transients, 65 K data points. 

The HAB was set at 8 mm, assumed to be the onset point of soot particle 
formation (Commodo, De Falco, et al., 2015; Commodo et al., 2019; Schulz et 
al., 2019), corresponding to a monomodal particle size distribution with maximum 
positioned at a mobility diameter of 2.4 nm, as it is possible to notice in Figure 5.1 
of this chapter. 

Figures 5.19 and 5.20 show the 1H NMR spectra, in the chemical shift range 
between 0-5 and 5-10 ppm, of the chloroform-soluble fraction of the incipient soot. 
These two regions could be defined approximately as the aliphatic and the 
aromatic regions. 
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Some signals in the aromatic region and aliphatic region could appear more 
shielded because of the aromatic ring current and probably stacked geometry 
(Dutta Majumdar et al., 2017). 

 
Figure 5.19: NMR spectrum in 0-5 ppm range in the "aliphatic region." 

 

 
 

Figure 5.20: NMR spectrum in the 5-10 ppm range in the "aromatic region." 

However, it should be specified that, within the two large macro-areas defined 
above, there are sub-classifications of protons. The assignment of the peaks of the 
spectrum can be performed according to the classification of the chemical shifts 
of protons schematized in table 5.4 (Calemma et al., 1995; Decesari et al., 2000; 

5 4 3 2 1 0
Chemical shift (ppm)

10 9 8 7 6 5
Chemical shift (ppm)
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Yang et al., 2003; Santamaría et al., 2006, 2007; Santamaría, Eddings and 
Mondragón, 2007; Durand et al., 2010; Burger et al., 2015). 

Table 5.4. Assignments of the proton chemical shifts in 1H NMR spectra. IN 
the pictured structure, the Hydrogens responsible for the corresponding 

chemical shift are highlighted in red 
Hydrogens Description Chemical 

shift, δ (ppm) 

Ha2 Aromatic hydrogens (polyaromatic) 7.5–10.5 

Ha1 Aromatic hydrogens (monoaromatic) 6.5–7.5 

Ho Olefin hydrogens (vynilic CH and CH2) 5.0–6.5 

Hα2 • Aliphatic hydrogens in methylene (CH2)
groups α to two aromatic rings (fluorene

type) 

• Aliphatic hydrogens in methylene (CH2)
groups α to an aromatic ring and β position

to another ( acenaphthene type) 
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Hα1 Aliphatic hydrogens in methyl (CH3) 
groups α to an aromatic ring 

2.0–2.5 

Hβ Aliphatic hydrogens in methylene (CH2) 
groups in β position to an aromatic ring 

(paraffinic CH2) 

1.0–2.0 

Hγ Aliphatic hydrogens in methyl (CH3) 
groups γ or further to an aromatic ring 

(paraffinic CH3), alkanes, cycloalkanes. 
Naphthenic rings 

0.5–1.0 

As shown in Figure 5.19 and Figure 5.20, the spectra show a very intricate 
shape, the peaks are vast, and all this is caused by the complexity of the material 
analyzed. The spectrum of incipient carbon nanoparticles displays several peaks 
in the regions schematized in the table.  

The magnitude or intensity of NMR resonance signals is proportional to the 
molar concentration of the sample. Thus, a small or dilute sample will give a weak 
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signal, and doubling or tripling the sample concentration increases the signal 
strength proportionally. If we take the NMR spectrum of equal molar amounts of 
benzene and cyclohexane in a suitable solvent, such as carbon tetrachloride 
solution, the resonance signal from cyclohexane will be twice as intense as that 
from benzene because cyclohexane has twice as many hydrogens per molecule. 
This relationship is very significant when samples incorporating different sets of 
hydrogen atoms are examined since it allows the ratio of hydrogen atoms in each 
distinct set to be determined.  

In Figure 5.21, the spectrum in the 0-2.5 ppm range is shown. The spectrum 
shows the TMS peak, the internal standard, and very intense aliphatic CH2 and 
CH3 peaks, probably caused by long saturated chains.  

 

 
Figure 5.21: NMR spectrum in 0-2.5 ppm range 

 
In Figure 5.22, a closer look at the spectrum area between 2 and 2.5 ppm 

displays the presence of two peaks, corresponding to methyl groups on aromatics 
(Hα1).  
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Figure 5.22:Zoom in the 2-2.5 ppm area. 

 
Figure 5.23 illustrates the spectral range between 2.5-5.0 ppm. 

 
Figure 5.23: 2.5-5.0 ppm spectral range. 

In this area, corresponding to schematized Hα2 in table 5.4, several peaks are 
present. These peaks could be attributed to the hydrogens in methylene groups 
(CH2) of fluorene and acenaphthene type configuration. The presence of protons 
as those of fluorene and acenaphthene type configurations in the analyzed 
incipient carbon particles analyzed is fascinating. These data could confirm the 
theory on a generation of resonantly stabilize radicals (RSRs) and localized π-
radicals, that are recognized as critical species in the soot nucleation/formation 
process (Johansson et al., 2018; Martin et al., 2019a). It is noted that peaks in this 
region may also originate from oxygen functionalities, such as the hydroxyl group 
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–OH. However, in the same flame conditions, X-ray photoelectron spectroscopy 
and HR-AFM revealed ethereal and hydroxyl oxygen (Johansson et al., 2016; 
Commodo et al., 2017, 2019; Schulz et al., 2019). Besides, the radical nature of 
the analysed sample molecules should be considered, which would lead to the 
probability of quenching by oxygen during the sampling and storage procedure. 

Nevertheless, the quantity detected would suggest being in quantities such as 
to be considered negligible compared to the carbonaceous matrix. Therefore the 
resonant protons in this zone are attributable with a high probability to Hα2 
protons.  

The second macro-area is the aromatic one. The range between 5-7.5 ppm 
showed in Figure 5.24 displays the prominent peak at 7.24, due to solvent residue. 
The other small peak could be associated with Ho due to finding protons linked to 
unsaturated carbons. 

 
Figure 5.24 Spectral area between 5 and 7 ppm. 

 
In the last section of the spectrum,  ranging from 7.5 to 10 ppm, Figure 5.25, 

the aromatic zone is shown; the one arising from protons bound to carbons in 
polyaromatic structures. In Table 5.4, such protons have been defined as Ha2. It is 
possible to notice the presence of more or less defined signals. Between 8 and 9 
ppm we notice mostly bands. Although the aromatic hydrogen would seem less 
significant, this does not mean that these structures are absent but could be caused 
by highly condensed structures with large numbers of fused carbons that cannot 
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visualize. Also, the relaxation of spin precessions of the aromatic proton nuclei 
back to their thermodynamic states results in a vast decrease in the 1H-NMR peak 
heights for interacting assemblies, accompanied by considerable line broadening. 

 The shift towards lower ranges can be attributed to several factors. The effect 
of an extended aromatic structure such as PAHs should be mentioned, the larger 
it is, the more complex and shifted/deshielded the peaks will appear because of π− 
the electron ring current. It should be considered that the analysis has been carried 
out on complex material, characterized by components that " interfere" the 
symmetry, such as penta-rings, sp3 C, and therefore the equivalence of protons that 
are shifted. In the last analysis,  the interaction of molecules, aggregation, and the 
possibility of the formation of stacking should be taken into account, all factors 
that provide a more significant amount of complexity. 

 

 
Figure 5.25: Last examined range in the aromatic zone. The area between 7.5 and 

10 ppm 

 
Thus through the NMR spectroscopy in this thesis work, it was possible to 

carry out an exploratory investigation of the incipient carbonaceous particles, 
investigating the presence of protons characteristic for the deployment of the soot 
formation process in flame. It is to be hoped that this preliminary investigation 
could lay the groundwork and pave the way for a more 'in-depth application on 
the subject, combining the 13C-NMR and allowing for ranging in the field of NMR 
in solid-state. 
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5.4 RADICALS IN NASCENT SOOT FROM LAMINAR 

PREMIXED ETHYLENE AND ETHYLENE-BENZENE FLAMES 
 
In this last paragraph, data related to the study of carbon particles produced in 

a premixed ethylene-air flame and premixed ethylene-benzene-air flame are 
shown. Analysis and characterization study has featured an in-depth study of the 
nature of the chemical-structural changes along  the flames. On the other hand, 
however, we have focused on the radical nature of the process, the differently 
formed radicals at the time of nucleation, their role and influence in the various 
forms of larger and larger particles inside the flame.  

The generation of stable aromatics is of fundamental importance to the entire 
soot formation mechanism. The formation of aromatic radicals might be strongly 
related to the fuel chemical structure and to the environment in which the fuel 
reacts. It is the case of aromatic hydrocarbons, which during oxidation can be more 
effective in forming resonantly stabilized π-radicals, e.g., cyclopentadienyl, 
benzyl, or indenyl radicals in comparison with aliphatic hydrocarbon. The 
formation of such radicals promotes molecular growth, and indeed, soot formation 
in aromatic fuel flames occurs across the flame front, in an environment still rich 
in oxidizing species (Minutolo, Gambi and D’Alessio, 1996; Tregrossi, Ciajolo 
and Barbella, 1999). 

It is precisely the different propensity of aromatic fuels compared to aliphatic 
fuels to form resonantly stabilized radicals already at the flame front that has 
motivated this experimental research campaign to understand further the role of 
radicals in the formation subsequent growth of nascent soot particles.  

As described earlier in section 4.5.1, EPR spectroscopy is specific in studying 
paramagnetic centres such as free unpaired electrons, located in conducting bands 
or in localized edge states (Ingram, 1961). For this reason, it has long provided a 
valuable probe of the electronic properties for carbon-based materials with 
extended π-electron systems, inquiring both the chemical and structural basis of 
carbon soot particles. Indeed, EPR spectral features (i.e. g-factor, signal linewidth, 
and spin-density) would also reflect the influence of the environment on the 
magnetic properties of unpaired electrons, rendering the latter useful probes of the 
chemical nature and amount of radical species within soot particles, the presence 
of π-conjugation and finally for the supramolecular organization of aromatic 
molecules into particles (Rhodes, 2011).  
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To this end, two sets of laminar premixed ethylene air flames have been 
investigated. The two flames, in each set, were characterized by the same 
equivalence ratio, temperature, and unburned gas velocity, in which 30% of 
ethylene carbon was replaced by benzene. To follow the comparison between the 
two kinds of fuel the particles collected have been analyzed to determine their size 
by electrical mobility measurements, chemical/structural characteristics by Raman 
spectroscopy, and radical amount and characterization through the electron spin 
density measurement EPR spectroscopy. 

The two flames will be designated as Et and Et-30%B for the Ethylene/Air 
flame and the Ethylene /Benzene/Air flame, respectively.  

A summary of the experimental conditions is reported in Table 5.5. The cold 
gas velocity was set to 10 cm/s (NTP) for all flames and the equivalence ratio, Φ, 
was fixed at 1.89 for the first set of ethylene and ethylene/benzene flames and 2.01 
for the second set of flames, thus keeping the total carbon flow rate fixed at 32.43 
and 33.56 mg/s, respectively. In the Ethylene/Benzene/Air flame, 30% of the total 
carbon flow rate was obtained by adding pre-vaporized benzene instead of 
ethylene. Finally, a nitrogen flow was added to the Ethylene/Benzene/Air flame 
to keep both the two flames' cold gas velocity and equivalence ratio. Both air and 
nitrogen fluxes were heated to 100 °C to avoid benzene condensation in the 
benzene-doped flame and to ensure equal inlet conditions to the two flames in each 
set. 

Table 5.5. Experimental conditions: flows and flame characteristics 

 
 

Different soot samples were collected at various heights above the burner 
distances to sample particles with different size distributions representative of the 
initial stages of soot formation. To compare the data between the flames and 
different sampling conditions, the characterization was performed using DMA, 
Raman, and EPR. The instrumentations and the procedure used for the online and 
off-line characterization have already described previously in the experimental 
chapter. 
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The size distribution of particle volume, PSDs, measured at a different height 
above the burner, in both sets of flames are reported in Figure 5.26 normalized to 
the total particle volume.  

Particles sampled at the lowest HAB, in each flame, correspond to nucleation 
particles and the size distribution is mostly below 5 nm. Increasing the HAB, the 
PSD changes to larger sizes, and a more extensive mode of particles, i.e., more 
prominent than 7 nm, occurs. The typical trough between the nucleation and 
growth modes, as observed in previous investigations (Commodo et al., 2019; 
Giuseppe Vitiello et al., 2019), is now not observed and it can be ascribed to the 
higher temperature of the present flames caused by the preheating of the fuel/air 
mixture necessary to avoid benzene condensation in the feeding line (Abid et al., 
2008).  

Figure 5.26. Volume PSDs normalized to the total particle volume measured at 
different HAB for the ethylene flames (left column) and the ethylene/benzene flames 

(right column). 

For each of the selected flame conditions, particles  were analyzed by EPR to 
measure the amount and nature of persistent radicals.  

EPR analysis were performed in collaboration with Dr. Giuseppe Vitiello of 
the “ Dipartimento di Ingegneria Chimica, dei Materiali e della Produzione 
Industriale”, Università degli Studi Di Napoli Federico II”. 
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EPR spectra are reported in Figure 5.27 and 5.28, while the corresponding 
spectral parameters are listed in Table 5.6. All spectra show a single peak at the 
Landé g-factor ranging between 2.0023-2.0026 (±0.0003). The measured g-value, 
which is very close to the value for free electrons, indicates that all the samples 
contain carbon-centred aromatic radicals for which the unpaired electron has a 
minimal orbital contribution to the magnetic moment (Yordanov and Lubenova, 
2000).  

Figure 5.27 EPR spectra of sampled particles at different heights above the burner 
for the pure ethylene flame (left column) and ethylene/30%Benzene flame (right column). 
For flames having equivalence ratio Φ = 2.01. 
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Figure 5.28 EPR spectra of sampled particles at different heights above the burner for 
the pure ethylene flame (left column) and ethylene/30%Benzene flame (right column). 

For flames having equivalence ratio Φ = 1.89. 

A detailed analysis of line-shape and broadening shows an evolution of the 
paramagnetic signal along  the flames. Generally, a broad and Gaussian line-shape 
is associated with  multiple paramagnetic species and superposition into the 
particles (Valavanidis et al., 2008; Herring et al., 2013). The line-shape narrows 
when electron-electron interactions become more potent (Ingram, 1961) such as 
when there is a greater delocalization of unpaired electrons, and there is a more 
significant formation of stacks of aromatic functional groups hosting free radicals. 
From the results of EPR spectroscopy, reported in Table.5.6 and Table 5.7, it 
appears that narrowing occurs soon after the first appearance of particles, in 
correspondence to initial particle growth and also the line-shape changes 
progressively from being prevalently Gaussian to a combination of Gaussian and 
Lorentzian. 
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Table 5.6. EPR spectral parameters of the sampled soot particles collected in Et-
Flames. Note: errors in parenthesis refer to the standard deviation of three 

measurements for each sample. 

Table 5.7. EPR spectral parameters of the sampled soot particles collected in Et-
30%B Flames. Note: errors in parenthesis refer to the standard deviation of three 

measurements for each sample 
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Another exciting result of the EPR analysis is the inverse dependence with a 
particle size of the electron spin density measured in the different soot samples, 
shown in Figure 5.29; a similar lowering of the radical populations is observed 
during the particle growing process, regardless of the flame equivalence ratio and 
the addition of benzene to the fuel mixture. 

Figure 5.29 Trends as a function of the average volumetric particle size, <Dm,v>, 
of spin density values as obtained by EPR measurements (a) and photoluminescence 

intensity reported as m/I(G) ratio (b). 

A Raman spectroscopy analysis of the soot particles has been performed to 
investigate the effects of carbon nanostructure on the EPR observations. 
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The first-order Raman spectrum, i.e., 1000–2000 cm-1, of particle collected in 
two sets of flames are reported in Figure 5.30. The two prominent bands appear, 
one centred at about 1600 cm-1, G band, the most influential band measured in 
graphite and due to all sp2 bonds, the other one, the D band, centred at about 1350 
cm-1.

Figure 5.30: Raman spectra of particles collected in the Et and Et-30%B flame: a) 
Set flame with C/O=0.67; b) Set flame with C/O=0.63. 

The D band is prohibited in the perfect hexagonal lattice of graphite and is 
activated by defects in the sp2 aromatic network, such as the edges in the graphitic 
planes(Ferrari and Basko, 2013). For soot and any disordered carbon, other defect 
bands can be detected at 1200 cm-1, 1500 cm-1, and 1620 cm-1. Since the exact 
attribution of these defect bands is under debated yet, the various fitting procedure 
is reported in the literature to deconvolute the Raman spectrum in terms of the 
different contributions (Calemma et al., 1995; Ferrari and Basko, 2013; Seong and 
Boehman, 2013; Minutolo et al., 2014; Bonpua et al., 2019; Le et al., 2019) and 
there is not yet a widely accepted approach. Instead, it is widely accepted that a 
correlation exists between the relative intensity of the two major bands, D and G, 
with the average size of aromatic islands, La, in the carbon matrix. For highly 
disordered materials with the tiny size of the graphite crystallites, that is the case 



131 

for soot particles (Seong and Boehman, 2013; Minutolo et al., 2014; Bonpua et 
al., 2019; G. Vitiello et al., 2019; Le et al., 2019; Martin et al., 2019a), the 
intensity ratio between the D and G peak is proportional to La

2 (Ferrari and Basko, 
2013) although the exact determination of La depends on the deconvolution 
method used. Regardless of the procedure used to determine band intensity and 
area, for the conditions examined in this work the ratio I(D)/I(G) is relatively 
constant so that La does not change sensibly among the various examined flame 
conditions. In light of this, the EPR line-shape narrowing cannot be ascribed to a 
greater delocalization of unpaired electrons in larger La domains. As observed for 
other carbonaceous materials, such as asphaltenes (Calemma et al., 1995), and as 
observed for the EPR results in chapter 4.1, another plausible contribution to the 
line shape's narrowing could be related to stacking interactions between flat 
conjugated structures hosting unpaired electrons. Indeed, leading to an 
overlapping of the electronic wave functions, and thus promoting electron 
interaction, the stacking of adjacent radicals would explain the observed line 
narrowing at increased particle size.  

In addition to the Raman bands, the Raman spectra of particles often present 
a photoluminescence background (PL), as shown in Figure 5.31. PL background 
has also been reported for hydrogenated carbon, attributed to the radiative 
recombination of electrons and holes in the localized states created by sp2 clusters 
(Casiraghi et al., 2005). 

Figure 5.31. Raman spectrum of soot particles collected in the Et-30%B Flame at Z 
= 6 mm and Φ = 2.01, highlighting the photoluminescence (PL) background. 
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Such background can be due to radiative emission from the aromatic 
constituents of the soot particles. Following the procedure reported by Casiraghi 
et al. (Casiraghi et al., 2005) the PL intensity was measured by evaluating the slope 
of the PL linear background, m, divided by the intensity of the G band, I(G) which 
is due to the total sp2 carbon in the sample. Therefore, such a method provides the 
amount of fluorescing component concerning the total sp2 carbon present in the 
analyzed sample. In Figure 5.32, this quantity is plotted as a function of <Dmv> for 
all the samples.  

Figure 5.32 Trends as a function photoluminescence intensity reported as m/I(G) 
ratio. 

For this analysis, we have evaluated the G band intensity considering only the 
D and G bands’ contributions to the spectrum to be consistent with the Casiraghi 
work (Casiraghi et al., 2005). Interestingly, particles produced in all the Et and Et-
30%B flames seem to follow a single trend inversely proportional to particle size. 
This behaviour suggests that the detected radiative emission originates from a 
molecular constituent at the particles' surface. Previous works on ethylene flames, 
have shown that the small incipient particles are made of a similar molecular 
constituent as the larger primary particles (Commodo et al., 2019; Schulz et al., 
2019), and the fluorescence spectra of such particles suspended in a solvent are 
also very similar (De Falco et al., 2020). The main difference consists in the 
interactions among the molecular constituents, which become stronger as particles 
grow. The decrease of m/I(G) as particles grow can be explained by the more 
substantial radiative quenching and self-absorption of the fluorescence emitted by 
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molecules in the particles' interior. Because of this, the detected fluorescence 
derives prevalently from molecular constituents of the particles at the surface. 
Therefore it can be considered as a surface property of the soot particles. 

The inverse dependence with particle size is also followed by the electron spin 
density measured in the samples. The similar trends for both m/I(G) and spin 
density for both flames might indicate that the major contributor to the measured 
spin density derives from paramagnetic centres localized at the particle surface. 
Since EPR is a volume sensitive technique, this result is not due to the 
measurement method but is a property of the particles. 

It is interesting to note that as evidenced by Casiraghi in the investigation of 
hydrogenated amorphous carbon, the logarithm of m/I(G) quantity is linearly 
correlated to the hydrogen atomic percentage  through the following empirical 
equation, valid for m/I(G) expressed in µm (Casiraghi et al., 2005): 

 

𝐻𝐻[𝑠𝑠𝑡𝑡. %] = 21.7 + 16.6 ∗ log �
𝑚𝑚
𝐼𝐼(𝐺𝐺)�                      (2) 

Using this equation and evaluating the slope m in the spectral range of 750 – 
2150 cm-1, as indicated in Figure 5.31, the spin density trend can be reported as a 
function of H/C, as shown in Figure 5.33. This plot indicates that paramagnetic 
centres are dependent on the number of hydrogenated sites on the particle. It is 
worth to mention that the linearity evidenced by Casiraghi among the percentage 
of hydrogen and log(m/I(G)) has also been confirmed by other researchers 
although observing different values of the slope and intercept of the line 
(Buijnsters et al., 2009; Pardanaud et al., 2013). The use of the linear equations 
suggested by Buijnsters et al. (Buijnsters et al., 2009) or by Pardanaud et al. 
(Pardanaud et al., 2013) changes the absolute values slightly for H/C, but the trend 
among spin density and H/C is preserved. 
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Figure 5.33. Measured spin density by EPR spectroscopy as a function of the H/C 

obtained by Raman spectroscopy using the eq. (2). 

 
Within the experimental conditions performed in this study, our measurements 

show that electron spin density of particles produced by different fuels, i.e., pure 
ethylene and a mixture of benzene and ethylene, is independent of the mechanism 
of fuel oxidation. However, it is mainly related to the number of H-atoms available 
on the particle surface. The chemistry of fuel oxidation and pyrolysis controls the 
rate at which particles are formed: in the benzene-doped flame the formation of 
resonantly π-radicals at the flame front, quickens the inception of the particles that 
rapidly grow to larger sizes in a short residence time. The formation process is 
only slowed in the pure ethylene flames; nevertheless, particles retain the same 
surface properties that seem to depend only on particle size. 
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CHAPTER 6: CONCLUSIONS 
 
This PhD thesis work dealt with the synthesis and characterization of flame-

formed carbon nanoparticles. Specifically, this work focused on the mechanism 
that leads to onset and early growth of particles in the flame. 

The condensed-phase material was collected in an ethylene-rich premixed 
flame at various residence times during soot particles nucleation and early growth.  

A first experimental approach combined the PSD with EPR and Raman 
spectroscopy of the sampled particles identifying three regimes of particle 
inception and growth. As the residence time in flame increases, the PSD changes 
from unimodal to bimodal. In addition to the particle size, the evolution in flame 
also includes chemical/structural modifications. At lower flame residence times, 
in the flame region of HAB = 7–8 mm, the PSD is monomodal, and the particle 
sizes are less than 4 nm. These particles are made of aromatic components with an 
average dimension of approximately 1.1 nm and contain an ensemble of weakly 
interacting paramagnetic species typical of persistent carbon-centred aromatic 
radicals. These PAHs particles are characterized by zigzag edges that could 
originate the radicals, explaining both EPR and Raman results. As particle 
evolution proceeds along the flame, a second particle mode appears, with particles 
of 4–6 nm in size. The EPR signal becomes stronger and narrower, showing a 
Lorentzian line shape and the most remarkable propensity to saturate indicated by 
a quasilinear trend in the corresponding power saturation profile. Raman 
spectroscopy indicates that the aromatic islands in Mode-II particles are slightly 
larger than those in Mode-I particles. Both techniques consistently suggest that 
facing aromatic islands start to interact with each other, resulting in the early 
formation of stacks and three-dimensional structural organization. In this stacked/ 
clustered structure, among the aromatic molecules a type of bond, called a 
multicenter covalent-like bond, is possible to be formed. This type of bond is 
intermediate between a pure covalent bond and a van der Waals interaction. In 
addition, the radical characteristics of zigzag edges originating from localized π-
electrons could also promote clustering between aromatics through π-electron 
interactions over a stacked structure, as previously suggested by Wang (Wang, 
2011). The nucleation and coagulation of Mode-I particles may be enhanced by 
forming covalent-like bonds among π-radicals, which causes a three-dimensional 
network to form. Inclusion of these types of interactions in the soot formation 
mechanism might help identify the elusive and still unresolved steps of carbon 
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clustering and transformation in a solid particle with a higher three-dimensional 
structural order.  

The last step in particle growth, production of particles larger than 10 nm, is 
accompanied by a reduction in the paramagnetic spin density. This is consistent 
with Homann and Wagner's reports, who, using EPR/electron spin resonance 
spectroscopy, observed a lower radical character of old soot particles than young 
particles (Homann and Wagner, 1967). These findings may be a consequence of 
spin interactions produced by the three-dimensional stacking arrangement and a 
different type of supraparticle organization produced by aggregation of smaller 
particles and mass addition through surface reactions and persistent nucleation.  

Therefore in this first experimental exploration, some information, that 
improves the understanding of the most critical steps in current soot inception and 
growth models, has been performed. Besides, the ability to control the underlying 
physicochemical processes leading to particle clustering/growth is crucial to 
influencing the order/disorder transformations and thus tailor the magnetic and 
conductive properties of carbonaceous particles. These results are valid for a 
deeper understanding of flame formed carbon nanoparticles in producing these 
materials as an engineered nanomaterial in various fields. 

Following this first exploration among the chemical/structural and radical 
characterization of the particles along the flame, a more in-depth study of the 
dimerization and aggregation ability of the radical PAHs, found in a flame, has 
been performed. Specifically, a plausible explanation of stack formation has been 
theorized. These stacks would then form the three-dimensional structures 
discussed earlier in the EPR analysis of particles in flame. 

Therefore, the thesis work progressed with a theoretical study. DFT-D3 
calculations of the self-association of two π-radicals and the corresponding 
molecules have been performed. The radicals differ for a different level of 
delocalization of the unpaired electron over the aromatic framework. This 
difference is crucial in determining the dimerization process, the binding energy, 
and energy band gap characteristic of the clustering of two various molecular 
radicals.  

Based on MPAN calculations, the results show that π radicals with a partial 
localization tend to form a σ-dimer. The σ-dimer is characterized by longer length 
and weaker energy bond than a standard σ-bond. On the other hand, our 
calculations showed that π radicals with a greater delocalization of the unpaired 
electron lead to the π-stacking formation. The interaction energy of this dimer 
resulted prevalently due to Van der Waals contributions. However, additional 
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interaction energy, attributed to multi-electron/multi-centre bond, has been 
estimated.  

Another relevant result of the computational work is evaluating the effects of 
the unpaired electron's delocalization and the type of dimerization process on the 
HOMO-LUMO gap.  

The main conclusion has been to assert that the formation of a radical leads to 
lowering the optical bandgap. The HOMO-LUMO gap further decreases as they 
form dimers. The obtained gap values are different based on the molecular 
geometry of the stacked structures and their spin-multiplicity. Nevertheless, the 
formation of π-stacking induced by delocalized π-radicals could, in part explain 
some spectroscopic shreds of evidence observed during soot nucleation (Minutolo 
et al., 2011; Sirignano et al., 2012; Commodo, De Falco, et al., 2015; Commodo, 
Tessitore, et al., 2015; Mercier et al., 2019). 

According to the experiments, flame particles are composed by an ensemble 
of PAH whose typical size is of the order of ovalene, 1 nm. However, the optical 
band gap measured for nascent soot particles is commonly much lower than the 
corresponding cluster of pure ovalene and other characteristic aromatic molecules 
(Adkins, Giaccai and Miller, 2017; Chen and Wang, 2019; Liu et al., 2019). In 
this regard, radicals and their dimers into a soot particle may explain such 
discrepancies.  

Therefore, it is clear that radicals have a crucial role in the mechanism of 
particle formation. Arrived at this point, it is also clear that there are two different 
types of radicals, and it is equally clear that various structural elements generate 
the two types of radicals; in this line of research falls the 1H-NMR study, carried 
out in this thesis work. 

1H- NMR is the most suitable technique to detect and analyze different 
hydrogens of molecular constituents. The obtained results confirm the presence 
and the existence of aliphatic moieties and methylene hydrogen (-CH2), in 
agreement to the recent experimental observations. Moreover, 1H-NMR results 
confirm the precences of hydrogens atoms that, by an homolitic cleavage/addition, 
lead to formation of radicals, which in turn differentiate the different path in the 
nucleation step. 

The formation of radicals might be strongly related to the fuel chemical 
structure and to the environment in which the fuel reacts. For istance, aromatic 
hydrocarbons fuel during oxidation can be more effective in forming resonantly 
stabilized π-radicals, e.g., cyclopentadienyl, benzyl or indenyl radicals, in 
comparison with aliphatic hydrocarbons.  
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The different propensity of aromatic fuels as compared to aliphatic fuels, in 
forming such resonantly stabilized radicals, already at the flame front, has 
motivated the study of benzene as additive to fuel, with the aim to investigate the 
effects of resonantely stabilized radicals and structures as penta-rings in the 
formation and subsequent growth of nascent soot particles. 

The choice could not fall on a molecule different from benzene, being a field 
full of aromatics and benzene the first formed aromatic ring. 
Therefore, a comparative analysis of radicals in soot particles was performed  in 
two sets of flames; one consists of pure laminar premixed ethylene flame, the other 
consists of an ethylene/benzene mixture. The comparison was performed at 
inception and initial growth by EPR and Raman spectroscopy measurements.  

By PSD measurements, first detected particles are smaller than 5 nm and grow 
to larger sizes as residence time increases. In the flame conditions herein 
investigated the typical trough between the nucleation and growth modes of the 
sixe distribution were not observed probably because of the present flames' higher 
temperature.  

Soon after the first appearance of particles, in correspondence to initial particle 
growth, a narrowing of the ERP spectra occurs, while the spectral line-shape 
changes from Gaussian to a combination of Gaussian and Lorentzian. This 
behaviour indicates that electron-electron interactions become stronger as 
particles grow. Also, as Raman spectroscopy indicates, the aromatic domains' size 
does not sensibly change along with the flame. Therefore, the EPR line-shape 
narrowing cannot be ascribed to a greater delocalization of unpaired electrons in 
larger aromatic domains but has to be ascribed to the formation of stacks of 
aromatic functional groups hosting free radicals. 

Electron spin density shows an inverse dependence on particle size due to a 
lower radical population during the particle growth process. These findings 
support the view that both particle inception and the initial growth see the 
occurrence of covalently stabilized dimers/trimers formation. 

A unique inverse proportionality with particle size is observed for the 
particles' spin density, regardless of the flame equivalence ratio and the addition 
of benzene to the fuel mixture. Moreover, a correlation is found between spin 
density and particle H/C, indicating that paramagnetic centres are dependent on 
the number of hydrogenated sites on the particle surface, also in this case, 
regardless of the flame conditions and fuels used. 

In conclusion, within the experimental conditions analyzed in this study, 
particles' electron spin density seems to be independent of the mechanism of fuel 
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oxidation. However, it is mainly related to the number of H-atoms available on the 
particle's surface. The chemistry of fuel oxidation and pyrolysis controls the rate 
at which resonantly π-radicals are formed and consequently the particle inception 
rate but has a minor effect in controlling the structure and the radical behaviours 
of the particles. 

To conclude, this thesis work has dealt with the study and characterization of 
carbonaceous particles, focusing mainly on the nucleation process and radicals, 
determining its "fate". A small step towards a more precise understanding has been 
made even if the ocean of the uncertain is still immense. 
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