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1. Introduction 
 

My PhD project is classified as “Innovative PhD with industrial characterization” (“Dottorati Innovativi con 

caratterizzazione industriale”) in the national project PON RI 2014-2020 (Programma Operativo Nazionale 

FSE-FESR Ricerca e Innovazione). The principal characteristic of these kind of PhDs is the fact that the 

research is done in collaboration with a private company (in my case, STELTEL S.R.L.) and a foreign 

university (in my case, the ISTerre at Université Grenoble Alpes in Grenoble, France). The aim of the 

partnership is development of scientific products of industrial interest.  

Earthquakes represent one of the major natural hazards for many countries (e.g., Italy, Japan, California, 

etc..) affecting the life of many people from small villages to big cities. The main topic of my thesis concerns 

the reduction of seismic risk. I developed this topic following two ways, the Earthquake Early Warning 

(EEW), and the detection of the preparatory phase for large events.  

The EEW systems represent a practical way to mitigate the seismic risk of cities and infrastructures, to 

reduce human losses, and to increase the people resilience. They are based on the fast detection and 

characterization of the upcoming strong ground motion from an earthquake. Then, these systems are able 

to make some automatic actions such as alerting the population, stopping trains, etc.  

The preparatory phase of the earthquakes is a topic still on debate in literature. Some authors state that 

the main earthquakes are triggered by cascading processes that are completely stochastic. Other authors 

think that, before a major earthquake, there are seismic and aseismic processes that load stress on the 

fault and that can be detected. The last hypothesis leads to the possibility of the earthquake predictability 

that would bring to a strong reduction of the seismic risk. 

To achieve my results, I chose to explore the use of machine learning (ML) techniques. These methods have 

a long history, but their use has been limited for many years due to the lack of computational power. In the 

last decades, the use of ML methods is exponentially incremented in all the scientific field and in the 

seismology itself.  

 

1.1. Earthquake Early Warning 
 

The first abstract idea for an EEW system was conceived by Cooper (1868), his idea was to install a sort of 

detector for earthquake near the fault able to send a warning message through telegraph cables to the city 

of San Francisco where an “Earthquake bell” would have alerted the population. Despite this, the first 

implementation of EEW was the UrEDAS (Urgent Earthquake Detection and Alarm System; Bito and 

Nakamura, 1986; Nakamura and Saita, 2007) in Japan, this automated system is able to stop the train when 

a dangerous event is detected by the seismic network along the railway preventing possible derailments.  

The idea of EEW is based on the differential between the velocities of the involved phenomena. In 

fact, the main phases of the earthquake, P and S waves, travel at about 6 km/s and 3.3 km/s respectively 

while any alerting system, from telegraph to 5G, brings the message at (nearly) the speed of light. 

Moreover, P-waves are faster but less destructive than the S-waves. So, an EEW system can analyze seismic 

data in real-time to detect and characterize the earthquake size using the first seconds of P-wave signals. 

Generally, by these pieces of information, an EEWS attempts to predict the ground motion parameters 

(e.g., Peak Ground Acceleration, PGA) at a specified target or a region anticipating the arrival of destructive 

waves. 
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  EEW systems have seen rapid development only over the last decades, mainly due to the 

improvements in telecommunication, data storage, and computer technologies. It is worth noting that 

these technological advances have been accompanied by significant scientific progress, and EEWSs are 

becoming increasingly precise and efficient. Several countries have built or are testing EEWS, for instance: 

California, Japan, Italy, Mexico, and China  (Allen and Kanamori, 2003; Hoshiba et al., 2008; Espinosa-

Aranda et al., 2009; Peng et al., 2011; Satriano, Elia, et al., 2011).  

 Following Satriano, Wu, et al. (2011), we can divide the EEW systems into two main families: onsite 

and regional systems. The onsite approach uses a single station, or a seismic network, installed near the 

target. Whereas, in the regional systems the seismic network is placed near a seismogenic zone, normally 

far from the target area to protect. Furthermore, onsite systems use only P-waves information to directly 

predict ground motion through empirical scaling laws. On the other hand, regional EEWSs analyze P-waves 

and S-waves information from stations close to the epicenter estimating the source parameters and then, 

predicting the ground motion at the target using GMPEs (Ground Motion Prediction Equation).  

 Allen and Melgar (2019) made a very comprehensive study on the regional EEW system by 

identifying three main approaches: point-source, finite-fault, and ground-motion driven. 

  In the first approach, as the name suggests, the earthquake is located as a point-source. The main 

goal of this kind of EEW systems is to alert the target as quick as possible, but there are two main 

limitations to this objective. The first one is that it is not possible to reduce the alert time at zero, and so 

there will be always an area that will be hit by the earthquake before the alert (the blind zone). In 

particular, Kuyuk and Allen (2013) showed how the blind zone is strictly dependent by the network density, 

the denser the network, the smaller the blind zone. The other limit is that the uncertainty of the magnitude 

estimation increases with the decreasing of the time-window. This is mainly due to the fact that for larger 

magnitude events, the rupture duration is in the order of seconds, so a window too small is not able to 

provide enough information on the source size (Yamada and Mori, 2009; Minson et al., 2018).  

An example of this approach is the PRESTo platform (Satriano, Elia, et al., 2011). This system 

automatically detects the P phases arrivals using FilterPicker (Lomax et al., 2012), then the events is 

declared if a certain number of arrivals are coherent in time and space with a common seismic source. The 

location is done using the RTLoc technique (Real Time Location, Satriano et al., 2008) that exploits both the 

arrivals data and the intrinsic information given by the not-triggered stations. At the same time, PRESTo 

estimates the magnitude in an evolutionary way using the RTMag method (Real Time Magnitude, Lancieri 

and Zollo, 2008). This technique computes the magnitude using a Bayesian formulation of the empirical 

relation with Peak of Displacement (Pd) computed on P and S phases (when available), and the hypocentral 

distance.  

Other point-source techniques have as main objective the precise characterization of the on-going 

earthquake. Tarantino et al. (2019) used a Bayesian approach to compute the focal mechanism of the 

earthquake using as input the real-time estimation of peak of acceleration (Pa), velocity (Pv), and 

displacement (Pd) measured on the P-wave at the stations of a network. The same real-time P-wave 

features can be used to compute the logarithm of P-wave amplitude curves (LPDT; Colombelli and Zollo, 

2015; Nazeri et al., 2017). Then, these latter curves can be used to determine seismic moment, magnitude, 

rupture duration, source radius and stress drop of the upcoming earthquake. 

  While these simple systems are pretty fast and accurate to alert the targets for moderate to strong 

events, they tend to fail for very strong events. In these cases, indeed, the point-source approximation is no 

more reliable to describe the event, and this leads to an underestimation of the ground motion (Hoshiba 

and Ozaki, 2014; Chung et al., 2020). To mitigate these kind of problems, new approaches try to estimate in 

real-time the geometry and size of the source (Allen and Melgar, 2019). A good example is the FinDer 

algorithm (Maren Böse et al., 2012; Böse et al., 2018) that is able to retrieve the strike and the linear size of 



1. Introduction  
 

the source interpolating the recorded ground motion. Other techniques use real-time high-rate GPS data to 

invert the static-slip directly on the fault (Grapenthin et al., 2014; Minson et al., 2014; Crowell et al., 2016). 

Some studies demonstrated that these techniques do not suffer of magnitude saturation (Ohta et al., 2012; 

Wright et al., 2012) and can provide ground motion predictions more reliable than point-source algorithms 

(Colombelli et al., 2013). 

 Finally, the ground-motion driven algorithms directly predict the ground motion at the target 

without inferring anything about the source. This approach is relatively recent (Hoshiba and Aoki, 2015; 

Kodera et al., 2018) and its basic idea is to use the ongoing ground motion data to predict the same in the 

next 20s. In particular, PLUM (Propagation of Local Undamped Motion, Hoshiba and Aoki, 2015) uses data 

assimilation to create a dense map of real-time intensity and then uses the radiative transfer theory to 

forecast to propagation of the energy. The main advantage of this approach is the fact that it implicitly 

considers the extension of the source from its radiation field. Moreover, it can also handle multiple 

contemporary events. 

  The onsite EEW systems are usually simpler than the regional ones because they directly predict 

the ground motion at the site to protect exploiting P-wave amplitude measures and empirical models. In 

the last decades, different techniques concerning the onsite EEWS have been proposed. Wu and Kanamori 

(2005, 2008) firstly proposed the use of P-wave parameters such the peak of displacement (Pd) and the 

predominant period (τc) measured on the first 3 seconds of P-wave, predicting the moment magnitude (Mw) 

from  τc and the Peak of Ground Velocity (PGV) using Pd. Colombelli et al. (2015) use a continuous fuzzy 

variable that combines peak of acceleration (Pa), velocity (Pv), and Pd measured on the entire P-wave. This 

variable is an increasing step-like function, and it is used to directly declare the alert when a threshold is 

overcome. The method usually declares the with an alert time greater than 3s.    

In Caruso et al. (2017), the authors measure Pd and the dominant period (τc) on a window of up to 

3 seconds of P-wave to predict PGV (Peak Ground of Velocity) and then classify the event in a range of 

magnitude and distance. Brondi et al. (2015) considered the parameter integral of the squared velocity (IV2) 

measured on P-wave window of maximum length equal to 3s. This study showed that IV2 well correlates 

with both the peak ground velocity and the Housner Intensity, with the latter being recognized by 

engineers as a reliable proxy for damage assessment.  

 Spallarossa et al. (2019) introduced in the onsite earthquake early warning (EEW) a partially non-

ergodic perspective from the site effects point of view. These authors showed, indeed, that by using Pd and 

IV2 and partially non-ergodic models the accuracy of the PGV predictions can be improved with respect to 

ergodic models derived for other regions of the world. Since being site-specific is an inherent characteristic 

of onsite EEW applications, the improved accuracy and precision of the PGV predicted for a target 

protection translate in a better customization of the alert protocols for automatic actions.  

Moreover, many studies presented engineering application of EEW systems (Iervolino et al., 2007; 

Cheng et al., 2014; Pitilakis et al., 2016; Cremen and Galasso, 2021). These studies used a particular type of 

EEW procedure: the Performance-Based EEW (PBEEW; Grasso, 2005; Iervolino, 2011). This procedure can 

be seen as a real-time extension of the PBEE (Performance-Based Earthquake Engineering; Cornell and 

Krawinkler, 2000). Here, indeed, the earthquake potential is computed using the real-time estimation of 

magnitude and distance provided by an EEW system (Iervolino et al., 2006). Since the PBEEW systems need 

the location and the characterization of the event but also a good estimation of the ground motion at the 

target, they usually are based on a hybrid network that uses both regional and onsite information (Iervolino 

et al., 2006; Iervolino, 2011; Pitilakis et al., 2016). 

 In my PhD, I studied onsite EEW procedures for the prediction of parameters of engineering 

interest. In the first work (Chapter 2), I propose the real-time prediction of the response spectra of 

acceleration (RSA) at nine different periods using Pd and IV2 on 3s window. Here, I used a mixed-effect 
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regression to consider site-effect correction terms for each station. In the second work (Chapter 3), I 

proposed an onsite single station EEW methodology to directly predict the structural drift using data 

recorded by in-building sensors from Japanese and US structures. In this work, I compared linear least 

square regression models, non-linear machine learning techniques using, as inputs, three P-wave 

parameters Pd, IV2, ID2 (Integral of squared Displacement) measured at 1s, 2s, and 3s. 

 

1.2. Earthquake preparatory phase 
 

The second topic of research has been the earthquake preparatory phase. This is usually represented by a 

cluster of seismicity that precedes and triggers a large event. These events are called foreshocks and 

different studies (Dieterich, 1978; Jones and Molnar, 1979; Abercrombie and Mori, 1996) have shown that 

they are often present before large magnitude events. However, since the foreshocks and the precursory 

patterns are non-systematic, the background physical processes generating foreshocks and the preparatory 

phase is not fully understood yet and matter of debate (Kanamori, 1981).  

Two main contrasting models have been proposed concerning foreshocks generations. According to some 

authors (Das and Scholz, 1981; Ohnaka, 1992; Mignan, 2012), foreshocks are related to a tectonic loading 

process associated to aseismic slip, which represents a deviation from the normal behavior of seismicity 

(Mignan, 2014). This model would support the existence of a preparatory phase for large earthquakes, 

leaving us with the hope that in future earthquakes will be predictable. 

By contrast, for other authors (Helmstetter and Sornette, 2003; Felzer et al., 2004) foreshocks result from a 

triggering process that is part of the normal behavior of seismicity (i.e., following the concept of Self-

Organized Criticality), for which events can cascade into a larger one without any clear, yet, background 

driving process. The key practical aspect of this model is that the probability of a large event in a short 

period (e.g., one week) following to the occurrence of foreshocks is very low, and therefore of limited use. 

Over the last decade, significant advances have been obtained in this research field thanks to the 

availability of high-resolution seismic catalogs, which resulted from efforts done by the seismological 

community in increasing the number of dense seismic networks deployed nearby active faults and in the 

development of advanced event detection techniques.  

A recent, systematic review on the initiation of large earthquakes (Kato and Ben-Zion, 2021) has highlighted 

that their generation is the result of complex, multiscale processes where the tectonic environment and 

external factors (e.g., natural and/or anthropogenic inputs that impact on the local stress-field) interact. 

The resultant integrated generation model proposes a progressive localization of shear deformation around 

a rupture zone, which evolves into a final rapid loading (i.e., generating foreshocks) of a localized volume 

nearby the hypocenter of the major dynamic rupture. Such kind of process might be universal. Indeed, 

similar patterns of damage evolution across a fault zone have been found also studying the temporal and 

spatial distribution and characteristics of acoustic emissions during triaxial tests on rock samples (Dresen et 

al., 2020). 

Like the last one, other studies based on laboratory tests shed light on what happens before a rupture.  

Goebel et al. (2013) showed that, in acoustic experiments, the occurrence of an event is not fully stochastic, 

but it is preceded by a decrease of the b-value indicating that the seismicity tends to self-organize just 

before an important event. Trugman et al. (2020) demonstrated that in shear cycle experiments both 

foreshock cascades and aseismic loading are present before the main stick-slip events. Furthermore, in 

these experiments was no possible to identify any clear and unique pattern in the location of the 

foreshocks, this indicates a high level of complexity even for this simple and controlled systems. Despite 
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this complexity, studies like Rouet-Leduc et al. (2017) and Bolton et al. (2019), proved that, using machine 

learning techniques, it is possible to predict the occurrence of the main slip events in laboratory. 

During my PhD, we developed a machine learning methodology able to identify the preparatory phase of 
induced events using catalogue data from The Geysers, a geothermal area in California (Chapter 1). This is a 
very active area with a dense seismic network, so it represents a perfect natural laboratory for such a study. 
We applied a recurrent neural network on features extracted from catalogue information to detect the 
preparatory phase. Our results hint the presence of a detectable preparatory phase (from few hours to two 
days before the main) also for induced events at The Geysers. 

 

1.3. Machine learning 
 

Machine learning (ML) technique are nowadays widely used in all the scientific fields, including seismology. 

These techniques can easily extract very complex models directly from the data without adding prior model 

information. There are three main families of ML: classifiers, regressor, and clustering algorithms (Raschka 

and Mirjalili, 2017). The first two classes are also called supervised ML because they need a training with 

the labeled input data. The difference between classifiers and regressors is that the label of the former 

ones refers to discrete values (classes) while the latter ones predict continuous values. Moreover, many ML 

techniques can be used both as classifiers and as regressors, this is because a continuous label can be seen 

as a dense series of discrete labels. Finally, the clustering algorithms find the similarities between unlabeled 

data grouping them in different classes (clusters).  

 An important class of ML technique are the Neural Networks (NN). A NN is an ensemble of neurons 
organized in various layers, each one with a certain number of neurons (also called nodes or units). An 
artificial neuron is a mathematical function that can be linear or not between input and output, which 
depends on coefficients whose optimization is done by a training. As example, a fully connected neuron 
gives as output a linear combination of all the inputs, also adding a bias. When the NN presents a large 
number of layers, we talk about Deep Learning. 

 
It is important to understand that, despite the final model of a ML technique will be very complex, it 

will be always a mathematical function and almost completely data driven. So, if training process is well 
done, the final results will be trustworthy.  

 
Recently, the machine learning techniques have been increasingly used as in seismology as in 

earthquake forecasting and EEW studies (Kong et al., 2019).  

As said in the previous chapter, many studies showed that it is possible to predict main events at 

laboratory scale using machine learning techniques. As example, Rouet-Leduc et al. (2017) used a random 

forest classifier to forecast stick-slip failure. On the other hand, Bolton et al. (2019) showed that the use of 

unsupervised techniques can highlight changes in the micro-events before the events dividing the 

foreshocks from the background seismicity. Moreover, Corbi et al. (2019) used the gradient boosting to 

predict the main failure in simulated seismic cycle for a  subduction zone at laboratory-scale. Since the 

growth of these techniques, Johnson et al. (2021) proposed a competition for laboratory earthquake 

forecasting.  

Beyond the laboratories, many applications have been proposed for the forecasting of real 

earthquakes. Mignan and Broccardo (2020) did a comprehensive review of 77 studies of NN application in 

earthquake prediction. Despite the interesting results, the authors found that complex models tend to 

provide similar results as the logistic regression models based on empirical laws such as the Gutenberg-
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Richter law (Gutenberg and Richter, 1942, 1956). In the end, the study pointed out that the NNs “so far do 

not seem to provide new insights into earthquake predictability”.  

With the regard of EEW framework, many studies involving ML can be cited. In Kong et al. (2016) 

and Allen et al. (2019), MyShake smartphone app is presented that is the first example of distributed 

regional EEW system. The app uses a NN to distinguish seismic events from the normal noise turning each 

smartphone in a seismic sensor. Then, when an event is detected, the input is sent to a central server that 

confirms, or not, the event looking at the geographical positions of the ongoing detections. Then, MyShake 

computes the location and the magnitude using the smartphone data.  

In Jozinović et al., (2020) a regional EEW system developed for Central Italy. It uses the continuous 

raw waveforms from 39 stations as inputs for a deep convolutional NN to predict ground motion 

parameters in the area. The authors show that the system is able to well predict the ground motion at 10s 

after the origin time meaning that they can provide useful alerts far from the epicenter. Since the system 

does not need to locate the event, this should be considered a ground-motion driven algorithm. Despite it 

is suitable for online application, the method can work only in an off-line configuration, for now. 

In Münchmeyer et al. (2021), the authors present TEAM (Transformer Earthquake Alerting Model) 

that is an all-in-one EEW system able to detect an event, to compute the PGA probability density at the 

chosen targets and to alert the target where PGA exceeds a given threshold. The method is again based on 

a deep convolutional NN coupled with an attention based NN, the first analyzes the waveforms from the 

network in real-time extracting useful features that are fed in input of the second NN that computes the 

PGA probability densities. 

In Böse et al. (2012), the authors present an onsite method that uses the integral of absolute 

acceleration (IAA), velocity (IAV), and displacement (IAD) computed on the three components (on different 

windows from 0.25s to 10s), and the station Vs30 (a total of 10 features) as inputs for an ensemble of NN to 

predict magnitude, distance and PGV. In Hsu et al. (2013), a support vector regressor is used to compute 

the Peak Ground of Acceleration (PGA) using Pa, Pv, Pd, τc, IV2, and the cumulative absolute velocity (CAV) 

all computed on a 3s window.  

Other notable works are Mousavi and Beroza (2020a, and 2020b), here the authors use deep neural 

networks, in different configurations, to locate the event and compute the magnitude using the raw data 

waveforms from a single station. Nonetheless, these works are not yet developed as EEW techniques since 

they use both P and S waves information.  

 In this thesis, we present different application of machine learning techniques. In the first work 

(Iaccarino et al., 2020b; Chapter 2), we did a clustering analysis using the K-means method on the station 

correction terms for the RSA prediction. Our aim was to find a correlation with the EC8 site classification of 

the station finding no clear relation. In Chapter 3, we present a work where we used 4 different machine 

learning non-linear regressors (Random Forest, Gradient Boost, SVM, KNN) to predict structural Drift from 

P-wave parameters. In the end, the third work (Picozzi and Iaccarino, 2021; Chapter 1) is based on the use 

of a Recurrent Neural Network to detect the preparatory phase of induced earthquakes in The Geysers, 

California. 

 

 

 

 



1. Introduction  
 

1.4.  Thesis Content 
 

In this thesis I present 3 different works developed during the PhD. These three works are already 

published.  

As said, my research has been focused on onsite EEW techniques oriented to the seismic risk reduction 

for buildings. As matter of fact, in the first work (Iaccarino et al., 2020; Chapter 2), “Onsite earthquake early 

warning: Predictive models for acceleration response spectra considering site effects” , we presented an 

EEW method that predict Response Spectra of Acceleration (RSA) at nine different periods from P-wave 

parameters (i. e., Pd and IV2) on 3s window. RSA is a ground motion parameter of particular interest for 

structural engineers since it better correlates with structural damage than peak parameters such as PGA 

and PGV (Elenas and Meskouris, 2001). To account for site-effects, we retrieved a partially non-ergodic 

model using a mixed-effect regression analysis. This procedure helped us to reduce the prediction 

uncertainty. Finally, we analyzed the correction terms by station, and we found that the stations with the 

more positive ones (grater RSA) were the same stations to have amplification effects highlighted by H/V 

analysis. Furthermore, our models improve the EEW performances both in terms of true negatives and 

false positives. 

The second work I present, “Earthquake Early Warning System for Structural Drift Prediction using 

Machine Learning and Linear Regressors” (Iaccarino et al., 2021; Chapter 3), uses data recorded from in-

building sensors from Japanese and Californian structures. Here, we developed a method to predict 

Structural Drift using P-wave features (i. e., Pd, IV2, and ID2) from 1s, 2s, and 3s windows. We studied the 

effects of the complexity of the dataset on the predictions subdividing the Japanese dataset in three 

subsets: data from one building; data from buildings with the same material of construction; entire dataset. 

From this study, we found that the variability of the dataset plays a key role in the predictions increasing 

the uncertainties of the predictions for the complete dataset. Moreover, we compared the performances of 

linear least square models and non-linear machine learning regressors finding that the last ones perform 

always better. In the end, we tried to export the model retrieved on Japanese buildings to the Californian 

buildings, finding that the drift predictions are underestimated by a bias. We proposed to correct this bias 

using magnitude dependent correction terms, finding that the linear models are more able to adapt in 

these conditions.  

In the end, I present “Forecasting the Preparatory Phase of Induced Earthquakes by Recurrent Neural 

Network” (Chapter 1; Picozzi and Iaccarino, 2021). Here, we used catalogue information from a very 

complete dataset of the Californian geothermal area, The Geysers. From the catalogue, we chose 8 events 

with M>=3.9, and we selected the first 5 as training set and rest as testing set. Then, we extracted 9 

features as time-series: the b-value and completeness magnitude, Mc, of the Gutenberg-Richter law; the 

fractal dimension of hypocenters, Dc; the generalized distance between pairs of earthquakes, η; the 

Shannon’s information entropy, h; the moment magnitude, Mw, and moment rate, �̇�0; the total duration of 

event groups, ΔT, and the inter-event time, Δt. We wanted to assess the possibility to detect changes in 

time of these features that can be related to deviations from the background seismicity. We built two 

Recurrent Neural Networks, one to detect preparatory phase the other to detect the aftershocks phase. 

The method is able to discriminate both the preparatory phase and the aftershock phase on the testing set. 

In the end, merging the predictions of two methods, we found that all the three events in testing set 

present a preparatory phase that lasts from 4 hours to 2 days before the main event. 
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2.1. Introduction 
 

Currently, seismologists and engineers worldwide are called to contribute to mitigating the seismic risk to 

cities and infrastructure. One possible way to achieve this goal is represented by Earthquake Early Warning 

Systems (EEWS), which are highly technological infrastructures devoted to real-time, automatic detection 

and characterization of earthquakes, rapid assessment of the associated seismic hazard for sites at 

different epicentral distances, and prompt delivery of alerts through fast telecommunication networks. An 

alert is generally released when one or several ground motion parameters predicted at a target exceed a 

selected threshold, considered representative of a given damage level. 

Although the main concept was proposed some time ago, EEWS have seen rapid development only over 

the last decade, mainly due to the improvements in telecommunication, data storage, and computer 

technologies. It is worth noting that these technological advances have been accompanied by significant 

scientific progress, and EEWSs are becoming increasingly precise and efficient. Several countries have built 

or are testing EEWS, for instance: California, Japan, Italy, Mexico, and China (e.g, Allen and Kanamori, 2003; 

Weber et al., 2007; Hoshiba et al., 2008; Espinosa-Aranda et al., 2009; Peng et al., 2011). A comprehensive 

review of concepts, methods, and recent developments in EEWS is provided by Allen and Melgar (2019). 

Hereinafter, we only briefly summarize the main EEWS concept, and we refer the readers to that 

publication for further background. The EEWS alert capability is related to the different propagation 

velocity of the slower S- and surface waves (the destructive ones) with respect to the faster P-waves. The 

time between the arrival of S-waves at a target site to be protected and the time when the alert is released 

(typically between one and a few seconds after the P-wave arrival time) is called lead time. The blind zone 

is defined as the area, with the extension being a function of network geometry, telemetry, and earthquake 

hypocenter location, within which the alert is not possible because the lead time is negative (the S-waves 

reach the target before it gets an alert). The lead time and blind zone are commonly used to evaluate the 

EEWSs performances, as well as the capability to predict correct ground motion levels at targets (Meier, 

2017).   

There are two main typologies of EEWS, regional and onsite (Satriano, Wu, et al., 2011). The main 

difference between the two approaches is that in the regional EEWS, the seismic network is built around a 

well-known seismogenic area that can damage targets at a certain distance; while, in an onsite one, a 

network (or eventually a single seismic station) is placed near the target, irrespective of the location of 

seismic threats. Regional EEWSs can be further divided into three model categories: point-source, finite 

fault, and ground motion-driven algorithms (Allen and Melgar, 2019). Point-source algorithms are generally 

fast, but their magnitude estimations saturate for very large magnitude earthquakes (Hoshiba and Ozaki, 

2014). To remove the magnitude saturation effect, finite fault algorithms try to constrain in real-time the 

dimension and the geometry of the fault (Crowell et al., 2009; M. Böse et al., 2012; Minson et al., 2014). 

Finally, ground motion-driven approaches use the data recorded at the nearer stations to predict directly 

the ground motion at the target, without looking for the estimation of source parameters (Hoshiba, 2013; 

Hoshiba and Aoki, 2015; Kodera et al., 2018). Clearly, both regional and onsite approaches have pros and 

cons. Regional EEWSs can accurately estimate earthquake locations and magnitudes but are prone to the 

large uncertainty in ground motion prediction equations, which are used to predict the expected S-wave 

ground motion levels at target sites. Regional approaches are useful in cases where it is necessary to 

monitor a single or a few seismogenic areas, and several targets are placed outside the blind zone. For 

earthquakes located close to the target, onsite EEWS generally have lead times greater than regional ones, 

while the opposite is true at higher epicentral distances (Satriano, Wu, et al., 2011). This makes onsite 

approaches particularly suitable for targets located within the regional systems’ blind zone. These systems 

exploit empirically calibrated relationships between the P-wave and S-wave amplitudes (Allen and 

Kanamori, 2003), which allows forecasting the intensity of ground motion or damage at targets (Kanamori, 
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2005; Wu and Kanamori, 2008; Böse et al., 2009; Zollo et al., 2010; Picozzi, 2012; Colombelli et al., 2015; 

Parolai et al., 2015). For instance, Brondi et al. (2015) exploited the “integral squared velocity” (IV2) and the 

“peak of displacement” (Pd) to predict the peak ground velocity (PGV) and Housner Intensity (IH). Caruso et 

al. (2017), instead, proposed an EEW platform called SAVE (on-Site Alert leVEl) that uses the Pd and the 

dominant period (τc) to predict PGV, magnitude, and the distance classification. 

It is worth noting, however, that the empirical relationships proposed so far for onsite EEW have, to our 

knowledge, all been calibrated without considering station-to-station variability (Kanamori, 2005; Wu et al., 

2006; Wu and Kanamori, 2008; Böse et al., 2009; Zollo et al., 2010; Picozzi, 2012; Wang and Wu, 2014; 

Brondi et al., 2015; Colombelli et al., 2015; Caruso et al., 2017). Therefore, the predictive EEW relations 

incorporate the response of the installation site into the ground motion aleatory variability. As we will show 

in this work, inclusion of correction terms for site effects significantly contribute to the decrease in the 

uncertainty in the ground motion level predicted at a target. In this study, the term “site effects” is meant 

in a broad sense. Primarily, we refer to those waveform alterations related to the effects of subsurface 

geology, but we also mean those effects related to the response of hosting structures, as installations for 

EEW onsite purposes are often performed within buildings or infrastructure (Fleming et al., 2009; Picozzi et 

al., 2011; Picozzi, 2012; Parolai et al., 2015; Petrovic and Parolai, 2016). 

In the following, we calibrate and assess onsite EEWS predictive relationships between P-wave based 

parameters and acceleration response spectra (RSA). The RSA belongs to the spectral ordinates family 

(Gupta, 1993). Because the response spectra are constructed measuring the maximum response of a single-

degree-of-freedom (SDOF) oscillator when it is excited by a seismogram, RSA amplitudes better correlate 

with structural damage than peak parameters such as peak ground acceleration (PGA) and velocity (PGV) 

(Elenas, 2000). Moreover, the development of onsite EEW models for RSA(T) at different periods of T 

facilitates tailoring the EEW predictions to the elastic response of the target building. However, the 

developed methodology can be easily extended to PGV, PGA or, eventually, other parameters considered 

more representative of the shaking intensity and damage potential for a specific EEW application. The use 

of response spectra in EEWS has been already proposed by Convertito et al. (2008) for regional EEWS, 

where the RSA(T) were estimated in real time from the predominant periods, the earthquake magnitude, 

and location.  In this study, we investigate the scaling relationships between RSA (T) and two P-wave 

features, namely, the integral squared velocity (IV2) and the peak displacement (Pd), and we highlight the 

importance of the contribution of site-effects to the variability of calibrated EEW onsite models. This issue 

has been previously addressed in a few studies. Hoshiba (2013) proposed building relative frequency-

dependent site amplification factors by deconvolving the waveforms recorded at the site with those 

recorded at a reference station; then, these site amplification factors were used to predict the ground 

motion intensity at the given site by exploiting the ground motion level measured at sites already hit by 

earthquakes. Zhao and Zhao (2019) presented an onsite EEW model for the S-to-P wave RSA spectral ratio 

[𝑅(𝑇) = 𝑅𝑆𝐴𝑆(𝑇) 𝑅𝑆𝐴𝑃(𝑇)⁄  of both the first 3 s of waveforms and the full ones considering the vertical 

component of ground motion. In the same work, site-effects were modeled through a piece-wise linear 

additional term controlled by the averaged shear-wave velocity over the uppermost 30 m at the site. 

Finally, Spallarossa et al. (2019) presented an onsite EEW model for PGV using Pd and IV2 as P-wave 

features and developing a partially non-ergodic approach based on a mixed-effect regression where the site 

effects were treated as random effects.  

In this study, we analyze a dataset of 58 earthquakes with moment magnitudes between Mw 3.7 and 6.5 

belonging to the Central Italy 2016–17 sequence (Luzi et al., 2017). With this dataset, we examine the 

model relationship between RSA at nine periods with respect to the EEW proxies of Pd and IV2 measured 

considering a time window starting from the P-wave onset and lasting 3 s or ending at the S-wave arrival 

for short epicentral distances. We focused on methodological aspects and performed retrospective, off-line 

analyses of earthquake recordings; hence, the P and S phases were manually picked from the records. The 
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choice of the P-waves window length was critical. As discussed by Zollo et al. (2010), for large magnitude 

events (Mw > 7), an overly narrow window could not include enough information for the large earthquakes 

with long duration ruptures, leading to saturation of the parameters for large earthquakes. However, the 3 

s EEW time-window length used in this study was considered adequate for correctly analyzing the higher 

magnitude earthquakes characterizing the Italian Apennine seismicity. Finally, it is worth noting that for 

earthquakes with magnitudes larger than 6, near source sites can experience non-linear site-effects 

(Guéguen et al., 2019), but the development of site-specific empirical relationships accounting for non-

linear response of unconsolidated sediments is beyond the scope of this work.    

Similarly to Spallarossa et al. (2019), we apply a regression analysis with random effects to explore the site-

specific variability of the predicted ground shaking (in terms of RSA) by considering two different grouping 

levels: in the first one, the random effects are assigned unique values for each station; in the second one, 

stations are grouped considering the soil classification according to the European (EC8) classification 

(European Commitee for Standardization, 2004). Subsequently, we present the results of a validation 

analysis using the leave one out technique (Stone, 1974) and K-means clustering (Lloyd, 1982; Pedregosa et 

al., 2011). Finally, we analyze the performance of a hypothetical probabilistic alert decision module applied 

to the data from two stations with significant site amplification, showing that onsite EEWS applications that 

include site effects in their predictive models provide more precise alerts. 

 

2.2 Dataset and pre-processing 
 

We analyze 58 earthquakes from the 2016–17 Central Italy sequence with Mw between 3.7 and 6.5, 

selecting recordings at 199 stations of the RAN (Rete Accelerometrica Nazionale; Gorini et al., 2010) located 

at hypocentral distances smaller than 150 km. The RAN consists of approximately 500 digital strong motion 

stations with data telemetry and time synchronization by GPS, spread over the higher seismic hazard areas 

of Italy. RAN data are collected, validated, and made available by the ITACA 2.0 database (Luzi et al., 2008; 

Pacor et al., 2011). We estimate the EEW parameters Pd and IV2 following the procedure proposed by 

Caruso et al. (2017). The processing consists of sensitivity correction, trend removal, P- and S-phase 

identification and manual picking, and single and double integration to obtain the velocity and 

displacement records. The Pd are measured on bandpass-filtered displacement using a Butterworth filter 

between 0.075–20 Hz to remove the long-period drift after the double integration. 

The integral of the squared velocity (IV2) is defined as 

 (1) 

where the integral is computed over a window of length Δt after the first P-wave arrival time, and v2 is the 

ground motion velocity squared. Kanamori et al. (1993) and (Matteo Picozzi et al., 2017)showed that when 

IV2 is computed on direct S-waves, it provides information on energy radiated by the rupture process. 

Following Caruso et al. (2017), the signal-to-noise ratio (SNR) associated with the record is obtained as 

       (2) 

where Pdnoise is computed for the 5 s preceding the P-wave arrival on the vertical trace.  

Because one of our targets is to investigate the impact of site-specific effects on onsite EEW models, we 

selected only stations with at least five recordings with SNR > 14. The final database used for the calibration 

of the EEWS relations is composed of 1029 records at 100 stations (Figure 2-1).  

𝑆𝑁𝑅 = 20 ∗ 𝑙𝑜𝑔
𝑃𝑑

𝑃𝑑𝑛𝑜𝑖𝑠𝑒
 1 
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Figure 2-1: Map of the events (stars) and accelerometric stations (triangles) used in this work. The stations are colored according to 
their EC8 classification (see color bar). The three mainshocks of the Central Italy sequence are colored: 08/24/2016 Mw 6.0, Amatrice 
earthquake (yellow star), 10/26/2016 Mw 5.9, Visso (orange star), and 10/30/2016 Mw 6.5, Norcia earthquake (red star); while all 
the other earthquakes are shown as black stars. We also highlighted the ACT and T1244 stations and the earthquakes for which we 
show waveforms and RSA in other figures. 

 

We computed the RSA for each horizontal component following the processing scheme proposed by 

(Paolucci et al., 2011) and we combined the two horizontal RSAs considering the quadratic mean. We used 

a damping ratio equal to 0.05 and selected the RSA amplitude for nine periods, T (T = 0.1, 0.15, 0.2, 0.3, 0.5, 

0.75, 1.0, 1.5, and 2.0 s). Figure 2-2a shows, as an example, the recordings at the ACT and T1244 stations 

for two earthquakes with magnitude Mw 5.4, with similar epicentral distances (33 and 22 km, respectively) 

and azimuths, but different EC8 classifications (Figure 2-1); the ACT station is classified as C (large site 

effects are expected), while T1244 is classified as B (rigid soils where moderate site effects are expected). 

For the EEW parameters, ACT has Pd equal to 0.030 cm and IV2 equal to 0.054 cm2/s, while T1244 has Pd 

equal to 0.034 cm and IV2 equal to 0.050 cm2/s. Since the P-wave features extracted from stations ACT and 

T1244 are similar, ergodic onsite EEW models predict similar ground shaking levels for S-waves at these two 

sites. Indeed, ACT showed significantly larger S-wave amplitude than T1244 (PGA values are 112 cm/s2 and 

76.7 cm/s2 for ACT and T1244, respectively), although ACT is located at a larger epicentral distance than 

T1244. Figure 2-2b and 2-2c show that the RSA values for ACT are almost one order of magnitude larger 

than for T1244. 
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Figure 2-2: a) and b) Vertical and E–W accelerations (cm/s2) at the ACT (red) and T1244 (blue) stations. c) the same as a), but for 
RSA (cm/s2) vs. period T (s). 

 

2.3. Method: mixed-effect regression 
 

The development of ground motion prediction equations (GMPE) for probabilistic seismic hazard 

assessment requires that data from multiple stations are jointly analyzed to overcome the limitation of the 

temporal sampling available at single stations, assuming that the spatial variability can be mapped to the 

temporal variability (Anderson and Brune, 1999). The same assumption is usually made when developing 

onsite EEW models (see, among others, Wu et al., 2006; Wu and Kanamori, 2008; Zollo et al., 2010; Brondi 

et al., 2015; Colombelli et al., 2015; Caruso et al., 2017). Because the GMPE accounts for site effects in a 

relatively simple manner, site-specific repeated effects inflate the aleatory variability of the model 

(generally referred to as σ). Therefore, in the GMPE development it is standard practice to introduce a 

structure in the residual distribution by isolating the event-specific component (referred to as inter-event 

or between-event residuals) from the record specific one (referred to as intra-event or within-event). 

Recognizing the existence of a dependent structure across observations, more complex decomposition of 

the residuals can be attempted (Al Atik et al., 2010) using mixed-effects regression (Pinheiro and Bates, 

2000; Bates et al., 2015). Introducing different random effects in the regression model allows it to handle 

dependencies across observations (among the recordings of the same event at different stations) as well as 

for different related baselines, for example, to regional effects introduced by the ergodic assumption 

(Stafford, 2014). As the present study is focused on onsite EEW, we are particularly interested in controlling 

the site-to-site variability and in mitigating the effect of the ergodic assumption. Therefore, we develop 

onsite EEW models connecting Pd and IV2 to RSA(T), using a mixed-effects regression to determine the 

coefficients and test two alternative grouping factors: one in which recordings are grouped by station so 

that the random effects assume one value per station (site-to-site variability), and another in which 

recordings are grouped by their EC8 site classification (class-to-class variability). The functional form of the 

models can be written as 

  (3) 

 (4) 

log10 𝑅𝑆𝐴(𝑇) = 𝑎𝑃𝑑−𝑆 + 𝑏𝑃𝑑−𝑆 ∗ log10(𝑃𝑑) + 𝛿𝑆2𝑆𝑃𝑑−𝑆 + 𝜖𝑃𝑑−𝑆 1 

log10 𝑅𝑆𝐴(𝑇) = 𝑎𝑃𝑑−𝐶 + 𝑏𝑃𝑑−𝐶 ∗ log10(𝑃𝑑) + 𝛿𝑆2𝑆𝑃𝑑−𝐶  + 𝜖𝑃𝑑−𝐶  1 
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 (5) 

 (6) 

where the apexes indicate whether the regression is performed for Pd or IV2 and whether the grouping 

factors are the stations (S) or the EC8 classes (C). In Eqs. (3) to (6), the coefficients a and b are the fixed 

effects of the model, δS2S distribution is either the inter-station or inter-class random effects, and  is the 

intra-station or the intra-class residuals. In the following, we indicate with σSS the standard deviation of the 

 distribution (representing the aleatory variability of single-site ground motion) and with φS2S the 

standard deviation of the δS2S distribution (site-to-site variability, Al Atik et al., 2010). Table 2-1 reports all 

these symbols used in this study along with their description. The models are derived for nine different 

periods, T (i.e., 0.1, 0.15, 0.2, 0.3, 0.5, 0.75, 1.0, 1.5, and 2.0 s) and Table 2-2 lists the obtained coefficients a 

and b for Eqs. 3–6. 

Table 2-1: Acronyms and Symbols used in this work. 

Acronym or Symbol Description 

EEWS Earthquake Early Warning System 

Pd Peak of Displacement 

IV2 Integral squared velocity 

RSA Response Spectra of Acceleration 

δS2S Onsite EEW site-to-site residuals 

ϵ Station corrected residuals  

γ Residuals from median model, 𝛾 = 𝜖 + 𝛿𝑆2𝑆 

σSS Aleatory variability of the ground motion under the partially 

non-ergodic single-site assumption 

φS2S Standard deviation of the onsite EEW site-to-site residuals 

σ Aleatory variability of the ground motion under the ergodic assumption, 𝜎 =

√𝜎𝑆𝑆
2 + 𝜙𝑆2𝑆

2  

RSAobs Observed RSA 

RSAerg RSA predicted without using site correction (ergodic) 

RSArand RSA predicted using site correction (random-effect procedure) 

RSAthres EEW threshold 

RSApred RSA predicted, can be both with and without site-correction 

 

log10 𝑅𝑆𝐴(𝑇) = 𝑎𝐼𝑣2−𝑆 + 𝑏𝐼𝑣2−𝑆 ∗ log10(𝐼𝑣2) + 𝛿𝑆2𝑆𝐼𝑣2−𝑆 + 𝜖𝐼𝑣2−𝑆   1 

log10 𝑅𝑆𝐴(𝑇) = 𝑎𝐼𝑣2−𝐶 + 𝑏𝐼𝑣2−𝐶 ∗ log10(𝐼𝑣2) + 𝛿𝑆2𝑆𝐼𝑣2−𝐶 + 𝜖𝐼𝑣2−𝐶   1 
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Table 2-2: Coefficients of Eqs. (3, 4, 5, and 6) for all considered periods. 

T(s) 𝑎𝑃𝑑−𝑆 𝑏𝑃𝑑−𝑆 𝑎𝑃𝑑−𝐶  𝑏𝑃𝑑−𝐶  𝑎𝐼𝑣2−𝑆 𝑏𝐼𝑣2−𝑆 𝑎𝐼𝑣2−𝐶  𝑏𝐼𝑣2−𝐶  

0.1 0.004 0.897 0.045 0.850 -0.452 0.526 -0.475 0.481 

0.15 -0.494 0.855 -0.413 0.829 -0.929 0.502 -0.915 0.471 

0.2 -0.814 0.822 -0.710 0.803 -1.23 0.482 -1.19 0.457 

0.3 -1.28 0.756 -1.14 0.746 -1.66 0.445 -1.58 0.427 

0.5 -1.74 0.701 -1.59 0.692 -2.09 0.414 -1.99 0.398 

0.75 -2.05 0.664 -1.90 0.659 -2.38 0.392 -2.28 0.380 

1.0 -2.25 0.642 -2.09 0.637 -2.56 0.380 -2.45 0.368 

1.5 -2.51 0.614 -2.34 0.611 -2.81 0.363 -2.69 0.354 

2.0 -2.66 0.602 -2.49 0.599 -2.95 0.357 -2.83 0.348 

 

 

2.4 Results 
 

2.4.1 Model calibration 
 

Figure 2-3 exemplifies the results of the regression between RSA at a period equal to 0.5 s and Pd when 

data (grey dots) are grouped by station (Eq. 3). The calibrated model considering only the fixed-effect 

coefficients (aPd-S and bPd-S in this example) is hereinafter referred to as median prediction, and we recall 

that it refers to the whole dataset of 1029 records at 100 stations. Figure 2-3 shows that the median model 

fits the data well but with large variability. The random effects δS2SPd-S act as station-dependent 

adjustments to the intercept of the median model and, as an example, Figure 2-3 shows the adjustments 

for the ACT (red line) and T1244 (blue line) stations. ACT, which is classified as EC8 Class C (i.e., shear wave 

velocity vs30 averaged in the uppermost 30 m in the range 180-360 m/s), presents RSA values distributed 

above the median predictions (δS2SPd-S is positive; orange dots in Figure 2-3), while station T1244 (EC8 Class 

B, vs30 in the range 360-800 m/s) shows RSA values distributed below the median model (negative δS2SPd-S; 

cyan dots in Figure 2-3). The capability of the onsite EEW model with random effects to capture different 

baselines at the different stations has the beneficial result of decreasing the standard deviation σSS of the 

residuals ε (Eq. 3). Indeed, σSS is reduced with respect the ergodic σ, as the site-to-site component is 

removed. Table 2-3 lists σSS and σ computed for the whole dataset at each RSA period. However, it is worth 

remembering that, along with these beneficial effects obtained by including site-specific adjustments to our 

models, the epistemic uncertainty affecting the random effects increases the overall epistemic uncertainty 

of the model.  
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Figure 2-3: RSA (cm/s2) for the period of 0.5 s vs. the Pd (cm) used for the analysis (gray dots). Data from the ACT (orange dots) and 
T1244 (cyan dots) stations. The median model retrieved from all data (black line), and the mixed-effect model for ACT (red dashed 
line) and T1244 (blue dashed line). 

 

Table 2-3: σ and σss for Eqs. (3, 4, 5, and 6) for the considered periods 

T(s)         

0.1 0.60 0.42 0.60 0.58 0.57 0.39 0.56 0.53 

0.15 0.55 0.40 0.56 0.53 0.51 0.36 0.51 0.49 

0.2 0.53 0.38 0.54 0.51 0.49 0.35 0.49 0.47 

0.3 0.52 0.37 0.54 0.50 0.48 0.34 0.49 0.45 

0.5 0.52 0.37 0.54 0.50 0.48 0.35 0.50 0.46 

0.75 0.51 0.37 0.53 0.49 0.47 0.34 0.49 0.45 

1.0 0.51 0.37 0.53 0.49 0.47 0.34 0.49 0.45 

1.5 0.51 0.37 0.53 0.49 0.48 0.35 0.50 0.45 

2.0 0.52 0.37 0.54 0.49 0.48 0.35 0.50 0.46 
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To assess the effectiveness of the calibration procedure, we compute the residuals γei (where i can indicate 

either a station s or a specific EC8 class c, and e is a specific event) between the observed RSA and the 

predictions considering the median model without the δS2S corrections (γ=ε+δS2S). The residuals are 

normalized to the total aleatory variability .  

The normalized residuals (γei/σ) help us to assess how much a subgroup of data (those recorded by a given 

station or at a specific EC8 class) differ from the median model.  

Figure 2-4 presents γei/σ (white circles) for three periods (0.15, 0.5, and 1.5 s) using the data grouped by 

station (Eq. 3). For each station, we computed the mean of the normalized residual (<γei/σ>, represented as 

white squares) and the normalized single-station variability (the standard deviation of γei/σ), which is 

colored per the EC8 station classification (vertical bars). We observe that approximately 20–25% of the 

stations (depending on the period, ranging from a number of 18 stations at 0.15 s, to 23 stations at 1.5 s) 

have a mean normalized residual exceeding 1 in absolute value. A t-test confirms that 20 and 17 stations at 

periods 0.15 and 1.5 s, respectively, have a mean normalized residual different from zero at the 95% 

confidence interval. An example of a station with particularly high <γei/σ> is NCR (Nocera village), where the 

large amplifications observed at frequencies between 5 Hz and 10 Hz (Luzi et al., 2005; Bindi et al., 2011) 

are controlled by a buried wedge of weathered rock (Rovelli et al., 2002). Other stations with large positive 

residuals are FOC (Colfiorito village) and SPM (Spello village). SPM is classified as a rock station (EC8 Class A, 

vs30 larger than 800 m/s) and further analyses are needed to identify a possible explanation for the 

observed amplifications, such as local geological conditions (Marzorati et al., 2011) or housing effects 

(Mucciarelli et al., 2017) since SPM is installed inside a power supply distribution substation. However, 

stations beginning with T12** (T1221, T1214, and T1212) show negative normalized residuals, in some 

cases smaller than -2. These stations belong to a group of temporary stations installed by INGV staff 

(National Institute of Geophysics and Volcanology) soon after the 08/24/2016 Mw 6.0, Amatrice 

earthquake, on stiff soil (Class B) or rock (Class A) sites. To better clarify the relation between <γei/σ> and 

the site effects, we computed the horizontal-to-vertical spectral ratio (H/V) considering 12 s long windows 

over the S-waves, considering hundreds of small-to-moderate magnitude earthquakes (maximum 

magnitude Mw 4.5; the number of earthquake recordings used for each station is reported within Figure 

2-5) and applying the Konno and Ohmachi (1998) smoothing operator (using b = 20) for a set of specific 

stations (NCR, FOC, T1212, and T1221). 
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Figure 2-4: Normalized residuals for Pd (relation 3) for the periods T = 0.15 s. a), T = 0.5 s. b), and T = 1.5 s, c). Normalized residuals 
for single recordings (white circles); the mean of the normalized residuals for each station (white squares); error bars proportional to 
the standard deviation of the normalized residuals (vertical bars colored by the EC8 classification of the station). The residuals are 
sorted in ascending order. Red horizontal lines indicate ±1 standard deviation. We highlighted the ACT and T1244 stations in the 
labels for explanation purposes. 

 

Figure 2-5a, and b show that the H/V for the NCR and FOC stations, which are characterized by large 

<γei/σ>, values, present strong amplification peaks (at 7–8 Hz and 20 Hz for NCR and around 5 Hz and 15–20 

Hz for FOC). On the contrary, T1212 and T1221 stations (Figure 2-5c, and d) present flat H/V ratios, 

suggesting that strong site amplifications are not expected for these stations in agreement with the mixed-

effect results (both stations are characterized by small <γei/σ> values). 

With respect to the classic approach based on the ergodic assumption, our results indicate that significant 

site-specific deviations from the median model exist for a consistent number of stations among those 

considered. The mixed effects regression facilitates capturing site-specific repeated effects by introducing 

random effects on the station population. As an example of the improvement obtained by considering site-

specific adjustments, we present Figure 2-6 which shows the normalized residuals considering (Figure 2-6a, 

γei/σ) or not considering (Figure 2-6b, γes/σSS) the random effects. In Figure 2-6, considering the case of Eq. 

(3) for T equal to 0.3 s, the values of σ and σSS are equal to 0.52 and 0.37, respectively (see also Table 2-3). 

Considering the δS2SPd-S station terms, the predicted RSA are adjusted for site-specific baselines and the 

aleatory variability is reduced, resulting in an improved accuracy and precision of the Pd and IV2 predictions 

for site-specific onsite EEW applications. Possible impacts on alert protocols are discussed in Section 2.4.4 

Implications of random effects for an onsite EEW decision alert system. 
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Figure 2-5: H/V ratio computed for the stations: NCR (a); FOC (b); T1212 (c); T1221 (d). The number of events considered is reported 
for each station within the plot. 

 

Figure 2-6: a) Normalized residuals for Pd (Eq. 3) for the period T equal to 0.3 s. b) Normalized residuals corrected by δS2S factor for 
Pd (Eq. 3) for the period T = 0.3 s. In both the figures, normalized residuals for single recordings (white circles); the mean of the 
normalized residuals for each station (white squares); error bars proportional to the standard deviation of the normalized residuals 
(vertical bars colored by the EC8 classification of the station). The stations are sorted by ascending order of normalized residuals. 
Red horizontal lines indicate ±1 standard deviation. We highlighted the ACT and T1244 stations in the labels for explanation 
purposes. 
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Searching for a simple and standardized site classification that could be suitable for EEW onsite 

applications, we tested the European EC8 classification as possible grouping factors for the random effects. 

EC8 classifies the sites mainly through the mean shear-wave velocity in the uppermost 30 m (Vs30). In this 

regard, Class A refers to sites with a Vs30 greater than 800 m/s (rock site); Class B (360 < Vs30 < 800 m/s) is 

a broad class including sites characterized mainly by very dense sand, gravel, and very stiff clay; and Class C 

(180 < Vs30 < 360 m/s) and Class D (vs30 < 180 m/s) correspond to soft soil sites with amplifications 

expected to occur mainly at low frequencies. Class E corresponds to shallow (5 < h < 20 m) class C or D sites 

overlying rock (Class A), with amplification occurring mainly at high frequencies (like at the NCR station). 

Finally, EC8 also includes special classes for sites with extreme low velocity and high susceptibility to 

liquefaction, which are not considered in this study. Figure 2-7 shows γei/σ for three periods (0.15 s, 0.5 s, 

and 1.5 s, shown as white circles) grouping the data by EC8 (Eq. 4). As in Figure 2-4, in Figure 2-7 we 

represent the median value of δS2SPd-C for each soil class (white square) and the normalized soil class 

variability (vertical bars). The results show that the median δS2SPd-C for classes A and B are, for all periods, 

always negative, while δS2SPd-C for Class E is always positive. However, the median normalized residuals 

<γei/σ> do not differ appreciably among the different classes, and considering the uncertainties, are not 

significantly different from zero. These results indicate that for an onsite EEW application, where the goal is 

predicting the response spectra amplitudes using features extracted from early P-waves signals, the EC8 

classification is not a suitable grouping factor to account for site effects, because the intra-class variability 

dominates that of the inter-class. This result confirms several previous studies about the identification of 

suitable proxies to define site classifications (Luzi et al., 2011; Kotha et al., 2018, among many others). 

 

Figure 2-7: Normalized residuals for Pd considering the EC8 classes (relation 4) for nine periods. White circles are the normalized 
residuals for the data; white square dots are the mean of the normalized residuals for each class; the error bars are proportional to 
the standard deviation of the normalized residuals, and they are colored by the EC8 classification. Red horizontal lines indicate ±1 
standard deviation. 
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2.4.2 Model validation: Leave-one-out cross-validation 
 

To validate the calibrated models (Eqs. 3–6), we perform a leave-one-out (L1Out) cross-validation (Stone, 

1974). Briefly, the analysis consists of repeating the calibration procedure as many times as the number of 

data, every time leaving out one experimental data point from the calibration procedure; the excluded data 

point is in turn used to assess the predictive power of the model calibrated at each L1Out iteration. Hence, 

for all considered models (Eqs. 3–6) and all the periods, we perform as many regressions as the number of 

data points and we computed the residual between the excluded data points and the prediction made by 

the L1Out relations, with and without considering the δS2S corrections. Figure 2-8a, and b present, for each 

RSA period, the standard deviation of the residuals σL1O for Pd and IV2 (relations 3 and 5). Red dots 

represent the residuals computed without considering the term δS2S, whereas the residuals corrected by 

considering the random effects are shown with green and blue dots. The large differences shown by σL1O 

computed with and without random-effects indicate that both δS2SPd-S and δS2SIv2-S permit capturing the 

site-specific effects. This result confirms the significant impact local site conditions can have on the 

response spectrum variability. On the other hand, as shown in Figure 2-8c and d, the site correction terms 

for the EC8 grouping level (δS2SPd-C and δS2SIv2-C from Eq. 4 and Eq. 6) results in a very small improvement 

with respect to the ergodic model. These results highlight that, with respect to the station term, grouping 

stations according to their EC8 classification is not useful to capture site effects for the RSA in EEW 

predictive models. On the contrary, our results confirm that considering a site-specific adjustment 

accounting for local amplification effects allows reduction of the uncertainty related to EEW estimates.  

Comparing the variability σL1O in Figure 2-8a and b, we observe a smaller variability when equation (5) is 

implemented. Therefore, RSA is better predicted using IV2 as P-wave feature. This is probably due to the 

nature of IV2 itself which, like RSA, is an integral quantity. Finally, we observed that the σL1O has the same 

trend for all the models, exhibiting a maximum at the lowest analyzed period (0.1 s), it decreased until 0.3 

s, and then it remained almost constant for the shortest periods. The origin of this trend is not clear, and it 

will be investigated in the future while also considering other datasets. 
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Figure 2-8: Standard deviation (std) of the residuals obtained from the L1Out validation procedure for different periods, comparing 
the residuals for the ergodic model, i.e. without considering the δS2S and the ones obtained correcting the data by the group δS2S. 
Figure a) refers to Eq. 3, Figure b) refers to Eq. 5, Figure c) refers to Eq. 4 and Figure d) refers to Eq. 6. 

 

2.4.3 Analysis of random effect vs. period 
 

Having analyzed nine different RSA periods (T), we   study the variability of δS2Ss as a function of T to 

investigate the reasons for the poor capability shown by the EC8 classification in describing site effects 

within our EEW context. For this purpose, we grouped the δS2SPd-S curves (δS2Ss as a function of the nine 

periods) by EC8 classes. Figure 2-9a, b, and c show the δS2SPd-S curves derived for each station grouped by 

EC8 classes, excluding class D and E sites due to the small number of stations belonging to these classes in 

our dataset. These results show that, irrespective of the EC8 class, there are no clear and common pattern 

between stations. This confirms further that the EC8 classification cannot provide useful information for 

EEW purposes. Despite the negative EC8 classification performance, we further investigate the δS2SPd-S 

values to check if they can still provide any other information. For this purpose, we normalize each curve by 

removing its mean and dividing it by the sum of its absolute values. The normalization results are shown in 

Figure 2-9d, e, and f. Interestingly, the normalized δS2SPd-S values present different trends within each EC8 

class, but similar patterns can be recognized among different classes. Because we note that two different 

trends appear to cross at approximately 0.3 s in all classes (Figure 2-9d, e, and f), we assemble the δS2SPd-S 

normalized curves and classify them by a K-means analysis (Lloyd, 1982; Pedregosa et al., 2011).  



2. Onsite Earthquake Early Warning: Predictive Models for Acceleration Response Spectra Considering Site 
Effects  
 

 

Figure 2-9: δS2SPd-Sta vs. period (T). Each curve refers to a single station. a) Class A stations; b) Class B stations; c) Class C stations; d) 
‘Normalized’ curves for Class A stations; e) ‘Normalized’ curves for Class B stations; f) ‘Normalized’ curves for Class C stations. 

The K-means model is trained using data from 57 stations divided in sub-samples of 19 stations (the 

minimum class population size) for each class (A, B, and C), and with K equal to 3. Then, we apply the 

obtained model to the entire curve population. Figure 2-10 shows the δS2Ss
Pd-Sta normalized curves 

classified in the three new groups and colored by EC8 class. It is worth noting that each cluster presents a 

specific pattern (δS2SPd-S curve shape) formed by stations belonging to different EC8 classes. The first 

cluster (Figure 2-10a) presents a trend decreasing for a period; this suggests that at these stations the 

amplification of the RSA with respect to the median model decreases with the increase in period, which 

influences the higher frequencies. The second cluster (Figure 2-10b) shows the opposite behavior; these 

stations are prone to site effects at low frequencies. Finally, the third cluster (Figure 2-10c), which is the 

least populated, has a trend characterized by a broad central maximum; therefore, these stations amplify 

the ground motion in a wide intermediate frequency band. Looking at the cluster composition in terms of 

EC8 classes, as Class B stations are numerically dominant, the three clusters are mostly populated by Class 

B stations. Hence, there is not an objective relationship between clusters and classes. In conclusion, these 

results further confirm that the EC8 classification cannot discriminate the RSA site effect in the considered 

onsite EEW application. 

 

Figure 2-10: The three ‘normalized’ curves clusters obtained by the K-means clustering. Each curve is colored by station EC8 
classification. 
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2.4.4 Implications of random effects for an onsite EEW decision alert system 
 

We dedicate this final part of the work to show, by performing a retrospective analysis, the implications of 

including random effects in the Onsite EEW predictive models (Eqs. 3 and 5) with respect to the 

performance of a decision alert system. For this, we consider the ACT and T1244 stations (highlighted in 

Figure 2-1 and shown in Figure 2-2), which deviate from the median model (T1244 overestimates the 

predictions whereas ACT underestimates them). In the following, we discuss the case of Pd used as a proxy 

for RSA at the different periods through the predictive models of Eq. (3), whereas the results of the same 

analysis applied to IV2 are presented in the supplemental material. There are twenty-one available 

recordings for the two considered stations, so that by considering each of the nine RSA periods as a single 

data point, we obtain a dataset composed by 189 observations (referred to as RSAobs), which are predicted 

either without considering the random effects δS2SPd-S (indicated in the following as RSAerg, whereas ‘erg’ 

stands for ergodic) or with random effects (referred to as RSArand). The distribution of RSAobs is shown in 

Figure 2-11a, while Figure 2-11d shows the residuals between RSAobs and RSAerg (in blue) and between 

RSAobs and RSArand (in red). As expected, the residuals of RSArand are more closely distributed around zero 

than RSAerg.  

To simulate a decision alert system, we set a threshold at the 80th percentile of our RSAobs distribution 

(RSAthres = 4.5*10-3 cm/s2, shown in Figure 2-11a as a black vertical bar). In this way, we know that 

whenever the RSAobs overcomes RSAthres, our hypothetical EEW system should release an alert (20% of the 

cases). Following Colombelli et al. (2015) and Minson et al. (2019), this approach allows us to assess the 

EEW system performance with respect to the following decision scheme: successful alarms (SA) require 

both observed and predicted (referred to as RSApred, which can be either RSArand or RSAerg) to be equal or 

larger than the selected threshold (RSAobs >= RSAthres and RSApred >= RSAthres); idle, or not successful alarms 

(SNA) require both predicted and observed RSA to be below the threshold (RSAobs < RSAthres and RSApred < 

RSAthres); missed alarms (MA) require RSAobs >= RSAthres but RSApred < RSAthres; and finally, false alarms (FA) 

require RSAobs < RSAthres but RSApred >= RSAthres. This notation for the EEW results was proposed by 

Colombelli et al. (2015), although in the literature we can find many similar definitions. Minson et al. 

(2019), for example, used “Alert” instead of “Alarm” and defined SA as “Correct alert” and SNA as “Correct 

no alert”. Other works, such as Meier et al. (2017), used the classic logic classification where SA is “true 

positive”, SNA is “true negative”, MA is “false negative”, and FA is “false positive”. As previously discussed, 

our goal is to highlight a methodological issue (the role of site-effects in onsite EEW ground motion 

prediction) that does not depend on, or affect, the real-time application of an EEW system. Therefore, in 

the present analysis we refer to an ideal EEW system and we evaluate the performance of the calibrated 

EEW models in predicting ground motion when site effects are included or neglected. Furthermore, 

differently from (Meier, 2017), the lead-time is not discussed, while it will be considered in possible future 

real-time applications of the model. 
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Figure 2-11: a) Distribution of observed RSA for all the periods for ACT and T1244 and for T equal to 0.5 s, and EEW RSA threshold 
(black vertical line). b) Observed and predicted RSA (from Pd with relation 3) for the 10/30/2016 Mw 6.5, Norcia earthquake at ACT 
and T1244 (orange and blue vertical line, respectively). EEW RSA threshold (black vertical line). Gaussian functions related to the 
predicted RSA for ACT and T1244 (orange and blue dashed line, respectively). The areas of the Gaussian functions are colored per an 
exceedance value of 0.70 according to the EEW performance, yellow for FA (station T1244), red for MA (station ACT). c) The same as 
(b) but including the random effects. The Gaussian functions are colored according to the EEW performance, light green for SNA 
(T1244) and dark green for SA (ACT). d) Histogram of the residuals distributions with (red) and without (blue) station corrections 
(random effects) for the dataset. e) EEW performance for the whole dataset without including the station corrections. f) The same 
as (e) but including the station corrections. 
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A further aspect that we investigate with our simulation is that, as discussed, a given level of uncertainty is 

always associated to EEW predictions through the predictive model itself. It is therefore reasonable to use a 

probabilistic approach when performing the comparison between the predicted ground motion and the 

threshold selected for the release of alerts (Minson et al., 2019). Therefore, RSApred should be considered 

along with the uncertainty of the predicted model (RSApred and the uncertainty allows us to set a 

probabilistic framework, whereas the alert is released only when the probability of exceedance of the 

considered threshold reaches a value selected by the EEW end users). Of course, selecting the probability 

of exceedance of an EEW system requires a cost-benefit analysis (Minson et al., 2019; Ruhl et al., 2019), but 

this is beyond the scope of this work, because we do not consider any specific EEW application and we 

mean to discuss a general principle. Hence, for simplicity, we consider an exceedance probability of 0.7 (70 

percent) for the release of an alert. It is important to note that exceedance limits greater than 0.5 will favor 

the MAs with the respect to FAs.  

Figure 2-11b shows an example of the decision module just outlined with respect to the recordings of the 

10/30/2016 Mw 6.5 (Norcia earthquake, Figure 2-1) for the ACT (hypocentral distance R=27.2 km) and 

T1244 (R=20.1 km) stations at a period of 0.5 s (within the plot, the threshold is a black vertical line; the 

observed RSA values are vertical lines colored per station code;  the predicted ergodic RSA values are two 

Gaussian functions with dashed lines colored according to the station code, and areas colored per the EEW 

performance using, the red  for MA and yellow  for FA). Looking at station T1244 in Figure 2-11b, RSAobs 

(blue vertical line) is lower than RSAthres (black vertical line); thus, the EEW system should not issue an alert. 

Concerning the predicted RSAerg, which is represented as a Gaussian function (blue dashed line) with mean 

equal to RSAerg and sigma equal to σPd-S (see Table 2-3 for T = 0.5 s), we highlighted the area corresponding 

to the selected exceedance probability (0.70). Because the δS2SPd-S of T1244 is negative (as shown in Figure 

2-3), the prediction of the median model is over-estimated, leading the EEW prediction to be larger than 

the threshold over the exceedance limit which, in turn, leads the EEW system to fail (FA case). On the 

contrary, when the RSA prediction includes the random-effect term (Figure 2-11c), the variability to be 

considered is , and the previous FA becomes a correct SNA (light green area). 

If we consider the ACT station, we observe the opposite behavior in terms of EEW performance.  In this 

case, the RSAobs (orange vertical line) is larger than RSAthres, indicating that this is a critical event for which 

an alert to users is necessary. However, Figure 2-11b shows that, if the median model is used, the δS2SPd-S is 

positive for this station, and the predicted data (orange dashed Gaussian function) are under-estimated, 

which leads the EEW system to fail with an MA. By contrast, Figure 2-11c shows that, as for the previous 

station, it is beneficial to include the random effects. By adding the mixed-effect term, the new prediction 

overcomes the RSAthres and the EEW system provides a correct alert (SA). These two examples show that 

the mixed-effect terms improve the EEW results in two ways: they decrease the residuals between real and 

predicted data, and they decrease the prediction uncertainty.  

Finally, Figure 2-11e and f show the total performance of the EEW system without and with the mixed-

effect terms, respectively (considering the whole dataset). Already at a first glance, the performance 

improvement of the system is evident. Interestingly, the FA alarms drops from 2.6% to 0.53%, while the 

MAs decrease from the 10.1% to 4.8% while, clearly, both the SAs and SNAs increase from 10.1% and 77.2% 

to 15.1% and 79.4%. 
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2.5 Conclusion 
 

In this study, we developed partially non-ergodic, site-specific onsite early warning models for spectral 

ordinates (RSA) at different periods (T). We used waveforms belonging to the 2016–2017 Central Italy 

sequence, which provided us with many high-quality recordings per station for magnitudes ranging 

between Mw 3.8 and Mw 6.5. This dataset is representative for onsite EEW applications in regions where the 

seismic hazard for residential buildings is dominated by close-distance earthquakes of small-to-moderate 

magnitudes. 

We derived four onsite EEW prediction relationships for RSA at nine periods, considering the peak 

displacement and the velocity integral squared over an early P-wave window, and introducing station- or 

EC8 class-specific adjustments through mixed-effects regression. The analysis of the station-specific 

random effects confirms that the onsite EEW benefits from the introduction of a partially non-ergodic 

approach. Indeed, the random effects δS2Ss permit capturing the period-dependent site amplifications and 

reducing the aleatory variability. On the other hand, considering the EC8 classification has proven to be 

ineffective for describing the site effects for the RSA in EEW applications due to the large within-group 

variability. Even considering the trend of the random effects (δS2Ss) as a function of the period, our analysis 

confirmed that EC8 classification is unrelated to the site effects on RSA. This was also confirmed by a cluster 

analysis performed on the period-dependent δS2Ss, which provided three groups   totally unrelated to the 

EC8 class of the stations within the groups. In conclusion, the EC8 classification cannot be exploited in EEW 

applications to discriminate site effects in RSA predictions. With regard to the two considered P-wave 

features for developing onsite EEW models, the results of the cross-validation analysis have shown that the 

RSA predictions associated to IV2 are more precise than those derived from Pd.  

One of the main results of our study is that considering both Pd and IV2, the predictive onsite EEW models 

that include the station random effects provide more robust predictions of the RSA amplitudes with respect 

the customary ergodic approaches. This latter aspect has also been shown through a probabilistic alert 

decision module applied to the data of two stations. Indeed, the performance of onsite EEWS applications 

where the predictive models include site-effects highlights how they can provide more precise alerts. The 

approach presented in this study would permit, therefore, obtaining real-time ground motion predictions 

tailored to given target conditions (less affected by site-effects) and, hence, it would lead to more efficient 

onsite EEW. In conclusion, given the great importance of the uncertainty associated to the ground motion 

level predicted at a target site in EEWS applications, we believe that future onsite EEWS applications should 

consider strategies to reduce the role of site-effects. 
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3.1 Introduction 
 

Seismic risk is one of the main concerns for public authorities in seismic prone regions. Earthquake Early 

Warning Systems (EEWSs) are complex infrastructures that can mitigate the seismic risk of citizens and 

losses by the rapid analysis of seismic waves (Gasparini et al., 2011). Typically, EEWS analyzes seismic data 

in real-time for automatically detects and predict the earthquake size using the first seconds of P-wave 

signals. Generally, by these pieces of information, EEWSs attempt predicting the ground motion (e.g., Peak 

Ground Acceleration, PGA) at specified targets. Hence, EEWSs disseminate alerts to targets where the 

shaking intensity is expected to overcome a damage threshold.  

There are two main families of EEWS: onsite and regional systems (Satriano, Wu, et al., 2011). The onsite 

approaches use a single station, or a small seismic network, installed near the target. On the other hand, in 

regional systems, a seismic network is placed near the seismogenic zone, which normally is placed 

sufficiently far from the target area to protect. Furthermore, onsite systems use P-waves information to 

directly predict ground motion through empirical scaling laws, while regional ones exploit primarily P-

waves, but also S-waves information, from stations close to the epicenter for estimating the source location 

and magnitude, which in turn are feeding GMPEs (Ground Motion Prediction Equation) for predicting the 

ground motion at targets.  

A fundamental EEWS parameter is the time available to mitigate the seismic risk at a target before 

damaging ground motion related to S-waves or surface waves reach it (hereinafter called ‘lead-time’). 

Depending on the hypocentral distance between seismic source and target, the lead-time of the EEWS 

approaches is different: at higher distances, the lead-time is greater for regional systems; at shorter 

distances, onsite EEWSs are faster and can provide useful alerts when the regional systems fail (Satriano, 

Wu, et al., 2011).  

In the last two decades, several works have proposed the use of P-wave features in onsite EEW framework. 

Wu and Kanamori (2005) proposed the inverse of the predominant period, τc, measured on the first 3s of P-

wave waveforms to predict the magnitude. The same authors have also proposed the Peak of 

Displacement, Pd, on 3s  window  to predict the Peak Ground Velocity, PGV (Wu and Kanamori, 2008). 

Brondi et al. (2015) used the Pd and the Integral of squared Velocity, IV2 to predict the PGV and the 

Housner Intensity, IH. Spallarossa et al. (2019) and Iaccarino et al. (2020) explored the use of Pd and the IV2 

and for predicting PGV and the Response Spectra of Acceleration, RSA, amplitudes at nine periods, 

respectively, using a mixed-effect regression approach aiming to account for site-effects.  

Besides the ground motion in free field, recently, efforts to predict the structural response in EEWS 

applications have also been proposed (i.e., applications where the Structural Health Monitoring, SHM, 

meets the EEWS goal to disseminate real-time alerts). The outputs of these methods can, for instance, 

trigger automatic isolation systems (Chan et al., 2019; Lin et al., 2020) based on damage level predictions 

through Engineering Demand Parameters (EDP). For example, Picozzi (2012) proposed to combine P-wave 

features with the structural building response retrieved by interferometry and a multi-sensors system 

(Fleming et al., 2009) to predict both the earthquake parameters and the structural response. Kubo et al. 

(2011) proposed a built-in EEWS for buildings that is able to automatically stop the elevator, start an 

acoustic alert at each floor, and predict displacement intensity and story drift angle at each floor. In 

perspective, the use of new advanced technologies, such as Internet of Things and 5G, will significantly 

facilitate for the easy and huge implementation of such systems (D’Errico et al., 2019). 

This work aims to explore the use of P-wave parameters (i.e., Pd, IV2 and the integral of squared 

displacement, ID2) to predict the structural response in onsite EEWS applications. In particular, following 

Astorga et al. (2020), we considered the drift ratio (Dr) as a robust and reliable parameter to link in the 
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building response. The parameter Dr is computed as the relative displacement between two sensors in the 

building (one placed at the top floor and the other at the bottom floor of the building) divided by the height 

difference between the sensors.  

To this purpose, we investigated the performance of different algorithms to develop robust empirical 

model between our EEWS parameters and Dr. Specifically, we explored both Least Square Regression (LSR) 

and Machine Learning (ML) techniques. Since Mignan and Broccardo (2019) have demonstrated that 

complex ML models are often overused, one of our goal is to verify whether MLs, considering their 

complexity and the difficulties in a suitable training, provide advantages or not with respect to simpler 

linear models in EEW applications.  

We investigated four different machine learning regressors: Random Forest (RF, Breiman, 2001), Gradient 

Boosting (GB, Friedman, 2001), Support Vector Machine (SVM, Cortes and Vapnik, 1995) and K-Nearest 

Neighbors (KNN, Altman, 1992). These MLs are used to parameterize models aiming to predicting log10 𝐷𝑟 

from the three P-wave proxies and three time-windows (i.e., 1, 2, and 3 seconds). For each regressor, we 

tune two hyper-parameters by comparing the results of K-fold cross-validation (with K=5) using the training 

set (Stone, 1974). Then, the best hyper-parameters set is used to train the ML algorithms with the entire 

training set (i.e., 80% of the data), and finally, we test their performance with a testing set (i.e., 20% of the 

data). This procedure allows us to assess in a robust way the regression performance. In parallel, we 

calibrated models also using linear least square regressors (LSR). To this aim, we used two strategies: we 

calibrated LSR models for single P-wave features (i.e., three P-wave proxies times three time-window 

lengths); we used all the features together for calibrating LSR models, mimicking what is done for ML. 

Therefore, we compare the ML performance with the LSR models.  

The calibration and performance analysis are carried out by progressive steps, where the complexity of the 

dataset is increased at each step. In the first analysis, we focused on the Shiodome Annex (ANX) building, a 

Japanese Steel-Reinforce-Concrete (SRC) building. With its 20 years-long history of earthquakes recording, 

ANX represents the perfect starting case study to understand the capabilities of the methods.  

In the second step, we considered all the Japanese SRC buildings. The rationale in this choice is that, even if 

they are of the same typology of ANX, we expect that the combination of the buildings response with 

different site conditions can contribute to inflate the drift variability.  

Finally, in the third step we used the complete Japanese dataset, and we performed a residuals analysis de-

aggregating them for building and earthquake characteristics. The aim of this last analysis is to explore the 

possibility of retrieving correction factors that in future EEW applications can be used for improving the 

drift predictions. 

Finally, we verified the validity of the ergodic assumption for the EEWS calibrated models, a typical problem 

in seismology when models calibrated for a region are applied to data in other areas. To this aim, we 

applied the models calibrated using the Japanese dataset to the waveforms recorded in U.S. buildings.   
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3.2 Datasets and methods 
 

3.2.1 Datasets 
 

We consider 3-components waveforms recorded at Japanese and U.S. buildings (Astorga et al., 2020). The 

considered buildings belong to three different types of construction (Table 3-1): steel (ST), reinforced 

concrete (RC) and steel-reinforced concrete (SRC, only Japanese buildings). All buildings have one sensor at 

the ground floor and one at the top floor. We measure P-waves EEW parameters (Pd, IV2, ID2; hereinafter 

we refer to them in general way as XP parameters) for different signal lengths (i.e., 1, 2 and 3 seconds) from 

the station at the ground level, while Dr is measured using both sensors. 

The Japanese dataset (Figure 3-1a) is made up by 5,942 waveforms collected from 2,930 

earthquake recorded at 34 buildings. The magnitude of the events, from the Japan Meteorological Agency 

(JMA), ranges from MJMA 2.6 to MJMA 9, and the epicentral distances vary between 2.2 km and 2514 km.  

The US dataset (Figure 3-1b) is formed by 240 waveforms from 90 events recorded at 69 buildings. 

The magnitude of these events ranges from Mw 3.5 to Mw 7.3, while the epicentral distance ranges from 2.7 

km to 391 km.  

Table 3-1 presents the buildings classification according to construction material and height. The 

largest set of data is available for ANX (Figure 3-1a), an SRC building in Japan that includes 1,616 waveforms 

recordings. Since the height is considered important in determining the buildings response, we used the 

number of floors to divide the dataset into two categories: 1) low-rise buildings when the number of floors 

is less than eight; 2) high-rise buildings for the others. This classification is similar to the one done in 

Astorga et al., 2020, but, here, low-rise and mid-rise categories are merged in the low-rise category. 

 

Figure 3-1: Map of the dataset used in the study. The stars indicate the events, the color and the size refer to the magnitude 
following the legends in the figure. The black squares indicate the buildings, the green one in figure a) is the ANX building. 
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Table 3-1: Dataset summary 

 
Japanese dataset US dataset 

 
Low-rise High-rise Low-rise High-rise 

RC 10 3 13 9 

SRC 5 7 0 0 

ST 1 8 28 19 

 

 

3.2.2 P-wave features 
 

Waveforms are filtered using a narrow bandpass Butterworth filter between the frequencies 0.5 Hz 

and 2 Hz. This choice was made following Astorga et al. (2019) and is motivated by the aim of selecting 

signals that are strongly related to the structural response. Indeed, for the building as those considered in 

this study the co-seismic fundamental frequency is usually within this range (Astorga et al., 2020).  

Since our objective is to calibrate models for onsite EEW application, we considered as proxy of 

drift parameters estimated from P-wave signal windows of limited lengths (i.e., 1, 2 and 3 seconds after the 

P-waves first arrival). The rationale behind this choice is that the three time-windows can allow to capture 

the temporal evolution of the drift, and also to assess the consistence/robustness of the estimates in time. 

Furthermore, selecting a fixed time window length in EEW systems is not a trivial task. Indeed, two 

contrasting effects play a role in taking this decision. From one hand, the signal windows should be as 

shorter as possible to increase the lead-time. On the other hand, since the rupture duration increases with 

magnitude, selecting too short time-windows lead to the saturation of the prediction, which results in 

wrong prediction for large earthquakes (i.e., in analogy with the typical magnitude saturation problem in 

seismology). In this study, using time windows with maximum length equal to 3 seconds, we expect our P-

wave proxies to saturate around magnitude Mw 7 (e.g., Yamada and Mori, 2009).  

To assess the structural response, we consider the dimensionless structural drift, Dr, defined as (Astorga et 

al., 2020) 

 𝐷𝑟 =
(𝑃𝑇𝐷 − 𝑃𝐺𝐷)

ℎ
⁄     (1)  

where PTD is the Peak of Displacement in the top of the building, PGD is the Peak of Displacement at the 

ground level of the building and h is the distance between the two sensors.  

Concerning the P-waves features, we rely on the peak of displacement (Pd), the integral of the squared 

velocity (IV2) and the integral of the squared displacement (ID2).  

These features are computed on the vertical component following Iaccarino et al. (2020):  

𝐼𝐷2 = ∫ 𝑑2(𝑡) 𝑑𝑡
𝑡𝑝+𝜏

𝑡𝑝
   (2)  

𝐼𝑉2 = ∫ 𝑣2(𝑡) 𝑑𝑡
𝑡𝑝+𝜏

𝑡𝑝
   (3)  



3. Earthquake Early Warning System for Structural Drift Prediction using Machine Learning and Linear 
Regressors  
 
𝑃𝑑 = max

𝑡𝑝≤𝑡≤𝑡𝑝+𝜏
|𝑑(𝑡)|    (4)  

where tp is the first arrival time, τ is the window length, d(t) is the displacement, and v(t) is the velocity. Pd 

is measured in cm, IV2 in cm2/s and ID2 in cm2∙s. Since we measure these three XPs on three different 

windows, we have a total of nine different features: ID2
1s, ID2

2s, ID2
3s, IV2

1s, IV2
2s, IV2

3s, Pd1s, Pd2s, Pd3s. 

 

3.2.3 Case studies 
 

The availability of two rich datasets, relevant to two countries with different building typology and tectonic 

contexts, motivated us to explore the effect of the dataset complexity in the robustness of EEW model 

predictions. It is quite common in seismology, and especially in EEW applications, to use an ergodic 

approach in the use of EEW models. In other words, models calibrated combining datasets from different 

regions are exported to further areas assuming that regional effects do not play role in the model 

uncertainty (Stafford, 2014). However, results of recent  EEW studies (e.g., among others Spallarossa et al., 

2019; Iaccarino et al., 2020) have shown the opposite; that is to say, regional characteristics can play an 

important role in the robustness and accuracy of the EEW predictions, leading to increase the epistemic 

uncertainty (Al Atik et al., 2010). For this reason, we proceeded setting 4 different case studies using 

datasets of increasing order of heterogeneity. We started calibrating EEW models from a specific building 

(i.e., ANX in Japan); then, we moved forwards including more buildings from the same typology and region 

(i.e., SRC from Japan); and then, the same region but with different construction typology. Finally, we 

applied the models calibrated with Japanese data to those recorded at U.S. buildings. Our strategy of 

assessing the performance of LSR and ML models in progressively harder conditions (i.e., varying dataset 

size and composition) aims to unveil eventual drawbacks and limitations in their use. 

To set a robust assessment of the models calibrated by different approaches (i.e., ML and linearized 

algorithms) and datasets (i.e., #1 ANX, #2 SRC-JAPAN, #3 all JAPAN buildings, #4 U.S. buildings), we define a 

training set (80% of the data) and a testing set (20% of the data) for each of the case studies. In all cases, 

the data for training and testing are selected by randomly splitting the dataset. The training set is used to 

tune the model parameters. Then, the trained model is used to predict the drift of the testing set. This will 

provide a trustworthy way to compare LSR and ML models. This procedure will avoid any bias in the 

evaluation of the models. 

Case 1. The ANX building is considered for a building specific analysis (i.e., the same site conditions 

and building features characterize all the data). Therefore, the variability of data in terms of amplitude and 

duration length is, in this case, due to only the within-event and aleatory variability (Al Atik et al., 2010).  

Case 2. In the second step of our analysis, we considered the dataset formed by all the data from 

SRC buildings in Japan. This second dataset is made up by 3,086 waveforms from 2,034 events and 12 

buildings (of course including also ANX). This analysis, thus, allows us to study the variability related to 

different site conditions and building responses.  

Case 3. We considered the complete Japanese dataset. With respect to the previous one, this 

dataset also includes the complexity due to differences in the seismic response between different types of 

construction.  

Case 4. We studied the implications of exporting the retrieved model for Japan to another region. 

To do this, we apply the models trained on the Japanese dataset to the U.S. dataset. Clearly, this 

application is expected to be the more difficult since different aspects can play a role in degrading the 

model prediction capability. First of all, there are well-known tectonic and geological differences between 
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Japan and California. The main difference is that the former is a subduction zone with a prevalence of 

thrust earthquakes, while, in the latter, most of the earthquakes are associated to strike-slip faults. Another 

important aspect to account for is that differences may exist within the building type of construction, due 

to different building design codes between Japan and USA. 

 

3.2.4 Linear least square regression 
 

The selected nine XPw (see subsection 3.2.2) are strongly covariant, since they are relevant to the same P-

wave signals observed in different domains (i.e., displacement, and velocity) and time (i.e., 1, 2 and 3 

seconds). While ML techniques can address this issue, the LSR approaches are prone to problems in cases 

where the dependent variables are correlated each other. For this reason, we applied the LSR in two 

different ways.   

In the first approach, we used the features separately. This leads us to have nine different linear models 

that, for the sake of simplicity, have the same functional form, as: 

log10 𝐷𝑟 = 𝑎 + 𝑏 ∗ log10 𝑋𝑃𝑤    (7)  

where XPw can be any of the P-wave parameters (Eqs. 2, 3 and 4) at a specific window-length w (i.e., 1, 2 or 

3 seconds). We will refer to these models as “LSR XPw”. 

For all these techniques, we calibrated ML models by adopting an approach that mimics increase of 

information with time typical of EEW applications (i.e., the temporal evolution of time-windows in 1s, 2s, 

and 3s). In particular, for the first time-window (1s), we use only the 3 P-wave parameters available at that 

time. For the second time-window (2s), we consider the information available at this moment (i.e., the 

features at 1s and 2s, for a total of 6 features). Finally, for the 3s window, we use all 9 features. 

In the second approach we mimic the increasing of information with time typical of EEW applications (i.e., 

the temporal evolution of time-windows in 1s, 2s, and 3s). In particular, for the first time-window (1s), we 

use only the 3 P-wave parameters available at that time. For the second time-window (2s), we consider the 

information available at this moment (i.e., the features at 1s and 2s, for a total of 6 features). Finally, for 

the 3s window, we use all 9 features.  We will refer to three combined models as “LSRw”.  

In total, we will compare 12 linear models. 

 

3.2.5 Machine Learning regressors 
 

As previously said, we use four different ML techniques: Random Forest (RF, Breiman, 2001), Gradient 

Boosting (GB, Friedman, 2001), Support Vector Machine (SVM, Cortes and Vapnik, 1995) and K-Nearest 

Neighbors (KNN, Altman, 1992). In this section, we shortly present them focusing on hyper-parameters 

tuned by a K-fold cross validation. Of course, we refer to the referenced works for their deeper 

understanding. 

RF regressor  

RF regressor (Breiman, 2001) is an ensemble of a specified number of decision tree regressors (Ntr). A 

decision tree regressor works as a flow-chart in which, for each node, a feature is selected randomly to 

subdivide the data in two further nodes through a threshold. This latter is chosen to minimize the node 

impurity, as follows: 
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 𝐼 =
1

𝑁
∑ (𝑦𝑖 − �̂�)2𝑁

𝑖=1     (5)          

where N is the number of the training data in the node, yi is the real value of the target for the i-th datum 

and �̂� is the predicted value of the end node in which the i-th point is assigned. The predicted value of the 

end node is simply the mean value of the data in the end node itself. The depth of the trees is controlled by 

a tolerance factor that stops the subdivision procedure if the gain in impurity is not enough, or by reaching 

a maximum depth value Mdep. The final regression is given by the average prediction of all the trees. We 

select Ntr and Mdep as the hyper-parameters to tune. 

GB regressor  

In a similar way to RF, the GB regressor is an ensemble of Ntr decision tree regressors (Friedman, 2001). The 

main difference between the two is that in GB the steepest descent technique is applied to minimize a least 

square loss function. In this algorithm, each decision tree plays the role of a new iteration, while the 

procedure is controlled by the hyper-parameter learning rate (Lr). From preliminary studies, we decide to 

fix Ntr=300 and we tune Mdep and Lr. 

SVM regressor 

The SVM regressor searches the best hyperplane to predict the target value also minimizing the number of 

predictions that lies outside an ε-margin from the hyperplane (Cortes and Vapnik, 1995). The result is 

achieved solving the problem: 

min
𝜔,𝑏,𝜉

[
1

2
𝜔𝑇𝜔 + 𝐶 ∑ (𝜉𝑖 + 𝜉𝑖

∗)𝑖 ]        (6) 

where 𝜔 ∈ ℝ𝑝 and 𝑏 ∈ ℝ are the linear regression parameters for p features, C is a penalty factor, and 𝜉𝑖  ,

𝜉𝑖
∗ are positive slack variables representing the distance from the lower or the upper margins. It is worth to 

note that the slack variables (𝜉𝑖  and  𝜉𝑖
∗) are both non-zero only if the datum lies inside the margins. 

Furthermore, to include any nonlinear trends, we used a gaussian kernel with σSVM as variance. In summary, 

the main hyper-parameters for this technique are ε, C and σSVM. Looking at preliminary testing results, we 

fixed ε=0.1 and we tuned C and σSVM. 

KNN regressor 

Finally, the KNN regressor predicts the target of a certain datum as the weighted average of the KN nearest 

data target, where the weights are the opposite of the distance (Altman, 1992). This technique is a lazy 

learner because the training step consists only in the memorization of a training set. We use the Minkowski 

distance of order P (van de Geer, 1995). We use KN and P as hyper-parameters to tune. 

For all these techniques, we calibrated ML models by adopting an approach similar to the one adopted for 

combined LSR models. That is to say, we will use all the available features at each second (i.e., 3 features at 

1s, 6 at 2s and, finally, 9 features at 3s) to calibrate the ML models.  In this way, we have three 

configurations for each ML regressor with a total of 12 ML models. Hereinafter, we will refer to these 

models as MLw, where ML can be RF, GB, SVM or KNN, and w is the time window used. 

 

 Validation process 

For all ML methods, we apply the logarithm base 10 to all the features and then we standardize them to 

have a unit variance. For each ML algorithm, we apply a K-fold cross-validation (Stone, 1974) on the training 

set with K=5 for each set of hyper-parameters. We use the coefficient of determination R2 as comparative 

score, so as to find the optimal configuration for each model. This effort is done to avoid two critical issues 

that are well-known with ML techniques: underfitting and overfitting (Dietterich, 1995; Hawkins, 2004; 

Raschka and Mirjalili, 2017). A model is underfitted when it is too simple and is not able to retrieve good 

predictions even on the training set (e.g., this can happen also when LSR is performed on strongly non-
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linear databases). On the other hand, a model is overfitted when it performs very well on the training set 

but presents a lack of accuracy on the testing set. This problem arises when a model is so complex that it 

results too linked with the training data variability.   

 

3.3 ANX and SRC analysis 
 

In this section, we analyze the EEW models calibrated considering the ANX and SRC buildings subsets.  

 

3.3.1 Least Square Regression models 
 

As said above, we develop 12 linear models (i.e., derived combining three P-wave proxies and three 

different windows, and the combined LSR models) for the two datasets. As example, we show in Figure 3-2 

the results of the regression performed for Pd considering the three windows on the ANX. Figure 3-2 shows 

that both the training set (grey circles) and testing set (green triangles) have the same variability around 

the fit. We report the results of all the linear regressions, for ANX in Table 3-2, and for SRC in Table 3-3, 

whereas the first two columns report the regression parameters as in Eq. 7. Moreover, the third column, 

σtrain, contains the standard deviation of the residuals for the training set, while the fourth column, σtest, 

contains the same but for the testing set. Finally, in the last two columns, we report the R2 value for 

training and testing sets.  

 

Figure 3-2: Dr versus Pd (cm) of the ANX dataset for three different windows. Gray dots refer to train set data. Green dots refer to 
test set data. The red lines are the least square regression performed for the train set. The black lines, instead, represent the ±σtrain 
confidence level.  The equation of this line is written in the upper part of each figure with its own test residual variability, σtest.  

 

Looking at the results shown in Table 3-2 (i.e., ANX), the models perform slightly better on the testing set 

both in terms of σ and R2. This difference is probably due to the different amount of data within the two 

sets. It is worth to note that the prediction improves with the increasing of the window length for all the 

models, i.e., looking at Pd, σtest is 0.52 at 1s, 0.47 at 2s and 0.44 at 3s. In the end, comparing XPs, we note 

that IV2 and Pd have similar performances, while ID2 is the worst. The combined models perform always 

better than the single-feature models looking window-by-window. LSR3s provides the best performances 

with σtest=0.39 and R2
test=0.60 (these values are bolded in Table 3-2).  
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From Table 3-3, we can note that the performance of the LSR models for the Japanese SRC buildings is 

always slightly worse than that for ANX. This result is probably due to the increase in the between-buildings 

variability of the observations, that can also be affected by different site conditions (we will focus on this 

important aspect in the following section). An improvement of predictions with the time window lengths is 

again observed. In this case, the combined models improve the predictions only for 2s, and 3s windows. 

Finally, we obtain again the best results for LSR3s with σtest=0.46 and R2
test=0.51 (bolded in Table 3-3).  

We show, in Figure 3-3, the predicted Dr versus the real Dr using the LSR model calibrated using the 

combined model LSRw for the three windows on the ANX (Figure 3-3a-c) and SRC (Figure 3-3d-f) testing 

datasets as red triangles. We also plot the standard deviation references as red dashed lines. From these 

results, we can see the improving of the performances due to the increasing of the window length. 

 

Table 3-2: Least square regression results, ANX dataset 

XPw a b σtrain σtest R2
train R2

test 

ID2
1s  -3.41 0.21 0.56 0.54 0.22 0.25 

ID2
2s -3.13 0.27 0.51 0.49 0.35 0.39 

ID2
3s -3.01 0.31 0.48 0.46 0.43 0.46 

IV2
1s  -3.56 0.22 0.54 0.52 0.27 0.31 

IV2
2s -3.42 0.27 0.49 0.47 0.40 0.43 

IV2
3s -3.34 0.30 0.46 0.44 0.46 0.49 

Pd1s -3.22 0.47 0.54 0.52 0.26 0.29 

Pd2s -2.94 0.60 0.49 0.47 0.39 0.43 

Pd3s -2.77 0.67 0.46 0.44 0.47 0.50 

LSR1s   0.53 0.51 0.30 0.34 

LSR2s   0.44 0.43 0.51 0.53 

LSR3s   0.41 0.39 0.57 0.60 
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Table 3-3: Least square regression results, SRC dataset 

XPw a b σtrain σtest R2
train R2

test 

ID2
1s  -3.25 0.22 0.53 0.54 0.32 0.33 

ID2
2s -3.17 0.26 0.50 0.51 0.41 0.40 

ID2
3s -3.14 0.28 0.47 0.48 0.47 0.46 

IV2
1s  -3.49 0.22 0.53 0.54 0.34 0.33 

IV2
2s -3.47 0.25 0.49 0.51 0.42 0.41 

IV2
3s -3.47 0.27 0.47 0.48 0.47 0.47 

Pd1s -3.18 0.47 0.52 0.54 0.35 0.33 

Pd2s -3.08 0.54 0.49 0.51 0.43 0.39 

Pd3s -3.03 0.58 0.46 0.49 0.49 0.45 

LSR1s   0.52 0.54 0.36 0.33 

LSR2s   0.46 0.49 0.49 0.45 

LSR3s   0.44 0.46 0.54 0.51 

 

 

3.3.2 Machine Learning Regression 
 

Table 3-4 and Table 3-5 report the results for 12 ML regression models (see section 3.2.5) for the ANX and 

SRC datasets, respectively. In these tables, each row refers to a different MLw. The parameters σtrain and 

R2
train are the mean of the same parameters obtained by the K-fold cross-validation on the training set. 

After the training, we apply the calibrated models to the testing dataset.  

Looking at Table 3-4, σtest and R2
test are in general equal or slightly better than the values for the training set. 

A similar result has been observed also in the least square regression analysis (Table 3-2). Since our 

predictions do not worsen on the testing set, we are confident that we are avoiding overfitting. 

Furthermore, applying ML analyses, the prediction performance is improved by using the longest time 

window available. Lastly, SVM3s is the best ML among the tested ones, with σtest=0.37 and R2
test=0.64 

(bolded in Table 3-4).  

As for the least square regression analysis results, also in this case we observe that drift prediction worsens 

increasing the building numbers (i.e., going from ANX to SRC buildings). This result shows us that despite 

buildings are of the same construction typology, the varying site conditions can play a significant role in 

increasing the drift estimates variability. As for the ANX analysis, the SVM technique provides the best Dr 

predictions; in particular, SVM3s provides the best model with σtest=0.42 and R2
test=0.58. 

 Figure 3-3 shows the comparison between the best LSR model (i.e., combined LSR for both 

datasets, red triangles) and the best ML technique (i.e., SVM for both datasets, blue squares). As expected, 

we observe for both datasets that the model prediction improves with the time window length (i.e., 

predictions and observations get closer to the 1:1 reference line; black line), especially for higher Dr values.  
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Our results highlight also that the SVM technique provides slightly better predictions than LSR models for 

both ANX and SRC datasets. Indeed, the variability of prediction for SVM is smaller than that from the linear 

regression models. This effect is even more evident looking at low and high Dr values (Figure 3-3), for which 

the linear regression models lead to higher variability in the prediction (i.e., especially for SRC buildings, 

panels d-f).  

Such underestimation increases with drift amplitude, which is clearly function also of the events 

magnitude. For this reason, we hypothesize that the drift underestimation is due to two main effects: 1, for 

larger magnitude earthquakes (i.e., Mw >7.5) the moment rate function is longer than 3 seconds, leading 

the maximum time-window (3s) to saturate, which in turns makes it difficult to predict Dr; 2, differently 

from most of the datasets, the waveforms of large magnitude events are recorded at very large 

hypocentral distances and can be dominated by high amplitude surface waves. The dominance of surface 

waves in such signals can pose a problem to our analyses, because our dataset is mostly dominated by 

moderate to large magnitude events (the 90% of the Japanese data is between Mw 3.6 and 7.0) and the 

larger ground motion is related to the S-waves. Therefore, models calibrated for estimating the drift 

associated to S-waves are not efficient in predicting Dr associated to very large magnitude earthquakes at 

large hypocentral distances generating high amplitude surface waves.  

The analysis on the ANX and SRC datasets suggest us that it is possible to predict in real-time Dr using P-

wave parameters. The best predictions are obtained using the 3stime-windows and using ML models (i.e., 

the model SVM3s).  
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Figure 3-3: Predicted Dr versus Real Dr for three different windows for ANX dataset (a-c) and for SRC dataset (d-f). Red triangles 
refer to the prediction made least square regression using combined LSR for both datasets measured at the reference window. Blue 
squares refer to the predictions of the SVM regressor at the reference window. The black line Real Dr=Predicted Dr reference line. 
The dotted lines represent ±σtrain confidence level for LSR (red) and ML (blue) models. 
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Table 3-4: ML regression results, ANX dataset 

MLw σtrain σtest R2
train R2

test 

RF1s 0.49 0.49 0.38 0.38 

RF2s 0.44 0.42 0.51 0.53 

RF3s 0.42 0.39 0.55 0.60 

GB1s 0.50 0.49 0.36 0.38 

GB2s 0.44 0.42 0.50 0.53 

GB3s 0.43 0.39 0.53 0.59 

SVM1s 0.49 0.47 0.39 0.43 

SVM2s 0.42 0.40 0.54 0.57 

SVM3s 0.40 0.37 0.58 0.64 

KNN1s 0.49 0.50 0.37 0.35 

KNN2s 0.44 0.42 0.51 0.54 

KNN3s 0.42 0.39 0.56 0.59 

 

Table 3-5: ML regression results, SRC dataset 

 

 

 

MLw σtrain σtest R2
train R2

test 

RF1s 0.50 0.51 0.41 0.40 

RF2s 0.46 0.46 0.50 0.51 

RF3s 0.44 0.43 0.54 0.57 

GB1s 0.50 0.51 0.40 0.40 

GB2s 0.46 0.46 0.50 0.51 

GB3s 0.44 0.44 0.54 0.55 

SVM1s 0.49 0.50 0.42 0.41 

SVM2s 0.45 0.45 0.52 0.53 

SVM3s 0.42 0.42 0.57 0.58 

KNN1s 0.50 0.51 0.39 0.39 

KNN2s 0.46 0.47 0.49 0.49 

KNN3s 0.43 0.44 0.55 0.55 
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3.4 Japanese dataset analysis 
 

In this section, we discuss the development and testing of prediction models considering the entire 

Japanese dataset.  

 

3.4.1 Least Square Regression Laws 
 

Table 3-6 reports the results for LSR models calibrated on the Japanese dataset. In this case, we observe 

that the performances on training and testing set are very similar. Again, we notice an overall worsening of 

both the scores with respect to the ANX (Table 3-2) and SRC buildings (Table 3-3). Clearly, this outcome was 

expected, given that the Japanese dataset includes more variability than the other two datasets. 

 In this case, all the P-wave proxies (XPs) show basically the same results in terms of σtest and R2
test 

for the same windows. On the other hand, combined LSR models perform slightly better at 2s and 3s. We 

have the best results for LSR3s, as in the other cases, σtest=0.48 and R2
test=0.41. Despite such low fitting score 

can generate skepticism about these LSR models utility, in the following section 3.4.3, we will show that by 

a residual analysis we can identify some of the component generating the large variability of predictions.  

Table 3-6: Least square regression results, Japanese dataset 

XPw a b σtrain σtest R2
train R2

test 

ID2
1s  -3,52 0,18 0,54 0,54 0,23 0,24 

ID2
2s -3,46 0,21 0,52 0,52 0,29 0,30 

ID2
3s -3,41 0,23 0,50 0,50 0,33 0,34 

IV2
1s  -3,75 0,17 0,54 0,54 0,22 0,24 

IV2
2s -3,72 0,20 0,52 0,52 0,28 0,29 

IV2
3s -3,71 0,22 0,51 0,50 0,32 0,34 

Pd1s -3,48 0,37 0,54 0,54 0,23 0,24 

Pd2s -3,38 0,43 0,52 0,52 0,30 0,29 

Pd3s -3,32 0,48 0,50 0,50 0,35 0,34 

LSR1s   0,54 0,54 0,23 0,25 

LSR2s   0,50 0,50 0,35 0,34 

LSR3s   0,47 0,48 0,41 0,41 
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3.4.2 Machine Learning Regression 
 

Table 3-7 is the analogue of Table 3-4 and Table 3-5 for the Japanese dataset. As for the previous cases, 

MLs perform better than LSR for the same time window. In this case also, the best model is SVM3s, with 

σtest=0.45 and R2
test=0.47. In Figure 3-4, we compare the predictions of LSR3s for one of the best LSR models 

(Table 3-6) with that of SVM3s. This comparison clearly shows us that the cloud of SVM3s estimates is 

thinner than that for LSR. Despite that, both models seem to saturate above Dr equal to 4*10-4.  

The performances of the calibrated models seem to be worse than those proposed by onsite EEW studies 

(among others, (Olivieri et al., 2008; Wu and Kanamori, 2008; Zollo et al., 2010; Brondi et al., 2015; Caruso 

et al., 2017). A direct comparison among different approaches is however unfair. Indeed, despite the 

appearance, we must consider that generally onsite EEW studies focus on the prediction of ground motion 

parameters (e.g., peak ground acceleration, PGA) using data collected in free-field. On the contrary, in this 

study, we predict an engineering demand parameter (Dr) using data from in-building sensors. Our approach 

is certainly challenging because building responses inflate the variability of our predictions. Furthermore, 

we must also consider that recent studies (Astorga et al., 2020; Ghimire et al., 2021) explored the 

prediction of drift from PGA measures using the same dataset considered here and found a prediction 

variability similar to that of our models. Moreover, other studies, such as Tubaldi et al., 2021, pointed out 

that event-to-event variability contributes significatively to the uncertainties in the damage prediction, 

even for single structure models. 

 

Figure 3-4: Predicted Dr versus Real Dr of the test set for the Japanese dataset for 3s windows. Red triangles refer to the predictions 
with LSR3s. Blue squares refer to the predictions of the SVM3s model. The black line Real Dr=Predicted Dr reference line. The dotted 
lines represent ±σtrain confidence level for LSR (red) and ML (blue) models. 
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Table 3-7: ML regression results, Japanese dataset 

MLw σtrain σtest R2
train R2

test 

RF1s 0,52 0,52 0,28 0,29 

RF2s 0,48 0,48 0,39 0,39 

RF3s 0,46 0,46 0,43 0,46 

GB1s 0,52 0,52 0,28 0,29 

GB2s 0,49 0,49 0,38 0,38 

GB3s 0,47 0,46 0,43 0,44 

SVM1s 0,52 0,52 0,27 0,31 

SVM2s 0,49 0,48 0,38 0,40 

SVM3s 0,46 0,45 0,43 0,47 

KNN1s 0,53 0,53 0,26 0,28 

KNN2s 0,48 0,48 0,38 0,40 

KNN3s 0,46 0,45 0,43 0,46 

 

 

3.4.3 Residual analysis 
 

As we saw in Table 3-6 and Table 3-7, the fitting scores for all the methods are generally rather low. This 

can be due to numerous factors. One reason can be the lack of information of the EEW input features that, 

as said, are extracted from P waves, while the final building drift is related to S and surface waves. Anyway, 

this effect is unavoidable in onsite EEW and also difficult to quantify. Instead, we can try to assess which 

other factors influence the variability of our methods. So, to better understand the strengths and 

weaknesses of the calibrated models, we performed a residual analysis (Al Atik et al., 2010). To this 

purpose, we disaggregate the residuals (predicted minus real Dr values) by site and event characteristics. In 

Figure 3-5, we compare the testing set residuals for the LSR model considering Pd3s (red error-bars) and the 

equivalent for SVM3s (blue error-bars). For each group, we show the mean and the standard deviation of 

residuals. In all sub-plots of Figure 3-5, we also show the ±σtrain references for both methods (i.e., 0.50 for 

Pd3s represented as red lines, and 0.46 for SVM3s represented as blue lines).  

Figure 3-5a presents the residuals grouped by buildings, which are ordered by the mean of the 

residuals for the two methods. We colored the labels of the buildings by type of construction (pink for RC, 

light green for SRC, blue for ST) and the edge of the label by the height (brown for low-rise, green for high-

rise). At first glance, we observe that the two methods show similar performance in terms of mean of the 

residuals for all the buildings. Looking at residual variability, however, we observe that in most of the cases 

ML performs better than LSR, especially for two buildings “YKH1” and “SKS”.  

A more detailed examination to residuals variation for different buildings suggests conclusions 

similar to those of Al Atik et al. (2010) for ground motion prediction equations (GMPEs). These authors, 

indeed, explored the epistemic uncertainty by splitting it into source, path, and site contributions. If we 
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consider one or many of these factors in our model, we are relaxing the ergodic assumption which states 

that the variability of the dataset is completely aleatory. The variability of the residuals in Figure 3-5a is the 

result of the site-effect, which in our particular case is a term used to describe the response of the soil-

structure system that can lead to a very complex behaviour. Nevertheless, the full investigation and 

explanation of the causes of these site conditions is beyond the aim of this paper. In our opinion, the 

significant variation in residuals shown in Figure 3-5a is not surprising, being in agreement with other 

studies (Spallarossa et al., 2019; Iaccarino et al., 2020); which have recently discussed how to reduce the 

prediction variability considering site-effect terms in EEW model using the mixed-effect regression 

approach (Pinheiro and Bates, 2000).  

As second step, we analyze the residuals grouping them for building characteristics and height (see 

Table 3-1 and Figure 3-5b). Our results show that the mean of residuals for all building groups are close to 

zero, except for low-rise ST buildings. This latter class, however, includes only the building KWS, that also in 

the previous analysis showed a peculiar response (Figure 3-5a). Being the average of residuals consistent 

with zero, the predictions seem independent from the type of construction and the height of the buildings.  

In Figure 3-5c and d, we show the residuals versus the event parameters magnitude and distance. It 

is worth noting that these are not ‘sufficiency analysis’ as intended by Luco (2002). Indeed, in the 

sufficiency analysis a cinematic parameter is defined as sufficient for predicting an engineering demand 

parameter (e.g., Dr) if the predictions are independent from magnitude and distance. To confirm this 

property, a probabilistic analysis would be needed, but that is beyond the aim of this study.  

Figure 3-5c shows the error bars, the residual mean and standard deviation in bins of 1 unit 

centered on the magnitude value. From these results, we can clearly see that the magnitude has a great 

effect on the prediction. In particular, we see that the predictions are good between magnitude 4 and 7, 

while we overestimate Dr at lower magnitudes and underestimate Dr at higher magnitudes. The 

overestimation at magnitudes lower than 3.5 is probably due to the fact that the predominant frequencies 

of such events are too high to stimulate an effective response of the building (i.e., we consider a 

frequencies range between 0.5 Hz and 2 Hz). On the other hand, as previously discussed, the 

underestimation for magnitude greater than 7.5 is likely due to: i) the window length of 3s, which is too 

small compared to the rupture duration and lead to saturation problems of the prediction; ii) the measured 

Dr can be affected by the presence of surface waves associated to large magnitude events. Measures of Dr 

form signals dominated by surface waves, indeed, might add non-linear terms to the equation between our 

XP and Dr itself. The underestimation at high magnitudes can be also caused by the lower number of 

recordings in the dataset with respect to those for the smaller magnitudes, i.e. a typical problem for all the 

EEWS (Hoshiba et al., 2011; Chung et al., 2020). Moreover, another possible bias that big events can 

introduce are the non-linear responses of site and buildings, especially during long sequence of 

earthquakes (Guéguen et al., 2016; Astorga et al., 2018). The saturation of Dr predictions for earthquakes 

with M>7.5 is certainly a big issue for the application of the calibrated models in operational EEW systems 

in areas where very large earthquakes are expected, and further studies are necessary to deal with it. 

Nevertheless, our results indicate that the calibrated models can be useful in countries characterized by 

moderate to large seismic hazard (e.g., Italy, Greece, Turkey; where the seismic risk is high due to high 

vulnerability and exposure). A more in-depth analysis of the performances for EEW systems using the 

models calibrated is beyond the aim of this study, because it would require target dependent economic 

cost-benefit analyses (Strauss and Allen, 2016; Minson et al., 2019). 

Interestingly, SVM3s seems providing better results than LSR for both for lowest and highest 

magnitude events. In our opinion, this result suggests a higher performance of non-linear models. 

Finally, Figure 3-5d shows the residuals grouped by the distance, using 6 bins evenly spaced in 

logarithmic scale from 100.5 to 103 km. The mean of residuals and the associated standard deviation are 
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plotted at the center of each corresponding bin. We observe that all the residuals are close to zero. 

Nevertheless, we observe a small overestimation of the prediction at distances lower than 20 km. This 

effect is partially connected to the overestimation seen for low magnitudes (Figure 3-5c), because in this 

range of distances the magnitude is limited between 2.6 and 5.2. In this case too, the machine learning 

seems able to learn how to solve the bias. 

 The results of the residual analysis suggest: i) SVM3s is confirmed as the best model; ii) 

decomposing the residuals with respect to buildings, construction type, magnitude, and distance, we found 

a broad variation of the mean residuals with the buildings typology. This result suggests that site-correction 

terms should be included in future EEW application to buildings. iii) The residuals are correlated to the 

magnitude, while they seem be much less dependent from the distance.  
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Figure 3-5: Decomposition of the residuals of Dr prediction for Japanese test set. The residuals are computed as real Dr - predicted 
Dr, so positive values mean overestimation, and negative residuals mean underestimation. In each panel we show the residuals for 
two different models: LSR Pd3s with circles representing the single prediction and red errorbars representing the mean prediction of 
the group; SVM3s with stars for the single prediction and blue errorbars for the group mean. Red and blue lines represent the ±σtrain 
for LSR Pd3s and SVM3s, respectively. The labels in panels a) and b) are colored by construction type and height: pink for RC; light 
green for SRC; blue for ST; brown edges for low-rise; green edges for high-rise.  In panel a) we decompose the residuals by buildings. 
In b) we group them by building type of construction and height. In panel c) we use the magnitude to decompose residuals, the 
groups are evenly spaced and the errorbars are placed in the center of the bin. In panel d) the residuals are grouped by distance in 
km, the groups are evenly spaced and the errorbars are placed in the center of the bin. 
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3.5 US dataset application 
 

In the last part of this work, we apply the models calibrated using the Japanese dataset to the U.S. dataset. 

Our aim is to verify if the usual ergodic assumption often used in EEW application is valid or not, and 

eventually to look for strategies that could allow to successfully export the models from one region to 

another.  

 

3.5.1 Least Square Regression Laws 
 

Table 3-8 reports the results for the linear regression performed on the complete dataset. The most 

noticeable aspect here is the R2
test column that presents all negative value. This is due to a quite important 

bias in the prediction of Dr for U.S. building. In Figure 3-6, we show the mean residual for U.S. dataset, 

which are plotted as orange error bars with the length equal to σtest/σtrain. Since the residuals are computed 

as differences between predicted and observed Dr, the linear regression of the Japanese dataset 

underestimates the Dr of the U.S. buildings of about 1σ. We find a similar bias also for ML techniques. 

These observations confirm that exporting EEW models among different regions, independently from the 

algorithm used for their calibration, is not a straightforward operation. 

 In the next section, we analyze the causes of this bias, and we propose a solution. 

 

Table 3-8: Least square regression results, complete dataset 

XPw a b σtrain σtest R2
train R2

test 

ID2
1s  -3,52 0,18 0,54 0,48 0,23 -0,45 

ID2
2s -3,46 0,21 0,52 0,46 0,29 -0,37 

ID2
3s -3,42 0,23 0,50 0,46 0,34 -0,25 

IV2
1s  -3,75 0,17 0,54 0,47 0,23 -0,48 

IV2
2s -3,73 0,20 0,52 0,45 0,28 -0,39 

IV2
3s -3,72 0,22 0,51 0,46 0,33 -0,25 

Pd1s -3,49 0,37 0,54 0,48 0,24 -0,44 

Pd2s -3,39 0,43 0,52 0,46 0,30 -0,36 

Pd3s -3,33 0,47 0,50 0,46 0,35 -0,25 

LSR1s   0,54 0,47 0,24 -0,44 

LSR2s   0,50 0,46 0,35 -0,35 

LSR3s   0,48 0,54 0,41 -0,32 

 

 



3. Earthquake Early Warning System for Structural Drift Prediction using Machine Learning and Linear 
Regressors  
 

3.5.2 Bias analysis 
 

We present here the results of the residual analysis carried out on the U.S. buildings predictions. Figure 3-6 

shows the results as orange error-bars for LSR with IV2
2s. We selected this particular model because, as we 

will show also later, after the application of a correction term it becomes the best predictive model for drift 

on U.S. buildings.  

To correctly evaluate the effectiveness of the method, we divided the U.S. dataset in two subsets (60% and 

40%): whereas the first subset is used to compute the correction terms and the second one is used to test 

the models. The residuals for the corrected model are plotted as green error-bars for the U.S. train set and 

as light blue for the U.S. test set. We report as reference level the ±σtrain as black lines (see also Table 3-8). 

First, we consider only the uncorrected residuals (i.e., orange error-bars). In Figure 3-6a, we plot 

only the results for U.S. buildings with at least 3 records, grouping the remaining ones as ‘Others’. The 

buildings are ordered for increasing mean value of residuals. We observe a general smaller variability of the 

residuals with the buildings than for Japanese buildings (Figure 3-5a), but at the same time we notice that 

the majority of the buildings have predictions underestimated and non-zero residuals. These results 

indicate that there is a bias in the global trend of predictions with respect to the buildings.  

Looking at Figure 3-6b, we can note that, while a small bias is still present for high-rise buildings, 

the majority of the bias is due to low-rise buildings. However, this difference between building classes is 

not significant since all the bars are consistent with each other.  

In Figure 3-6c, as for Figure 3-5c, we notice a strong correlation between residuals and magnitude. 

We can see, indeed, that the predictions worsen with the increasing of the magnitude.   

Finally, in Figure 3-6d, the residuals for U.S. dataset seem to be not significantly affected by the 

distance. Indeed, the residuals remain equally underestimated but in the second range that goes from 

about 6 km to 18 km. The anomaly in this range of distances is probably connected to data distribution. In 

fact, here we find events with magnitude between 3.5-4.5 and we can relate this result with what we 

observe for low magnitude in Figure 3-6c. 
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Figure 3-6: Decomposition of the residuals of Dr prediction for US dataset using Japanese model. The residuals are computed as real 
Dr - predicted Dr, so positive values mean overestimation, and negative residuals mean underestimation. In each panel we show the 
residuals for LSR IV2

2s model in three cases: for the training set without corrections, with orange tringles representing the single 
prediction and orange errorbars representing the mean prediction of the group; for the training set and with magnitude dependent 
correction with green triangles for the single prediction and green errorbars for the group mean; for the testing set with magnitude 
dependent correction with light blue triangles for the single prediction and light blue errorbars for the group mean. Black lines 
represent the ±σtrain for LSR IV2

2s. The labels in panels a) and b) are colored by construction type and height: pink for RC; light green 
for SRC; blue for ST; brown edges for low-rise; green edges for high-rise. The “Others” label is white. In panel a) we decompose the 
residuals by buildings. In b) we group them by building type of construction and height. In panel c) we use the magnitude to 
decompose residuals, the groups are evenly spaced and the errorbars are placed in the center of the bin. In panel d) the residuals 
are grouped by distance in km, the groups are evenly spaced and the errorbars are placed in the center of the bin. 
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3.5.3 Bias correction 
 

In this section, we propose a methodology to account for the bias observed from the residual analysis 

applied to U.S. buildings drift predictions. To this aim, we borrowed the strategy adopted in seismic hazard 

studies where the decomposition of the variability in the ground motion predictions can be used to 

improve the estimates (Al Atik et al., 2010).  

We consider, as correction terms, the residuals for magnitude classes, ΔDrM, computed for the U.S. training 
set (Figure 3-5c, orange error-bars). Estimating the magnitude in EEW applications is a well-established 
task, with a large number of operational, reliable algorithms and a wide literature, at least for earthquakes 
with magnitude smaller than Mw 7.5. For example, Mousavi and Beroza (2020) showed that by ML 
approaches reliable estimation of earthquake magnitude from raw waveforms recorded at single stations 
can be obtained (standard deviation ~0.2). We thus foresee similar achievements in EEW in the next future. 
Here, we considered suitable to set corrections for our models be magnitude dependent. Therefore, for the 
sake of simplicity, we assume that magnitude estimates are provided in real-time by other EEW systems 
and are available as input for our Dr predictions.  

It is worth noting that for very large earthquakes (Mw >7.5) the 3-second P-wave windows considered in our 
study do not include enough information to estimate the magnitude (Hoshiba et al., 2011; Chung et al., 
2020). Therefore, the proposed magnitude dependent correction is considered valid only for events smaller 
than Mw 7.5. 

The ΔDrM terms computed using the EEW magnitude estimates as input can thus be subtracted to the 

predicted Dr in order to set at zero the mean residual in each magnitude range: log10 𝐷𝑟𝑐𝑜𝑟𝑟 = log10 𝐷𝑟 −

∆𝐷𝑟𝑀.  

Table 3-9 shows the R2 scores for all the models and time windows after that we have applied the 

∆𝐷𝑟𝑀 corrections on the testing dataset. We observe that, in this case, the 2s predicting models performs 

better than the 3s ones. Moreover, LSR3s has still negative R2 and so the correction in this case is ineffective. 

It is difficult to understand if this effect is due to the correction or to the window that can include more S-

wave content at 3s for these events. The most interesting aspect is that the LSR methods with single 

feature perform now better than combined LSR, and ML models. This result is probably connected to the 

characteristics of ML techniques. In fact, ML algorithms are typically less able than LSR ones to extrapolate 

the predictions outside the features’ domain of the training set. In addition, some of them, like RF or KNN, 

cannot predict target values outside the target domain for the training set by construction. Probably, 

combined LSR models also suffer of the same problems of ML techniques because of their complexity. 

The best model after the ∆𝐷𝑟𝑀 correction is the LSR with IV2
2s. As anticipated, this is the reason why we 

plotted the result for this model in Figure 3-6. 

 By construction, after the magnitude correction, the error-bars (green) have all zero-mean, but we 

can see that also the residuals for the test set are consistent with zero (Figure 3-6c). Figure 3-6a now shows 

that residuals for the training set have the same number of buildings with underestimated and 

overestimated predictions. Moreover, the residuals for the testing set are consistent the training one, but 

for three buildings (i.e., “14654”, “54341”, and “58776”). This variability well agrees with Figure 3-5a, and 

as discussed, it depends on site and buildings effects. In Figure 3-6b, for both training and testing set, we 

find again the difference in mean residuals for low-rise and high-rise buildings, but this effect is present 

especially for ST buildings. Moreover, the drift for high-rise ST buildings is now meanly overestimated. In 

the end, in Figure 3-6d, we see that, despite some oscillation, the residuals have not any more dependence 

with distance, as seen for Japanese buildings in Figure 3-5d.  
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As conclusion of this analysis, we can state that when the models retrieved considering the Japanese 

dataset are applied to the U.S. dataset, the Dr predictions present a severe bias. However, by including a 

magnitude dependent correction term seems a relatively simple and practice solution to solve the problem. 

We have also found that the LSR models, after the correction, perform better than ML models. The best 

model, in this case, is the LSR with IV2
2s.  

Table 3-9: R2 scores for US dataset corrected drift prediction. 

 

Model 1s 2s 3s 

LSR-ID2 0,21 0,26 0,25 

LSR-IV2 0,27 0,30 0,27 

LSR-Pd 0,20 0,24 0,20 

Combined LSR 0,22 0,21 -0.03 

RF 0,21 0,19 0,09 

GB 0,23 0,21 0,08 

SVM 0,16 0,21 0,18 

KNN 0,10 0,15 0,16 

 

3.6 Conclusions 
 

In this work, we tested the performance of several predicting models for building drift using three different 

EEW P-wave parameters computed considering three time-window lengths, for a total of nine features. We 

used a dataset of almost 6,000 waveforms from in-building sensors recorded in Japan and California. We 

compared linear least square and non-linear machine learning regressions for a total of 21 different 

models. We set up four different case-studies to understand how the data variability affects the 

predictions.  

Our results can be summarized as follow: 

Analyzing a single building (“ANX”) with a very long history of records, then all the data for the 

steel-reinforced concrete buildings (which contains “ANX”), and finally the entire Japanese dataset, 

we show that the training and the testing set have the same kind of variability and ML models 

perform always better than least square regression. In particular, ML models result more efficient 

in dealing with the non-linearity of the problem, likely because they are able to get more 

information from features combining them together. Moreover, the results prove that the 

increasing of the time window always improves the predictions. The results showed us that it is 

possible to retrieve building specific EEW models for Dr prediction. This result is probably also 

related to the large size and good quality of the ANX dataset.  

The results for the steel-reinforced concrete buildings dataset show that we can retrieve reliable 

models also grouping data from similar buildings. Having a lot of data from more buildings can help 

to overcome the problems of a few data from a single building, but at the price of a decrease in the 

accuracy of the predictions. Indeed, we observed a further reduction in accuracy when we used the 
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entire Japanese dataset. So, increasing in variability of the dataset lead to models prone to 

precision of the predictions problems that should be considered accurately. 

To better understand this issue, we used models retrieved on the entire dataset to explore the 

residuals correlation with buildings, types of construction, magnitude, and distance. This analysis 

has shown that the prediction residuals are strongly dependent from buildings and magnitude. In 

particular, we have found that some buildings are not well described by the models. This effect can 

be considered as a site-effects, which is in this application due to effects of many combined factors 

(e.g., 1D-to-3D soil amplification, soil-structure interaction, building resonance). Instead, looking at 

the magnitude, we observed a drift overestimation at lower magnitude (M<4) and an 

underestimation at higher magnitude (M>7). Such latter effect is the more worrying for EEW 

applications and it is likely due to both the lack of data in this range of larger magnitude, and to the 

time window length of 3s that does not contain enough information about the source size.  

We have applied the Japanese models to predict the Dr in U.S. buildings, and we have found that in 

this case the predictions are biased leading Dr being underestimated. An important warning from 

our study is that EEW models for drift prediction are not directly exportable. This bias may be 

mainly due to geological and seismological differences between Japan and California. An analysis of 

residuals decomposed for different factors has shown a strong dependency from site-effects and 

magnitude.  

We proposed a method to correct the prediction bias resulting from exporting EEW model to other 

regions from those of calibration. We showed that by applying a magnitude dependent correction 

terms to the predictions the biases can be removed. Hence, we showed that by the suggested 

method, the predictions become reliable again. 

Finally, an interesting result is that, in the particular case of exporting models to another region, the 

linear models perform better than machine learning. This result, despite is not very surprising since 

it is well-known that the non-linear models are less able to extrapolate predictions outside the 

features’ domain of the training set, can be a useful warning for the EEWS community approaching 

to ML regressors. 

Future studies will explore the application of the proposed methodology considering dataset from different 

regions. For those areas characterized by very large earthquakes, as Japan or Chile, we will explore the use 

of larger P-wave time-windows. We believe that this study can stimulate applications of non-linear ML 

models in the onsite EEW framework. Indeed, future studies can use similar approaches for the 

computation of ground motion parameters (i.e., PGV, PGA, etc.), as well as of other engineering demand 

parameters.  

A final key point coming out from our analysis is the importance to better understand how the inner 

variability of a dataset affects the predictions. Our results suggest in fact that by increasing the datasets, we 

can improve the characterization of the prediction variability ascribed to site effects (e.g., soil-conditions, 

building response, soil to structure interaction, etc.). 
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4.1. Introduction 
 

The physics of earthquake initiation is a challenging research field with severe implications for modern 

society in terms of earthquake forecasting and seismic risk mitigation. 

Pioneering studies (Rikitake, 1975; Dieterich, 1978; Jones and Molnar, 1979; Jones, 1985; Abercrombie and 

Mori, 1996; Dodge et al., 1996; Lapusta and Rice, 2003) have shown that large magnitude earthquakes can 

be anticipated by foreshocks and slip instabilities. However, the non-systematic foreshock appearance and 

the lack of systematic precursory patters led the background physical processes generating foreshocks and 

the preparatory phase being not fully understood and matter of debate (Kanamori, 1981; Mignan, 2012). 

Two main contrasting models have been proposed concerning foreshocks generations. According to some 

authors (Das and Scholz, 1981; Ohnaka, 1992; Mignan, 2012), foreshocks are related to a tectonic loading 

process associated to aseismic slip, which represents a deviation from the normal behavior of seismicity 

(Mignan, 2014). This model would support the existence of a preparatory phase for large earthquakes, 

leaving us with the hope that in future earthquakes will be predictable. 

By contrast, for other authors (Helmstetter and Sornette, 2003; Felzer et al., 2004) foreshocks result from a 

triggering process that is part of the normal behavior of seismicity (i.e., following the concept of Self-

Organized Criticality), for which events can cascade into a larger one without any clear, yet, background 

driving process. The key practical aspect of this model is that the probability of a large event in a short 

period (e.g., one week) following to the occurrence of foreshocks is very low, and therefore of limited use 

(Mignan, 2014). 

Over the last decade, significant advances have been obtained in this research field thanks to the 

availability of high-resolution seismic catalogs, which resulted from efforts done by the seismological 

community in increasing the number of dense seismic networks deployed nearby active faults and in the 

development of advanced event detection techniques. A recent study (Trugman and Ross, 2019) has 

shown, indeed, that thank to enriched catalogues foreshock activity in California is much more common 

than previously understood, with foreshocks that have been found in 72% of cases for a sample of 46 

mainshocks.  

However, it must keep in mind that ‘foreshocks’ is a label assigned to earthquakes retrospectively. Instead 

of trying to single out if an event is a foreshock or not, a promising route seems observing the collective 

spatial and temporal behavior of small magnitude earthquakes for unveiling if seismic or aseismic 

preparatory processes are underway. 

As result of the scientific developments in infrastructures and data-mining strategies, systematic patterns in 

seismicity preceding large earthquakes have started to emerge (Hauksson et al., 2011; Kato et al., 2012; 

Bouchon et al., 2013; Ruiz et al., 2017; Socquet et al., 2017; Ellsworth and Bulut, 2018; Malin et al., 2018; 

Piña-Valdés et al., 2018; Ross et al., 2019; Yoon et al., 2019), showing that micro and small magnitude 

events before large earthquake show temporal and spatial peculiar patterns in their evolution. These 

observations support the idea that, at least in some cases, the interpretative model for which foreshocks 

are related to a tectonic loading process associated to aseismic slip (Das and Scholz, 1981; Ohnaka, 1992; 

Mignan, 2012) is reliable.   

A recent, systematic review on the initiation of large earthquakes (Kato and Ben-Zion, 2021) has highlighted 

that their generation is the result of complex, multiscale processes where the tectonic environment and 

external factors (e.g., natural and/or anthropogenic inputs that impact on the local stress-field) interact. 

The resultant integrated generation model (Kato and Ben-Zion, 2021) proposes a progressive localization of 

shear deformation around a rupture zone, which evolves into a final rapid loading (i.e., generating 
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foreshocks) of a localized volume nearby the hypocenter of the major dynamic rupture. Such kind of 

process might be universal. Indeed, similar patterns of damage evolution across a fault zone have been 

found also studying the temporal and spatial distribution and characteristics of acoustic emissions during 

triaxial tests on rock samples (Dresen et al., 2020).  

We outline the generation processes of large earthquakes model in Figure 4-1. Here, we summarize the 

spatio-temporal evolution of small events before and after a large earthquake together with the expected 

seismic parameters trend (i.e., see below for their explanation), which have been identified as good 

indicators for the damage evolution (see Dresen et al., 2020; Kato and Ben-Zion, 2021; and the references 

therein).  

 

Figure 4-1: Schematic illustration of the processes anticipating and following a large earthquake. (a) Normal behavior phase, during 
which the seismicity shows a spatio-temporal stationary nature. (b) Precursory anomaly phase, during which the localization of 
deformation proposed by Kato and Ben-Zion (2021), occurs. Seismicity can show b-value, fractal dimension (Dc), and seismic-rate 
(Δt) decrease. (c) Post-event phase, during which the seismicity is characterized by time-space clustering (i.e., Δt and generalized-

distance, η, decrease, while moment-rate, 𝑀0̇ , increase) and the system shows high order (Shannon entropy, h, decrease). 

In view of these studies (Dresen et al., 2020; Kato and Ben-Zion, 2021), monitoring the spatio-temporal 

evolution of microseismicity could lead recognizing the preparatory phase of moderate to large 

earthquakes a reachable goal. 

A meta-analysis of seismic sequences preceding large earthquakes (Mignan, 2014) has highlighted that 

when observed in nature, the preparatory phase is potentially identifiable if the detected seismic events 

are more than three orders of magnitude lower that the mainshock. This justify why the preparatory phase 

is generally difficult to detect and observe for moderate size earthquake, unless enriched catalogues are 

available (Durand et al., 2020; Sánchez-Reyes et al., 2021). 
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Recent works explored the use of machine learning (ML) to predict the time remaining before rupture in 

laboratory experiments (Rouet-Leduc et al., 2017), the spatial distribution of aftershocks (DeVries et al., 

2018), or the magnitude (González et al., 2019).  

We propose here, for the first time, the use of Recurrent neural networks (RNN) to capture the preparatory 

phase of moderate earthquakes by studying the spatio-temporal evolution of micro-seismicity. 

To this aim, we focus on data relevant to The Geysers geothermal field in California (Figure 4-2). The crustal 

volume below The Geysers can be seen as a complex physical system whose stress field evolves due to the 

interaction of tectonic processes and industrial operations in a chaotic way. Our aim is to verify if larger 

events are anticipated by transients in features sensitive to the evolution of the crustal damage process. 

The Geysers hosts a high quality, dense seismic network to monitor the high seismicity rate since 2003 

(Viegas and Hutchings, 2011). Considering the period between 2003 and 2016, indeed, the official 

catalogue (NCEDC, https://ncedc.org/egs) includes ~460.000 events in the magnitude range between M -

0.7 and M 4.3 (Figure 4-2a). Within this dataset, we have identified 8 events with moment magnitude larger 

than Mw 3.9 (hereinafter, M4 events) occurred between 2006 and 2014 within the geothermal field (Figure 

4-2a, d), and we have estimated the completeness magnitude, Mc, being equal to M 0.5 (Figure 4-1c), 

which, according to Mignan (2014), makes us hopeful to observe their preparatory phase. In this work, the 

available local magnitude, ML, estimates available in the NCEDC seismic catalogue have converted in 

moment magnitude scale, Mw (Hanks and Kanamori, 1979; see section Methods for more details). 

The seismic catalogue has been analyzed to extract nine features describing different aspects of the 

temporal and spatial evolution of seismicity. The considered features are: the b-value and completeness 

magnitude, Mc, of the Gutenberg-Richter law (Gutenberg and Richter, 1942, 1956); the fractal dimension of 

hypocenters, Dc (Grassberger and Procaccia, 1983, 2004); the generalized distance between pairs of 

earthquakes, η (Zaliapin and Ben-Zion, 2013); the Shannon’s information entropy, h (Shannon, 1948; 

Telesca et al., 2004; Bressan et al., 2017); the moment magnitude, Mw, and moment rate, 𝑀0
̇ ; the total 

duration of event groups, ΔT, and the inter-event time, Δt (see section Methods for more details about the 

seismic features). 

The crustal volume below The Geysers can be seen as a complex physical system which stress field evolves 

due to the interaction of tectonic processes and industrial operations in a chaotic way. In similar conditions, 

our aim is to verify if larger events are anticipated by transients in features sensitive to the evolution of the 

crustal damage process. 

We look for transients with respect to the stationary occurrence in seismicity that could hints for the 

preparation process of larger earthquakes. So, besides the typical features related to the rate, inter-event 

time and seismic moment rate of events, we have explored the use of features carrying information on the 

stress condition of the crust and on the evolving characteristics of earthquake patterns. 

Laboratory studies (Goebel et al., 2012; Kwiatek et al., 2014) have shown that variations in the frequency-

magnitude earthquakes distribution, expressed in terms of the b-value of the Gutenberg-Richter law 

(Gutenberg and Richter, 1942, 1956), were connected to higher density of fractures and moment release. 

Recently, it has been shown (Gulia and Wiemer, 2019) that transients in b-value in aftershock zones can be 

used to foresee if after a large event an even stronger one yet to come. These observations are related to 

the connection existing between b-value and the stress conditions associated to ruptures (Amitrano, 2003; 

Scholz, 2015).  
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Figure 4-2: (a) Locations of the earthquakes considered in this study (data are colored and have size varying per Mw) and seismic 
stations of the Berkeley-Geysers, BG code, seismic network (black triangles). M4 earthquakes are identified by a red contour. The 
map was made using MATLAB (R2019b; https://it.mathworks.com/, last accessed May 2021). (b) Local magnitude, ML, versus 
moment magnitude, Mw scatter plot (viridis color scale with yellow for higher density of data). The trend lines defined by linear 
regression is shown in black (thick black line) along with their ±1 standard deviation (upper and lower dashed black lines). The 1:1 
scaling line is also reported (thin black line). (c) Histogram showing the distribution of magnitude for the considered events. (d) 
Temporal distribution of magnitude (data are colored and have size varying per hypocentral depth). M4 earthquakes are identified 
by a red contour. M3.9 threshold (red dashed line). 

A further point of view in studying microseismicity is provided by the fractal dimension of hypocenters 

(Grassberger and Procaccia, 1983, 2004), Dc, which has been reported to vary before large earthquakes (De 
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Rubeis et al., 1993; Legrand et al., 1996; Murase, 2004). As discussed by many authors on both theoretical 

and experimental basis (Aki, 1981; King, 1983; Henderson and Main, 1992; Main, 1992; Wyss et al., 2004; 

Goebel et al., 2017), b-value and Dc are strongly correlated, especially when the self-similar scaling 

assumption for earthquakes holds. Following the computation of b-value and Dc, we have estimated the 

generalized distance between pairs of earthquakes (Zaliapin and Ben-Zion, 2013), η, which includes the 

contribution of both of them.  

Finally, we have quantified the level of organization of the earthquakes population in our complex dynamic 

system by the Shannon’s information entropy (Shannon, 1948; Telesca et al., 2004; Bressan et al., 2017).  

The sequential data (features) have been analyzed by the Gated Recurrent Units (GRU) (Cho et al., 2014), 

an advanced RNN with strong capability of analyzing data non-linearly correlated and characterized by 

long-term trends that classic RNN algorithms are not able to handle. Throughout the last years, applications 

of similar algorithms (i.e., the LSTM, Hochreiter and Schmidhuber, 1997) and other neural network 

(Panakkat and Adeli, 2007; Reyes et al., 2013) for earthquake prediction have been proposed, but the 

literature survey proposed by Mignan and Broccardo (2020) led the authors to conclude that “the potential 

of deep learning to improve earthquake forecasting remains unproven”.  

In our work, we explored if RNN can detect and exploit the complex pattern of different potential seismic 

precursors to unveil the preparatory processes of larger magnitude induced earthquakes.  

Our sensitivity analysis highlighted that among the selected features, some are more efficient in detecting 

the preparatory phase, while others performed better for the automatic identification of aftershocks. For 

these reasons, we trained two RNNs on five series of hundreds to thousands of earthquakes around M4 

events occurred at The Geysers in the period 2006-2012. 

Our cutting-edge outcome, from the application of the RNNs to three earthquakes series occurred in the 

same area after 2013 and including M4 events, is that for all of them several hours of preparatory phase 

can be automatically identified. Our results demonstrate that machine learning approaches have high 

potential of catching complex pattern in seismic features and assisting operators in the induced seismicity 

management.  

The monitoring of induced seismicity is a peculiar context, where the availability of high quality and dense 

seismic networks lead to enriched catalogues that in turns can allow high quality training of artificial 

intelligence approaches. And yet, we believe our study will also stimulate other researchers to explore 

similar multi-parameters machine-learning approaches to areas where natural large magnitude 

earthquakes occur. 
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4.2. Features 
 

4.2.1. Features computation and general working outline 
 

Information extracted from the seismic catalogue (i.e., hypocenter coordinates, local magnitude, and 

occurrence date and time) are used to compute the series of features used by RNNs. 

We followed the same analysis scheme for all features (Figure 4-3a) but for Mw and Δt that are computed 

for each single event. That is to say, the features are computed on windows of n events (with n = 200) and 

their value is assigned to the nth event at the time ti and windows move of one event at time [i.e., each 

feature represents a time series]. Here, n equal to 200 was selected considering that this parameter is 

important for obtaining robust estimates of the b-value (Marzocchi et al., 2020). For instance, Dresen et al. 

(2020), used n equal to 150.  

In the following, we detail the computation of features (sections from 4.2.2 to 4.2.7], while we describe in 

section 4.3 the RNN algorithm and the step-by-step procedure implemented in our study. 

 

Figure 4-3: Overview of the RNN-based preparatory phase prediction. (a) Computation of features on moving windows of n events. 
(b) Outline of the RNNs algorithms. (c) Outline of the RNN architecture at time ti. 

 

4.2.2. Duration of event groups and inter-event time 
 

We compute for each window of n events the total duration of event groups (ΔT = tn – t1st) and the inter-

event time (Δt = tn – tn-1). 
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4.2.3. Moment Magnitude and Moment rate 
 

We converted the local magnitude (ML) in moment magnitude scale (Mw) benefiting from the 

characterization of around six hundred earthquakes at The Geysers (M. Picozzi et al., 2017)(i.e., 

characterized in terms of seismic moment, M0, and corner frequency, Figure 4-2b). The M0 values have 

been thus converted in Mw, and we parameterized the following ML vs Mw relationship:  

 

Mw = 1.08 ∙ ML – 0.72,   σ = 0.12, (1) 

 

The moment rate, 𝑀0
̇  is then computed for each analysis window of n events (i.e., n = 200) and temporal 

length (ΔT) as: 

�̇�0 =  
∑ 𝑀0𝑖

𝑛
𝑖=1

ΔT
                                            (2) 

 

4.2.4. b-value and completeness magnitude Mc 
 

The analysis of the cumulative frequency-magnitude distributions to estimate the b-value of the 

Gutenberg-Richter law (Gutenberg and Richter, 1942, 1956)  

 

logN = a – b·Mw,   (3) 

 

where N is the cumulative number of earthquakes, a and b values are parameters describing the 

productivity and relative event size distribution, is carried out exploiting the entire-magnitude-range 

method (Woessner and Wiemer, 2005) implemented in the software package ZMAP (Wiemer, 2001) and 

allows for the simultaneous estimate of the completeness magnitude Mc and the parameters a and b (i.e., 

this latter obtained by the maximum likelihood approach, Aki, 1965). 

 

4.2.5. Fractal Dimension 
 

The fractal dimension of earthquake hypocenters, Dc, is computed applying the correlation integral method 

(Grassberger and Procaccia, 1983, 2004; Henderson et al., 1999): 

𝐷𝑐 = lim
𝑟→0

log 𝐶𝑟

log(𝑟)
 (4) 

 

where r is the radius of a sphere of investigation and Cr is the correlation integral: 

𝐶𝑟 =  lim
𝑛→∞

1

𝑛2
∑ ∑ 𝐻(𝑟 − |𝑥𝑖 − 𝑥𝑗|)𝑛

𝑗=1
𝑛
𝑖=1   (5) 

 



4. Forecasting the Preparatory Phase of Induced Earthquakes by Recurrent Neural Network  
 

with n indicating the number of data in the analysis window (i.e., n = 200 events), x the hypocenter 

coordinates, and H the Heaviside step function H(x) = 0 for x ≤ 0 and H(x) = 1 for x > 0. In other words, Cr is a 

function of the probability that two points will be separated by a distance less than r (Henderson et al., 1999). 

The fractal dimension Dc is therefore the slope of the best fit straight line of Cr versus the distance r in a bi-

logarithmic diagram. 

 

4.2.6. Nearest-neighbor distance, η, analysis 

 

The nearest-neighbor approach (Zaliapin et al., 2008; Zaliapin and Ben-Zion, 2016) is based on the 

computation of the generalized distance between pairs of earthquakes, η, from the analysis of the time-

space distances between pairs of earthquakes. The parameter η is derived computing the distances in time 

(i.e., rescaled time, T) and space (i.e., rescaled distance, R) between an event i and its parent j normalized 

by the magnitude of the parent event: 

𝑇𝑖𝑗 = 𝑡𝑖𝑗10−𝑏𝑚𝑖 2⁄    (6) 

𝑅𝑖𝑗 = (𝑟𝑖𝑗)𝐷𝑐10−𝑏𝑚𝑖 2⁄    (7) 

where, m is the magnitude (Mw), b is the parameter of the Gutenberg-Richter law (see Section 4.2.4), t is 

the earthquake intercurrence time, r is the earthquake distance, and Dc is the fractal dimension. The values 

of b and Dc are changed according to the estimates obtained for the considered window of events. 

Finally, η is defined as: 

 

log ηij = log Rij + log Tij   (8) 

 

(see (Zaliapin and Ben-Zion, 2016) for further details). 

 

4.2.7. Shannon’s Information Entropy 
 

The Shannon entropy, also known as information entropy (Shannon, 1948) provides a measure of the 

disorder level in a system. We compute the Shannon entropy using a regular 2-D grid (m = 441 cells, each 

1.1 km x 1.5 km).  

We compute the Shannon entropy as: 

 

𝐻 =  − ∑
𝑒𝑘

𝐸𝑅

𝑚
𝑘=1 [ln

𝑒𝑘

𝐸𝑅
]  (9) 

 

where ek represents a fraction of the total seismic energy ER radiated within the kth cell (Bressan et al., 

2017). The ek / ER ratio is assumed to represent an empirical approximation of the probability of the seismic 

energy radiated in the kth cell, Pk(ER), with respect to the total radiated seismic energy, conditioned on the 

total energy radiated.  
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Eq. (9) can therefore be rewritten as: 

 

𝐻 =  − ∑ 𝑃𝑘(𝐸𝑅)𝑚
𝑘=1 [ln 𝑃𝑘(𝐸𝑅)]  (10) 

 

Therefore, computing H at a given temporal interval consists of summing up the ek / ER ratio for the entire 

grid. 

We computed the radiated seismic energy ER using the relation between local magnitude ML and seismic 

energy proposed for California by Kanamori et al. (1993):  

 

ER = 1.96 ·ML + 2.05   (11) 

 

To allow comparison between different time intervals and to ensure unity total probability, H is generally 

normalized to the equipartition entropy HE, which corresponds to the case where ER is uniformly distributed 

in the cells (i.e., Eq. 9 with ek = E/m). The normalized information entropy h = H/HE ranges between 1 and 

0, which correspond to the total disorder of the system and the extreme concentration of events, 

respectively. 

The Shannon entropy concept provides hence a useful quantification of the system predictability; where h 

= 0 suggests the highest level of predictability and h = 1, on the contrary, suggests high disorder and low 

predictability. 

 

4.3. Methods 
 

In this section, we describe the RNN method that we developed to identify the preparatory phase of M4 

earthquakes in The Geysers region and the aftershocks. For both goals, we used the same RNN algorithm, 

but we considered different sets of features as input and different targets. Each RNNs exploits five features, 

whereas only Δt is used by both algorithms (Figure 4-3a). We call the configuration used to distinguish the 

preparatory phase RNN1, while we refer at the one used for the aftershocks phase as RNN2.  

As said, we selected eight series of events including M4 earthquakes as case study. Hereinafter, each set of 

earthquakes is referred to as M4 series. The first five M4 series, in chronological order, were exploited as 

train sets and to optimize the method trough different validation techniques. Conversely, the test sets, 

consisting of the three more recent M4 series, was used downstream from all the other analyses to 

evaluate the methods performance and reliability. 

 

4.3.1. Recurrent Neural Networks and ML layers 
 

Before going into details with the ML scheme, it is important to fix some ideas. An artificial neuron is a 

mathematical function that can be linear or not between input and output, which depends on coefficients 

whose optimization is done by a training. As example, a fully connected neuron gives as output a linear 

combination of all the inputs, also adding a bias. A neural network (NN) is an ensemble of neurons 
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organized in various layers, each one with a certain number of neurons (also called nodes or units). The 

final model, in any case, will be a very complex mathematical function that can be very difficult to enroll 

and to understand. Despite that, the model will be almost completely data driven and so, if well trained, 

trustworthy.  

Usually, NN layers are controlled by a set of hyperparameters that allows the model to fit the data. These 

hyperparameters are tuned by users, generally through a validation procedure. One of the most common 

hyperparameters is the learning rate. This latter is a small positive number that controls how much the 

model changes at each iteration, when a gradient descent technique is used to fit the data. Choosing a 

proper learning rate value is an important issue, because too small values can increase the computation 

time, conversely a too big one can hinder the model convergence. 

In Figure 4-3b, we outline the functioning of an RNN. A key issue is that the RNNs see the data as connected 

sequential information. In our analysis, the data are time-connected, so the method looks at the 

information available at a given instant (i.e., used by RNN at ti, Figure 4-3b) and at the same time it keeps 

also that one from the previous step (i.e., that from RNN at ti-1). This working strategy with memory of the 

past makes the output causal, and so particularly suitable for real-time applications. Despite that, the 

procedure proposed in this work is to be intended as off-line application; nevertheless, we will try to put it 

in real-time testing in future studies.  

As we said, the NNs are organized in layers, so that they form the RNNs too. However, as can be seen in 

Figure 4-3c, the NN layers are usually different each other. In this study, we use two different kind of 

recurrent layers: fully connected RNN (Rumelhart et al., 1986) and GRU (Cho et al., 2014). Each RNN node 

(or unit, or neuron) has two inputs and two outputs. One of the RNN inputs comes from the previous layer, 

while the other input comes from the same unit at the previous instant. Similarly, one output goes to the 

same unit at next instant (hidden output), while the other output goes to the next layer. In a fully 

connected RNN unit, the hidden output is a linear combination of the two inputs, instead, the output 

towards the next layer is a linear combination of the inputs and of the hidden output. GRU is a more 

complex model than the previous one; it exploits logical gates to avoid the “vanishing gradient problem” 

(Hochreiter, 1998).  

Like we said, NN are formed by layers of multiple neurons. Since each neuron of a layer is connected with 

all the neurons of the next layer trough the output, this enormous number of relations can cause 

redundancy in the model, which can result into too deep models and overfitting. The dropout layers help to 

reduce the problem of overfitting (Srivastava et al., 2014). These layers cut a certain number of connections 

between other two layers forcing the model to train in the simpler possible way. Each dropout layer is 

controlled by a dropout rate (DR), which represents the fraction of clipped connections. 

Finally, our RNN includes an activation layer that simply transforms the input in an output through a 

mathematical operator (i.e., a sigmoid function, Figure 4-3c), and it is generally used to add non-linearity to 

the model. 

Figure 4-3c provides a comprehensive view of the RNN scheme implemented in this work. The entire input 

dataset is a matrix {𝑁𝑓 × 𝑁𝑒}, where Nf is the number of features and Ne is the number of events for each 

M4 series. At each step, the model is fed with the features vector {𝑁𝑓 × 1} that contains the values 

computed at the current instant ti. The first hidden layer is formed by 2∙Nnode GRUs. The outputs of this 

layer go through a dropout layer (characterized by a DR value). The third hidden layer is made by Nnode fully 

connected RNN nodes. After this latter layer, we put another dropout layer with the same DR as the one 

before. The fifth hidden layer is formed by a single fully connected NN node; this yields the final output 

through a sigmoid activation layer that allows the output to vary between 0 and 1. The output has s a single 

value for each instant, so it will be a vector {1 × 𝑁𝑒}. 
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4.3.2. Step-by-step description of data-analysis by RNN 
 

1. Once the spatial-temporal characteristics (features) of seismicity have been extracted, we selected 

windows of data for the RNN analyses (i.e., 750 and 2000 earthquakes around the five M4 events 

for RNN1 and RNN2, respectively). In particular, for each M4 series in RNN1, we consider 499 

events before the M4 event, the M4 itself, and 250 events after it. For RNN2, instead, we consider 

1500 events before the M4, the M4 itself, and 499 after it. The different amount of data in the M4 

series for RNN1 and RNN2 has been tuned for optimizing the training performance. 

 

2.  Each M4 series has been standardized, which consist of, for each selected window, removing the 

mean and dividing for the standard deviation. This procedure is necessary since features span 

varying degrees of magnitude and units and these aspects can degrade the RNN performance 

(Shanker et al., 1996). After the standardization, each feature is distributed as a standard normal 

distribution, N(0,1).  

 

3.  In order to train the models, we assigned a label to each earthquake. Indeed, being RNN used here 

for sequential data classification, it is necessary train it with a simple binary (0/1) classification 

scheme. Therefore, in RNN1, the one aiming to identify the preparatory phase, we assigned value 1 

to those events preceding the M4s that have been interpreted based on expert opinion as 

belonging to the preparatory phase and label 0 to all the others (background and aftershocks). In 

RNN2, aiming to identify aftershocks, we assigned label 1 to aftershocks and label 0 to the others 

(background and foreshocks). In particular, in RNN1, for each M4 series, we selected a different 

number of events as belonging to the preparatory phase (i.e., ranging from 175 to 350 events) 

looking at the trend of parameters like b-value, Mc and Dc that we know likely related to the 

preparatory phase (Dresen et al., 2020). In RNN2, we decided to label all the 499 events following a 

M4 as aftershocks.  

The rationale of our choice is that all features except two (Mw and Δt) are computed on group of 

events (i.e., each window n = 200). Therefore, the features value at a given instant represents the 

collective behavior of a group of earthquakes, and it becomes not straightforward to single out, on 

this basis, if the last event of each window (i.e., the event at ti) is a foreshock, or it belongs to the 

background seismicity (and similarly for aftershocks and background seismicity). Moreover, these 

considerations brought us also to avoid considering the location of these events (i.e., latitude, 

longitude and depth of the earthquakes are not used directly as features, but indirectly through Dc, 

η and h as collective characteristic of the seismicity), both for RNN1 and RNN2. Our aim during the 

training phase is to push RNN1 and RNN2 to find coherent correlation among features and to 

detect changes in the stationary character of the seismicity, which can correspond to the 

preparatory phase of a large earthquake and to aftershocks, respectively. It is important to note 

also that our strategy can be a two-edged sword, since the presence of misled background 

seismicity in both the preparatory and aftershock phases can lead to an underestimation of the 

performances falsely enhancing the number of missed events. In both cases, we thus make the 

RNNs work more challenging, and we test its capability to mine and detect coherent correlation 

among seismic features.  

4. The event catalogue is therefore transformed into two datasets (train and test) for RNN, in which 

lines contain the features and the labels (i.e., for line i, corresponding the at origin time of ith 

event, we have {b-valuei, Mci, Dci, ΔTi, 𝑀0𝑖
̇ , Δti, ηi, hi, Mwi, label1i, label2i}).  

5. We split the dataset in training and testing sets. The train set consists of the first five M4 series, 

while the testing one consists of the last three M4 series.  
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6. We trained the model to find the best hyperparameters, which of course, could change between 

RNN1 and RNN2.  

7. The model has been validated on the train set separately (with the proper label) for RNN1 and 

RNN2 using a trial-and-error procedure to select the best features for the two models, and a Leave-

One-Out (LOO) cross-validation to tune the hyperparameters. The LOO is performed leaving one 

M4 series per time and training the model on the other four. Hence, each model resulting from 

four M4 series is used to predict the target on the excluded M4 series. We decided to use AUC 

(Area Under the Curve) as validation score because it is independent from the threshold selection. 

The mean of the five AUC values from the LOO validation is used to evaluate the hyperparameters 

configuration. We chose to explore three hyperparameters, which are Nnode (in the range 3-20), 

DR (between 0 and 0.5), and the learning rate LR (between 1e-5 and 1e-3) with which the model is 

fitted.  

8. A similar Leave-One-Out (LOO) approach has been carried out also to perform a feature importance 

analysis. In this case, considering the five M4 series, we proceeded at removing one by one 

features and checking the performance with respect to the case with all features. On one hand, our 

tuning led to select for RNN1 the features b-value, Mc, Dc, ΔT, and Δt. On the other hand, we 

selected for RNN2 to features 𝑀0
̇ , Δt, η, h, and Mw. 

9. The performance of the RNN1 and RNN2 models has been assessed using the testing dataset of 

three M4 series. 

 

 

4.4 Results 
 

4.4.1 Observing seismicity occurrence from features perspective 
 

As discussed, we took advantage of the information on event date and time of occurrence, location, depth, 

and local magnitude extracted from The Geysers’ seismic catalogue to observe the temporal and spatial 

evolution of seismicity. To study the frequency magnitude events distribution in terms of the Gutenberg-

Richter relationship (i.e., b-value and Mc), we converted the local magnitude, ML, in moment magnitude 

scale, Mw. The ML scale has also been used to derive estimates of the radiated energy, ER, which in turn has 

been utilized to compute the Shannon’s information entropy, h. These pieces of information were 

transformed in data time features: b-value, Mc, Shannon’s information entropy (h), fractal dimension (Dc), 

generalized distance between pairs of earthquakes (η), Moment rate (�̇�0), inter-event time (Δt), total 

duration of event groups (ΔT), and Mw.  

The first M4 event recorded in the area occurred in May 2006. The temporal evolution of features 

associated to earthquakes preceding this event shows, approximately the day before, peculiar trends with 

respect to the preceding background seismicity, which for the sake of simplicity have been highlighted 

(Figure 4-4, red values). For most of features, these trends correspond to a more-or-less pronounced 

decrease (e.g., b-value, Mc, Dc, ΔT, h, η, Δt), while �̇�0 it increases. 

Besides the events preceding the M4, we found peculiar also the features trend after it (Figure 4-4, blue 

values). The features show, indeed, considerable decrease or increase also for aftershocks.  

The standardized features for the first five M4 earthquakes (Figure 4-5), occurred between 2006 and 2012, 

show coherent trends (i.e., b-value, Mc, Dc, ΔT, and Δt for the phase preceding the mainshocks, while 𝑀0
̇ , 

Δt, η, h, and Mw for the period following it). 
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Following these observations, we decided to explore the capability of RNN in capturing the long-term 

trends in data and the, likely non-linear, correlation among features. 

With respect to the trend associated to background seismicity, both what we assume being the preparatory 

phase and the aftershocks occurrence represent transients. While the automatic discrimination of 

aftershocks is for monitoring systems interesting in itself, this is especially true for us. As a matter of fact, 

the occurrence of transients associated to aftershocks might be confusing for the identification of 

transients associated to the preparatory phase of large earthquakes from background seismicity. For this 

reason, as discussed in Section 4.3, we decided to train two RNNs: one dedicated to the preparatory phase 

(RNN1), and another aiming to identify the aftershocks (RNN2). In the following, we describe first how 

RNNs have been trained and tested. Finally, we discuss how they could be combined for induced seismicity 

monitoring purpose at The Geysers. 

 

Figure 4-4: (a) Distribution of events before and after the first M4 earthquake (occurred the 12th of May 2006, vertical dashed line). 
Background seismicity (grey dots), foreshocks (red), main-event and aftershocks (blue). All the other plots are the same as (a), but 
for: (b) average b-values and +/- 1 st.dev. bars (grey); (c) average completeness magnitude, Mc, and +/- 1 st.dev. bars; (d) average 

fractal dimension, Dc, and +/- 1 st.dev. bars; (e) total duration, ΔT, of the events group; (f) Moment rate, �̇�0; (g) inter-event time, 
Δt; (h) Shannon entropy, h; (i) Logarithm (base 10) of the generalized distance between pairs of earthquakes, η. The uncertainty 
associated to b-value, Mc, Dc and Shannon entropy h is computed by means of a bootstrap approach (Efron, 2007), whereas for each 
dataset 1,000 realizations of random sampling with replacement were performed. 
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Figure 4-5: Features belonging to the training M4 series after standardization. Background seismicity (black), foreshocks and 
aftershocks (colored per event). Time of the M4s occurrence (vertical, dashed red line). Subplots show different features according 
to Figure 4-4. 

 

4.4.2 RNNs tuning trough cross-validation on a training dataset 
 

Figure 4-6a shows the events labelled 0 (i.e., belonging to stationary seismicity and aftershocks sequence, 

black dots) and 1 (i.e., belonging to the preparatory phase, green dots). Similarly, in Figure 4-6b, we show 

for the first five M4 series the events labelled 0 (i.e., background and foreshocks, black dots) and 1 (i.e., 

aftershocks, green dots) 

To tune the RNNs parameters, we have carried out a leave-one-out (LOO) analysis using the 5-training 

series (i.e., each run, four M4 series are in and one is out). As discussed in section 4.3.2, we avoided to 

select a priori a threshold value, and we decided to study the variation of the AUC parameter (i.e., the area 

under the receiver operating characteristic, ROC, curve) as score of performance. The average of the five 

AUC values from the LOO has been used to select the best RNN1 and RNN2 models. 
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We also performed a features importance analysis following an approach similar to LOO for assessing which 

features were optimizing the capability of RNN1 and RNN2 in identifying their targets. The results indicate 

that for RNN1 the best features are b-value, Mc, Dc, ΔT, and Δt; while for RNN2 it is better to use while 𝑀0
̇ , 

Δt, η, h, and Mw. 

 

4.4.3 Training RNN1 and RNN2 
 

In Figure 4-6c and Figure 4-6d, we show the trends of different performance criteria with the respect of the 

threshold used in the binary classification for RNN1 and RNN2, respectively. The ensemble of these criteria 

gives us a comprehensive statement on the model performances. To better understand why, let us 

introduce these criteria using the binary classification (positive/negative event): Recall represents how 

many positive events are well-classified; Precision, instead, is the rate of true positive on all the events 

classified as positive; Accuracy represents the rate of true predictions on the total of the predictions; 

Balanced Accuracy is the mean between the recall and the rate of negative events well-classified (also 

called selectivity, it is similar to Accuracy, but it does not suffer the unbalanced dataset); MCC, Matthew 

Correlation Coefficient (Matthews, 1975; Chicco and Jurman, 2020) is related to the general quality of the 

classification (we will dedicate more space to this specific parameter in the following). 

Selecting the threshold equal to 0.7 for both RNN models, we think to have found a best compromise in 

terms of different performance criteria (Figure 4-6c and Figure 4-6d). Therefore, we used this threshold for 

both the RNN1 and RNN2 best models applied again to the five M4 training series (Figure 4-6a, b, e, and f). 

Concerning the preparatory phase, we observe that a significant portion of the events with label 1 are 

correctly identified (i.e., for series ‘1’, ‘2’ and ‘3’ the score overcome 0.7 in 74%, 53% and 68% of the cases, 

respectively). Only for the third and fourth time series the number events considered as belonging to a 

preparatory phase is reduced, but still the 14% and 18%, respectively (Figure 4-6a).   

Similarly, also the RNN2 performance is convincing, since a high number of aftershocks has been correctly 

identified for all data series (Figure 4-6b). In this case, success rate varies between the 40% and the 66%. To 

assess the quality of our binary classification, we also exploited the Matthews correlation coefficient (MCC), 

which taking into account the rate of negatives and positives provides a measure of the correlation 

coefficient between the observed and predicted classifications (Matthews, 1975; Chicco and Jurman, 2020). 

MCC assumes value ranging between -1 and +1; whereas MCC equal to +1 represents a perfect prediction, 

equal to 0 indicates no better than a random prediction, and finally equal to −1 indicates total 

disagreement between prediction and observation.  

For RNN1, we obtain MCC equal to 0.74, 0.60, 0.29, 0.26, and 0.66 for the testing M4 series number from 1 

to 5, respectively. For RNN2, we obtain MCC equal to 0.77, 0.57, 0.57, 0.57 and 0.40 for M4 series number 

1 to 5, respectively. These results indicate that RNN1 and RNN2 show, with respect to our labels 

assignment, a good prediction capability.  

Besides the MCC scores, interestingly, we note that both before and after the mainshock a continuous set 

of events are classified as preparatory and aftershock phases, but for a total number smaller than the one 

considered by us. This means that the selected seismic features lead RNN1 and RNN2 be able to 

autonomously declare the preparatory phase be initiated and the aftershock sequence concluded, 

respectively. 
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Figure 4-6: (a) RNN1 training. Labels for background and aftershocks (black), while for preparatory events (green), M4 events (green 
stars), end of the M4 series (vertical, dashed yellow line), selected threshold (horizontal, dashed black line), RNN1 output below the 
threshold (grey) and above it (orange). (b) The same as (a), but for RNN2 and with label for background and foreshocks (black), 
while for aftershocks (green). (c) Performance criteria versus threshold: recall (red dotted line), precision (thick green line), accuracy 
(blue square dotted line), balanced accuracy (dashed orange line) and MCC (thin red line) for RNN1. Selected threshold (vertical, 
dashed black line). (d) The same as (c), but for RNN2. (e) The same (a) but for the testing dataset and RNN1 (three M4 testing 
series). (f) The same as (b) but for the testing dataset and RNN2. 
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4.4.4 Testing RNN1 and RNN2 
 

Intrigued by the training outcomes, we tested our RNNs on the remaining three M4 series, which have 

occurred between 2013 and 2014.  

RNN1 results capable of identifying all three preparatory phases (success rate is 28%, 58% and 77% for 

events with label 1, respectively, Figure 4-6e). It is worth noting that RNN1 assigns score larger than the 

threshold also to events before what we defined from visual inspection as preparatory phase, but we will 

come back to this point later. 

RNN2 provides good classification results too (Figure 4-6f); indeed, in this case the success rate in 

identifying aftershocks is 42% for the first two M4 testing series and 50% for the third one.  

For RNN1, we obtain MCC equal to 0.251, 0.42 and 0.346 for the testing M4 series number 1, 2, and 3, 

respectively. For RNN2, we obtain MCC equal to 0.534, 0.597 and 0.653 for M4 series number 1, 2, and 3, 

respectively.  

These results indicate that RNN1 and RNN2 provide good, not random predictions. We consider worth to 

remember, that the MCC scores is computed with respect to our labels assignment, which we kept large on 

purpose and could include together with earthquakes of the preparatory phase and aftershocks also events 

belonging to the background seismicity (see section 4.3.2 issue #3).  

Similarly to the training case, we observe that RNN1 and RNN2 lead the preparatory phase and aftershock 

sequences start after and conclude before, respectively, with respect our labels assignment. However, once 

a non-stationary phenomenon is detected, the classification does not jump from 0 to 1 randomly, but RNNs 

hold it stably; indicating that the RNNs are able to autonomously discriminate the events belonging to the 

preparatory phase and aftershocks sequence from those of the stationary, background seismicity. 

 

4.4.5 Conceptualization of an alert algorithm 
 

The goal of our study is to show that the identification of the preparatory phase of large earthquakes is 

becoming an achievable task when the temporal and spatial evolution of seismicity is monitored by dense 

local networks. Although we are only moving the first steps towards the possibility of implementing an 

operational algorithm for earthquake forecasting, here we conceptualize an application of our RNN models 

for detecting when the seismicity is evolving along the preparatory phase of large magnitude event at The 

Geysers. 

Our scheme considers the RNN scores as probability values (i.e., in RNN1 the score represents the 

probability for the event of belonging to the preparatory phase, while in RNN2 it means the probability of 

being an aftershock). 

We thus combine the two RNN probabilities in an alert probability (PALERT) as follows: 

PALERT𝑖 =   PRNN1𝑖 ∙ (1 − 〈PRNN2(𝑖−9:𝑖)〉)  (12) 

where 𝑃𝑅𝑁𝑁1𝑖  is the probability associate to event i and 〈𝑃𝑅𝑁𝑁2(𝑖−9:𝑖)〉 is the average of probabilities 

associated to i and the previous nine events. The need to consider the average of ten PRNN2 is related to the 
aim of stabilizing the PALERT for a given event. Indeed, as can be seen in Figure 4-6b or Figure 4-6f, even if for 
background seismicity and foreshocks RNN2’s outputs are very small (i.e., between 0 and 0.4), every 
change in PRNN2 would lead to oscillation in PALERT. It is worth to remember that Eq. (12) represents just a 
simple example of possible criteria for combining the RNNs’ outputs. The proposed alert system outline is 
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just an example which aims to show a potential future application of a similar research RNN products and 
to stimulate the debate about strategies for identifying the preparatory of induced and natural large 
earthquakes. 

The temporal evolution of PALERT for the three M4 testing series shows interesting results (Figure 4-7). 
For the first M4 series, before the 14th of March, the selected probability threshold (i.e., Pthr = 0.7) is 
overcome by PALERT only rarely. Then, interestingly, PALERT overcomes stably the selected probability 
threshold around four hours before the mainshock (Figure 4-7a). For the second and third M4 series, PALERT 
overcome rather stably Pthr two and four days before the mainshocks, respectively. Moreover, in both 
cases, there is a drop in PALERT which is followed by a rapid increase above Pthr few hours before the 
mainshock (Figure 4-7b and Figure 4-7c).  
 

 

Figure 4-7: Application of RNN1 and RNN2 combined into a prototype of alert system to the three M4 testing series. (a) Distribution 
of event magnitude in time (green stars and right-side y-axis) for the M4 that occurred on the 14th of March 2013 (yellow star). The 
threshold alert level (dashed red line) and alert probability (PALERT) refer to the left-side y-axis. PALERT are dots colored and with size 
varying according to their values (i.e., from white, no alert, to dark red for events above the threshold alert level). (b) The same as 
(a), but for the M4 that occurred on the 14th of April 2013. (c) The same as (a), but for the M4 that occurred on the 13th of January 
2014. 
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4.5 Discussion 
 

Given the very high rate of seismicity (>10,000 earthquakes/year) and the high-quality seismic network, The 

Geysers represents a perfect natural laboratory for studying the rupture processes and nucleation of 

induced earthquakes. The interaction of industrial activities associated to many injection wells with the 

tectonic stress suggests a complex stress-field, a puzzle difficult to resolve with standard approaches. Our 

results indicate that the spatial and temporal evolution of seismicity can be unveiled by benefiting of only 

information obtainable from seismic catalogue and using machine learning.  

The seismicity in the area occurs mostly at shallow depth in relation to the ~70 water injection wells and 

predominantly related to thermal stress (Martínez-Garzón et al., 2014). However, the largest events (M4) 

occur confined in the deepest portion of the reservoir, have relatively high stress drop values, and result 

spatially distributed in agreement with the regional fault trend (M. Picozzi et al., 2017), characterized by 

right-lateral strike-slip faults. Their occurrence is therefore interpreted as due to the reactivation of deep 

structures linked to regional tectonics (Kwiatek et al., 2015). It is out of the scope of this work to investigate 

the physical mechanism driving the generation of M4 events and settle the controversy between 

earthquake foreshock theories.  

Our application at The Geysers suggests, however, that the M4 earthquakes are preceded by preparatory 

process of the mainshocks compatible with the loading view (Das and Scholz, 1981; Ohnaka, 1992; Mignan, 

2014; Kato and Ben-Zion, 2021).  

Our results show that the preparatory phase for the three testing M4 earthquakes lasted from few hours to 

few days, in agreement with the short-time preparation process (~1 day) observed for a similar magnitude 

natural earthquake (Mw 4.4) occurred recently in Italy (Sánchez-Reyes et al., 2021). Future work will 

explore the application of RNN to the real-time identification of the preparatory phase at The Geysers and 

other areas where induced seismicity occurs.  

Furthermore, we will test whether seismic derived features as those used in this study can allow to identify 

the preparatory phase of large magnitude natural earthquakes too. Our approach can potentially set 

marked advances in the earthquake predictability research. 

 

 

 

 

 

 

 

 

 

 

 



 

5. Conclusions 
 

During my PhD, I studied the implementation of new techniques in onsite EEW framework. I focused, in 

particular, on the prediction of parameters of engineering interest: the acceleration response spectra (RSA) 

and the structural drift. The second topic of my research was the detection of the preparatory phase of 

induced events through the use of ML techniques. 

In the first work, we trained different models for the prediction of the RSA at 9 periods using the mixed-

effect regression from P-wave parameters. Here, we showed how the use of non-ergodic linear model can 

lower the uncertainties of the prediction accounting for site-effects. Moreover, the analysis of the station 

correction terms is important as itself because they can be used to evaluate the quality of the stations in 

terms of site-amplification. An important result of this technique is that the decreasing of the uncertainties 

in the predictions can lead to a decreasing in both false and missed alarms for a single station onsite EEW 

system.  

In the second work, we compared the performances of 24 different models (compare 12 linear LSR, and 12 

non-linear ML regressors) for the prediction of structural drift. We measured a total of 9 P-wave features 

on waveforms recorded from sensors in Japanese and US buildings. We proved that the complexity of the 

dataset plays an important role in the prediction uncertainties. Hence, we showed that non-linear machine 

learning models perform better than linear models. The residual analysis showed that our predictions 

suffer of under-estimation for events with M>7.5, this is probably due to the 3s window that is too small to 

account for the entire rupture duration of these events. While this can seem limiting, it is important to note 

that many countries (e.g., Italy, Greece, and Turkey) suffer from destructive seismicity with lower 

magnitude and they would benefit also from these kinds of models. In the end, we tried to export the 

Japanese models to the US buildings finding that the predictions are obtained with a bias that can be 

overcome only introducing magnitude information. 

In the last work, we proposed a method to detect the preparatory phase of induced earthquakes in The 

Geysers, California. We used 9 features related to the physics and the behaviour of the seismicity as input 

for two RNNs, one to highlight the pre-event phase, the other for the post-event phase. Indeed, we showed 

that, while the aftershocks are easier to detect, the model for the preparatory phase tend to alert also for 

the aftershocks. Despite that, when we combined the two RNNs the resultant model is able to highlight a 

change in the seismicity from hours to days before the main event, suggesting the presence of a 

preparatory phase for induced seismicity at The Geysers. 

The work presented in these thesis shows some important pathways for onsite EEW. The first is the 

possibility to include parameters of engineering interest in order to make the methods more suitable for 

direct application.  

Another important message that comes out from our analysis is the importance to account for site-effects. 

As matter of fact, the site-effect are usually not considered or considered as ineffective for EEW laws. This 

opinion is based on the fact we can consider the P-wave and the S-wave as affected by the same site-effect 

and so there should not be any effect on the scaling laws between P and S parameters. Nonetheless, we 

showed not only that this effect is present, but also that when we consider it, we improve the results of our 

methods. 

In general, we demonstrated as the ergodicity of the datasets are often overrated. In the second work, we 

proved that the complexity of the dataset in terms of buildings and classes of buildings plays an important 

role in the performances of the methods. This means that the more data we will have in the future the 

more we must be careful into putting all of them as input for ergodic models, while we should prefer more 
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specific model (e.g., single building, single region, etc..) or non-ergodic model as the mixed-effect 

regression. 

Furthermore, the machine learning techniques represent a powerful instrument able to improve the 

models and to manage the huge amount of data that we will have in the next future.  

So, next steps of my research will be to find new and more ambitious ways to use the gained knowledge in 

EEW field and beyond. As example, we could try to include our EEW systems for building into a Big Data 

framework or towards an operational system implemented on the Internet of Things. Moreover, we could 

apply feature-based machine learning regressors to more complex problem, such as magnitude estimation 

or earthquake location for onsite EEW. Furthermore, another interesting challenge would be to upgrade 

the work on the preparatory phase towards the short-term earthquake forecasting.  
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Appendix 
 

Work done in STELTEL S.R.L. 
 

As said, during the PhD I worked in STELTEL S.R.L. In fact, the very first title of my PhD project was “Design 

development and implementation of an embedded software and hardware system for Earthquake Early 

Warning”. The main aim of the project was the realization and the testing of a low-cost seismic station 

embedded with a digitizer. This all-in-one station should be able to analyze in real-time the data from two 

different sensors, an accelerometer, and a velocimeter, always included in the station. Another important 

goal for the project was the realization of an app capable to alert the user of the incoming shaking in an 

Early Warning framework. On the other hand, the research objectives were the development of innovative 

Earthquake Early Warning techniques.   

Despite the project was well structured, when the PhD started most of the work on the station and on the 

app was already done. In particular, the all-in-one station was been already designed, built, and partially 

tested on the field. Moreover, the app was also already in development and then presented in the paper 

Colombelli et al. (2020). 

So, my work in STELTEL has been mainly focused on stress tests and hardware debug of the seismic station. 

On the other hand, we updated and improved the software of the system. One important improvement of 

the software of the embedded station is the implementation of an EEW system, SAVE (on-Site Alert leVEl; 

Caruso et al., 2017). The procedure is able to analyze the data stream in real-time, and to pick upcoming 

transient. After the pick, the system measures two P-wave parameters: Pd and τc. Then, using scaling laws, 

the method can predict PGV at the target (from Pd) and the magnitude of the event (from τc). Moreover, 

the system predicts the macroseismic intensity (IM) from PGV. In the end, given M and IM, the system issues 

an alert with 4 different intensities: 0, low magnitude (M<5) event with low intensity (IM<VI); 1, strong 

event (M>=5) with low intensity; 2, low magnitude event with high intensity (IM>=VI); 3, high magnitude 

event with high intensity. 

Another work done in STELTEL S.R.L. is the implementation, in an operative version of SAVE, of the 

procedures developed in Iaccarino et al. (2020) (Chapter 2). So, we included in the system a module for the 

prediction of the RSA for nine different periods with the relations obtained in the work. The updated 

system is also able to provide the real values for RSA after the event ended. 
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