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ABSTRACT

Fracton models are characterized by exotic features such as point-like excitations
with restricted mobility, sub-extensive ground state degeneracy and UV/IR mixing.
They have been studied previously using exactly solvable lattice models, higher rank
gauge theories, etc. In an effort to classify fracton models into phases (i.e., fractonic
orders), the so-called foliation structure has been introduced and shown to exist in
many previously known models. A natural question then arises concerning the fea-
sibility of the foliation paradigm in general. In this thesis, I study fracton models
beyond the foliation paradigm and give simple diagnostics for the absence of a foli-
ation structure. New notions of fractonic orders therefore need to be conceived, and
I present such a conception which is a generalization of the foliation RG.

In Chapters 2 – 4, I introduce new fracton models obtained from infinite-component
Chern-Simons (CS∞) theories. By calculating observables such as ground state de-
generacy and planon braiding statistics, I prove that most CS∞ theories are not
foliated. A CS∞ theory can also be gapless with certain choices of parameters, and
I show that such a theory is a stable gapless fracton model. Furthermore, I discuss
topological features of a large subclass of gapless CS∞ theories and present fully
continuous effective field theories for this subclass.

In Chapters 5 – 6, I discuss a new notion of fractonic orders by studying the example
of the Ising cage-net model. I begin by calculating the ground state degeneracy of the
model, which shows that the model is not foliated. The calculation uses an operator
algebra approach which relies only on intrinsic physical properties of the model rather
than microscopic details, and I establish the framework of this approach conceptually
and via examples. I then argue why this intrinsic approach, despite being a tool for
calculation initially, may be a useful characterization of a fractonic order. Finally, I
present a generalized foliation RG scheme, apply it to the Ising cage-net model, and
discuss its limitations.
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C h a p t e r 1

INTRODUCTION

Many-body systems are diverse and often messy. From Fe3O4 magnets painted in
red and blue that we all played with at school, to superconducting coils buried in
MRI machines, to lattice spin models that theorists write down on a piece of paper
and hope to exist in reality, by far the most many-body systems are too complicated
to understand completely. Nevertheless, certain common, macroscopic features of
classes of systems can be understood. For example, Fe3O4 is ferromagnetic below
temperature T = 858K and paramagnetic above [1]. These two situations are referred
to as two phases of Fe3O4, and macroscopic magnetic properties of Fe3O4 samples
in the same phase are the same qualitatively although different quantitatively. In
general, two systems are said to be in the same phase if they have the same long-
distance effective theory when zoomed sufficiently far out.

The process of zooming out on a system is achieved by the renormalization group
(RG), which throws away short-distance details while keeping long-distance features.
The result of RG is a flow in the parameter space of the system, and systems in the
same phase flow to the same fixed point. For example, Fig. 1.1 shows the RG flow
of the d = 3 Euclidean space scalar field theory [2]

S =

∫
d3x

[
1

2
(∇ϕ)2 + 1

2
m2ϕ2 + λϕ4

]
. (1.1)

This RG flow has two stable fixed points, i.e., the upper infinity corresponding to
the paramagnetic phase, and the lower infinity corresponding to the ferromagnetic
phase. From this example, the following conclusions (known as universality) can be
drawn which apply to most systems known to the condensed matter community:

1. The parameter space of a theory has finitely many stable fixed points under the
RG flow, which are representatives of different phases.

2. Unless a theory is close to a phase transition, a small change in its parameters
does not change which fixed point it flows to and hence its phase.

Universality is the reason why theorists can propose their lattice models, which are
hugely simplified compared with the reality, and still be confident that the models
can describe the macroscopic properties of Fe3O4 magnets or superconducting coils.
In particular, Point 2 is also known as UV/IR separation. It states that the long-
distance (IR) properties of a system are insensitive to short-distance (UV) details.
From the perspective of the philosophy of science, UV/IR separation also implies, for
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Figure 1.1: RG flow of the d = 3 Euclidean space scalar field theory (1.1). G is the
Gauss fixed point (unstable), and WF is the Wilson-Fisher critical point (saddle
point). Figure taken from Ref. [3].

example, that the study of seismic waves does not rely on and cannot reveal details
of the Higgs boson mass in the standard model. This is our common sense.

It was therefore a surprise to the condensed matter community when such common
sense was challenged by the discovery of fracton models. The first fracton model,
known as the Chamon model, is an exactly solvable lattice spin model in d = 3 + 1

introduced in 2005 by Chamon [4] and later studied in detail by Bravyi, Leemhuis
and Terhal [5]. This model was found to have some unusual properties. First, when
placed on a 3-torus, its ground state degeneracy (GSD) grows exponentially with
the linear system size. Equivalently, its GSD grows exponentially as one shrinks the
lattice constant while holding the overall physical size of the system fixed. Since
the GSD, which is literally the observable of the lowest energy, depends on the
UV regulation, this model violates UV/IR separation and exhibits UV/IR mixing.
Furthermore, the model hosts fractional excitations with restricted mobility, namely
planons, which can only move within a plane, lineons, which can only move along
a line, and fractons, which are completely immobile. The Chamon model is an
example of type-I fracton models, where at least some of the fractional excitations
have partial mobility.

In 2011, fracton models with even more unusual properties were constructed by
Haah, known as the Haah codes [6]. In these models, there is no string-like logical
operator, and all fractional excitations are fractons. Four fractons at the corners of
a tetrahedron can move together by enlarging or shrinking the tetrahedron, and the
creation operator of such a fracton quadrupole has the shape of a fractal (hence the
name “fracton”). Due to this fractal geometry of operators, the GSD of a Haah code
on a 3-torus fluctuates wildly as a function of the system size inside an exponential
envelope [7]. The Haah codes are examples of type-II fracton models, where all
fractional excitations are immobile.
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Over the next few years, interest in fracton models grew in the condensed matter
community, and more models were constructed with increasingly systematic meth-
ods. In 2016, Vijay, Haah and Fu introduced the X-cube model, a relatively simple
exactly solvable model, by applying Wegner’s duality [8] on a plaquette Ising model
with planar subsystem symmetries [9]. This duality is now more commonly known
as gauging subsystem symmetries, and many more fracton models can be obtained
this way [10, 11]. In 2017, Pretko pointed out that the restricted mobility of ex-
citations in fracton models can be understood as a result of higher moment (for
example, dipole) conservation laws, which often arise in higher rank gauge theories
[12, 13]. It was then shown by Bulmash and Barkeshli [14], and independently by
Ma, Hermele, and Chen [15] that certain higher rank gauge theories can give rise to
gapped fracton models such as the X-cube model via the Higgs mechanism. Also
in 2017, Ma, Lake, Chen and Hermele developed a coupled layer construction of
fracton models via particle-loop condensation [16]. This approach was then adopted
by Prem, Huang, Song and Hermele to construct the Ising cage-net model, which
features intrinsic non-abelian lineons [17]. In 2020, Aasen, Bulmash, Prem, Slagle
and Williamson proposed the defect network construction and used it to obtain pre-
viously known models such as the X-cube model and the Haah codes in a unified
language [18].

The rapid expansion of the reservoir of fracton models calls for a classification of
these models into phases, i.e., fractonic orders. In other words, an RG scheme for
fracton models is needed. Conventional RG schemes are unsatisfactory, because they
preserve all low-energy observables such as the GSD, and would therefore put the
same fracton model of different system sizes into different phases. Instead, a coarser
RG scheme is needed that is able to throw away part of the low-energy physics. It
was for this purpose that Shirley, Slagle, Wang and Chen proposed foliated fractonic
orders in 2018, where the foliation RG is allowed to perform local unitaries as well as
add or remove decoupled d = 2+1 topological states [19]. This proposal generalizes
the entanglement RG for topological order, which can perform local unitaries as
well as add or remove decoupled product states [20]. With this generalization, the
dependence of the GSD on the system size can be accounted for, and indeed many
type-I fracton models are found to have foliated fractonic order. For example, the
X-cube model is able to change its system size under the foliation RG [19], and it
has the same foliated fractonic order as the semionic X-cube model [21] and the
Majorana checkerboard model [22].

Foliation RG has found its success in many more type-I fracton models, and more
distinct RG fixed points have been identified [23, 24]. It is then natural to question
the generality of foliated fractonic orders. Are there type-I fracton models beyond
the foliation paradigm? What are some simple diagnostics for the lack of a foliation
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structure? How does one define phases for such models? In this thesis, I will address
these questions, the first two to a relatively comprehensive level and the third only
partially. The main tools that I will use are abelian Chern-Simons theory [25] and
cage-net fracton models [17] on the physics side, as well as commutative and non-
commutative algebra on the mathematics side. All discussions concerning the GSD
of a model assume that the model is placed on a torus of the appropriate dimension.
This thesis is organized as follows.

In Chapter 2, I review abelian Chern-Simons (CS) theory in d = 2+1, which is used
later in Chapter 3 to construct type-I fracton models beyond foliation. I introduce
a polynomial description for a periodic CS theory, i.e., one whose K matrix has
translation symmetry along its diagonal. I then use this polynomial description to
obtain a strong constraint for the fusion group of the theory, as well as calculate
the GSD and braiding statistics when K is non-degenerate. The GSD calculation is
trickier when K is degenerate, and I perform this calculation using a perturbative
method [26]. Finally, I discuss how to construct a K matrix given the braiding
statistics of abelian anyons, which is essentially a translation of Wall’s theorem [27]
into physics language.

In Chapter 3, I take the size of the K matrix of a periodic CS theory to infinity,
obtaining an infinite-component Chern-Simons (CS∞) theory. When the indices i
and j of Kij are viewed as living in a third spatial direction, the theory becomes a
fracton model in d = 3+ 1 which hosts planons but not lineons or fractons. A CS∞

theory can be gapped or gapless, and in this chapter I focus on the gapped case. I
start by discussing the action of foliation on a K matrix, and then present examples
of CS∞ theories with/without a foliation structure. I also give a necessary condition
for foliation in terms of the polynomial description in Chapter 2, and derive the
corollary that most CS∞ theories are not foliated. Moreover, a CS theory cannot
be put on a lattice by naive discretization, and locality in the field theory does not
manifestly correspond to locality in the underlying lattice model (if a lattice model
exists). Therefore, I construct lattice models for gapped CS∞ theories and discuss
the spatial profiles of fractional excitations at the end of the chapter [28].

In Chapter 4, I turn to CS∞ theories that are gapless. Despite the absence of a bulk
gap, a gapless CS∞ theory turns out to be stable. Interestingly, the theory has an
exotic one-form symmetry, part of which is broken spontaneously. Furthermore, in a
large subclass of gapless CS∞ theories, the planon braiding phase depends only on the
linking number of the planon trajectories (just like in gapped theories), which I show
by explicit calculation of Wilson loop correlation functions. This calculation also
reveals the spatial profiles of fractional excitations. Finally, I derive fully continuous
low-energy effective theories for this subclass of gapless CS∞ theories [29].
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In Chapter 5, I introduce a method for calculating the GSD of a fracton model that
uses intrinsic features of the model such as anyon fusion, braiding and quantum
dimension, which I call the operator algebra approach. The original motivation of
the operator algebra approach is to calculate the GSD of the Ising cage-net model,
which is exactly solvable but fairly complicated. The idea is to describe the algebra
A0 of logical operators as a redundant, formal algebra A of operators quotiented by
certain physically justified relations. Once the quotienting procedure is completed,
the GSD is obtained from GSD2 = dim(A0). Since the operator algebra approach is
intrinsic and does not rely on microscopic details, it is able to tackle topological or
fracton models in any dimension that are not necessarily exactly solvable. I explain
this approach both conceptually and through a series of examples of increasing com-
plexity, and eventually calculate the GSD of the Ising cage-net model. The GSD
formula (5.1) implies that the model is not foliated [30].

In Chapter 6, I discuss a generalized foliation RG scheme that works for the Ising
cage-net model. This new RG scheme generalizes the original constant depth circuit
to planar linear-depth circuit, which is equivalent to allowing boson condensation in
the RG flow. I show the RG process on the Ising cage-net model step by step, and
also prove that this RG does not work for certain CS∞ theories. New notions of
phases are therefore still to be invented [31].
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C h a p t e r 2

PERIODIC CHERN-SIMONS THEORY

Although the main topic of this thesis is fractonic orders, I begin my detailed discus-
sions by reviewing the well-known TQFT of abelian Chern-Simons (CS) theory in
d = 2+1. In particular, I consider those CS theories that are periodic (see definition
in Section 2.2), which will be generalized in Chapter 3 into fracton models. I study
basic properties of a periodic CS theory, namely GSD, braiding statistics and fusion
group. Results about these properties will be used in later chapters.

The results in this chapter are based on Refs. [26, 28, 29].

2.1 Review of Chern-Simons theory

An abelian CS theory in d = 2 + 1 has Lagrangian

L = − 1

4g2

∑
i

F iµνF
i,µν +

1

4π

∑
ij

Kijϵ
µνρAiµ∂νA

j
ρ, (2.1)

where Aiµ are compact U(1) gauge fields labelled by i = 1, . . . , N , F iµν are the field
strengths of Aiµ, g is the Maxwell coupling constant, and K is an integer symmetric
matrix (known as “the K matrix”) [25]. The integrality of K is required by gauge
invariance under a large gauge transformation. The indices i and j may be raised
or lowered arbitrarily in this thesis for aesthetic reason. The classical equation of
motion of the theory is solved by plane waves, and the spectrum has N branches

ω2
i = k2x + k2y +

(
g2

2π
λi

)2

, (2.2)

where λi are the eigenvalues of K.

An important phenomenon in a CS theory is flux-charge attachment, which I explain
now. Consider adding background charged matter with conserved current J i,µe to
the Lagrangian via the term

∑
iA

i
µJ

i,µ
e , where the subscript “e” stands for “electric”.

The Gauss’s law of the theory is the equation of motion of Ai0,

J i,0e +
1

2π

∑
j

KijBj =
1

g2
∇ ·Ei, (2.3)

where E and B are the electric and magnetic fields, respectively. Suppose that the
background charge is localized in the xy plane with total charge Qi, and let

Φi =
1

2π

∫
dxdyBi.
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I will refer to Φi as the (total) flux of Aiµ, where the factor of 1/2π is included to
simplify many mathematical expressions. It turns out that the charge vector Q and
the flux vector Φ satisfy the relation

Q = −KΦ, (2.4)

which makes the LHS of (2.3) integrate to 0 in the xy plane. This is necessary since
otherwise, (2.3) implies that E decays like r−1, leading to an IR divergence in the
energy of the field. The relation (2.4) will be used constantly throughout this thesis.

In addition to the electric U(1)N gauge symmetry, a CS theory also has a magnetic
U(1)N global symmetry. The conserved current of the magnetic U(1)N symmetry
is J i,µm = ϵµνρ∂νA

i
ρ, where the subscript “m” stands for “magnetic”. In particular,

the charge density J i,0m of the conserved current is precisely the magnetic flux of Aiµ,
hence the name “magnetic symmetry”.

In most sections of this chapter, the K matrix of a CS theory is assumed to be non-
degenerate, i.e., det(K) ̸= 0. In this case, the spectrum (2.2) is gapped, the Maxwell
term in (2.1) is irrelevant, and the theory is a TQFT at low energy. Non-degenerate
CS theories give a complete characterization of d = 2 + 1 abelian topological orders
[32]. For example, the ν = 1/3 fractional quantum Hall state is described byK = (3),
a 1× 1 matrix.

Apart from the precise form (2.2) of the spectrum, all low-energy physics of (2.1) is
encoded in K. First, GSD = | det(K)|. Second, an anyon in the theory is specified
by its charge vector Q ∈ ZN , which is bound to a flux vector Φ = −K−1Q due to
flux-charge attachment. If the flux Φ of an anyon is integral, then the anyon as a
symmetry charge of the magnetic U(1)N symmetry is not fractionalized, and thus
can be created locally. Therefore, the distinct anyons of the theory form the fusion
group G = ZN/KZN . Here, the group elements are charge vectors, and the group
operation (addition of vectors) corresponds to fusion of anyons. Finally, the braiding
phase of two anyons Q,Q′ ∈ ZN/KZN is exp

(
−2πiQTK−1Q′).

The K matrix of a CS theory is not necessarily unique. Consider new fields

Ãiµ =
∑
j

(
W−1

)ij
Ajµ (2.5)

defined in terms of the original fields Aiµ and an invertible matrix W . To make sure
that the compact gauge fields Aiµ and Ãiµ have the same periodicity, both W and
W−1 must be integral. Equivalently,

W ∈ GLN (Z) = {M ∈ MatN (Z) : det(M) = ±1}.

The change of variables (2.5) yields a newK matrix K̃ =W TKW . Therefore, K and
W TKW should be viewed as describing the same CS theory, where W ∈ GLN (Z).
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2.2 Polynomial description

As explained previously, the purpose of reviewing CS theories in d = 2 + 1 is to
generalize them into fracton models in d = 3 + 1, by viewing the indices i and j of
Kij as coordinates in a third spatial direction and taking the thermodynamic limit
N → ∞. In order to take the thermodynamic limit, a certain translation symmetry
must be imposed. A K matrix of size rN is said to have period r if Ki+r,j+r = Kij ,
where the indices are mod rN . This is a translation symmetry along the diagonal of
K. Such a periodic K matrix has a polynomial description, which I introduce now.

Translation symmetry naturally invites Fourier transform. If K has period r, then
its Fourier transform is an r × r matrix K(eiq) which is a function of the crystal
momentum q. For example, the K matrix

K =



. . .

0 3 1

3 0

1 0 3 1

3 0

1 0
. . .


2N×2N

(2.6)

has period r = 2, and its Fourier transform is

K(eiq) =

(
eiq + e−iq 3

3 0

)
.

Focusing on real q turns out to be too limiting, so I replace eiq by a symbol u,
which essentially allows q to be complex. It is helpful to view u as a meaningless
symbol, and thus K(eiq) becomes K(u), an r × r matrix over Laurent polynomials
with integer coefficients. Here, a Laurent polynomial is a polynomial with possibly
negative degree terms. In the example (2.6),

K(u) =

(
u+ u−1 3

3 0

)
.

Laurent polynomials have an involution given by p†(u) = p(u−1), which is similar to
complex conjugation on C. The involution is used to define Hermitian conjugation
K†(u) = KT (u−1), and K is symmetric if and only if K(u) is Hermitian.

In Sections 2.3 – 2.6, I will use this polynomial description to compute various
observables of periodic CS theories.

2.3 GSD: Non-degenerate case

The first observable of a periodic CS theory that I compute is its GSD, assuming
non-degeneracy. As explained in Section 2.1, this is equivalent to finding det(K).
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It turns out that the key object in this calculation is the determinant polynomial
D(u) = det(K(u)). Since K is symmetric, D(u) satisfies D(u−1) = D(u). Let

D(u) =

ξ∑
k=−ξ

cku
k,

where c−k = ck and cξ ̸= 0. The main result is

det(K) = (−1)ξ(N+1)cNξ

2ξ∏
l=1

(
1− uNl

)
, (2.7)

where ul are the roots of D(u), l = 1, . . . , 2ξ.

To prove (2.7), note that det(K) can be written in Fourier space as

det(K) =
N−1∏
j=0

det
(
K(ωj)

)
=

N−1∏
j=0

D(ωj), (2.8)

where ω = e2πi/N . Also, D(u) can be factorized in terms of its roots as

D(u) = cξu
−ξ

2ξ∏
l=1

(u− ul).

Thus (2.8) simplifies to

det(K) =
N−1∏
j=0

[
cξω

−jξ
2ξ∏
l=1

(ωj − ul)

]

= cNξ

N−1∏
j=0

ω−jξ

 ·
2ξ∏
l=1

N−1∏
j=0

(ωj − ul)

 .
A straightforward calculation shows that

∏
j ω

−jξ = 1. Furthermore, by viewing ul
as a variable in its own right, it can be shown that

N−1∏
j=0

(ωj − ul) = (−1)N+1(1− uNl ).

This is because both sides of the equation have the same leading coefficient as poly-
nomials in ul and the same roots at ul = ωj . Thus (2.7) follows.

I now demonstrate the possible behavior of (2.7) through three examples with period
r = 1. Due to the cNξ term in (2.7), det(K) always has an exponential growth if
|cξ| > 1. Therefore, all three examples are chosen to have cξ = 1.

1. Let
D(u) = u+ 3 + u−1, (2.9)
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whose roots are
(
−3±

√
5
)
/2. The GSD of the theory is

GSD =

(
3 +

√
5

2

)N
+

(
3−

√
5

2

)N
− 2(−1)N . (2.10)

For large N , the GSD is dominated by the first term and grows exponentially
with an irrational base (3 +

√
5)/2, while the second term makes sure that the

GSD is an integer.

2. Let
D(u) = u+ 2 + u−1, (2.11)

whose root is −1 with multiplicity 2. The theory has

| det(K)| =
{
4, if N is odd,

0, if N is even.

Thus GSD = 4 when N is odd. However, the GSD cannot be inferred from
det(K) when N is even since det(K) = 0 in this case. As will be explained in
Section 2.5, actually GSD = N when N is even.

3. Let
D(u) = u2 − 2u− 2u−1 + u−2. (2.12)

Two of the four roots of D(u) are real, namely u1 ≈ 2.3 and u2 = u−1
1 ; the other

two are on the unit circle, namely u3 = e2πis and u4 = u−1
3 , where s ≈ 0.31.

Importantly, s is irrational [33], so u3 and u4 are not roots of unity. By (2.7),
det(K) ̸= 0 for all integer N . For large N , the theory has

GSD ≈ 2uN1 (1− cos(2πNs)) ,

which oscillates inside an exponential envelope.

Incidentally, if |cξ| = 1 and all roots ul are on the unit circle, then all ul are roots of
unity [34]. Therefore, if the GSD is bounded, then it must cycle over a finite list of
integers periodically.

2.4 Braiding statistics: Non-degenerate case

Next, I calculate the braiding statistics of anyons. Besides non-degeneracy, I also
assume that the determinant polynomial D(u) has no root on the unit circle. This
additional assumption is a sufficient but not necessary condition for non-degeneracy,
as can be seen from the example (2.11) with N even and from the example (2.12).
The case where D(u) has roots on the unit circle will be discussed in Section 4.3.
Again as explained in Section 2.1, the braiding statistics are encoded in K−1. As a
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motivating example, consider the K matrix (2.9). In the limit 1 ≪ |i− j| ≪ N , this
theory has (

K−1
)
ij
≈ (−1)i−j√

5

(
3−

√
5

2

)|i−j|

. (2.13)

Therefore, the braiding statistic decays exponentially as the anyon labels i and j

get farther apart. In Chapter 3, these labels will be interpreted as a third spatial
coordinate, so the braiding statistic in this example decays exponentially in space
but is not strictly local. Due to the novelty of this exponential decay, the calculations
in this section are focused on understanding the decay for 1 ≪ |i − j| ≪ N rather
than figuring out the exact expression for K−1.

The polynomial description again comes in handy in this calculation, since K−1 is
the inverse Fourier transform of K(u)−1. Note that

K(u)−1 =
Adj(K(u))

det(K(u))
=

Adj(K(u))

D(u)
, (2.14)

where Adj(K(u)) is the adjugate matrix of K(u). The entries of Adj(K(u)) are
polynomials in the entries of K(u) and thus are Laurent polynomials with finitely
many terms. This means that any exponential decay in K−1 must be attributed to
1/D(u). Indeed, if one ignores Adj(K(u)), for example by assuming that the period
r = 1, then the entries of K−1 are the coefficients of 1/D(u) expanded as a Laurent
series. Therefore, the key part of this calculation is the Laurent series expansion of
1/D(u), which is a standard exercise in complex functions.

I now calculate the Laurent series of 1/D(u). To start with, the distinct roots of
D(u) can be put into two classes: u<α inside the unit circle with multiplicity Γα, and
u>α = (u<α )

−1 outside the unit circle with the same multiplicity Γα. Now 1/D(u)

is a meromorphic function with poles at u<α and u>α , so there exist constants bαm,
m = 1, . . . ,Γα, such that the function

1

D(u)
−
∑
α

Γα∑
m=1

bαm (u>α )
m

(u>α − u)m
=

1

D(u)
−
∑
α

Γα∑
m=1

bαm
(1− u<αu)

m

has no pole outside the unit circle. Since D(u−1) = D(u), the function

g(u) =
1

D(u)
−
∑
α

Γα∑
m=1

bαm
(1− u<αu)

m −
∑
α

Γα∑
m=1

bαm
(1− u<αu

−1)m
(2.15)

has no pole at all. Therefore, g(u) is a constant function

g(u) = g(∞) = −
∑
α

Γα∑
m=1

bαm. (2.16)
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Rearranging (2.15) and (2.16) gives

1

D(u)
=
∑
α

Γα∑
m=1

bαm
(1− u<αu)

m +
∑
α

Γα∑
m=1

bαm
(1− u<αu

−1)m
−
∑
α

Γα∑
m=1

bαm. (2.17)

The next step is to expand (2.17) as a Laurent series. However, this is not the usual
Laurent series in complex analysis where one cares about its region of convergence.
Instead, the Laurent series here is simply a formal sum from which K−1 can be
inferred. Such a formal sum need not be unique. For example, the function 1/(1−u)
has two Laurent series

1

1− u
= 1 + u+ u2 + · · · = −u−1 − u−2 − u−3 − · · · .

This ambiguity arises because K is treated in the N → ∞ limit, and is similar to
the sensitivity of the Green’s function of a differential operator to the boundary
condition. Here, the correct choice of Laurent series is determined by demanding
that K−1 be well-defined when N is finite. For this purpose, I choose

1

1− u<αu
=

∞∑
k=0

(u<α )
kuk,

1

1− u<αu
−1

=
∞∑
k=0

(u<α )
ku−k.

(2.18)

These choices will be explained soon. A straightforward calculation then gives

1

(1− u<αu)
m

=

∞∑
k=0

(k +m− 1)!

k!
(u<α )

kuk,

1

(1− u<αu
−1)m

=
∞∑
k=0

(k +m− 1)!

k!
(u<α )

ku−k.

This yields the Laurent series

1

D(u)
=
∑
α

Γα∑
m=1

[
bαm

∞∑
k=0

(k +m− 1)!

k!
(u<α )

k
(
uk + u−k

)]
−
∑
α

Γα∑
m=1

bαm

=
∞∑

k=−∞

[∑
α

Γα∑
m=1

(|k|+m− 1)!

|k|! bαm(u
<
α )

|k|

]
uk. (2.19)

The coefficients of (2.19) decay (a bit more slowly than) exponentially unless D(u) is
a constant. If, say, u<1 has the largest magnitude among all u<α , then the coefficients
decay like

(|k|+ Γ1 − 1)!

|k|!
∣∣u<1 ∣∣|k| ∼ |k|Γ1−1

∣∣u<1 ∣∣|k| . (2.20)

Of course, K−1 is a matrix of finite size rN , so the correspondence of K−1 and
K(u)−1 via Fourier transform is only correct in the N → ∞ limit. For finite N , the
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uk and uk+N terms in (2.19) should be identified and their coefficients should be
summed up. By choosing the Laurent series (2.18), the sum of these coefficients is
finite, and the decay pattern of K−1 does not change qualitatively as long as N is
large. Since the decay of K−1 is already understood qualitatively, I will not try to
determine the constants bαm explicitly.

Finally, I take Adj(K(u)) back into consideration. Since Adj(K(u)) appears in the
numerator of (2.14), it might have some cancellation with D(u) in the denominator,
which makes certain rows of K−1 decay faster than (2.20). However, I claim that
the slowest possible decay pattern, or at least its exponential part |u<1 |

|k|, must be
attained in some row of K−1. The proof uses the following theorem [35]:

Theorem 1. If complex coefficients are allowed in all Laurent polynomials, then
K(u) can be put into Smith normal form

S(u) = V (u)K(u)W (u) = diag (s1(u), . . . , sr(u)) ,

where S(u), V (u) and W (u) are r× r matrices over Laurent polynomials with com-
plex coefficients, the Laurent polynomials det(V (u)) and det(W (u)) are non-zero
constants, and s1(u)| · · · |sr(u) (consecutive divisibility). Furthermore,

gcd {Adj(K(u))ij : i, j = 1, . . . , r} =

r−1∏
k=1

sk(u), (2.21)

where “gcd” means greatest common divisor.

An obvious consequence of this theorem is that D(u) =
∏r
k=1 sk(u). Now if any

factor u − u<α divides all entries of Adj(K(u)) and hence their gcd, then it must
divide sk(u) for some 1 ≤ k ≤ r − 1. Since sk(u) always divides sr(u), the factor
u − u<α also divides sr(u). Suppose, say, that Adj(K(u))11 has the lowest power of
u−u<α among all entries of Adj(K(u)), and that the power of u−u<α in Adj(K(u))11

is p. By (2.21), the power of u−u<α in
∏r−1
k=1 sk(u) is also precisely p. Therefore, the

power of u − u<α in D(u) is Γα > p, since sr(u) must contain some extra factors of
u−u<α . These extra factors of u−u<α make sure that the coefficients of Adj(K(u))11

decay at least as slowly as |u<α ||k|.

2.5 GSD: Degenerate case

In this section, I consider degenerate CS theories. The nature of such theories is well-
understood, and it is not my intention to bring a fundamentally new understanding.
Instead, I focus on computing the GSD of a degenerate periodic CS theory using the
polynomial description.
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The Polyakov mechanism

Naively, det(K) = 0 implies that the spectrum (2.2) is gapless. However, the theory
is actually gapped due to the renowned Polyakov mechanism [36], which I explain
now in the example K = (0), i.e., d = 2 + 1 Maxwell theory. The essence of the
Polyakov mechanism is the proliferation of instantons in d = 2+1 Lorentzian space-
time. For convenience of calculation, I choose instead to work in d = 3 Euclidean
space, where instantons become monopoles. The field strength of a monopole decays
like r−2, so a UV regularized monopole has finite energy and thus can proliferate.
In contrast, a monopole in a non-degenerate CS theory also carries electric charge,
so its field strength decays like r−1. Therefore, the energy of a monopole has an IR
divergence and hence monopoles are irrelevant in a non-degenerate CS theory.

The quantitative treatment of monopoles is easier if the theory is dualized. In the
dual theory, Fµν is viewed as an independent two-form field instead of the field
strength of Aµ. To enforce the Bianchi identity on Fµν , a Lagrange multiplier in-
volving a real scalar field ϕ is added to the Lagrangian (in Euclidean space):

L =
1

4g2
FµνF

µν +
i

4π
ϵµνρϕ∂µFνρ.

Dirac quantization implies that the magnetic charge

1

4π

∫
d3xϵµνρ∂µFνρ

is always an integer, so ϕ is a compact boson with period 2π. Integrating out Fµν
yields the dual Lagrangian of a free compact boson

L =
g2

8π2
∂µϕ∂

µϕ.

The magnetic U(1) symmetry acts as ϕ 7→ ϕ + c, and the basic monopole operator
is eiϕ. The two-point function of the monopole operator is〈

e−iϕ(x
µ)eiϕ(0)

〉
∼ exp

(
4π2

g2

∫
d3k

(2π)3
eikµx

µ

k2

)
∼ eπ/g

2r,

where r = |xµ|. As r → ∞, the two-point function approaches a non-zero constant.
Therefore, the magnetic U(1) symmetry is broken spontaneously and the theory is
gapless. A gap is opened up by the relevant perturbation cos(ϕ), which breaks the
magnetic U(1) symmetry explicitly.

The analysis above can be generalized to the case where K has size N . As explained
earlier in this section, the only relevant monopoles are those without electric charge.
Therefore, the flux vector Φ of a relevant monopole satisfies KΦ = −Q = 0. Note
that the flux of a monopole is integral, whereas the flux vector of an anyon is not
integral unless the anyon is trivial. Due to various requirements of integrality, the
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treatment of such theories is more complicated than naive linear algebra, and I
demonstrate the general procedure with the example [37]

K =

(
1 1

1 1

)
.

The basic relevant monopole has magnetic charge vector Φ = (−1, 1)T . Define new
fields Ãiµ via (2.5) where

W =

(
1 −1

0 1

)
,

which is chosen such that Φ is the second column of W . The K matrix for Ãiµ is

K̃ =W TKW =

(
1 0

0 0

)
.

Since K̃ is diagonal, it may seem that Ã1
µ and Ã2

µ are decoupled. However, this is
not true once the Maxwell term in the Lagrangian (2.1) is taken into account. If
(2.1) is generalized to

L = − 1

4g2

∑
ij

ZijF
i
µνF

j,µν +
1

4π

∑
ij

Kijϵ
µνρAiµ∂νA

j
ρ,

where Z starts as the identity matrix, then the new fields Ãiµ have

Z̃ =W TZW =

(
1 −1

−1 2

)
.

Consequently, Ã1
µ and Ã2

µ are coupled together by the off-diagonal entries of Z̃.
The next step is to dualize Ã2

µ into a compact scalar field ϕ, which gives the dual
Lagrangian (in Euclidean space)

L =
g2

16π2
∂µϕ∂

µϕ− i

8π
ϵµνρF̃ 1

µν∂ρϕ+
1

8g2
F̃ 1,µνF̃ 1

µν +
i

4π
ϵµνρÃ1

µ∂νÃ
1
ρ.

The second term is a topological term. It is a total derivative but is still non-trivial,
because Ã1

µ and ϕ are both compact fields. The topological term affects correlation
functions involving the vortex line of ϕ, which corresponds to the Wilson line of
Ã2 before dualization. However, it does not affect the spectrum of the theory or
correlation functions involving only Ã1

µ and ϕ, since they are perturbative properties
of the theory. Therefore, for these purposes Ã1

µ and ϕ are essentially decoupled, and
the theory effectively has K = (1).

I conclude the example above with a point of caution: The flux vector Φ = (−1, 1)T

must be integral, so it cannot be rescaled into a unit vector in this example. Conse-
quently, W cannot be chosen to be orthogonal or unitary. In fact, W cannot even



16

have orthogonal columns when Φ is its second column. Therefore, basic number
theory is indispensable when studying CS theories, and one must be very careful
with any intuition originating from linear algebra of complex matrices.

To generalize this example to arbitrary K, the following theorem is useful [35]:

Theorem 2. An N ×N integer matrix K can be put into Smith normal form

S = V KW = diag (s1, . . . , sN ) , (2.22)

where S, V and W are N × N integer matrices, V,W ∈ GLN (Z), and s1| · · · |sN
(consecutive divisibility). Furthermore,

gcd {minor of K of order m} =

m∏
k=1

sk, (2.23)

where “gcd” means greatest common divisor, and a minor of K of order m is the
determinant of an m×m submatrix of K.

Theorem 2 is a sister theorem of Theorem 1, and both are elementary results in
algebra [35]. If K is degenerate, then the last few sk’s are 0. Let N0 be the nullity
of K and N1 = N −N0, so sN1+1 = · · · = sN = 0. Note that N0 generally depends
on N but is always bounded as N increases. Consider the change of variables (2.5)
where W is taken from (2.22). The new K matrix is

K̃ =W TKW =W TV −1V KW =W TV −1S.

This shows that K̃ can be obtained by multiplying a diagonal matrix S on the left,
so K̃ takes the form

K̃ =

(
K̂N1×N1 0N1×N0

K ′
N0×N1

0N0×N0

)
,

where K̂ is non-degenerate. Meanwhile, K̃ is symmetric, so actually

K̃ =

(
K̂N1×N1

0N0×N0

)
. (2.24)

As explained earlier in this section, when studying correlation functions involving
only Ã1

µ, . . . , Ã
N1
µ , the system can be treated as a non-degenerate CS theory parame-

terized by K̂. Now the ground space is protected by the algebra of the Wilson loops
of Ã1

µ, . . . , Ã
N1
µ , so this simplified treatment applies, and the theory has

GSD =
∣∣∣det(K̂)

∣∣∣ = N1∏
k=1

|sk|. (2.25)

To reiterate, the GSD (up to a minus sign) is given by the product of the non-zero
entries of the Smith normal form of K. In the rest of this section, I aim to express
(2.25) using explicit data in the polynomial description. In particular, I will focus
on understanding the dependence of the GSD on N .
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Perturbative calculation of GSD

At first glance, it is not obvious how the polynomial description is related to the
Smith normal form. For a generic K matrix with period r and size rN , none of
the matrices S, V and W in (2.22) is periodic. Moreover, the process of throwing
away the 0’s on the diagonal of S as required by (2.25) also seems to have nothing
to do with periodicity. In order to reveal the connection between the polynomial
description and the Smith normal form, I add a perturbation ϵ (times the identity)
to K and turn it into K + ϵ. Since K + ϵ is not integral, it does not physically
correspond to a gauge invariant CS theory. Instead, this perturbation is merely a
mathematical technique. Now W in (2.22) acts on K + ϵ as

W T (K + ϵ)W =

(
F (ϵ)N1×N1 G(ϵ)N1×N0

GT (ϵ)N0×N1 H(ϵ)N0×N0

)
(2.26)

=

(
K̂ +O(ϵ) O(ϵ)

O(ϵ) O(ϵ)

)
,

where N0 +N1 = rN . Thus to leading order in ϵ,

det(K + ϵ) = det(W T (K + ϵ)W )

= det(H(ϵ)) det(K̂)

= ±det(H(ϵ)) · GSD,

and hence
GSD = ±det(K + ϵ)

det(H(ϵ))
. (2.27)

This is the key equation for calculating the GSD, because the numerator is the
determinant of a non-degenerate periodic matrix and is therefore tractable. In
the rest of this section, I first state the main result and then prove it by studying
the numerator and denominator of (2.27) separately.

The main result is as follows: Let uα be the distinct roots of D(u), and Γα the
multiplicity of uα. Note that these notations are not the same as those in Section 2.3
or 2.4. Define also an index set

I =
{
α : uNα = 1

}
,

which labels roots corresponding to gapless modes when the system size is N . The
set I generally depends on N , and when discussing the dependence of the GSD on
N , I only consider those values of N that yield the same I. For example, in the
context of the K matrix (2.11), I only consider even N . For α ∈ I, let ∆α be the
nullity of K(uα), an r × r Hermitian matrix. Then

GSD = ±CN
∑

α∈I(Γα−∆α)cNξ
∏
α/∈I

(
1− uNα

)Γα
, (2.28)
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where C is a constant independent of N . The precise value of C is a complicated
expression involving basic algebraic number theory, and I will not try to determine
it in this thesis. Practically, C is most conveniently fixed by fitting (2.28) for some
small N . The dependence of the GSD on N has a polynomial part besides the usual
exponential part. To explain the polynomial part intuitively, I temporarily define Γα

as the algebraic multiplicity of uα, and ∆α as the geometric multiplicity of uα. These
nomenclatures are designed to draw analogy with standard linear algebra. In linear
algebra, the polynomial of interest is the characteristic polynomial of a matrix, and
the quantity Γα−∆α intuitively measures the obstacle to diagonalize the matrix. In
a degenerate CS theory, Γα −∆α measures the contribution of uα, where α ∈ I, to
the polynomial growth of the GSD. In the K matrix (2.11) with even N , the root
−1 has Γ = 2 and ∆ = 1, so GSD ∝ N .

To prove (2.28), I begin by calculating the numerator of (2.27). According to (2.7),
det(K + ϵ) is determined by the roots of det(K(u) + ϵ), which are obtained by
perturbing the roots uα of det(K(u)) = D(u). In the new notations, (2.7) becomes

det(K) = ±cNξ
∏
α

(
1− uNα

)Γα
. (2.29)

If α /∈ I, then to leading order in ϵ, there is no correction to the
(
1− uNα

)Γα factor
in (2.29). On the other hand, if α ∈ I, then det(K(u) + ϵ) can be expanded in the
vicinity of uα as

det(K(u) + ϵ) = ηα(u− uα)
Γα +

r∑
k=1

bkϵ
k + · · · , (2.30)

where ηα ̸= 0, bk are some coefficients, and “· · · ” stands for higher order terms in
u− uα. I claim that the smallest k such that bk ̸= 0 is k = ∆α. To prove this claim,
take (2.30) with u = uα, which gives

det(K(uα) + ϵ) =

r∑
k=1

bkϵ
k.

Let λi be the eigenvalues of the Hermitian matrix K(uα) such that λi = 0 for
i = 1, . . . ,∆α and λi ̸= 0 for i = ∆α + 1, . . . , r. Then

det(K(uα) + ϵ) =

r∏
i=1

(λi + ϵ).

Therefore, the coefficient bk is the sum of all possible products of r − k eigenvalues.
If k < ∆α, then such a product must involve λi for some i = 1, . . . ,∆α and hence
vanish. One the other hand,

b∆α =

r∏
i=∆α+1

λi ̸= 0,
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and the claim follows. Thus (2.30) becomes

det(K(u) + ϵ) = ηα(u− uα)
Γα + b∆αϵ

∆α + · · · .

The roots of det(K(u) + ϵ) are

uα,m(ϵ) = uα +
(
Bαϵ

∆α
)1/Γα

e2πim/Γα ,

where m = 0, . . . ,Γα − 1 labels the new roots, Bα = −b∆α/ηα, and
(
Bαϵ

∆α
)1/Γα is

a fixed choice of Γαth root of Bαϵ∆α . The fact that there are Γα roots is expected,
because the Γα degenerate roots of D(u) at uα are split by the perturbation. Each
new root has a contribution of

1− uα,m(ϵ)
N = 1− uNα −NuN−1

α

(
Bαϵ

∆α
)1/Γα

e2πim/Γα + · · ·

= −Nu−1
α

(
Bαϵ

∆α
)1/Γα

e2πim/Γα + · · ·

to the numerator of (2.27), where I used the fact that uNα = 1. Multiplied together,
the Γα roots near uα have a contribution of

Γα−1∏
m=0

(
1− uα,m(ϵ)

N
)
=

Γα−1∏
m=0

[
−Nu−1

α

(
Bαϵ

∆α
)1/Γα

e2πim/Γα

]
+ · · ·

=
(
−Nu−1

α

)Γα
(
Bαϵ

∆α
)
exp

(
2πi

Γα

Γα−1∑
m=0

m

)
+ · · ·

= −NΓαu−Γα
α Bαϵ

∆α + · · · . (2.31)

Using (2.29) and accounting for the roots uα where α /∈ I, the numerator of (2.27)
is found to be

det(K + ϵ) = ±cNξ
∏
α∈I

(
NΓαBαϵ

∆α
)∏
α/∈I

(
1− uNα

)Γα
+ · · · , (2.32)

where the u−Γα
α factor in (2.31) does not appear because u−1

α is also a root.

Next, I discuss the denominator of (2.27). By (2.26), if U is the rN × N0 matrix
consisting of the last N0 columns of W , then

H(ϵ) = UT (K + ϵ)U = ϵUTU.

In fact, the columns of U form a basis of the integral kernel of K. On the other
hand, let U0 be the rN ×N0 matrix whose columns are orthogonal complex vectors
spanning the complex kernel of K. These vectors have fixed crystal momenta and
polarizations. They are not chosen to be unit vectors, but instead are chosen to have
length (i.e., Euclidean norm) N each. Thus as N increases in such a way that the
index set I is fixed, the columns of U0 are just the same patterns repeated O(N)
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times. Since the columns of either U or U0 form a basis for the complex kernel of
K, they are related by column operations. In other words, for each N there exists
an N0 × N0 invertible complex matrix C such that U = U0C. Due to the periodic
structure of the columns of U0, the same C actually works for all N . Therefore,

det(H(ϵ)) = det(ϵCTUT0 U0C) = ϵN0 det(C)2 det(UT0 U0).

By construction of U0, every entry of UT0 U0 is proportional to N , so

det(H(ϵ)) ∝ ϵN0NN0 . (2.33)

Finally, using N0 =
∑

α∈I ∆α to cancel all the ϵ’s and absorbing various constant
factors into an overall constant C, (2.32) and (2.33) are combined into (2.28).

2.6 Fusion group

Finally, I study the fusion group of a periodic CS theory. According to Section 2.1
and Theorem 2, the fusion group of a non-degenerate CS theory is

G = ZN/KZN =

N∏
k=1

Zsk , (2.34)

where sk are the diagonal entries of the Smith normal form of K. By the discussions
in Section 2.5, (2.34) also works for degenerate CS theories with the convention
that Z0 is the trivial group. As a motivating example, consider the K matrix (2.9).
Numerics suggest that the fusion group is

G = ZFN
× Z5FN

, (2.35)

where FN is the Nth Fibonacci number. Even though (2.35) has not been and
will not be proved rigorously in this thesis, it hints at a peculiar feature which will
be important when discussing foliation in Chapter 3: that G has only two cyclic
components for arbitrarily large N . Here, cyclic components are defined such that,
for example, Z6 = Z2 × Z3 is viewed as one cyclic component.

This is indeed a general feature of periodic CS theories with period r = 1, as sum-
marized in the following proposition:

Proposition 3. Suppose that K has period r = 1, with K(u) = (D(u)) and

D(u) =

ξ∑
k=−ξ

cku
k.

If D(u) is primitive, i.e., gcd{ck} = 1, then the fusion group G of K has at most 2ξ

cyclic components.
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If D(u) is not primitive and gcd{ck} = b, then Proposition 3 can be applied to the
integer matrix K/b. After multiplying b back, it is clear that the fusion group G of
K has at least N − 2ξ cyclic components that are Zb. Therefore mathematically,
primitivity of D(u) can be assumed without loss of generality. However, the assump-
tion that r = 1 is crucial for the proof of the proposition, and I do not know whether
any analogous statement holds for higher periods.

I now prove Proposition 3. Using the notations of Theorem 2, the goal is to show that
s1 = · · · = sN−2ξ = 1. Since sk are integers, it suffices to show that

∏N−2ξ
k=1 sk = 1,

or equivalently by (2.23), that

gcd {minor of K of order N − 2ξ} = 1. (2.36)

Therefore, I will pick some submatrices of K obtained by deleting 2ξ rows and 2ξ

columns, and show that their determinants are coprime as a whole. First, consider
the submatrix

Mξ =


cξ

cξ−1 cξ
...

. . . . . .

0 · · · cξ−1 cξ

 .

Clearly det(Mξ) = cN−2ξ
ξ since Mξ is lower-triangular. Next, consider the submatrix

Mξ−1 =



cξ−1 cξ

cξ−2 cξ−1 cξ
...

. . . . . . . . .

0 · · · cξ−2 cξ−1 cξ

0 0 · · · cξ−2 cξ−1


.

When expanding det(Mξ−1) into a sum of terms using the definition of determinant,
a term either is cN−2ξ

ξ−1 , or contains a factor of cξ. Thus det(Mξ−1) = cN−2ξ
ξ−1 + Bcξ

for some integer B. If some prime p divides both det(Mξ) and det(Mξ−1), then

p|cN−2ξ
ξ =⇒ p|cξ =⇒ p|cN−2ξ

ξ−1 =⇒ p|cξ−1.

Likewise, I define submatrices Mξ−2, . . . ,M0, and show inductively that if p divides
all det(Mk) then it also divides all ck. This contradicts the assumption that D(u) is
primitive, so it must be the case that gcd{det(Mk)} = 1. Since a subset of minors
is already coprime, the set (2.36) of all minors of order N − 2ξ is also coprime, and
hence Proposition 3 is proved.

2.7 Appendix: Determining K matrix from statistics

In this appendix, I answer the following question: Given the anyon fusion group and
braiding statistics of a d = 2 + 1 abelian topological order, how does one construct
a corresponding CS theory? More precisely, the setup of the problem consists of:
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1. A finite abelian fusion group G, where the fusion product of x and y is x+ y.

2. A symmetric bilinear form b : G×G→ Q/Z which determines the braiding phase
e−2πib(x,y) between anyons x and y. Bilinearity means that

b(x+ y, z) = b(x, z) + b(y, z)

and similarly for the second argument.

3. A function q : G → Q/2Z which determines the topological spin θx = e−πiq(x) of
an anyon x. The functions q and b are related by

b(x, y) =
1

2
(q(x+ y)− q(x)− q(y)) .

With respect to a minimal generating set {e1, . . . , en} of G, q can be written as
a matrix (qij), where qii = q(ei) ∈ Q/2Z and qij = b(ei, ej) ∈ Q/Z if i ̸= j.

Note that b does not determine q even though the converse is true. Indeed, q(x) =
b(x, x) mod 1, but q(x) itself is defined mod 2. This is the minus sign ambiguity
in determining exchange statistic from braiding statistic. I focus mainly on bosonic
topological orders and assume modularity of the topological S-matrix. Here, modu-
larity means that q is non-degenerate, i.e., if b(x, y) = 0 for all y, then x = 0. I will
comment on fermionic topological orders at the end of this appendix.

The goal is to find a K matrix that produces the (G, q) specified above. Naively,
this is achieved by inverting the matrix q. For example, the toric code has

q =

(
0 1

2

1
2 0

)
,

so a choice of K is

K = q−1 =

(
0 2

2 0

)
.

However, q−1 is generally not an integer matrix. For example, the three-fermion
theory [38] has G = Z2 × Z2 and

q =

(
1 1

2

1
2 1

)
,

but q−1 is not an integer matrix in this case. Instead, q should be “enlarged” to q̃
by adding transparent bosons (i.e., bosons that braid trivially with every anyon) to
the bottom right corner:

q̃ =


1 1

2 0 0

1
2 1 1 0

0 1 2 1

0 0 1 2

⇒ K = q̃−1 =


4 −6 4 −2

−6 12 −8 4

4 −8 6 −3

−2 4 −3 2

 .
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To obtain an enlargement algorithm that works for arbitrary (G, q), I follow the
strategy by Wall [27, 39]: First I state a structure theorem for (G, q), which classifies
all irreducible building blocks of q and gives an algorithm for decomposing q into
these blocks. Then I write down an enlargement for each irreducible block.

Structure theorem

The structure theorem is as follows:

Theorem 4. If (G, q) is non-degenerate, then G can be written as an orthogonal
direct product G =

∏
iGi, b(xi, xj) = 0 for all i ̸= j, such that (Gi, q|Gi) is in one of

the following irreducible classes labelled by letters A through F :

1. A2k
∼= Z2k , and q =

(
2−k
)
.

2. Apk ∼= Zpk , p > 2 prime, and q =
(
2αp−k

)
where α is coprime with p and is a

quadratic residue mod p (i.e., α = x2 mod p for some x). Different choices of α
lead to the same q up to a change of generator.

3. B2k
∼= Z2k , and q =

(
−2−k

)
.

4. Bpk ∼= Zpk , p > 2 prime, and q =
(
2βp−k

)
where β is coprime with p and is not a

quadratic residue mod p. Different choices of β lead to the same q up to a change
of generator.

5. C2k
∼= Z2k , k ≥ 2, and q =

(
5× 2−k

)
.

6. D2k
∼= Z2k , k ≥ 2, and q =

(
−5× 2−k

)
.

7. E2k
∼= Z2k × Z2k , and q =

(
0 2−k

2−k 0

)
.

8. F2k
∼= Z2k × Z2k , and q =

(
21−k 2−k

2−k 21−k

)
.

The decomposition into orthogonal direct product is not always unique. For example,
Apk ×Apk = Bpk ×Bpk , and A2 ×A2 ×A2 = A2 ×E2. The toric code is in class E2

and the three-fermion theory is in F2.

Before explaining how the decomposition in Theorem 4 is performed, I state the
following useful lemma:

Lemma 5. Let (G, q) be non-degenerate, H a subgroup of G such that (H, q|H) is
non-degenerate. Then G is the orthogonal direct product of H and H◦, where

H◦ = {g ∈ G : b(g, h) = 0 for all h ∈ H}

is the orthogonal complement of H. Furthermore, (H◦, q|H◦) is also non-degenerate.
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The decomposition in Theorem 4 can be performed with the following three steps:

• Step 1. G can be uniquely written as an orthogonal direct product

G =
∏

p prime

Gp, (2.37)

where Gp is the unique Sylow p-subgroup of G.

• Step 2. Without loss of generality, replace G by Gp for fixed p. Let pr be the
exponent of G, i.e., the least common multiple of the orders of all elements in
G. Write G as a (not necessarily orthogonal) direct product of a homogeneous
subgroup H of exponent pr, i.e., H ∼= Zmpr for some m, and another subgroup of
smaller exponent. It can be shown that (H, q|H) is non-degenerate. By Lemma 5,
G = H ×H◦ which is an orthogonal direct product, and H◦ has exponent smaller
than pr. Proceeding in this way, G can be decomposed into an orthogonal direct
product of homogeneous subgroups.

• Step 3. Again without loss of generality, replace G by a homogeneous group
of exponent pr, r ≥ 1. Look for x ∈ G such that prb(x, x) ∈ Zpr is coprime
with p. Such x need not exist when p = 2, but when it exists it is often easy to
spot by inspection. However, for generality I present a more organized method;
readers may skip this part and jump to Cases 3.1 and 3.2 below. Consider the
subgroup G0 =

{
g ∈ G : ord(g) ≤ pr−1

}
of G, where ord(g) is the order of g,

and write [x] for the coset containing x in G/G0. Define a new bilinear form
b′ : (G/G0)× (G/G0) → Q/Z by

b′ ([x], [y]) = pr−1b(x, y) ∈ Q/Z.

Now look for some [x] such that pb′([x], [x]) ∈ Zp is coprime with p. If p ̸= 2,
such [x] always exists, and although this may still require an exhaustive search,
the search is easier since G/G0 has a smaller size than G. If p = 2, such [x] exists
if and only if the ith diagonal element of pr−1q is non-zero for some i, in which
case the generating element [ei] satisfies the requirement. The next step depends
on whether or not such [x] is found:

Case 3.1. Some [x] ∈ G/G0 is found with pb′([x], [x]) coprime with p. Then(
⟨x⟩ , q|⟨x⟩

)
is non-degenerate, where x ∈ [x] is an arbitrary coset representative

and ⟨x⟩ is the subgroup of G generated by x. Now apply Lemma 5 which gives
G = ⟨x⟩ × ⟨x⟩◦, and then go back to Step 3.

Case 3.2 (occurs only if p = 2). b′([x], [x]) = 0 for all [x] ∈ G/G0. Pick some
x ∈ G of order 2r, for example a generator x = ei. It can be shown that there
exists y ∈ G (not necessarily unique) such that b′([x], [y]) = 1/2. Let x ∈ [x] and
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y ∈ [y] be arbitrary coset representatives. Then
(
⟨x, y⟩ , q|⟨x,y⟩

)
is non-degenerate,

and ⟨x, y⟩ ∼= E2r or F2r . Now apply Lemma 5, and then go back to Step 3.

Recursive application of these steps leads to full decomposition of (G, q).

Enlargement algorithm

Next, I describe how to enlarge the matrix q to q̃ such that K = q̃−1 is an integer
matrix with even diagonal, so that K describes a bosonic CS theory. I assume
without loss of generality that (G, q) is in one of the classes A through F .

1. (G, q) ∼= A2r , B2r or E2r . No enlargement is needed.

2. (G, q) ∼= Apr or Bpr with p > 2. Write q = (np−r) for some −pr < n < pr. Then
there exist d1 even and d2 odd such that 1 = nd1− prd2 and 0 < d2 < |d1|. Next,
choose a1 even such that a1d2 is the closest even multiple of d2 to d1, and write
d1 = a1d2 − d3. Applied repeatedly, this algorithm gives

1 = nd1 − prd2,

d1 = a1d2 − d3,

d2 = a2d3 − d4,

· · ·
dk−1 = ak−1dk − 1,

dk = ak,

where ajdj+1 is always the closest even multiple of dj+1 to dj . Then take

q̃ =



np−r 1

1 a1 1

1 a2
. . .

ak−1 1

1 ak


.

The algorithm employed here is a version of the Euclidean algorithm.

3. (G, q) ∼= C2r or D2r . The Euclidean algorithm still works, although in this case
d1 is odd and d2 is even.

4. (G, q) ∼= F2r . Take

q̃ =


21−r 2−r

2−r 21−r 1

1 2
3(2

r + (−1)r−1) 1

1 2(−1)r−1

 . (2.38)
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Example

I demonstrate the aforementioned theorems and algorithms with a coined example
G = Z5

8 = ⟨e1, . . . , e5⟩,

q =



5
8

1
4

1
8 0 3

8

1
4

5
4 0 7

8
1
4

1
8 0 5

8
7
8

3
4

0 7
8

7
8

3
2

1
2

3
8

1
4

3
4

1
2

7
8


. (2.39)

Since G is already homogeneous, the decomposition algorithm starts at Step 3. First,
eT1 qe1 = 5/8 has additive order 8 mod 1, so

(
⟨e1⟩ , q|⟨e1⟩

)
is non-degenerate. The

orthogonal complement ⟨e1⟩◦ = ⟨f1, f2, f3, f4⟩, where f1 = −2e1 + e2, f2 = e1 + 3e3,
f3 = e4, and f4 = e1 + e5. With respect to these generators, define

q1 = q|⟨e1⟩◦ =


3
4

1
4

7
8

1
2

1
4 1 5

8
5
8

7
8

5
8

3
2

1
2

1
2

5
8

1
2

1
4

 .

Since all diagonal entries of q1 have denominators at most 4, the algorithm enters
Case 3.2. Choose any generator of ⟨e1⟩◦, say f1. The equation fT1 q1y = 1/8 has a
solution y = −f3. The orthogonal complement of ⟨f1,−f3⟩ is

⟨f1,−f3⟩◦ = ⟨−3f1 + f2, 4f1 + 4f3 + f4⟩ .

With respect to the generators {f1,−f3,−3f1 + f2, 4f1 + 4f3 + f4},

q1 = q2 ⊕ q3 =

(
3
4

1
8

1
8

3
2

)
⊕
(

1
4

1
8

1
8

1
4

)
,

where ⊕ is the direct sum of matrices on the direct product group. Picking appro-
priate generators {f1 + f3, 2f1 − 3f3}, the matrix q2 is put into a standard form

q2 =

(
0 1

8

1
8 0

)
.

To summarize, the decomposition is

q ∼=
(
5

8

)
⊕
(
0 1

8

1
8 0

)
⊕
(

1
4

1
8

1
8

1
4

)
∼= C8 × E8 × F8 (2.40)

with respect to the generators {e1, f1+f3, 2f1−3f3,−3f1+f2, 4f1+4f3+f4}. This
decomposition is not unique. It can be shown that

q ∼=
(
5

8

)
⊕
(
−1

8

)
⊕
(
−1

8

)
⊕
(
−1

8

)
⊕
(
−5

8

)
(2.41)
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with respect to some other generators. Next, each summand in (2.40) needs to be
enlarged. To enlarge the C8, apply the Euclidean algorithm:

1 = 5× 13− 8× 8,

13 = 2× 8− 3,

8 = 2× 3− (−2),

3 = (−2)× (−2)− 1,

−2 = (−2)× 1.

This gives the enlargement

(
5

8

)
7→



5
8 1

1 2 1

1 2 1

1 −2 1

1 −2


.

The E8 does not need enlargement, and the F8 can be enlarged to (2.38).

Summarizing the above, the total K−1 matrix is

K−1 =



5
8 1

1 2 1

1 2 1

1 −2 1

1 −2


⊕
(
0 1

8

1
8 0

)
⊕


1
4

1
8

1
8

1
4 1

1 6 1

1 2

 ,

and the total K matrix is

K =


104 −64 24 16 8

−64 40 −15 −10 5

24 −15 6 4 2

16 −10 4 2 1

8 −5 2 1 0

⊕
(
0 8

8 0

)
⊕


48 −88 16 −8

−88 176 −32 16

16 −32 6 −3

−8 16 −3 2

 .

This is one of many choices of K that give rise to (2.39). Another choice of K can
be derived, for example, from (2.41).

Fermionic case

Finally, I consider fermionic topological orders. In this case, a local fermion is both
a non-trivial superselection sector and transparent in terms of braiding. Therefore,
the non-degeneracy assumption should be modified. I assume that (G, q) is weakly
non-degenerate, meaning that if b(x, y) = 0 for all y and q(x) = 0, then x = 0.
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Suppose that ψ is a transparent fermion. Since ψ has order 2 in G, it falls in G2 in
the decomposition (2.37). Suppose that ψ = mx for some m ∈ Z and x ∈ G2. Then

0 = b(x, 2ψ) = 2mb(x, x) mod 2,

1 = q(ψ) = m2b(x, x) mod 2,

so m is odd. However, 2ψ = 2mx = 0 ∈ G2, so 2x = 0 and hence ψ = x. This
shows that ψ is not a non-trivial multiple of any x, so G2 can be decomposed into an
orthogonal direct product of ⟨ψ⟩ = {0, ψ} and ⟨ψ⟩◦. The end result of this process is
the decomposition G = Zr2×G′, where each copy of Z2 is generated by a transparent
fermion and (G′, q|G′) is non-degenerate. The bosonic theorems and algorithms can
then be applied to (G′, q|G′).

As an example, consider the ν = 1/3 fractional quantum Hall state. Treated as a
bosonic theory, the fusion group is G = Z6 = ⟨x⟩, and q = (1/3). This theory is
weakly non-degenerate, and 3x is a transparent fermion. Thus by the discussion
above, G = Z2 × Z3 = ⟨3x⟩ × ⟨2x⟩. Now

(
⟨2x⟩ , q|⟨2x⟩

)
is non-degenerate, where

q|⟨2x⟩ =
(
4

3

)
=

(
−2

3

)
.

The Euclidean algorithm can then be applied to enlarge it to

q̃ =

(
−2

3 1

1 −2

)
=⇒ K = q̃−1 =

(
−6 −3

−3 −2

)
.

Finally, the transparent fermion can be restored to give the 3 × 3 matrix K ⊕ (1),
which can then be transformed as follows:

W

−6 −3

−3 −2

1

W T =

3

−1

−1

 ,

where

W =

 1 0 3

0 1 1

−1 1 −1

 .

This shows the equivalence of K⊕ (1), up to decoupled integer quantum Hall states,
with the standard K matrix (3) for the ν = 1/3 fractional quantum Hall state.
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C h a p t e r 3

GAPPED INFINITE-COMPONENT CHERN-SIMONS THEORY

Having prepared the necessary physics and mathematics of periodic CS theories in
d = 2+1 in Chapter 2, I now generalize the theories to fracton models in d = 3+1.
The resulting models not only expand the already large reservoir of fracton models,
but more importantly bring up questions concerning the notion of fractonic orders.
Indeed, as will be shown in Section 3.2, by far the most fracton models obtained
from CS theories do not fit into the foliation paradigm.

The generalization works as follows: Take a CS theory (2.1) whose K matrix has
period r and size rN . The indices i and j of K can be viewed as living in a new
spatial direction, the z direction. In the thermodynamic limit N → ∞, the theory
becomes a model in d = 3+1. Such a theory is called an infinite-component Chern-
Simons (CS∞) theory since it has infinitely many gauge field components. Some
CS∞ theories have been studied in the context of d = 3 + 1 quantum Hall systems
[40–43] where certain unusual properties of braiding statistics, edge states, etc. of
such theories were first pointed out. By the spectrum (2.2), a CS∞ theory is gapped
if and only if its determinant polynomial D(u) has no root on the unit circle. In this
chapter, I focus on gapped CS∞ theories, leaving gapless theories to Chapter 4.

Intuitively, the anyons of a CS theory become planons of the corresponding CS∞

theory restricted to various xy planes, and the latter theory is therefore a fracton
model. Since there is no true fracton excitation in a CS∞ theory that is completely
localized on its own, CS∞ theories are relatively simple fracton models in terms of
excitation mobility. However, it is well-known that a CS theory cannot be put on
a lattice by naive discretization, and that locality in the CS theory does not always
correspond to locality in the lattice model (if one exists). To confirm the legitimacy
of the field theories, I present lattice models of CS∞ theories with quasi-diagonal K
matrices in Section 3.3. Here, K is quasi-diagonal if all non-zero entries of K are
within some finite distance (mod rN) from the diagonal, which was always assumed
in Chapter 2. I also show that planons in gapped CS∞ theories are point excitations
with exponentially decaying profiles. Until Section 3.3, I will assume the validity
of CS∞ theories and use the intuitive picture of planons without justification. In
Section 3.1, I study the foliation RG applied to CS∞ theories, and discuss an example
of a foliated theory. In Section 3.2, I derive a necessary condition for a CS∞ theory
to be foliated, and discuss an example of a non-foliated theory.

The results in this chapter are based on Refs. [26, 28].
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Figure 3.1: The foliation RG on a CS∞ theory. In subfigure (a), the RG is imple-
mented as a finite-depth local unitary circuit which extracts a d = 2 + 1 resource
layer. Correspondingly in subfigure (b), the RG acts on the K matrix and decouples
a block K ′.

3.1 Foliation RG and foliated theories

In this section, I first explain the foliation RG in the context of CS∞ theories, and
then discuss an example of a foliated CS∞ theory.

Foliation from K matrix

As mentioned in Chapter 1, the foliation RG may perform local unitaries as well as
add or remove decoupled d = 2+1 topological resource states. This is illustrated in
Fig. 3.1 (a) (first line), where a system with Hamiltonian H(L) starts with size L in
the z direction. A finite-depth local unitary circuit U is applied to the green region
defined by z1 ≤ z ≤ z2. The result is the same system with Hamiltonian H(L − 1)

of size L− 1 in the z direction, together with a decoupled d = 2 + 1 gapped system
H ′ (red layer). In a generic fracton model, the foliation RG may be able to change
the system size in more than one direction. In a CS∞ theory, however, non-trivial
topological states can only be added or removed in the z direction, if this is possible
at all. Furthermore, the foliation RG on a CS∞ theory has a simple interpretation
in terms of the K matrix. As shown in Fig. 3.1 (b) (second line), a quasi-diagonal
K(N) starts with size N ∝ L. Only entries in the blue region can be non-zero.
The RG first applies the transformation K(N) 7→W TK(N)W , where W ∈ GLN (Z)
shown in the dashed box is equal to the identity except in the green block. The
action of W on K(N) is within the green cross in the second figure. The result is
the direct sum of the same system K(N − a) of size N − a and a decoupled block
K ′ of size a = O(1) (red block).
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Example

As a concrete example, consider

K =



m0 e1 m1 e2 m2 e3 m3

. . .

0 2 −1

2 0

−1 0 2 −1

2 0

−1 0 2 −1

2 0

−1 0
. . .



, (3.1)

where the column labels are displayed on the top and their meaning will be explained
soon. This K matrix describes a twisted one-foliated fracton model [24]. The theory
is represented in the polynomial description as

K(u) =

(
−u− u−1 2

2 0

)
,

and D(u) = −4. By (2.7), if K has size 2N , then GSD = 4N . The anyon statistics
of the theory can be read off from

K−1 =
1

4



m0 e1 m1 e2 m2 e3 m3

. . .

0 1

0 2

1 2 0 1

0 2

1 2 0 1

0 2

1 2 0
. . .



.

This explains the naming of the column labels, because the braiding statistics of ei
and mi are similar to those in a Z2 gauge theory where the e and m excitations are
bosons and have braiding statistic −1. However, this K matrix does not represent
a simple decoupled stack of Z2 gauge theories, because neighboring m excitations
have braiding statistic i. This suggests that if the theory is foliated as was claimed,
then the d = 2+1 resource states should be some twisted gauge theory. Indeed, the
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foliation RG can be implemented by

W =



ẽ0 m̃0 ẽA m̃A ẽB m̃B ẽ1 m̃1

. . .

e0 1

m0 1 1

e1 1 −1

m1 1

e2 −1 1

m2 1

e3 1

m3 −1 1 1
. . .



.

Outside the region displayed above, W is the identity matrix. The action of W is

W TKW =



ẽ0 m̃0 ẽA m̃A ẽB m̃B ẽ1 m̃1

. . .

0 2 −1

2 0

0 2 −1 0

2 0 0 0

−1 0 0 2

0 0 2 0

−1 0 2

2 0
. . .



. (3.2)

The middle 4 × 4 block is decoupled from the rest of the system, and describes a
twisted Z2 ×Z2 gauge theory with anyons ẽA, m̃A, ẽB, m̃B and their composites. If
the middle 4× 4 block is removed, then W TKW becomes a smaller version of (3.1).
Therefore, the theory (3.1) is indeed foliated.

3.2 Criterion for foliation and non-foliated theories

While some CS∞ theories are foliated fracton models, a more surprising finding is
that most CS∞ theories are actually not foliated. In this section, I prove a necessary
condition for a CS∞ theory to be foliated, and formulate the converse (sufficiency of
the necessary condition) as an unresolved mathematical problem. I also discuss an
example of a non-foliated CS∞ theory.

Necessary condition

The necessary condition for foliation is as follows:
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Proposition 6. A CS∞ theory is foliated only if its determinant polynomial D(u)

is a constant.

As a sanity check, the foliated theory (3.1) has D(u) = −4. Also, by far the most
CS∞ theories do not have constant D(u) and are thus not foliated. In particular, a
CS∞ theory with period r = 1 is foliated if and only if its K matrix is diagonal, in
which case the theory is a simple stack of d = 2 + 1 topological orders.

To prove Proposition 6, I start with the observation that the GSD of a foliated theory
must be of the strictly exponential form abN for some constants a and b. This is
because the foliation RG always uses the same d = 2 + 1 resource state, and the
constant b is thus the GSD of this resource state. To be a bit more careful, note that
the K matrix (3.1) has period r = 2 while the resource state has a K matrix of size
4, as shown in (3.2). In general, the foliation RG may require enlarging r and hence
shrinking N . Nevertheless, with an appropriate choice of r and N , the GSD must
be of the form abN . Therefore, it suffices to prove the following lemma:

Lemma 7. If D(u) is not a constant, then the GSD sequence {GSDN} has no
subsequence {GSDmN}, where m is a positive integer, that depends on N strictly
exponentially.

For simplicity, I prove Lemma 7 for m = 1, i.e., the entire sequence {GSDN}. This
may seem obvious by looking at (2.7), but it is safer to have a proof. The proof
can be generalized easily to arbitrary m. Since (2.7) can be written as a finite sum
of exponentials in N , the sequence {GSDN} is the solution to a finite order linear
recurrence relation

λtGSDN+t + λt−1GSDN+t−1 + · · ·+ λ0GSDN = 0, (3.3)

where λi are constants and λt, λ0 ̸= 0. Thus t is the order of the recurrence relation.
If GSDN = abN , then GSDN/ab

N = 1 is also a sum of exponentials. Therefore
without loss of generality, I assume that GSDN = 1 for all positive integer N . Given
initial conditions, a recurrence relation works both forwards and backwards. For
(3.3), initial conditions can be specified by the values of t consecutive terms of the
sequence. For example,

GSD2 = · · · = GSDN+1 = 1 =⇒ GSD1 = 1.

Therefore, if t consecutive terms are 1, then the previous term must also be 1. This
conclusion holds for all integer N , not necessarily positive, so

GSD1 = · · · = GSDN = 1 =⇒ GSD0 = 1.

Of course, N ≤ 0 does not make sense physically, but the point here is that the
mathematical formula (2.7) must yield 1 for all integer N . However, if D(u) has any
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root ul, then (2.7) implies that GSD0 = 0, which is a contradiction. The conclusion
is that D(u) cannot have a root and is hence a constant. The same proof also works
for any subsequence {GSDmN}, since it is still a sum of exponentials in N and can
still be extended to GSD0. This completes the proof of Proposition 6.

Example

As a concrete example, consider the CS∞ theory with period r = 1 and

K(u) = (D(u)) =
(
u+ 3 + u−1

)
. (3.4)

This is essentially (2.9) with large N . By Proposition 6, this theory is not foliated.
Its GSD is given by (2.10), which is not strictly exponential in N . For large N ,
the GSD is asymptotically exponential in N with an irrational base (3 +

√
5)/2. By

(2.13), for 1 ≪ |i − j| ≪ N , the charges of Aiµ and Ajµ have a braiding statistic
that decays with an irrational base (3 −

√
5)/2. Therefore, the braiding statistics

are not strictly local, which is impossible in a foliated theory. In a foliated model,
when each resource layer is inserted, the foliation RG may apply a local unitary
to incorporate the layer into the bulk. The anyons that come from the layers may
therefore acquire a different (but still local) profile in the z direction when becoming
a planon. In particular, if the unitaries have exponentially decaying tails, then so can
the planon profiles, which is not surprising. However, it is impossible for the planons
to have exponentially decaying tails in their statistics since unitary transformations
cannot change statistics. The only residual freedom when mapping the anyons in
the resource layers into planons is to relabel them, i.e., to choose new generators
of the fusion group, but this GLN (Z) transformation cannot produce exponentially
decaying tails in the statistics.

Furthermore, as mentioned in Section 2.6, numerics suggest that the fusion group G
of the theory (3.4) is given by (2.35). Although (2.35) is not proved, Proposition 3
shows that G has at most two cyclic components. Therefore, planons become more
and more fractionalized as N increases. In contrast, the fusion group of a foliated
CS∞ theory must be of the form G = H × GN0 , where H is an overhead, G0 is the
fusion group of the resource layer, and N is defined appropriately for the foliation
RG. All of these peculiar features are shared by gapped CS∞ theories with non-
constant D(u), and new notions of phases beyond foliation need to be invented for
such theories to be understood in a unified picture.

Conjecture on sufficiency

Finally, I comment on the converse of Proposition 6. Since the period r = 1 case
is a clear dichotomy, I assume that r > 1. If D(u) is a constant, then the GSD is
strictly exponential in N , the statistics are strictly local in the z direction, and the
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fusion group is not well-understood. Therefore, there is no obvious evidence against
foliation, but neither have I managed to prove foliation. Nevertheless, I will propose
a conjecture, in the hope that it will be proved or disproved in the future.

The conjecture uses the polynomial description, where the foliation RG is applied to
a CS∞ theory periodically to add or remove multiple resource layers simultaneously.
Consider quasi-diagonal W ∈ GLN (Z) with the same period r as K. By (2.7), W (u)

satisfies det(W (u)) = ±1. Then all entries of W (u)−1 = ±Adj(W (u)) have finitely
many terms, so W−1 is also quasi-diagonal. This means that both W and W−1 pre-
serve locality in the z direction (see more discussions of locality in Section 3.3), so at
least in the sense of a quantum cellular automaton [44], W is a valid transformation
of K. Let L = Z[u, u−1] be the ring of Laurent polynomials with integer coefficients.
Mathematically, K(u) is a Hermitian bilinear form on the L-module M = Lr, with
involution p†(u) = p(u−1). The discussion of locality above shows that every mathe-
matically legitimate basis of Lr is also physically legitimate. Therefore, the module
M can be viewed abstractly without specifying a basis.

Now I describe the mathematical procedure for enlarging the period of K from r to
nr. I start with a simple example where r = 1,

K(u) =
(
c3u

3 + c2u
2 + c1u+ c0 + c1u

−1 + c2u
−2 + c3u

−3
)
,

and n = 2. After the period is doubled, K(u) is transformed to

K2(u) =

(
c2u+ c0 + c2u

−1 c3u+ c1 + c1u
−1 + c3u

−2

c3u
2 + c1u+ c1 + c3u

−1 c2u+ c0 + c2u
−1

)
.

Heuristically, K2(u) is obtained from K(u) by grouping together the ck terms ac-
cording to k mod 2, and then changing the powers of u from k to k/2 (rounded up
or down if needed). To generalize this example, let Ln = Z[un, u−n], a subring of L.
There is a ring isomorphism ϕ : L→ Ln given by ϕ(u) = un, as well as a projection
of Ln-modules π : L→ Ln given by

π(uk) =

{
uk, if n|k,
0, otherwise.

Since Ln is a subring of L, the L-module M is naturally also an Ln-module of
dimension nr. I denote the latter by Mn, which is the same set as M but with a
different underlying ring. For example, if r = 3, n = 2 and {e1, e2, e3} is a basis
for M , then {e1, e2, e3, u−1e1, u

−1e2, u
−1e3} is a basis for Mn. Through ϕ, the Ln-

module Mn can also be viewed as an L-module. To reiterate, M and Mn are both
L-modules, but with different actions of L. The original bilinear form K(u) should
be replaced by a new bilinear form Kn(u) on the L-module Mn, given by

Kn(u) :Mn ×Mn L Ln L.
K(u) π ϕ−1
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Written as a matrix, Kn(u) has size nr and its entries take values in L, as expected.
The conjecture is as follows:

Conjecture 8. If D(u) = det(K(u)) is a constant, then there exist integers 0 <

m < n and W (u) ∈ GLnr(L) such that

W T (u)Kn(u)W (u) = Km(u)⊕R(u),

where R(u) is a matrix of size n−m whose entries are all constants.

If Conjecture 8 is true, then R(u) describes a stack of decoupled resource layers, and
the theory is therefore foliated. In an alternative, weaker version of the conjecture,
the requirement that R(u) be a constant matrix may be loosened or dropped, giving
a generalized definition of foliation. Even more generally, K(u) may not be an RG
fixed point, and Km(u) in Conjecture 8 may be replaced by some other matrix K ′(u)

which itself is an RG fixed point.

3.3 Lattice construction

So far in this chapter, I have studied properties of CS∞ theories without addressing
a crucial question: Are CS∞ theories legitimate d = 3 + 1 models? In particular,
can the indices i and j of K really be interpreted as spatial coordinates? After all,
the CS gauge fields Ai are not local degrees of freedom and can have complicated
commutation relations. For example, when the Maxwell coupling g → ∞,[

Aix, A
j
y

]
∝
(
K−1

)
ij
.

In the non-foliated theory (3.4), for example, K−1 is given by (2.13) and all of its
entries are non-zero. This means that if i and j are interpreted naively as spatial
coordinates in the z direction, then the gauge field Ai in the ith layer has a non-
trivial commutation relation with the gauge field Aj in the jth layer even though
they are very far apart.

The problem of interpreting the indices i and j is also related to the question of what
the fractional excitations look like and, in particular, whether an excitation whose
charge vector is a standard basis vector ei has a local profile in the z direction. In
the CS formulation, the answer to the latter seems to be positive, because such an
excitation is a unit gauge charge of the gauge field Ai and can be created (in the
g → ∞ limit) simply by the Wilson line of Ai. However, this appears to be at odds
with the fact that the ith excitation has a non-trivial braiding statistic with the jth
excitation no matter how far apart they are.

In this section, I clarify these issues by presenting a lattice construction whose low-
energy effective theory is given by (2.1). This construction works for any CS∞ theory
with a quasi-diagonal K matrix, i.e., an integer symmetric matrix whose entries are
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Figure 3.2: Lattice model realizing K = (2). The matter content of the system is
two IQH layers Ω1 and Ω2 (blue lines) with Chern number C l = 1. The layers are
coupled each with unit charge to a dynamical U(1) gauge fields A.

bounded by some finite number and are zero beyond a certain distance from the
main diagonal (with periodic boundary condition). Therefore, all such CS∞ theories
are legitimate d = 3 + 1 local models. I also write down the explicit forms of the
string operators of fractional excitations and show that in gapped CS∞ theories, the
elementary excitations are local in the z direction and are hence point excitations.

Lattice model

For clarity, I start with a toy example K = (2), which contains much of the relevant
physics despite its simplicity. I then proceed to the less trivial example of the non-
foliated theory (3.4). Finally, I generalize the lattice construction to an arbitrary
quasi-diagonal K with bounded entries.

The K = (2) CS theory is known to be realizable as a chiral spin liquid [45]. Here,
I instead present a more complicated construction so that it can be generalized to
CS∞ theories. First, take two integer quantum Hall (IQH) layers Ωl, l = 1, 2, with
Chern number C l = 1 (Fig. 3.2). Each layer is a free fermion hopping model in the
xy plane. The fermions in each layer carry unit charge under a charge conservation
symmetry, which can be gauged by coupling to a dynamical U(1) gauge field Aµ. The
gauging procedure starts by adding gauge degrees of freedom Arr′ on the horizontal
links ⟨rr′⟩ of the lattice, where r and r′ are vectors with two components labelling
the sites in each layer. As usual, I define the electric field Err′ as the conjugate
momentum of Arr′ , with [Arr′ , Err′ ] = i. The Hamiltonian after gauging is

H =
∑
l=1,2

∑
⟨rr′⟩

urr′e
iArr′ c†l,r′cl,r

+
∑
⟨rr′⟩

gE (Err′)
2 − gB

∑
p

cosBp + gQ
∑
r

(Qr)
2 ,

(3.5)

where urr′ is the IQH hopping coefficient with Chern number C l = 1, Bp is the flux
of A through plaquette p, and

Qr = (∇ ·E)r −
∑
l=1,2

c†l,rcl,r (3.6)

is the Gauss’s law term (Fig. 3.3). Note that the Gauss’s law is imposed here as an
energetic constraint rather than a Hilbert space constraint.
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Figure 3.3: The flux and Gauss’s law terms in the lattice Hamiltonian of a CS or
CS∞ theory. In the example K = (2), the index i is dropped, and qil = 1 for l = 1, 2.

At low energy, the model is described by an effective CS theory

L = − 1

4π

∑
l=1,2

C lϵµνλalµ∂νa
l
λ +

1

2π

∑
l=1,2

ϵµνλAµ∂νa
l
λ,

where alµ is the emergent U(1) gauge field of the IQH layer Ωl, and the Maxwell term
is omitted. The K matrix of this theory with respect to the basis (a1, a2, A) is

K0 =

−1 0 1

0 −1 1

1 1 0

 . (3.7)

Note that an IQH layer with Chern number 1 corresponds to a −1 in the K matrix.
Now apply the transformation K0 7→ K̃0 =W TK0W with

W =

1 0 1

0 1 1

0 0 1

 .

This gives

K̃0 =

−1 0 0

0 −1 0

0 0 2


in terms of the new fieldsã

1

ã2

Ã

 =W−1

a
1

a2

A

 =

a
1 −A

a2 −A

A

 .

As desired, K̃0 contains the decoupled block K = (2) in its lower right corner. It
also contains two decoupled IQH layers, but these have no anyon content. Therefore,
the lattice construction described here realizes not exactly the K = (2) theory, but
a very close fermionic cousin of it represented by K̃0.
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Next, I discuss the non-foliated CS∞ theory (3.4). To realize this theory as a lattice
model, take infinitely many IQH layers Ωl, l ∈ Z, each with Chern number C l = 1.
Then couple the layers to infinitely many dynamical U(1) gauge fields Ai, i ∈ Z, as
follows (Fig. 3.4): Fermions in layers Ω1, Ω2, Ω3 have unit charge under A1, those
in layers Ω3, Ω4, Ω5 have unit charge under A2, those in layers Ω5, Ω6, Ω7 have unit
charge under A3, etc. This model has an effective CS∞ theory with K matrix

K0 =



. . .

−1 1

−1 1

1 1 0 1

1 −1 1

−1 1

1 1 0 1

1 −1
. . .


with respect to the basis

(
. . . , a1, a2, A1, a3, a4, A2, a5, . . .

)
. Now let

W =



. . .

1 1

1 1

1

1 1 1

1 1

1

1 1
. . .



.

This W is a local transformation because it can be written as

W =W1W2

=



. . .

1 1

1

1

1 1

1

1

1
. . .





. . .

1

1 1

1

1 1

1 1

1

1 1
. . .



.
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Figure 3.4: Lattice model realizing the CS∞ theory with K(u) =
(
u+ 3 + u−1

)
.

The matter content of the system is infinitely many IQH layers Ωl (blue lines) with
Chern number C l = 1. The layers are coupled with unit charge to infinitely many
dynamical U(1) gauge fields Ai in the way indicated by the curly brackets.

Each Wk is a product of non-overlapping general linear transformations acting on
three nearest neighbor dimensions. This shows that locality is preserved when the
lattice model is mapped to the effective CS∞ theory. The transformation yields

K̃0 =W TK0W =



. . .

−1

−1

3 1

−1

−1

1 3

−1
. . .



.

The desired matrix K can be extracted from the rows and columns of K̃0 with indices
{. . . , 3, 6, 9, . . .}, and the rest of K̃0 is decoupled IQH layers.

These two examples can be summarized into a lattice construction that works for
any quasi-diagonal K with bounded entries. First, take a stack of IQH layers Ωl.
The Chern number of the layer Ωl is C l = ±1, to be fixed later. Now add gauge
degrees of freedom Airr′ and their conjugate momenta Eirr′ to the horizontal links
⟨rr′⟩ and impose the commutation relation [Ajrr′ , E

k
rr′ ] = iδjk as usual. Then couple

Ωl to Ai with charge qil, also to be fixed later. The resulting Hamiltonian is

H =
∑
l

∑
⟨rr′⟩

ul,rr′ exp

(
i
∑
i

qilAirr′

)
c†l,r′cl,r

+
∑
i

∑
⟨rr′⟩

gE
(
Eirr′

)2 − gB
∑
p

cosBi
p + gQ

∑
r

(
Qir
)2 , (3.8)
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where ul,rr′ is the IQH hopping coefficient determined by C l, Bi
p is the flux of Ai

through plaquette p, and

Qir = (∇ ·E)ir −
∑
l

qilc†l,rcl,r (3.9)

is the Gauss’s law term (Fig. 3.3). The fermion and gauge field layers are considered
as interlaced in the z direction. The interactions are local as long as only a finite
number of neighboring layers are charged under each Ai, or equivalently, as long as
each row and column of qil has bounded support. The latter condition is indeed
satisfied when qil are fixed later. The low-energy field theory of (3.8) is given by

L = − 1

4π

∑
l

C lϵµνλalµ∂νa
l
λ +

1

2π

∑
il

qilϵµνλAiµ∂νa
l
λ, (3.10)

where the Maxwell term is omitted.

A particular K matrix is realized by appropriate choices of Ωl, C l and qil as follows:

1. For each index i of K such that

σi = Kii −
∑
j ̸=i

Kij ̸= 0,

add to the lattice model IQH layers Ωi,sd , where s = 1, 2, . . . , |σi| and the subscript
“d” stands for “diagonal”. The layer Ωi,sd has Chern number Cid = sgn(∆i) and
carries +1 charge under Ai only. The emergent gauge field of Ωi,sd is denoted by
ai,sd . If σi = 0, no diagonal layer is needed.

2. For each pair i < j such that Kij ̸= 0, add to the lattice model IQH layers Ωij,to ,
where t = 1, 2, . . . , |Kij | and the subscript “o” stands for “off-diagonal”. The layer
Ωij,to has Chern number Cijo = sgn(Kij) and carries +1 charge under Ai and Aj

only. The emergent gauge field of Ωij,to is denoted by aij,to .

These notations are different from those in the two examples discussed earlier, and
I now describe how the different notations are identified. Let A be the collection of
emergent and physical gauge fields. For K = (2),

A =
(
a1, a2, A

)
=
(
a1,1d , a1,1d , A1

)
,

with no “off-diagonal” guage field. For K(u) =
(
u+ 3 + u−1

)
,

A =
(
. . . , a1, a2, A1, a3, a4, A2, a5, . . .

)
=
(
. . . , a01,1o , a1,1d , A1, a12,1o , a2,1d , A2, a23,1o , . . .

)
.
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In general, since K is quasi-diagonal with bounded entries, by choosing a suitable
ordering of A, the gauge fields can always be interlaced in the z direction in such a
way that the interaction is local. Let K0 be the K matrix of the CS theory (3.10)
with respect to the basis A. Next, apply the transformation Ãi =

∑
j

(
W−1

)ij Aj ,
K̃0 =W TK0W defined by

ãi,sd = ai,sd − sgn(σi)Ai,

ãij,to = aij,to − sgn(Kij)
(
Ai +Aj

)
,

Ãi = Ai.

This transformation is local in the sense that W can be decomposed into a finite-
depth circuit (i.e., a finite product) of local, block-diagonal integer matrices. In fact,
the circuit has depth 2. The first step of the circuit is to map

ai,sd 7→ ai,sd − sgn(σi)Ai,

aij,to 7→ aij,to − sgn(Kij)A
i,

and the second step is to map

aij,to 7→ aij,to − sgn(Kij)A
j .

Each step is block diagonal because each a is modified by at most one A, and each
block is local because the fields are arranged in the z direction such that each Ai

is some finite distance away from each ai,sd and aij,to . The ãd and ão fields are in
decoupled IQH states, and the Ã fields have the desired K matrix.

String operators

I now study the string operators of the fractional excitations in the lattice model
(3.8). I work in the gE = 0 limit, and will discuss later the case where gE is non-zero
but small. For simplicity, I first consider the example K = (2) studied earlier in this
section. The lattice model (3.5) of this example has effective CS theory (3.7). The
only non-trivial fractional excitation of the theory is a semion, whose charge vector
is Q = (0, 0, 1)T . The flux vector attached to Q is

2πΦ = −2πK−1
0 Q =

−π
−π
−π

 . (3.11)

The −π fluxes of the fields a1 and a2 are interpreted as −1/2 fermion charges in
each fermion layer. Therefore, the semion consists of a +1 external charge, a −π
dynamical flux, a −1/2 charge in Ω1 and a −1/2 charge in Ω2.

The string operator W of the semion consists of three parts, W = W1W2W3, as
follows (Fig. 3.5):
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Figure 3.5: The string operator for the lattice model of the CS theory with K = (2).
Fermions live in the blue layers Ω1 and Ω2, and the gauge field in the middle, green
layer. The operators Ol are generated by hopping operators c†l,r′e

iArr′ cl,r. The action
of Ol is non-trivial only near the path (grey region), and is exponentially close to
the identity away from the path. The string operator W consists of e−iA acting on
the dashed red line, e−iπE acting on the solid red segments and O1, O2 acting near
the path.

1. W1 =
∏

path e
−iA acts on the dynamical gauge field A along the path and creates

a +1 external charge at the end of the path (and a −1 charge at the start).

2. W2 =
∏

⊥path e
−iπE acts on the dynamical gauge field A along adjacent links to

the right of and perpendicular to the path, and creates a −π flux at the end of
the path.

3. W3 is the quasi-adiabatic response [46] of the fermions to the −π flux insertion.
More precisely, in each gauge field sector {Arr′} of the Hilbert space, an external
−π flux is inserted adiabatically. This adiabatic insertion is implemented by an
evolution operator W3[A], which depends on A, on the fermion Hilbert space. As
the fermion hopping model is not exactly solvable, the exact expression for W3[A]

is not known except for the fact that it is of the form

W3[A] = O1

[
c†1,r′e

iArr′ c1,r

]
O2

[
c†2,r′e

iArr′ c2,r

]
,

where Ol are some gauge invariant operators generated by the hopping operators
c†l,r′e

iArr′ cl,r. Nevertheless, properties of quasi-adiabatic evolution make sure that
W3[A] is local and acts only near the path (grey region in Fig. 3.5). A −1/2

charge in Ω1 and a −1/2 charge in Ω2 are accumulated in the process near the
end of the string operator, which correspond to the −π fluxes of a1 and a2.
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The correctness of the string operator can be confirmed by computing the semion
braiding phase, which is expected to be −2πQTK−1

0 Q = −π. To see this from the
string operator, I break the overall commutation relation into the commutations of:

1. W1 with W2. This takes a +1 charge counterclockwise around a −π flux, giving
a phase of −π.

2. W2 with W1. This gives a phase of −π for the same reason.

3. W2W3 with itself. This contributes a phase π which can be understood as the
Berry phase obtained due to the following actions on the fermions: increase the
(background) flux in the x direction by π, increase the flux in the y direction by
π, decrease the flux in the x direction by π, and finally decrease the flux in the y
direction by π. In each IQH layer, the Berry phase over the entire flux parameter
space [0, 2π)2 is 2π. The Berry phase over a quarter of the parameter space is
therefore π/2. Since there are two IQH layers, the total phase is π.

4. W1 with itself, W1 with W3 and W3 with W1. All of these are trivial.

Summing these up, the total braiding phase is −π − π + π = −π as expected. Of
course, phases are defined mod 2π, but the calculation above keeps track of, for
example, −π versus π. Therefore, this calculation extends naturally to general K.

So far I have worked within the gE = 0 limit, where W is shown to be a string
operator for the charge vector Q = (0, 0, 1)T . In fact, in this limit there are many
other string operators for Q that commute with the Hamiltonian except near the
end points. For example, one could take W ′ = W ′

1W ′
2W ′

3 where W ′
1 =

∏
path e

−iA

as before, W ′
2 =

∏
⊥path e

iθE for arbitrary θ and W ′
3 is the quasi-adiabatic response

of the fermions to a θ flux insertion. To see why the correct W must satisfy the
flux-charge attachment condition (3.11), consider turning on a small gE > 0, much
smaller than the other couplings in the Hamiltonian and the Landau level spacing.
Now if the string operator creates a θ flux and hence a θ/2π charge in each IQH
layer, then Gauss’s law (3.6) implies that

∇ ·E = 1 +
θ

π
.

If ∇ · E ̸= 0, then the electric energy diverges at least logarithmically. Therefore,
the only choice of θ is θ = −π, so that ∇ · E = 0. As such, when gE > 0, it
is possible to modify W in a region near the path such that the electric energy
is finite. Furthermore, since gE is small, the gauge field sectors {Arr′} that are
present in the ground state can differ from the flat configuration B ≡ 0 at most by
a small perturbation. Therefore, even with the new hopping coefficients ul,rr′eiArr′ ,
the fermions are still in a C l = 1 IQH state, so the −π flux is indeed bound with a
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−1/2 charge in each layer. The exact expression of the new W is not important, and
the braiding statistic remains unchanged as long as the correct amount of external
charge, fermion charge and flux are created.

A similar construction of string operators works for CS∞ theories. When gE = 0,
the string operator W i corresponding to standard basis vector ei takes the form
W i = W i

1W i
2W i

3. First, W i
1 =

∏
path e

−iAi creates a +1 external Ai charge. Next,

W i
2 =

∏
⊥path

exp

−2πi
∑
j

(
K−1

)ij
Ej


creates fluxes according to the ith row of K−1, which is required by Gauss’s law (3.9)
when a small gE > 0 is present. The IQH layers then respond quasi-adiabatically,
giving an evolution operator W i

3. The braiding statistic of W i and Wj results from
the commutations of W i

1 with Wj
2 , W i

2 with Wj
1 , and W i

2W i
3 with Wj

2Wj
3 . In par-

ticular, the commutation of W i
2W i

3 with Wj
2Wj

3 correspond to the following actions
on the fermions: increase the (background) Ak flux in the x direction by 2π

(
K−1

)ik
for all k, increase the Al flux in the y direction by 2π

(
K−1

)jl for all l, decrease the
Ak flux in the x direction by 2π

(
K−1

)ik for all k, and finally decrease the Al flux in
the y direction by 2π

(
K−1

)jl for all l. A diagonal layer Ωk,sd is coupled to Ak only,
and contributes a Berry phase of

θkd,ij = 2π sgn(∆k)
(
K−1

)ik (
K−1

)jk
,

On the other hand, an off-diagonal layer Ωkl,to , k < l, is coupled to Ak and Al, and
contributes

θklo,ij = 2π sgn(Kkl)
[(
K−1

)ik
+
(
K−1

)il] [(
K−1

)jk
+
(
K−1

)jl]
.

The braiding phase of W i
2W i

3 with Wj
2Wj

3 is then∑
k

|∆k|θkd,ij +
∑
k<l

|Kkl|θklo,ij = 2π
(
K−1

)ij
,

as can be confirmed by a straightforward calculation. Summarizing the above, the
total braiding phase is

−2π
(
K−1

)ij − 2π
(
K−1

)ij
+ 2π

(
K−1

)ij
= −2π

(
K−1

)ij
,

as expected.

The string operators also reveal the profiles of fractional excitations in the z direc-
tion, which is determined by the fractional part of K−1; the integral part of K−1

corresponds to local fermion and integer flux excitations. As explained in Section 2.4,
if a CS∞ theory is gapped, then either K−1 is quasi-diagonal, or each row of K−1
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decays (a bit more slowly than) exponentially. Consequently, both W i
2 and W i

3 are
at least exponentially close to the identity away from the center of the planon in
the z direction (W i

1 is always local in the z direction). Therefore, W i is local in the
z direction with an exponentially decaying tail, and the fractional excitations are
localized particles.

In contrast, as will be shown in Section 4.3, fractional excitations in a gapless CS∞

theory are not localized particles but have localized energy profiles. The flux of such
an excitation does not decay in the z direction, and is more and more spread out in
the xy plane as |z| increases.



47

C h a p t e r 4

GAPLESS INFINITE-COMPONENT CHERN-SIMONS THEORY

In the study of phases of matter at zero temperature, gapless models are treated with
much more caution than gapped models. This thesis is no different – so far, I have
avoided discussing gapless CS∞ theories. The reason is that gapless theories do not
have the protection of the adiabatic theorem like gapped theories, and are therefore
often unstable under perturbation by relevant operators. Consequently, the stability
of a gapless theory must be carefully justified before any further physical properties
can be calculated.

The spectrum of a CS theory is given by (2.2). If any eigenvalue of K is 0, then the
theory is classically gapless; the Polyakov mechanism then gaps out the theory as
explained in Section 2.5. To simplify the discussion of CS∞ theories, I assume that
K has period r = 1 so that K(u) = (D(u)). Depending on the context, I use the
notation K(u) for either the 1× 1 matrix K(u) or its determinant polynomial D(u).
Let λ(q) = K(eiq) be the eigenvalues of K, where −π < q ≤ π. If N is finite, then q
is quantized to unit 2π/N ; in the N → ∞ limit, there is no quantization condition
on q. In these new notations, the spectrum of a CS∞ theory is

ω2 = k2x + k2y +

(
g2

2π
λ(q)

)2

.

The CS∞ theory is classically gapless if and only if K(u) has roots uα = eiqα on
the unit circle, and the gapless modes are photons. The momentum qα is called a
gapless momentum. Let Γα be the multiplicity of uα in K(u), also known as the
algebraic multiplicity of uα in Section 2.5, and define Γmax = max{Γα}. Note that
here uα denotes only the roots of K(u) on the unit circle, not all roots. Similarly,
Γmax is the maximum of the multiplicities of the roots on the unit circle. As will be
shown in Sections 4.3 and 4.4, theories with Γmax = 1 have very different properties
from those with Γmax > 1. These differences can be traced back to a simple scaling
law of the spectrum that depends on Γα. Specifically, in the vicinity of a gapless
momentum qα, the eigenvalue λ(q) can be expanded as

λ(q) ≈ λα(q − qα)
Γα .

Note that λα is a coefficient, not an eigenvalue. The spectrum is then

ω2 ≈ k2x + k2y +m2
α(q − qα)

Γα , (4.1)

where mα = g2λα/2π is a mass scale. This spectrum has a Lifshitz scale symmetry

ω 7→ Λω, kx 7→ Λkx, ky 7→ Λky, (q − qα) 7→ Λ1/Γα(q − qα). (4.2)
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If Γα = 1, then (4.1) gives a linear dispersion relation, and (4.2) becomes the usual
isotropic scale symmetry. If Γα = 1 for all α and hence Γmax = 1, then the theory
has no intrinsic length scale at low energy. This brings the hope of having topological
observables in CS∞ theories with Γmax = 1, and such observables are indeed found
in Section 4.3 which are invariant under diffeomorphisms in the txy space.

All of these properties of gapless CS∞ theories that I have demonstrated or promised
are only trustworthy if the theories are stable. Therefore, this chapter starts with
Section 4.1 where I show that gapless CS∞ theories are always stable and remain
gapless under any local perturbations. In Section 4.2, I discuss an exotic one-form
symmetry of gapless CS∞ theory and show that part of the symmetry is broken spon-
taneously. In Section 4.3, I calculate various observables of a CS∞ theory including
electric potential, braiding statistics and correlation functions of Wilson lines. In
particular, I show that if the theory has Γmax = 1, then the planon braiding phase is
invariant under diffeomorphisms in the txy space. This calculation also implies that
the planons are not localized particles but have localized energy profiles. Specifically,
the flux of a planon does not decay in the z direction, and is more and more spread
out in the xy plane as |z| increases. Nevertheless, I will continue to use the word
“planon” for simplicity. In Section 4.4, I write down fully continuous low-energy
effective theories for gapless CS∞ theories with Γmax = 1. A class of gapless CS∞

theories is also studied in Refs. [47, 48].

The results in this chapter are based on Ref. [29].

4.1 Stability

The primary reason why a CS∞ theory might be unstable is monopole proliferation
due to the Polyakov mechanism. As explained in Section 2.5, the magnetic charge
vector Φ of a relevant monopole must be an integer null vector of K. Intuitively,
such a vector Φ is a linear combination of Fourier modes and thus cannot be local.
Therefore, monopole operators of relevant monopoles are extended objects in the z
direction, and cannot be included as a perturbation in d = 3 + 1. This intuition is
substantiated by the following lemma:

Lemma 9. In the N → ∞ limit, every integer null vector Φ of K with bounded
entries is periodic.

This lemma is obvious when N is finite. What makes the lemma non-trivial in
the N → ∞ limit is the possibility of having incommensurate gapless momenta qα
such that qα/2π is irrational. In this case, the periods of the complex Fourier modes
cannot be chosen to all be integers. The requirement of bounded entries is physically
motivated, since otherwise the monopole would have infinite energy per layer. I will
prove the lemma at the end of this section. For the purpose of proving stability, it
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suffices to know that Φ cannot be local.

In fact, more compromises can be made in the argument for stability. Even if the
extended monopole operators of relevant monopoles are added as perturbations to
the Lagrangian, only finitely many gapless modes are gapped out as a result. These
do not include the gapless modes with incommensurate gapless momenta qα, or the
whole continuum of nearly gapless modes with small eigenvalues λ(q). Therefore,
the theory remains gapless.

There is one more concern for stability. When the theory has a gapless momentum
qα ̸= 0, a phenomenon called “staging” may occur where translation symmetry in the
z direction is broken spontaneously [40, 41, 49]. To understand the effect of staging
on the stability of the theory, consider perturbing the CS∞ Lagrangian by

1

4g2

∑
ij

(δZ)ijF
i
µνF

j,µν ,

where δZ is an invertible matrix with small entries which does not have translation
symmetry (or has translation symmetry but with a higher period). This breaks the
translation symmetry in the z direction explicitly and changes the spectrum. The
new spectrum is determined by the eigenvalues of (1+ δZ)−1K, but this matrix has
the same nullity as K, so the spectrum remains gapless. Therefore, spontaneous
or explicit breaking of translation symmetry in the z direction does not lead to
instability of a gapless CS∞ theory.

To conclude this section, I prove Lemma 9 in a manner similar to the proof of
Lemma 7. By assumption, Φ satisfies a linear recurrence relation of order 2ξ,

ξ∑
k=−ξ

ckΦn+k = 0. (4.3)

Let Si = (Φi, . . . ,Φi+2ξ−1) be a segment of Φ of length 2ξ. Since the entries of Φ
are bounded by some integer R, the segments Si have at most (2R + 1)2ξ distinct
possibilities. Therefore, there exist p < q such that Sp = Sq. Since Si is designed to
have length 2ξ, it can serve as an initial condition for the recurrence relation (4.3).
Starting from the initial condition Sp and moving along the vector Φ by q− p steps,
the result is the same Sq = Sp. Now using Sq as the initial condition, the recurrence
relation (4.3) must yield S2q−p = Sq. Repeated application of this argument shows
that Φ has period at most q − p.

4.2 Exotic one-form symmetry

Having established its stability, I now discuss the properties of a CS∞ theory. I
start with an exotic one-form symmetry of the theory, which has an antisymmetric
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two-form conserved current Jab, given in Euclidean signature by

J =



0
i

g2
F zτx

i

g2
F zτy

1

2π
F zxy

i

g2
F zxτ 0

i

g2
F zxy

1

2π
F zyτ

i

g2
F zyτ

i

g2
F zyx 0

1

2π
F zτx

1

2π
F zyx

1

2π
F zτy

1

2π
F zxτ 0


.

Here, the index z is dimensionless and plays the role of the indices i and j of K. I use
Latin letters such as a, b for {τ, x, y, z}, and Greek letters such as µ, ν for {τ, x, y}.
Define the action of K on J as the natural matrix multiplication

(KJ)(z) =
∑
k

ckJ(z + k),

where ck are the coefficients of K(u), and the τ , x and y coordinates are not shown.
The current J satisfies the conservation equations

∂τJτz + ∂xJxz + ∂yJyz = 0,

∂τJτx + ∂yJyx −KJzx = 0,

∂τJτy + ∂xJxy −KJzy = 0,

∂xJxτ + ∂yJyτ −KJzτ = 0.

(4.4)

The first of these equations is a Bianchi identity, while the other three follow from
the equation of motion of (2.1)

1

g2
∂νF

i,µν +
i

2π
Kijϵ

µνρ∂νA
j
ρ = 0.

If K is replaced formally by −∂z, then (4.4) becomes the conservation equations for
a one-form symmetry in, for example, d = 4 Maxwell theory [50]. This is why the
symmetry here is considered a one-form symmetry.

Conserved charges

A one-form symmetry should have three types of charges that are conserved as a
function of τ . They are obtained, respectively, by integrating or summing J in the
xy, yz and zx planes in appropriate ways. These conserved charges are not usually
distinguished in a Lorentz invariant theory, but since z is a discrete coordinate here
and the theory does not have full Lorentz invariance, I treat them as three different
types of charges. The first type of charge is an integer magnetic charge

Qz =

∫
dxdyJτz = Φ.
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Here, the subscript “z” in Qz is part of the name, not the value of a coordinate. By
the fourth equation in (4.4), Qz is subject to a constraint

KQz =

∫
dxdy (∂xJxτ + ∂yJyτ ) = 0. (4.5)

In this sense, Qz is also “conserved” as a function of z, which is expected since
a conserved charge of a one-form symmetry should satisfy two conservation laws.
The other two types of charges are not as straightforward to write down. Since the
operator K in (4.4) is not −∂z, the appropriate summation in the z direction is not∑

z, but a modified version of it. To understand this modification, note that the
integration measure in

∫
dz (which is the continuous version of

∑
z) is the constant

function 1, which precisely spans the kernel of the operator −∂z. Likewise, if {vl(z)}
is a basis for the kernel of K, where l labels the basis vectors, then the second and
third types of conserved charges are generated by

Qx,l =

∫
dy
∑
z

vl(z)Jτx(z),

Qy,l =

∫
dx
∑
z

vl(z)Jτy(z).

(4.6)

Clearly, Qx,l and Qy,l are related by rotation, so I focus on Qx,l without loss of
generality. The conservation of Qx,l as a function of τ can be derived from the
second equation in (4.4),

∂τQx,l = −
∫
dy
∑
z

vl(z) [∂yJyx(z)− (KJzx)(z)] = 0,

where I used ∑
z

vl(z)(KJzx)(z) = vTl KJzx = (Kvl)
TJzx = 0.

Similarly, Qx,l is also conserved as a function of x,

∂xQx,l =

∫
dy
∑
z

vl(z) [∂yJyτ (z)− (KJzτ )(z)] = 0.

The symmetry transformation generated by the charge Qx,l shifts the gauge fields
A(z) (previously written as Az) by a flat gauge field κl,

A(z) 7→ A(z) + vl(z)κl, (4.7)

which is similar to the action of the electric one-form symmetry in d = 4 Maxwell
theory. For this reason, Qx,l and Qy,l are considered as electric charges. Therefore,
the one-form symmetry of a gapless CS∞ theory has both a magnetic charge and
generally many electric charges, where the former is defined by its action which shifts
the magnetic photon by a flat gauge field after dualization. This is unlike d = 4

Maxwell theory where the electric and magnetic one-form symmetries are separate,
with a mixed ’t Hooft anomaly.
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’t Hooft anomaly

A natural question is then whether the one-form symmetry of a gapless CS∞ theory
has any ’t Hooft anomaly. To answer this question, consider coupling the one-form
symmetry to a background gauge field Cab. To linear order in Cab, this adds a term
iCabJ

ab to the Lagrangian

L = − 1

4g2
FµνF

µν +
i

4π
ϵµνρKAµ∂νAρ. (4.8)

In (4.8), I removed the overall sum over z in (2.1) to obtain a Lagrangian density in
d = 4. I also switched to Euclidean signature and made the matrix multiplication
in the CS term implicit. The conservation equations (4.4) imply that Cab has a
background gauge symmetry

Cµν 7→ Cµν + ∂µσν − ∂νσµ,

Cµz 7→ Cµz + ∂µσz +Kσµ.
(4.9)

The dynamical fields Aµ transform under the background gauge symmetry as

Aµ 7→ Aµ + σµ. (4.10)

After including quadratic terms in Cab, the Lagrangian becomes

L =
1

4g2
(Fµν − Cµν)(F

µν − Cµν) +
i

4π
ϵµνρKAµ∂νAρ +

i

2π
ϵµνρCµz∂νAρ. (4.11)

Combining (4.9) and (4.10), the Lagrangian (4.11) transforms under the background
gauge symmetry anomalously as

L 7→ L − i

4π
ϵµνρKσµ∂νσρ +

i

2π
ϵµνρCµz∂νσρ, (4.12)

where total derivative terms are omitted.

The anomaly can be cancelled by coupling the system to a symmetry protected
topological (SPT) phase in one higher dimension [51]. The SPT phase is described
by the Lagrangian

LSPT = − i

4π
ϵµνρλCµν∂ρCλz −

i

16π
ϵµνρλCµνKCρλ. (4.13)

The gauge field Cab is extended from the boundary to the bulk by allowing the
Greek indices such as µ, ν to take values in {τ, x, y, w}. The gauge symmetry acts in
the same way as (4.9) but now with Greek indices valued in {τ, x, y, w}. The SPT
Lagrangian (4.13) transforms under the gauge symmetry as

LSPT 7→ LSPT +
i

8π
ϵµνρλ(CµνK∂ρσλ −KCµν∂ρσλ)

+
i

4π
ϵµνρλ∂µ (Kσν∂ρσλ)−

i

2π
ϵµνρλ∂µ (Cνz∂ρσλ) .

(4.14)
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Note that since there is no overall sum over z, the term in (4.14) with coefficient
i/8π is non-zero. However, on a closed manifold, the SPT action is gauge invariant.
On an open manifold with periodic boundary condition in the z direction, the gauge
transformation (4.14) of the bulk SPT Lagrangian (4.13) generates a boundary term
which exactly cancels the anomalous term in the gauge transformation (4.12) of the
boundary Lagrangian (4.11). Since the SPT action is non-trivial on closed manifold,
the one-form symmetry has a genuine ’t Hooft anomaly.

Compactness

Next, I discuss the compactness of the one-form symmetry of a gapless CS∞ theory.
As can be seen from the constraint (4.5) on the magnetic charge as well as the
construction (4.6) of electric charges, it is important to understand the complex
kernel V of K and the integer vectors therein. These, together with the action (4.7)
of the electric charges on the compact gauge fields, will lead to a decomposition of
the one-form symmetry into a compact part and a non-compact part.

Given the roots uα = eiqα of K(u) on the unit circle, define an index set

I = {α : qα/2π ∈ Q} ,

which labels the gapless momenta qα that are commensurate; those qα such that
α /∈ I are called incommensurate. This set I is similar to the index set in Section 2.5
with the same name. Write

V = Vc ⊕ Vc̄,

where Vc (resp. Vc̄) is the complex vector space spanned by commensurate (resp.
incommensurate) Fourier modes. To understand Vc, first take an integer N > 0 such
that uNα = 1 for all α ∈ I. By considering the CS theory whereK has sizeN , it can be
shown that Vc is spanned by integer null vectors of K. The argument here is similar
to the one used when discussing the denominator of (2.27) in Section 2.5. Meanwhile,
Lemma 9 implies that in the N → ∞ limit, bounded integer null vectors of K are all
in Vc. Therefore, Vc can be obtained by complexifying the abelian group of bounded
integer null vectors of K, and hence has an integral basis {vl : l = 1, . . . , dc} where
dc = |I|. On the other hand, not much can be said about V c̄ other than the fact
that it can have a real basis {vl : l = dc + 1, . . . , dc + dc̄} for some dc̄. A basis for
V is then {vl : l = 1, . . . , dc + dc̄}. Since the magnetic charge Qz of the one-form
symmetry is an integer, (4.5) implies that Qz is generated by vl, l = 1, . . . , dc, with
integer coefficients. On the other hand, the electric charges Qx and Qy in (4.6) are
generated by all vl, l = 1, . . . , dc + dc̄.

The compactness of the one-form symmetry can be understood from the symmetry
transformation (4.7). If l = 1, . . . , dc and the holonomies of the gauge parameter
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κl are in 2πZ, then the transformation (4.7) is trivial. Therefore, the first dc basis
vectors vl correspond to compact U(1) symmetries and integer charges, while the
last dc̄ basis vectors vl correspond to non-compact R symmetries and real charges.
The full symmetry group is U(1)dc × Rdc̄ .

Spontaneous symmetry breaking

Finally, I study the spontaneous breaking of the one-form symmetry of a gapless
CS∞ theory. Here, I focus on the magnetic part of the symmetry, which turns out
to be unbroken. In Section 4.3, I will show that Wilson lines of the theory obey
Coulomb law and hence that the electric part of the one-form symmetry is broken
spontaneously [50]. The resulting Goldstone modes are massless photons.

Consider a degenerate CS theory (2.1) whose K matrix has finite size N . For sim-
plicity, I assume that the nullity of K is 1. Two simple examples of such theories
can be found in Section 2.5, and here I study the general theory using the same
dualization procedure. Let W be as in Theorem 2, and Z = W TW . In Euclidean
signature, the dual Lagrangian is

L =
g2

8π2ZNN
∂µϕ∂

µϕ+
i

4π

N−1∑
i=1

ZNi
ZNN

ϵµνρF iµν∂ρϕ

+
1

4g2

N−1∑
i,j=1

ẐijF
i
µνF

j,µν +
i

4π

N−1∑
i,j=1

K̂ijϵ
µνρAiµ∂νA

j
ρ,

where ϕ is the dual compact boson, K̂ is defined in (2.24), and

Ẑij = Zij −
ZNiZNj
ZNN

.

The two-point function of the monopole operator is〈
e−iϕ(x

µ)eiϕ(0)
〉
∼ exp

[
πZNN
g2

(
1

r
− 1

r0

)]
, (4.15)

where r = |xµ|, and r0 is a length scale that regulates (4.15). Now ZNN =
∑

iW
2
Ni

and WNi is periodic in i, so ZNN ∝ N . When studying correlation functions in CS∞

theories at long distance, the N → ∞ limit is always taken before the r → ∞ limit.
Therefore, for r > r0, the two-point function (4.15) decays to 0 as N → ∞. This
means that the magnetic part of the one-form symmetry is unbroken.

4.3 Observables

I now calculate various observables of a gapless CS∞ theory, namely the electric po-
tential and braiding statistics of planons, as well as the general correlation function of
Wilson lines. All calculation are performed in Euclidean signature. Mathematically,
the calculations are essentially Fourier transforms of the corresponding quantities in
a CS theory with only one gauge field, so I start by reviewing the latter.
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Preparation: Observables of CS theory

Consider a CS theory in Euclidean signature

L =
1

4g2
FµνFµν +

i

4π
KϵµνρAµ∂νAρ. (4.16)

Unlike previously, the gauge field A here is not required to be compact, so K ∈ R
without any quantization condition. This choice is made because K will be replaced
later by K(eiq) in a CS∞ theory, and the latter generally takes value in R. Since all
of the observables computed in this section only require perturbative calculations in
A, the compactness of A does not matter. Furthermore, the relevant monopoles in a
CS∞ theory are extended objects, and the magnetic part of the one-form symmetry
is shown in Section 4.2 to be unbroken. Since monopole operators do not appear
explicitly in perturbative calculations and they correspond to an unbroken symmetry,
they can be safely overlooked in this section. Therefore, I treat (4.16) as a classical
theory even if K = 0, and simply ignore the Polyakov mechanism. In what follows,
I list some basic properties of the theory. Since the theory is quadratic in A, the
calculations are straightforward and many details are omitted.

The propagator of the theory (4.16) in Euclidean space is

Gµν(k) =
1

g2
⟨Aµ(k)Aν(−k)⟩ =

k2δµν − kµkν −mϵµνρk
ρ

k2 (k2 +m2)
, (4.17)

where m = g2K/2π and |m| is the mass of the photon. The Fourier transform of
(4.17) to real space is the Green’s function

Gµν(x) =
1

g2
⟨Aµ(x)Aν(0)⟩ =

∫
d3k

(2π)3
Gµν(k)e

ikx. (4.18)

If C1 and C2 are two closed loops, then the correlation function of Wilson loops is

⟨W (C1)W (C2)⟩ = exp

[
−g2

∮
C1

dxµ1

∮
C2

dxν2Gµν(x1 − x2)

]
. (4.19)

The real part of the Green’s function is

Re[Gµν(x)] =
∫

d3k

(2π)3
k2δµν − kµkν
k2(k2 +m2)

eikx. (4.20)

Spacetime symmetry constrains it to be of the form

Re[Gµν(x)] = h0(m, r)δµν + h2(m, r)
xµxν
r2

,

where r = |xµ|. The functions h0(m, r) and h2(m, r) can be determined by special-
izing to (τ, x, y) = (r, 0, 0). First, the trace of (4.18) gives

3h0(m, r) + h2(m, r) =

∫
d3k

(2π)3
2

k2 +m2
eikx

=

∫ ∞

0

k2dk

2π

∫ π

0

sin(θ)dθ

2π

2

k2 +m2
eikr cos(θ)

=
e−|m|r

2πr
.

(4.21)
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Second, (4.18) with µ = ν = τ gives

h0(m, r) + h2(m, r) =

∫
d3k

(2π)3
k2 − k2τ

k2(k2 +m2)
eikx

=

∫ ∞

0

k2dk

2π

∫ π

0

sin(θ)dθ

2π

sin2(θ)

k2 +m2
eikr cos(θ)

=
1− (1 + |m|r)e−|m|r

2πm2r3
.

(4.22)

Thus h0(m, r) and h2(m, r) can be solved from (4.21) and (4.22), and

Re[Gµν(x)] =
e−|m|r

6πr
δµν +

1

4πr

[
1

m2r2
−
(
1

3
+

1

|m|r +
1

m2r2

)
e−|m|r

]
Qµν ,

where Qµν is the (traceless) quadrupole tensor

Qµν =
3xµxν − r2δµν

r2
. (4.23)

The imaginary part of the Green’s function is

Im[Gµν(x)] =

∫
d3k

(2π)3
imϵµνρk

ρ

k2(k2 +m2)
eikx. (4.24)

Spacetime symmetry constrains it to be of the form

Im[Gµν(x)] = h1(m, r)
ϵµνρx

ρ

r
.

The function h1(m, r) can also be determined by specializing to (τ, x, y) = (r, 0, 0).
Taking (4.24) with µ = x, ν = y,

h1(m, r) =

∫
d3k

(2π)3
imkτ

k2(k2 +m2)
eikx

=

∫ ∞

0

k2dk

2π

∫ π

0

sin(θ)dθ

2π

imk cos(θ)

k2(k2 +m2)
eikr cos(θ)

= −1− (1 + |m|r)e−|m|r

4πmr2
.

(4.25)

This gives

Im[Gµν(x)] = −1− (1 + |m|r)e−|m|r

m

ϵµνρx
ρ

4πr3
.

I consider two limits of the Green’s function. In the limit |m|r ≫ 1, the Green’s
function reduces to that of a non-degenerate CS theory

Gµν(x) = − i

m

ϵµνρx
ρ

4πr3
. (4.26)

The real part of Gµν(x) is suppressed by a factor of 1/|m|r. The correlation function
(4.19) of Wilson lines reduces to the familiar form

⟨W (C1)W (C2)⟩ = exp

[
−2πi

K
link(C1, C2)

]
,
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where link(C1, C2) is the linking number of the loops C1 and C2. In the opposite
limit |m|r ≪ 1, the Green’s function reduces to that of a Maxwell theory

Gµν(x) =
xµxν + r2δµν

8πr3
. (4.27)

The imaginary part of Gµν(x) is suppressed by a factor of |m|r, an important fact
for the discussion of planon braiding statistics in a CS∞ theory.

The theory (4.16) can be coupled to electric charges be adding a term iAµj
µ to the

Lagrangian, where jµ is the current. The equation of motion becomes
i

g2
∂νF

µν − 1

2π
Kϵµνρ∂νAρ = jµ.

For a static charge at (x, y) = (0, 0), the solution is

Aτ = − ig
2

2π
K0(|m|r),

Ai =
g2

2π

ϵijx
j

mr2
[1− |m|rK1(|m|r)] ,

(4.28)

where K0 and K1 are modified Bessel functions of the second kind. The electric
potential of the static charge is then

V (r) = iAτ (r) =
g2

2π
K0(|m|r). (4.29)

Asymptotically [52],

K0(x) ≈


− log

(x
2

)
− γ, if 0 < x≪ 1,√

π

2x
e−x, if x≫ 1,

(4.30)

where γ is the Euler-Mascheroni constant. Therefore, the potential (4.29) reduces
to the log(r) classical Coulomb potential when |m|r ≪ 1, and decays exponentially
when |m|r ≫ 1. Suppose that another electric charge traverses a circle of radius r
centered at the static charge. This process generates a braiding phase [53]

ϕ(r) =

∮
A = −2π

K

(
1− |m|rK1(|m|r)

)
, (4.31)

where A is given by (4.28). If K ̸= 0, then the r → ∞ limit of (4.31) is the expected
ϕ(∞) = −2π/K. However, if K = 0, then ϕ(∞) = 0, as can be seen from the K → 0

limit of (4.31).

Electric potential

The first observable of a gapless CS∞ theory that I compute is the potential of an
electric charge. The electric potential V (r, z) in a gapless CS∞ theory is the Fourier
of the potential (4.29) in the CS theory (4.16),

V (r, z) =
g2

2π

∫ π

−π

dq

2π
K0(|m(q)|r)eiqz, (4.32)



58

where r = |xµ|, m(q) = g2K(q)/2π, and K0 is a modified Bessel function of the
second kind. By the asymptotic form (4.30) of K0, the electric potential (4.32) in a
gapless CS∞ theory in the limit g2r ≫ 1 is dominated by light photon modes with
small |m(q)|. For simplicity, assume that the theory has only one pair of gapless
momenta ±q1, and that m(q) ≈ m1(q − q1)

Γ1 near q1. Although it does not cover,
for example, K(u) =

(
u+ 2 + u−1

)
which has only one gapless momentum, this

assumption is general enough for understanding the phenomenology. Using (4.30),

V (r, z) ≈ g2

π

∫ ∞

−∞

dq

2π
K0 (|m1||q|γ1r) cos (q1z) eiqz (4.33)

∼


cos(q1z)

|z| , if |z|Γ1 ≫ g2r,

cos(q1z)

r1/Γ1
, if g2r ≫ |z|Γ1 .

(4.34)

In (4.33), I extended the integration range from the vicinity of q1 to (−∞,∞) and
used the new integration variable q− q1; similarly for −q1, where I used the variable
q + q1. Both cases of (4.34) are in the limit g2r ≫ 1, and overall constant factors
are omitted. The potential V (r, z) at g2r ≫ |z|Γ1 therefore has a power law decay
in r, and the decay is slower for larger Γ1. This is different from the potential of a
degenerate CS theory, which is confining both classically and quantum mechanically.

The electric potential is closely related to the expectation value of a single Wilson
loop. Consider two static charges separated by (xµ, z), where |xµ| = r. They are
represented by Wilson lines W (C1) and W (C2), where Ci are straight lines in the
τ direction. If the τ direction is compactified to have a large period T ≫ r, g−2z,
then C1∪C2 (with appropriate orientations) is approximately a large rectangle. The
Wilson loop on this rectangle has expectation value

⟨W (C1)W (C2)⟩ ∼ e−V (r,z)T .

By (4.34), the potential V (r, z) decays with a power law envelope, which is a type of
Coulomb law in a general sense. Charged operators (Wilson lines in this case) obey-
ing Coulomb law is a signature of the spontaneous breaking of a one-form symmetry
[50]. Therefore, the electric part of the one-form symmetry of a gapless CS∞ theory
is broken spontaneously, as claimed in Section 4.2.

Braiding statistics

Next, I compute the braiding statistics of planons. Since the theory is gapless, it
is not clear whether the statistics are topological. Therefore, I start with a simple
setup where one planon sits statically at the origin, and another planon traverses a
circle centered at the origin. The two planons are separated by (r, z). By taking the
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Fourier transform of (4.31), the braiding phase is

ϕ(r, z) = −g2
∫ π

−π

dq

2π

1

m(q)
[1− |m(q)|rK1(|m(q)|r)] eiqz, (4.35)

where K1 is a Bessel function of the second kind. Asymptotically [52],

K1(x) ≈


1

x
+
x

2
log(x), if 0 < x≪ 1,√

π

2x
e−x, if x≫ 1.

(4.36)

If the theory is gapped, then the K1(· · · ) term in (4.35) can be dropped, and the
braiding phase is

ϕ(∞, z) = −2π

∫ π

−π

dq

2π

eiqz

λ(q)
= −2π

(
K−1

)
0z
, (4.37)

as expected. However, the theory of interest here is gapless, and (4.35) should be
treated more carefully. The physics depends qualitatively on Γmax = max{Γα}.

First, suppose that Γmax = 1. This means that no root uα of K(u) on the unit circle
is repeated. The integrand of (4.35) involves the function

fr(m) =
1

m
[1− |m|rK1(|m|r)]. (4.38)

In Fig. 4.1, I plot fr(m) for a range of r’s. It is finite everywhere and vanishes at
m = 0. The latter fact can be traced back to the suppression of the imaginary part
of the Green’s function in the |m|r ≪ 1 limit, as is seen in (4.27). As r increases,
fr(m) becomes a better and better approximation to 1/m except when |m| is small.
Therefore, the parameter r can be viewed effectively as a cutoff which prevents the
divergence of the integral (4.35). Since fr(m) is a odd in m and m(q) is linear in
q − qα near each qα, the braiding phase converges to the Cauchy principal value of
the integral (4.37),

ϕ(∞, z) = −2πPV
∫ π

−π

dq

2π

eiqz

λ(q)
. (4.39)

Here, if the integrand g(x) of an integral diverges at x0 inside the integration range
(x1, x2), then the Cauchy principal value of the integral is defined as

PV
∫ x2

x1

dx g(x) = lim
ϵ→0+

(∫ x0−ϵ

x1

dx g(x) +

∫ x2

x0+ϵ
dx g(x)

)
. (4.40)

In (4.35), 1/r effectively plays the role of the cutoff ϵ in the definition (4.40) of the
Cauchy principal value.

The braiding phase (4.39) can be expressed using the polynomial description. This
is achieved, assuming z ≥ 0 for now, by the change of variable u = eiq which turns
(4.39) into a contour integral

ϕ(∞, z) = −2πPV
∮

du

2πi

uz−1

K(u)
. (4.41)
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Figure 4.1: The function fr(m) given by (4.38) for r = 1, 2, 3, 4. The larger r is, the
more fr(m) looks like 1/m.

Let uα be the roots of K(u) on the unit circle, as has been the convention in this
chapter. Also temporarily let ũβ be the roots of K(u) inside the unit circle. By the
residue theorem, the integral (4.41) simplifies to

ϕ(∞, z) = −2π

1
2

∑
α

u|z|−1
α Resuα

(
1

K(u)

)
+
∑
β

ũ
|z|−1
β Resũβ

(
1

K(u)

) , (4.42)

where Resx(1/K(u)) is the residue of 1/K(u) at x. Unlike the electric potential, the
braiding phase when Γmax = 1 is not dominated by light photon modes. Mathe-
matically, this is because the (q − qα)

−1 decay of 1/λ(u) away from qα is not fast
enough. Writing ϵ for a cutoff, the contribution of (q − qα)

−1 to the braiding phase
(4.39) away from qα is

−2πi

∫
|q|>ϵ

dq

2π

sin(qz)

λαq
eiqαz,

which is finite but not small. Therefore, (4.39) cannot be approximated by light
photon modes. The assumption z ≥ 0 is used to make sure that the integrand of the
contour integral (4.41) has no pole at 0, and the z < 0 case in (4.42) is derived from
the fact that ϕ(∞, z) is even in z. Importantly, the terms in (4.42) corresponding to
the roots uα on the unit circle have an extra factor of 1/2. In other words, the roots
uα only contribute half of their residues to the braiding phase. To understand this
factor of 1/2, note that according to the definition (4.40) of the Cauchy principal
value, the contour in (4.41) is cut open in the vicinity of every root uα on the unit
circle. To evaluate the integral, one may close the contour by including a small
semicircle around each uα and then subtracting them. If the semicircles are inside
the unit circle as drawn in Fig. 4.2 (a), then the closed contour does not pick up
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Figure 4.2: Evaluation of the Cauchy principal value integral (4.41) by adding small
semicircles (blue). The contour is cut open near the roots u1 and u2 = u−1

1 which,
for simplicity, are assumed to be the only roots of K(u). In subfigure (a), clockwise
semicircles are added inside the unit circle, and the closed contour picks up no pole.
Alternatively, in subfigure (b), counterclockwise semicircles are added outside the
unit circle, and the closed contour picks up both poles. The two methods give the
same answer after correctly subtracting the contributions of the semicircles.

the poles at uα. Meanwhile, the added clockwise semicircle integral is minus half
of the residues at uα because the added pieces are semicircles. Subtracting the
latter from the former yields the Cauchy principal value, which includes half of the
residues at uα. Alternatively, if the semicircles are outside the unit circle as shown
in Fig. 4.2 (b), then the closed contour picks up all poles at uα. After subtracting
the counterclockwise semicircle integrals, the result is again half of the residues at
uα. As expected, these two ways of closing the contour give the same answer.

For large |z|, the braiding phase (4.42) is dominated by roots uα on the unit circle,

ϕ(∞, z) = −π
∑
α

u|z|−1
α Resuα

(
1

k(u)

)
= −i

∑
α

g2

2mα
eiqα|z|. (4.43)

Instead of exponentially decaying statistics in gapped CS∞ theories, gapless CS∞

theories with Γmax = 1 have planon statistics which oscillate in z. Of course, the
calculation here is only for particular planon trajectories (one static and the other
circular), and it is unclear whether the braiding phase has any topological invari-
ance. As will be derived from the correlation function of Wilson lines at the end of
this section, the planon braiding phase ϕ(r, z) at large r is indeed invariant under
diffeomorphisms in the τxy space, provided that Γmax = 1.

Second, suppose that Γmax > 1. The braiding phase ϕ(r, z) turns out to diverge as
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r → ∞. This divergence can be explained in the simple example

K(u) =
(
−u+ 2− u−1

)
. (4.44)

The theory has only one gapless momentum q1 = 0, with multiplicity Γ1 = 2. The
eigenvalue of K near q1 is λ(q) ≈ q2. The braiding phase is still given by the Cauchy
principal value integral (4.39). However, 1/λ(q) → +∞ as q → 0 from both sides of
the real axis, so (4.39) diverges despite the Cauchy principal value regularization. In
contrast, in a theory with Γmax = 1, there is no divergence because 1/λ(q) switches
sign as q goes across each gapless momentum. For a more detailed understanding
of the divergence in the example (4.44), consider the braiding phase with finite r.
Since (4.39) suggests that the divergence is due to light photon modes, the braiding
phase (4.35) can be approximated by

ϕ(r, z) = −2π

∫ ∞

−∞

dq

2π

1

q2

[
1− g2q2r

2π
K1

(
g2q2r

2π

)]
eiqz.

Simplifying with the asymptotic form (4.36) of K1,

ϕ(r, z) =

∫
dq

2π

g4q2r2

4π
log

(
g2q2r

2π

)
eiqz, (4.45)

where implicitly, the integral is properly regulated to avoid any divergence. If z = 0,
or more generally g2r ≫ z2, then the eiqz factor in (4.45) can be dropped. Thus by
dimensional analysis,

ϕ(r, z) ∝ r1/2.

Therefore, the braiding phase of two elementary planons depends on the trajectories
of the planons and has no topological invariance. However, some composite planons
can still have topologically invariant braiding phases. In the example (4.44), such
composite planons are generated by dipoles with no net charge, consisting of ele-
mentary planons in (exactly two) adjacent layers with opposite charge. Intuitively,
this is because the Laurent polynomial

K(u)

u− 1
= −1 + u−1

has no repeated root and therefore falls into the Γmax = 1 case. Here, the denom-
inator u − 1 is chosen to represent the dipole (more on this in Section 6.4). Even
though −1 + u−1 is not invariant under u 7→ u−1 and hence cannot represent a K
matrix, it provides the appropriate mathematical intuition.

More generally, consider a theory with Γmax > 1. Near a gapless momentum qα, the
photon mass is (up to a minus sign)

m(q) = mα(q − qα)
Γα
[
1 + b1(q − qα) + b2(q − qα)

2 + · · ·
]
,
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where bi are some coefficients that are generically non-zero. Thus

1

m(q)
=

1

mα

[
(q − qα)

−Γα − b1(q − qα)
1−Γα + (b21 − b2)(q − qα)

2−Γα + · · ·
]
. (4.46)

Generically, since Γmax > 1, either the first or the second term of (4.46) diverges in
q − qα with an even power. Although this argument assumes b1 ̸= 0 and does not
cover all possibilities, it can be shown that a theory with Γmax > 1 always has a
gapless momentum qα and a term in the expansion (4.46) near qα which diverges in
q− qα with an even power. Then the same argument as in the example (4.44) shows
that the braiding phase of two elementary planons diverges as r → ∞.

Correlation function of Wilson lines

Finally, I compute the correlation function of Wilson lines. As promised several times
in this chapter, the calculation reveals the topological property of planon braiding
statistics as well as the spatial profiles of planons.

Let C1 and C2 be two closed loops in the τxy space. The correlation function of the
Wilson loop of Az on C1 and the Wilson loop of A0 on C2 is

⟨W z(C1)W
0(C2)⟩ = exp

[
−g2

∮
C1

dxµ1

∮
C2

dxν2 Gµν(x1 − x2, z)

]
. (4.47)

Here, Gµν(x1 − x2, z) is the Green’s function and can be obtained from (4.18) by
Fourier transform,

Gµν(x, z) =

∫ π

−π

dq

2π
Gµν(m(q), x)eiqz.

The most interesting physics occurs when Γmax = 1, which I assume unless stated
otherwise.

By (4.20), the real part of the Green’s function is

Re[Gµν(x, z)] =
∫ π

−π

dq

2π

∫
d3k

(2π)3
k2δµν − kµkν
k2 (k2 +m(q)2)

eikx+iqz. (4.48)

In the limit g2r ≫ 1, Re[Gµν(x, z)] is dominated by light photon modes and can be
approximated by

Re[Gµν(x, z)] =
∑
α

∫ ∞

−∞

dq

2π

∫
d3k

(2π)3
k2δµν − kµkν
k2 (k2 +m2

αq
2)
eikx+i(q+qα)z, (4.49)

where mα is the coefficient in the expansion m(q) ≈ mα(q − qα) near qα. I also
changed the integration variable to q − qα near qα and extended the integration
range to (−∞,∞). This integral can be evaluated explicitly, and the result is

Re[Gµν(x, z)]

=
∑
α

eiqαz

4π2|mα|r2
[

2

3(1 + ζ2α)
δµν +

(
1− 1

3(1 + ζ2α)
− ζα cot

−1(ζα)

)
Qµν

]
,

(4.50)
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where Qµν is the (traceless) quadrupole tensor defined in (4.23), and ζα are dimen-
sionless variables defined by

ζα =
z

|mα|r
. (4.51)

The variables ζα are of the same order as z/g2r, but depend individually on the
gapless momenta qα. As a consistency check for the approximation by light photon
modes, (4.50) decays like r−2 as r → ∞, which is slower than the r−3 decay of the
integrand of (4.48) when q is away from the gapless momenta.

The magnitude
∣∣⟨W z(C1)W

0(C2)⟩
∣∣ of the correlation function can be obtained by

substituting the real part of the Green’s function (4.50) into (4.47). Note that if
the eiqαz factors are removed from (4.50), then each summand has mass dimension
2 under the scale transformation

t 7→ Λt, x 7→ Λx, y 7→ Λy, z 7→ Λz. (4.52)

Therefore, the magnitude of the correlation function is of the form∣∣⟨W z(C1)W
0(C2)⟩

∣∣ = exp

[∑
α

eiqαzFα(C1, C2)

]
, (4.53)

where Fα(C1, C2) are scale invariant functions. This is related to the scale invariance
of the low-energy spectrum (4.1) when Γmax = 1.

By (4.24), the imaginary part of the Green’s function is

Im[Gµν(x, z)] = −
∫ π

−π

dq

2π

ϵµνρx
ρ

4πr3
hr(m(q))eiqz, (4.54)

where the function

hr(m) =
1− e−|m|r(1 + |m|r)

m
is a modified version of the function h1(m, r) in (4.25). The behavior of hr(m) is
similar to that of fr(m) in (4.38). It vanishes at m = 0 for all r > 0. As r increases,
it becomes a better and better approximation to the function 1/m except when m is
close to zero. Therefore, if g2r ≫ 1 and g2r ≫ |z|, then (4.54) can be approximated
by the Cauchy principal value integral

Im[Gµν(x, z)] = −PV
∫ π

−π

dq

2π

eiqz

m(q)

ϵµνρx
ρ

4πr3
+ · · · . (4.55)

The g2r ≫ |z| assumption is to make sure that the integrand of (4.54) varies slowly
as a function of q, and the “· · · ” in (4.55) is the correction due to finite r. The
leading order correction comes from light photon modes for which hr(m) deviates
from 1/m significantly, given by∑

α

∫ ∞

−∞

dq

2π

e−|mαq|r(1 + |mαq|r)
mαq

ϵµνρx
ρ

4πr3
ei(q+qα)z

= i
∑
α

eiqαz

πmα

(
ζα

1 + ζ2α
+ tan−1(ζα)

)
ϵµνρx

ρ

4πr3
,

(4.56)
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where I used the same approximation as in (4.49), and ζα are given by (4.51). Putting
(4.55) and (4.56) together, the imaginary part of the Green’s function is

Im[Gµν(x, z)]

=

[
−PV

∫ π

−π

dq

2π

eiqz

m(q)
+ i
∑
α

eiqαz

πmα

(
ζα

1 + ζ2α
+ tan−1(ζα)

)]
ϵµνρx

ρ

4πr3
.

(4.57)

This equation holds in the limit g2r ∼ |z| ≫ 1. In fact, by a more careful analysis, it
can be shown that the relative error in (4.57) is at most O

(
|z|−1+δ

)
for any δ > 0.

In the limit g2r ∼ |z| ≫ 1, the principal value integral in (4.57) can be treated using
the same approximation as in (4.43) which discards the contribution from roots of
K(u) inside the unit circle. The result is

Im[Gµν(x, z)] = i
∑
α

eiqαz

mα

[
−1

2
sgn(z) +

1

π

(
ζα

1 + ζ2α
+ tan−1(ζα)

)]
ϵµνρx

ρ

4πr3
, (4.58)

where “sgn” is the sign function.

The phase ϕ(C1, C2, z) of the correlation function ⟨W z(C1)W
0(C2)⟩ can be obtained

by substituting the imaginary part of the Green’s function (4.57) into (4.47). First,
consider the limit g2r ≫ 1 and g2r ≫ |z|. This is the limit where discussions of the
topological invariance of the planon braiding phase usually take place. By (4.55),
the phase is

ϕ(C1, C2, z) = −2πPV
∫ π

−π

dq

2π

eiqz

λ(q)
link(C1, C2).

This agrees with the result (4.43) for the particular configuration where one planon
circles around another, static planon. The phase depends on C1 and C2 only through
their linking number link(C1, C2), which can be traced back to the fact that (4.55)
depends on x only through the CS Green’s function (4.26). Therefore, the braiding
phase of planons at large separation r is topological in the sense that it is invariant
under diffeomorphisms in the txy space. Unlike gapped topological or fracton mod-
els, the magnitude (4.53) of the correlation function is not 1 even for large r, and
the topological invariance only applies to the phase of the correlation function.

Second, consider the limit g2r ∼ |z| ≫ 1. Due to the presence of ζα in (4.58), the
phase of the correlation function is no longer topological. However, this limit reveals
the spatial profiles of planons. To see this, take C1 to be a straight line extending in
the τ direction, and C2 a circle at a fixed time centered at C1. By (4.58), the phase
of the correlation function is

ϕ(r, z) = −i
∑
α

g2eiqα|z|

2mα

(
1− |z|√

m2
αr

2 + z2

)
. (4.59)

This result can also be derived from (4.35) by focusing on the light photon modes.
By (4.43), the total flux of a planon in each xy plane oscillates but does not decay



66

in the z direction. Then by either the scale symmetry (4.52) (up to factors of eiqα|z|)
or the explicit formula (4.59), the flux is more and more spread out in the xy plane
as |z| increases. Therefore, the energy profile of a planon in a gapless CS∞ theory
with Γmax = 1 is localized, but the planon itself is not a localized particle as far as
braiding statistics are concerned.

I end this section with some brief comments on the correlation function of Wilson
lines in a theory with Γmax > 1. Given the electric potential (4.34), the magnitude
of the correlation function is expected to decay as∣∣⟨W z(C1)W

0(C2)⟩
∣∣ ∼ exp

[
−(g2r)1−1/Γmax

]
in the limit g2r ≫ 1. As for the phase of the correlation function, I consider the
example (4.44). In this example, the braiding phase (4.45) is invariant under the
Lifshitz scale symmetry

r 7→ Λr, z 7→ Λ1/2z.

Therefore, the planons in a gapless CS∞ theory with Γmax > 1 are not localized
particles but have localized energy profiles, as is the case when Γmax = 1. The flux
of a planon spreads out in the xy plane even more quickly as |z| increases than in
theories with Γmax = 1.

4.4 Effective field theory

In a CS∞ theory, the t, x and y coordinates are continuous, while the z coordinate
is discrete. Naturally, one wonders if there is a fully continuous field theory that
captures the low-energy physics of a gapless CS∞ theory. As shown throughout this
chapter, gapless CS∞ theories with Γmax = 1 have particularly nice properties, all
of which are related to the isotropic scaling symmetry (4.52) at low energy. In this
section, I write down and discuss fully continuous effective theories for gapless CS∞

theories with Γmax = 1.

Let b be the physical lattice spacing in the z direction, and define

ẑ = zb, ĝ2 = g2b.

The continuum limit is achieved by taking b → 0 while holding the dimensionless
coupling ĝ fixed, which corresponds to the limit g2r ∼ |z| ≫ 1 in the CS∞ theory.
Indeed, all observables computed in Section 4.3 in this limit are dominated by light
photon modes. Define a complex gauge field Âα(ẑ) for each gapless momentum qα,
which varies slowly in z. The fields Âα(ẑ) are related to the original fields Az by

Az =
∑
α

eiqαzÂα(zb), (4.60)
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where heavy fields with momenta away from qα are omitted. Since Az are real
gauge fields, the continuum fields are constrained by Âα∗(ẑ) = Â†

α(ẑ), where α∗ is
defined by qα∗ = −qα. Therefore, each pair of gauge fields Âα(ẑ) and Âα∗(ẑ) share
a non-compact gauge group R2.

The action of the CS∞ theory is of course

S =

∫
d3x

∑
z

L, (4.61)

where L is given by (2.1). The effective action is obtained by substituting (4.60)
into (4.61) and then taking the continuum limit,

Seff =

∫
d3xdẑ

∑
α

(
1

2ĝ2
F̂ †
α,µνF̂

µν
α +

λα
4π
ϵµνρ∂ẑÂα,µ∂νÂ

†
α,ρ

)
, (4.62)

where λα is the coefficient in the expansion λ(q) ≈ λα(q − qα) near qα. To derive
(4.62), I replaced b

∑
z by

∫
dẑ, and used the fact that Âα(ẑ) are slowly varying

fields and therefore satisfy the constraint∑
z

[
eiqαzÂα(zb)

] [
e−iqβzÂ†

β(zb)
]
=
∑
z

δαβÂα(zb)Â
†
β(zb).

This constraint basically says that since Âα(zb) and Â†
β(zb) have small momenta

in the z direction while the gapless momenta are discrete (i.e., separated), the total
momentum of the LHS vanishes only if α = β. The effective action (4.62) is invariant
under the isotropic scale transformation (4.52), and all couplings in the action are
dimensionless. As can be shown by straightforward calculations, the effective action
reproduces the low-energy spectrum (4.1) of the corresponding CS∞ theory, as well as
its Green’s function (4.50) and (4.58) in the limit g2r ∼ |z| ≫ 1. A notable exception
is the braiding phase of planons, which is defined (and proved to be topological) in
the limit g2r ≫ |z| and g2r ≫ 1. Therefore, the braiding phase cannot be obtained
from the effective action unless |z| ≫ 1. Mathematically, this is because the braiding
phase receives contribution from both the roots of K(u) on the unit circle and those
inside the unit circle, while the effective action does not account for the latter.
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C h a p t e r 5

GSD OF FRACTON MODELS: AN OPERATOR ALGEBRA APPROACH

In Chapters 3 and 4, I studied fracton models beyond the foliation paradigm in the
form of CS∞ theories. A natural question is then: What is the appropriate notion
of fractonic orders for these models? Unfortunately, I do not know the answer. Nev-
ertheless, in certain non-foliated fracton models that are somewhat less exotic than
CS∞ theories, known as (non-abelian) cage-net models [17], a generalized version of
foliation can be applied. This generalized foliation RG is the topic of Chapter 6,
where I will demonstrate the RG process on the example of the Ising cage-net model
(“Ising cage-net” for short). Meanwhile, this chapter is dedicated to proving the
absence of a foliation structure in Ising cage-net by computing its GSD.

Ising cage-net is exactly solvable, and its GSD can be obtained with standard string-
net or cage-net methods. However, these methods usually involve complicated com-
binatorial expressions that rely heavily on details at the lattice level. To avoid this
problem, I introduce an approach to calculating the GSD of a fracton model that
uses intrinsic features of the model such as anyon fusion, braiding and quantum
dimension. When applied to Ising cage-net, this approach gives

GSD =
1

8
(E3 + E2 + 5E1 + 45) , (5.1)

where E3 = 9Lx+Ly+Lz , E2 = 9Lx+Ly +9Ly+Lz +9Lz+Lx , and E1 = 9Lx +9Ly +9Lz .
Since the GSD does not depend strictly exponentially on the system size, the model
is not foliated.

This new method for calculating the GSD can be motivated by well-known facts
concerning topological orders. The GSD of a d = 2 + 1 topological order equals the
number of anyons [38]. Although it only uses intrinsic properties of the topological
order, this statement fails in higher dimensions. For example, the d = 3 + 1 toric
code has GSD = 8 but only two types of fractional excitations, namely a charge point
excitation and a flux loop excitation [8]. This problem is remedied by considering
instead the algebra A0 of logical operators of the model. Here, a logical operator
is an operator that acts on the ground space H0, typically by creating, tunnelling
and eventually annihilating a pair of fractional excitations. The dimension of A0

as a complex vector space is dim(A0) = dim(H0)
2 = GSD2. As shown in Fig. 5.1,

in the d = 3 + 1 toric code, the logical operators are a string (blue) for the charge
and a membrane (red) for the flux. Each pair of string and membrane operators in
Fig. 5.1 is equivalent to a pair of Pauli matrices X and Z, and therefore generates
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Figure 5.1: Elementary logical operators in the d = 3 + 1 toric code. The blue
lines are string operators for charges, and the red planes are membrane operators for
fluxes. Each pair of string and membrane operators is equivalent to a pair of Pauli
matrices X and Z. Operators in different pairs commute.

an algebra of dimension 4, spanned as a vector space by 1, X, Y and Z. There are
three independent pairs of string and membrane operators, so

dim(A0) = 43 = 64 = GSD2,

and thus GSD = 8. In general, the new method of calculation aims to describe
A0 as a redundant, formal algebra A of operators quotiented by certain physically
justified relations. The d = 3 + 1 toric code is too simple to have any non-trivial
relation of operators, and more complicated examples will be discussed later in this
chapter. Once this quotienting procedure is completed, the GSD is obtained from
GSD2 = dim(A0). Due to its focus on the algebra of logical operators instead of the
ground space, I call this method of calculation the operator algebra approach.

In what follows, I begin in Section 5.1 by reviewing Ising cage-net. In Section 5.2,
I introduce the operator algebra approach by studying the simple example of the
chiral Ising anyon model. The underlying mathematics of the this approach is the
theory of semisimple algebras, and I discuss the structure of semisimple algebras in
Section 5.3. More mathematical details are given in Appendix 5.8. The construction
of Ising cage-net involves p-loop condensation, and I study boson condensation in
the operator algebra approach in Section 5.4 with the example of a condensation
transition in the doubled Ising string-net model. I then use the operator algebra
approach in Section 5.5 to study a more complicated d = 2 + 1 topological order,
the one-foliated Ising cage-net model. This model is closely related to Ising cage-net
but is still in d = 2 + 1, so the consistency of the operator algebra approach can be
checked by anyon counting. I also present another method of computing the GSD
within the operator algebra approach via a Cartan subalgebra. In Section 5.6, I put
all of these tools together and compute the GSD of Ising cage-net in two ways. The
correctness of the result (5.1) is further confirmed with traditional lattice calculation
for the smallest system size. Finally in Section 5.7, I discuss the possibility of viewing
the operator algebra approach as more than just a trick for calculating the GSD.
The framework of the this approach is so natural that it has the potential to provide
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Av

Bs
p

Wψψ̄
l

Figure 5.2: A square-octagon lattice. A vertex term Av and a plaquette term Bs
p

are shown. The string operator Wψψ̄
l creates a ψψ̄ excitation on each of the two

plaquettes bordering the edge l.

a characterization of fracton models. However, some key parts of the framework are
missing and need to be filled in before such potential can be realized.

The results in this chapter are based on Ref. [30].

5.1 Motivating example: The Ising cage-net model

In this section, I review the basic properties of Ising cage-net that are necessary for
the GSD calculation later [17]. The building block of Ising cage-net is the doubled
Ising string-net model (“doubled Ising” for short) [54]. Doubled Ising can be realized
on any d = 2 trivalent lattice. Here, a square-octagon lattice (Fig. 5.2) is chosen for
the purpose of constructing Ising cage-net later. On each edge of the lattice, there is
a local Hilbert space of dimension 3, with orthonormal basis vectors |0⟩, |1⟩ and |2⟩.
The labels {0, 1, 2} are understood as values of “strings” located at the edges. The
model also comes with a set of symbols (δijk, ds, F

ijm
kln ), where all indices take values

in {0, 1, 2}. For example, δijk = 1 if ijk = 000, 011, 022, 112 or their permutations,
and δijk = 0 otherwise.

The Hamiltonian consists of a vertex term Av for each vertex v and a plaquette term
Bp for each plaquette p. The vertex term is

Av

∣∣∣∣∣ j

i k

〉
= δijk

∣∣∣∣∣ j

i k

〉
,

which allows certain ways for the strings to “fuse” at a vertex at low energy. The
plaquette term is

Bp =

∑
s dsB

s
p∑

s d
2
s

,

where the operator Bs
p involves the symbols F ijmkln and essentially acts by fusing an

s-loop into the plaquette p; the precise definition of Bs
p is not important here. The
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Figure 5.3: A truncated cubic lattice constructed from intersecting layers of the
square-octagon lattice.

full Hamiltonian is then
H = −

∑
v

Av −
∑
p

Bp. (5.2)

This is a commuting projector Hamiltonian when restricted to the low-energy sub-
space where Av = 1 for all v. It has anyons 1, σ, σ̄, ψ, ψ̄, σψ̄, ψσ̄, σσ̄ and ψψ̄, where
ψ̄ is the time-reversal of ψ but otherwise unrelated to ψ, and similarly for σ̄. In fact,
doubled Ising can be viewed as the chiral Ising anyon model [55] (more discussions
in Section 5.2) which has anyons 1, σ and ψ, stacked with its time-reversal which
has anyons 1, σ̄ and ψ̄, hence the name “doubled” Ising. The fusion rules for σ and
ψ are σ × σ = 1 + ψ, σ × ψ = σ, ψ × ψ = 1; similarly for σ̄ and ψ̄. The R-symbols
and string operators of the anyons can be found in Ref. [54], and I mention some
important ones here:

1. The braiding of σ with ψ gives a phase −1, and ψ braids trivially with ψ; same
for σ̄ and ψ̄.

2. The operator Wψψ̄
l = (−1)n1(l) creates a ψψ̄ excitation on each of the two pla-

quettes bordering the edge l, where n1(l) = 1 if the state on the edge l is |1⟩, and
n1(l) = 0 otherwise (Fig. 5.2). The blue dashed line can be extended into a string
operator of ψψ̄.

As a d = 2 + 1 topological order, the GSD of doubled Ising is equal to the number
of anyons, so GSD = 9.

The construction of Ising cage-net starts with three stacks of doubled Ising in the
x, y and z directions, respectively. The resulting lattice is a truncated cubic lattice
(Fig. 5.3). In this lattice, an edge lµ parallel to the µ direction for µ = x, y or
z is called a principal edge. I also distinguish the octagon and square plaquettes,
denoting them by po and ps, respectively. On a principal edge lµ, the operator

Vlµ =W
(ψψ̄)ν

lµ
W

(ψψ̄)ρ

lµ
= (−1)n

ν
1(lµ)(−1)n

ρ
1(lµ) (5.3)
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Figure 5.4: A ψψ̄ p-loop (red) created by the operator Vlµ (green cylinder). The
shape of the p-loop is obtained by connecting the ψψ̄ particles with line segments
orthogonal to their hosting plaquettes.

creates a ψψ̄ particle-loop (“p-loop” for short) around the edge (Fig. 5.4), where µ,
ν and ρ are distinct. Here, aµ(i) denotes the anyon a in the ith plane orthogonal to
the µ direction, and the i label may be omitted when it is clear from context. For
example, if µ = x, ν = y and ρ = z, then the ψψ̄ particles in the p-loop originate
from the xz and xy planes. The p-loops can be condensed by the Hamiltonian

H0 − J
∑
µ

∑
lµ

Vlµ ,

where H0 is the Hamiltonian for the decoupled layers of doubled Ising, and J > 0 is
a large coefficient enforcing the condensation. This reduces the low-energy Hilbert
space on each edge to a vector space of dimension 5, spanned by |00⟩, |02⟩, |20⟩, |22⟩
and |11⟩. If perturbation theory is applied with H0 as the perturbation, then the
plaquette terms B1

po must be assembled into cube terms

Bc =
∏
po∈c

1√
2
B1
po (5.4)

for each cube c. The resulting Hamiltonian of Ising cage-net is

H = −
∑
v,µ

Aµv −
∑
ps

Bps −
∑
po

B2
po −

∑
c

Bc, (5.5)

where Aµv is the vertex term at vertex v orthogonal to the µ direction, and B2
po is

the plaquette term of the 2-loop (not the square of an operator). The terms are
shown in Fig. 5.5. This is a commuting projector Hamiltonian when restricted to
the low-energy subspace where all vertex terms are satisfied.

In order for an anyon to remain deconfined upon condensation, its string operator
must commute with Vlµ . In other words, the anyon must braid trivially with the ψψ̄
p-loop. For example, a σ planon in an xy plane has a braiding phase −1 with a ψψ̄
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Figure 5.5: Hamiltonian terms of Ising cage-net. The Hamiltonian is given by (5.5).

Mobility Type Excitations

Planon
Abelian ψµ(i), ψ̄µ(i)

Non-abelian σµ(i)σµ(j), σ̄µ(i)σµ(j),
σµ(i)σ̄µ(j), σ̄µ(i)σ̄µ(j)

Lineon
Abelian

Non-abelian σµ(i)σν(j), σ̄µ(i)σν(j),
σµ(i)σ̄ν(j), σ̄µ(i)σ̄ν(j)

Table 5.1: Elementary excitations in Ising cage-net. The lineon sector requires µ ̸= ν.
The lineon σx(i)σy(j) moves in the z direction; similarly for the other lineons.

p-loop created by some Vlx or Vly , and is therefore confined. On the other hand, a σ
planon in an xy plane combines with a σ planon in an xz plane to form a lineon that
moves in the x direction, and this lineon is deconfined. The deconfined excitations
are summarized in Table 5.1.

Although Ising cage-net is exactly solvable, it is not obvious how its GSD can be
calculated. In the following sections, I will introduce the operator algebra approach
to calculating the GSD, which works for Ising cage-net. I will start with some simple
d = 2 + 1 topological orders, and work gradually towards Ising cage-net.

5.2 The chiral Ising anyon model and operator algebra

The chiral Ising anyon model (“chiral Ising” for short) is a well-understood d = 2+1

topological order [55]. As explained previously, chiral Ising can be used to construct
doubled Ising and hence Ising cage-net. In this section, I review chiral Ising and
calculate its GSD using the operator algebra approach. While the calculation may
seem over-complicated for this simple model, I aim to set up the general formalism
and present several useful mathematical statements.

There are three anyons in chiral Ising: 1, σ and ψ. This model can be obtained, for
example, by gauging the Z2 fermion parity symmetry in a p + ip superconductor.
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In this context, 1 is the vacuum, σ is the π gauge flux, and ψ is the gauge charge.
The fusion rules are σ × σ = 1 + ψ, σ × ψ = σ, ψ × ψ = 1. The F - and R-symbols
can be found in Ref. [56]. The GSD of a d = 2 + 1 topological order is equal to
the number of anyons, so chiral Ising has GSD = 3. This is equivalent to saying
that the algebra of logical operators is A0 = Mat3. Here, Matn is the set of all
n × n complex matrices. In the operator algebra approach, I treat A0 as the more
fundamental object, attempt to compute A0 without knowledge of the ground space
H0, and view H0 as a representation space of A0.

The operator algebra approach starts with a set of logical operators that span the
vector space of all logical operators, but are not necessarily linearly independent.
For a d = 2 + 1 topological order on a torus, these starting operators are chosen to
be of the form

v(a, b, c) = a

b

a

b

c , (5.6)

where a, b, c are anyons consistent with the fusion rules (for simplicity I assume no
fusion multiplicity). Such an operator is called an elementary operator. If b = 1 then
a = c, and I define the short-hand notation ax = v(a, 1, a); similarly by = v(1, b, b).

Of course, an elementary operator acts on the ground space H0 and has a matrix
representation, but the discussion here does not rely on such a representation. In-
stead, the operators are viewed as abstract objects. Let A be the complex vector
space over the elementary operators, with formal addition and formal scalar multi-
plication. The vector space A also has an operation called multiplication, defined
for a pair of elementary operators by stacking one on top of the other and reducing
the diagram to a sum of elementary operators using F - and R- symbols:

v(a, b, c)v(a′, b′, c′) = a

b

a′

b′
c

c′

=
∑
f,g

√
dfdg

dada′dbdb′ c

c′
a′

a
b g

b′

f

b′

a′
b

a

=
∑
f,g,h

λ(f, g, h)v(f, g, h),

with some coefficients λ(f, g, h). Here f , g and h are some anyons, and da is the
quantum dimension of a. Going from the first line to the second line, the anyon a

is fused with a′ into f , and b with b′ into g; going from the second line to the third
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line, I used F - and R-moves to transform the diagrams into elementary operators.
In principle, λ(f, g, h) can be computed for a general anyon theory, but only some
simple cases are needed in this thesis. For example, in chiral Ising,

ψxψy = v(ψ, 1, ψ)v(1, ψ, ψ) = −v(ψ,ψ, 1),

where the minus sign comes from Rψ,ψ1 = −1. The multiplication has an identity 1 =

v(1, 1, 1). The set A is called an algebra, which is a complex vector space equipped
with multiplication and a multiplicative identity (Definition 18 in Appendix 5.8
explains this concept more rigorously). If one views the elements of A as operators
on H0, then the addition, scalar multiplication and multiplication are the usual
matrix operations. However, I emphasize again that A is considered in the operator
algebra approach as a structure in its own right and should not be interpreted as a
matrix algebra acting on a Hilbert space just yet.

In chiral Ising, there are 10 elementary operators:

v(1, 1, 1), v(ψ, 1, ψ), v(1, ψ, ψ), v(ψ,ψ, 1), v(σ, 1, σ),

v(1, σ, σ), v(σ, ψ, σ), v(ψ, σ, σ), v(σ, σ, 1), v(σ, σ, ψ).

Thus dim(A) = 10. However, by prior knowledge, the algebra of logical operators
should be A0 = Mat3 with dim(A0) = 9, so A is too large. This means that A has
some redundancy which should be reduced by modding out certain relations. Such
redundancy reduction turns out to be equivalent to acting on A by a projector P ,
which kills the subspace (1− P )A and preserves its complement PA.

Before discussing where the relations come from, I first answer a question: How does
one know whether sufficiently many relations have been found so that PA is small
enough? For a topological or fracton model, its algebra of logical operators should
be Matn for some n. Conversely, a matrix algebra Matn has the property that no
more redundancy can be modded out (Definition 20 and Lemma 21). Therefore, the
redundancy reduction stops if and only if PA is a matrix algebra.

Furthermore, all of the algebras in the physical models in this chapter have the
additional property of being so-called semisimple.

Definition 10. An algebra A is semisimple if it can be written as a direct sum

A = A1 ⊕ · · · ⊕Am, (5.7)

where each Ai is a matrix algebra.

The redundancy reduction amounts to finding an appropriate projector P that kills
all but one Ai, and then the true algebra of logical operators is this Ai. The kernel of
P consists of operators that are identified with 0, so the projection essentially takes
a “quotient” of A (see details in Appendix 5.8).
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The decomposition (5.7) of a semisimple algebra A can be derived systematically,
but for the case of chiral Ising in this section, I first write down the result:

A = Mat3 ⊕ Mat1. (5.8)

A systematic derivation can be found in Section 5.3. In this decomposition,

Mat3 = span{1 + ψx, 1 + ψy, 1 + r, σx, σy,

v(σ, ψ, σ), v(ψ, σ, σ), v(σ, σ, 1), v(σ, σ, ψ)},
Mat1 = span{1− r},

where
r =

1

2
(1 + ψx + ψy − ψxψy) .

The 9 spanning elements of Mat3 are not very important, but the element r will be
useful throughout this chapter.

Given the decomposition (5.8), clearly the projector P should be defined such that
PA = Mat3. However, without the prior knowledge that A0 = Mat3, this choice of
P needs to be justified. To do so, note that A is obtained only using fusion rules, F -
symbols and R-symbols, while further information such as the topology of the torus
has not been fully utilized. Indeed, one can put a contractible σ-loop “around the
corners” of the torus, reduce it to a sum of elementary operators on the one hand,
and demand that it be equal to the quantum dimension

√
2 of σ on the other hand.

Using red lines for σ-strings and blue lines for ψ-strings, the reduction to elementary
operators is performed as follows:

1√
2

=
1√
2

=
1√
2

∑
a,b

√
dadb
d4σ

a

b

=
1

2
√
2

 + + +



=
1

2
√
2

 + + +


=

1

2
√
2

(√
2 +

√
2ψx +

√
2ψy +

√
2v(ψ,ψ, 1)

)
=

1

2
(1 + ψx + ψy − ψxψy)

= r, (5.9)
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where I moved the
√
2 to the denominator. In this calculation, I first moved the σ-

strings close together, and then fused the parallel σ-strings to obtain four outcomes
(second line). The result is demanding r = 1. In other words, 1− r is identified with
0 by the projector P = (1 + r)/2, which precisely kills 1− r. The same calculation
can be repeated for a 1-loop or a ψ-loop “around the corners”, but the results are
tautological relations. Only non-abelian anyons can give non-trivial relations.

To conclude this section, I summarize the operator algebra approach as follows:

Protocol 11. Take a topological or fracton model.

1. Choose a set of logical operators that span the space of all logical operators but
are not necessarily linearly independent.

2. Reduce the redundancy of these logical operators with F - and R-moves as much
as possible. Then take the formal algebra A over the remaining operators, which
is a semisimple algebra. In a d = 2 + 1 topological order, if the operators are
taken to be v(a, b, c) as in (5.6), then these operators have no such redundancy
and there is no need for this step.

3. Find relations in A by physical argument. In a d = 2 + 1 topological order, the
relations come from loops of (non-abelian) anyons “around the corners”. As will be
shown in Section 5.6, the relations in Ising cage-net come from cage structures of
non-abelian strings. Then mod out the relations by acting with the corresponding
projector P . If PA is a matrix algebra, then the true algebra of logical operators
is A0 = PA. In Section 5.3, I will discuss a quick way to find P .

5.3 Structure of semisimple algebra

The correctness of the decomposition (5.8) can be checked by hand, but this is far
from systematic. It is also unclear so far how relations can be converted to projectors
in general. In this section, I resolve these two issues by discussing the structure of a
semisimple algebra, and give an efficient method for computing projectors. Several
statements in this section will be used in the calculations in later sections.

In the decomposition (5.7) of a semisimple algebra A, each component Ai has its
own multiplicative identity Pi, called a primitive central projector of A.

Definition 12. An element x ∈ A is central if [x, y] = 0 for all y ∈ A. The set
of all central elements of A is the center of A, written as Z(A). A central element
x ∈ Z(A) is a central projector if x2 = x. A central projector x is primitive if xy = 0

or x for all central projector y ∈ A.

The primitive central projectors Pi have the property that every central projector Q
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can be written as
Q =

∑
i

λiPi,

where λi = 0 or 1. If A is represented as block-diagonal matrices, then a central
projector is the identity of several blocks, and a primitive central projector occupies
exactly one block. A central projector Q behaves like a projector in the usual sense
when acting on A by left multiplication (which is equivalent to right multiplication
and conjugation since Q is central).

In principle, given a basis {vα} of A and structure constants fγαβ defined by

vαvβ =
∑
γ

fγαβvγ , (5.10)

the central projectors are the solutions to the equations

[x, vα] = 0 for all α,

x2 = x.
(5.11)

If the solutions are {Qk}, then the primitive ones form the subset {Pi} ⊂ {Qk} of
maximal size such that PiPj = 0 for all i ̸= j. The decomposition (5.7) then follows
where Ai = PiA.

Next, I discuss the conversion of relations into projectors. In this chapter, all rela-
tions obtained from physical argument happen to be central in A. It also happens
that a simply linear rescaling is enough to convert all the relations into central pro-
jectors. For example, in chiral Ising, 1− r is rescaled into (1− r)/2. Given relations
Q1, . . . , Qm where each Qk is a central projector, the overall projector is

P = (1−Q1) · · · (1−Qm). (5.12)

Such a projector can also be constructed without the assumption that Qk is central,
and this construction is discussed in Appendix 5.8.

As promised, I now apply the procedure above to chiral Ising. The primitive central
projectors are found to be

P1 =
1

2
(1 + r), P2 =

1

2
(1− r).

By (5.12) with Q = P2, the algebra of logical operators is

PA = (1− P2)A = P1A = Mat3,

which is the desired matrix algebra.

In the rest of this chapter, (5.12) will be used constantly for computing projectors.
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5.4 The doubled Ising anyon model and condensation

Ising cage-net is constructed via p-loop condensation, an type of Bose-Einstein con-
densation. In this section, I explain condensation in the operator algebra approach
by studying an example of a condensation transition in doubled Ising.

As explained in Section 5.1, doubled Ising is a stack of two copies of chiral Ising,
whose anyons are 1, σ, ψ and 1, σ̄, ψ̄, respectively. Now consider condensing the
boson ψψ̄. For an anyon to remain deconfined upon condensation, it must braid
trivially with ψψ̄. Such anyons are 1 = ψψ̄, ψ = ψ̄ and σσ̄. Furthermore, σσ̄ is
no longer a simple particle, but instead “splits” into two anyons σσ̄ = e + m. To
understand the splitting, note that σσ̄ is the fusion product of two Majorana modes
and hence a (complex) fermion mode. The parity p of this fermion mode can be
0 (unfilled) or 1 (filled), and braiding with either σ or σ̄ switches the value of p.
Therefore, p is not a good quantum number in doubled Ising. However, if ψψ̄ is
condensed then both σ and σ̄ are confined, so p becomes a good quantum number
that distinguishes the unfilled fermion mode (anyon e) from the filled (anyon m).
The resulting topological order is the toric code [57].

It turns out that the operator algebra approach provides a nice description of con-
densation and, in particular, the splitting of anyons. To begin with, I follow Steps 1
and 2 of Protocol 11 to obtain a semisimple algebra A with dim(A) = 100. Since
doubled Ising is two copies of chiral Ising, the decomposition of A is

A = (Mat3 ⊕ Mat1)⊗2 = Mat9 ⊕ Mat3 ⊕ Mat3 ⊕ Mat1. (5.13)

The quantum dimensions of σ and σ̄ produce two relations r = 1 and r̄ = 1, where

r =
1

2
(1 + ψx + ψy − ψxψy) ,

r̄ =
1

2

(
1 + ψ̄x + ψ̄y − ψ̄xψ̄y

)
.

By (5.12), these relations give rise to a projector

P =
1

4
(1 + r)(1 + r̄),

and PA = Mat9 is the correct algebra of logical operators of doubled Ising. Of
course, σσ̄ is also a non-abelian anyon, and it gives another relation rr̄ = 1, but this
relation is already implied by r = 1 = r̄.

Upon condensation of ψψ̄, the operators ψxψ̄x and ψyψ̄y should be identified with
1. Let M be the subalgebra of A generated by ψxψ̄x and ψyψ̄y, which is an abelian
subalgebra, meaning that [x, y] = 0 for all x, y ∈ M . The logical operators that
remain “deconfined” are those that commute with M . Such deconfined operators
form the commutant of M , which is a semisimple subalgebra of A defined as

M ′ = {x ∈ A : [x, y] = 0 for all y ∈M}.
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Since M is abelian, M ⊂ M ′. The commutant M ′ is spanned by elementary op-
erators v(a, b, c) where a and b take values in {1, ψ, ψ̄, ψψ̄, σσ̄}. A straightforward
calculation shows that dim(M ′) = 28. By analyzing the primitive central projectors
of M ′ using (5.11), M ′ can be decomposed as

M ′ = (Mat3 ⊕ 3Mat2)⊕ 3Mat1 ⊕ 3Mat1 ⊕ Mat1,

where 3Mat2 means Mat2 ⊕ Mat2 ⊕ Mat2, etc. Here, the summands are ordered in
correspondence with the summands in (5.13), i.e., (Mat3 ⊕ 3Mat2) is a subalgebra
of the Mat9 in (5.13), the first 3Mat1 is a subalgebra of the first Mat3 in (5.13), etc.

The next step is to mod out all known relations. First, the quantum dimension of
σσ̄ demands rr̄ = 1. By (5.12), this gives a projector

P12 =
1

2
(1 + rr̄).

The notation P12 is chosen for consistency with similar notations in Section 5.5. Now
note that

P12A = Mat9 ⊕ Mat1,

since r and r̄ both act as +1 on Mat9, and both act as −1 on Mat1. Therefore, when
restricted to M ′, the action of P12 gives

P12M
′ = (Mat3 ⊕ 3Mat2)⊕ Mat1. (5.14)

Second, the condensation of ψψ̄ demands ψxψ̄x = 1 and ψyψ̄y = 1. Again by (5.12),
these two relations give a projector

Pc =
1

4
(1 + ψxψ̄x)(1 + ψyψ̄y),

where the subscript “c” stands for “condensation”. The total projector is P = PcP12.
The goal now is to understand the action of Pc on the two components of P12M

′

in (5.14), namely (Mat3 ⊕ 3Mat2) and Mat1. The latter is straightforward: Mat1 is
spanned by (1− r)(1− r̄), and explicit calculation shows that

Pc(1− r)(1− r̄) = (1− r)(1− r̄).

Therefore, Mat1 is in PM ′. On the other hand, let Q0 = (1 + r)(1 + r̄)/4 be the
central projector that projects A onto Mat9. Since both Pc and Q0 are central
projectors, so is PcQ0, and I claim that PcQ0 is also primitive. This can be derived
from the following lemma:

Lemma 13. Let B be a matrix algebra, N an abelian subalgebra of B, and N ′ the
commutant of N . Then Z(N ′) = N .
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It is easy to see that N ⊂ Z(N ′), and Lemma 13 says that the two are actually equal.
Strictly speaking, N must satisfy another condition, and Lemma 23 in Appendix 5.8
explains this point more rigorously. Lemma 13 with B = Q0A andN = Q0M implies
that Z(Q0M

′) is generated by ψxψ̄xQ0 and ψyψ̄yQ0. It is then straightforward to
use the prescription in Section 5.3 to find the primitive projectors from the central
elements, and indeed PcQ0 is one of them. Therefore, PcQ0M

′ is a matrix algebra,
and it is either Mat3 or one of the three copies of Mat2. To determine PcQ0M

′, note
that for any operator x ∈ A, the operator xQ0 can be represented as a 9× 9 matrix
ρ9(xQ0), or ρ9(x) for short. The subscript l in ρl indicates the matrix dimension. A
systematic way to determine this representation ρ9 can be found in Appendix 5.8,
but here I will start with a 3×3 matrix representation ρ3 of operators in chiral Ising:

ρ3(ψx) =

1

1

−1

 , ρ3(σx) =

 0
√
2 0√

2 0 0

0 0 0

 ,

ρ3(ψy) =

1

−1

1

 , ρ3(σy) =

 0 0
√
2

0 0 0√
2 0 0

 .

(5.15)

The correctness of this representation can be confirmed by hand or by following the
discussion in Appendix 5.8. The operators in Mat9 can be obtained by tensoring the
matrices above. In particular, ρ9(Q0) is the 9 × 9 identity matrix, and ρ9(PcQ0) is
a diagonal matrix

ρ9(PcQ0) = diag(1, 0, 0, 0, 1, 0, 0, 0, 1). (5.16)

It follows that PcQ0M
′ = Mat3 since tr(ρ9(PcQ0)) = 3. To summarize,

PM ′ = Mat3 ⊕ Mat1, (5.17)

where the projector P accounts the condensation of ψψ̄ as well as relations due to
deconfined anyons.

The bottom line of (5.17) is that even after modding out all the relations, the result
is still not a matrix algebra. However, the correct algebra of logical operators must
be a matrix algebra, so something needs to be done to PM ′. For this purpose, I
visualize PM ′ as block-diagonal matrices embedded in Mat4:

PM ′ = . (5.18)

Here is an important observation: The splitting of σσ̄ precisely “fills the blanks” in
(5.18) to turn Mat3 ⊕ Mat1 into Mat4.
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To justify this observation, I now work out a 4× 4 matrix representation ρ4 of, say,
ex and compare it with the known result from the toric code. By (5.16), the Mat3
block of an element x ∈ PM ′ is obtained by taking rows and columns 1, 5 and 9
from ρ9(x). On the other hand, the Mat1 block of x ∈ PM ′ is determined by its
action on the generator (1− r)(1− r̄) of Mat1. For example,

ψx(1− r)(1− r̄) = −(1− r)(1− r̄),

σxσ̄x(1− r)(1− r̄) = 0.

By this method, the ρ4 representations of some operators in PM ′ are found to be

ρ4(ψx) =


1

1

−1

−1

 , ρ4(σxσ̄x) =


0 2 0 0

2 0 0 0

0 0 0 0

0 0 0 0

 ,

ρ4(ψy) =


1

−1

1

−1

 , ρ4(σyσ̄y) =


0 0 2 0

0 0 0 0

2 0 0 0

0 0 0 0

 .

By physical argument, ρ4(ex) satisfies the equations

ρ4(ex)
† = ρ4(ex),

(1 + ρ4(ψx))ρ4(ex) = ρ4(σxσ̄x),

ρ4(ex)ρ4(ψy) = −ρ4(ψy)ρ4(ex),
ρ4(ex)

2 = 1.

Line 1 says that e is its own antiparticle; line 2 comes from the fusion rules ψ×e = m

and σσ̄ = e+m; line 3 says that e and ψ braid with a −1 phase; line 4 comes from
the fusion rule of e. The most general solution is

ρ4(ex) =


0 1

1 0

0 eiθ

e−iθ 0

 .

As expected, ρ4(ex) has entries e±iθ in the “blank” areas of (5.18). There is no way
to fix θ, since conjugation by

U =


1

1

1

eiϕ


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acts trivially on Mat3⊕Mat1 but non-trivially on Mat4, mapping θ to θ±ϕ. Without
loss of generality, I choose θ = 0. This gives

ρ4(ex) =


0 1

1 0

0 1

1 0

 , ρ4(mx) =


0 1

1 0

0 −1

−1 0

 .

With the additional requirement that ρ4(ey) commute with ρ4(ex), the same method
also gives

ρ4(ey) =


0 0 1 0

0 0 0 1

1 0 0 0

0 1 0 0

 , ρ4(my) =


0 0 1 0

0 0 0 −1

1 0 0 0

0 −1 0 0

 .

One may confirm that these indeed obey the algebra of logical operators of the toric
code. Moreover, they generate matrices such as

0 0 0 1

0 0 0 0

0 0 0 0

0 0 0 0

 =
1

4
ρ4(σxσ̄x)[ρ4(ey)− ρ4(my)],

and hence all other matrices with entries in the “blank” areas of (5.18).

To conclude this section, I summarize condensation in the operator algebra approach
as follows:

Protocol 14. Let A be the semisimple algebra of a topological or fractonic order,
and suppose that {a} is a set of bosons to be condensed.

1. Define M as the subalgebra of logical operators of {a}. If {a} can be condensed
simultaneously, then M is always abelian.

2. Let M ′ be the commutant of M . Construct a projector P based on the condensa-
tion condition of {a}, relations due to deconfined anyons as well as relations from
other physical arguments. As will be explained in Section 5.6, the “other physical
arguments” for Ising cage-net come from the cage terms of the Hamiltonian (5.5).
Then take the algebra PM ′.

3. If the semisimple algebra

PM ′ = Matd1 ⊕ · · · ⊕ Matdm

has more than one component, then certain operators must split. The result of
the splitting is a matrix algebra

A0 = Matd1+···+dm ,
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which is obtained by “filling the blanks” in the matrix representation of PM ′.
The correctness of this operation can be confirmed manually for all the models in
d = 2 + 1 in this chapter, and I conjecture that the operation is also correct for
all topological or fracton models.

5.5 The one-foliated Ising cage-net model and Cartan subalgebra

I discuss one more d = 2 + 1 topological order in this section before going to Ising
cage-net in Section 5.6. In particular, I present another method of computing the
GSD within the operator algebra approach using a Cartan subalgebra, which turns
out to be very convenient when applied to Ising cage-net.

The model of interest in this section is called the one-foliated Ising cage-net model
(“1-F Ising” for short), which is constructed as follows: Take a stack of 2L copies
of chiral Ising, and condense the boson Ψ = ψ(1) × · · · × ψ(2L), where ψ(k) is the
ψ particle from the kth layer. The chirality of these copies of chiral Ising does not
affect the GSD. The condensation of doubled Ising into the toric code in Section 5.4
is a special case of this construction with L = 1.

In the L → ∞ limit, 1-F Ising can be viewed as a fracton model, whose partially
mobile excitations are planons. It is related to Ising cage-net as follows: In Ising
cage-net, let Sx be a set of principal edges lx related to each other by translation in
the z direction (green edges in Fig. 5.6). Then the operator∏

lx∈Sx

Vlx , (5.19)

where Vlx is a condensation operator defined in (5.3), creates a pair of ψψ̄ anyons
in each xy plane. Therefore, Ψ in the xy plane is part of the condensate in Ising
cage-net. The same holds for Ψ in the yz and zx planes. In this sense, 1-F Ising is
a “one-foliated” version of Ising cage-net, while Ising cage-net is “three-foliated”.

GSD from anyon counting

Since the 1-F Ising is a d = 2 + 1 topological order, its GSD can be obtained by
counting anyons. In order for an anyon to be deconfined upon condensation, it must
contain an even number of σ′s so that it braids trivially with Ψ = ψ1 × · · · × ψ2L.
Additionally, ψ can be attached to any layer where there is no σ, since this does not
affect the braiding with Ψ. The condensation of Ψ identifies some pairs of anyons
with each other, which reduces the number of distinct anyons. Finally, the particle
Σ = σ(1) × · · · × σ(2L) splits into two simple anyons Σ = e +m since the overall
fermion parity of Σ is a good quantum number. Another way to see this is to note
that Σ× Σ = 1 + Ψ+ · · ·, and the presence of two identity channels implies that Σ

splits into two particles. These conditions constrain the label a(1) × · · · × a(2L) of
an anyon.
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Figure 5.6: 1-F Ising obtained from layers of doubled Ising on a square-octagon
lattice, similar to the construction of Ising cage-net. Each plane is a layer of doubled
Ising. The product of Vlx on the green edges (the set Sx in (5.19)) creates a pair of
ψψ̄ in each xy plane. If the Ψ particles created this way are condensed, then the
system becomes 1-F Ising together with decoupled layers of doubled Ising in the yz
and zx planes.

I now count the number of anyons. If σ is attached to 2k layers i1, . . . , i2k, where
k = 0, . . . , L− 1, then there are 2L− 2k places left to attach ψ. It would then seem
that there are 22L−2k inequivalent ways to attach ψ to the layers. However, the
condensation condition Ψ = 1 reduces the number of distinct labellings by a factor
of 2. Therefore, there are

(
2L
2k

)
22L−2k−1 inequivalent ways to place σ’s in 2k layers

and attach 1’s or ψ’s to the remaining layers. The case where k = L needs to be
considered separately. In this case, the anyon of interest is Σ, which splits into e and
m. Thus the total number of anyons in the theory (equal to the GSD) is

GSD =
L−1∑
k=0

(
2L

2k

)
22L−2k−1 + 2,

where the +2 accounts for the k = L case. By the binomial theorem,

(1 + x)2L + (1− x)2L = 2
L∑
k=0

(
2L

2k

)
x2L−2k.

Thus the GSD simplifies to

GSD =
L∑
k=0

(
2L

2k

)
22L−2k−1 + 2− 1

2

=
1

4
(1 + 2)2L +

1

4
(1− 2)2L +

3

2

=
1

4

(
9L + 7

)
. (5.20)

Since the GSD is not strictly exponential in L, the model is not foliated.
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GSD from Cartan subalgebra

I now try to reproduce (5.20) using the operator algebra approach. Protocol 14 is
based on the full algebra of 1-F Ising, but I delay this calculation to the end of this
section. Instead, here I compute the GSD using a so-called Cartan subalgebra.

Definition 15. A subalgebra C of an algebra A is a Cartan subalgebra if it is abelian
and maximal. Abelian means that [x, y] = 0 for all x, y ∈ C; maximal means that if
any subalgebra C ′ ⊂ A is abelian and C ⊂ C ′, then C ′ = C.

Note that this definition is not rigorous mathematically. There is another condition
on C which I did not mention, and this condition holds for the choice of C that will
be used later. Definition 25 in Appendix 5.8 explains this extra condition. A Cartan
subalgebra is related to the GSD by the following lemma:

Lemma 16. Let A0 be a matrix algebra, and C0 ⊂ A0 a Cartan subalgebra. Then
dim(C0)

2 = dim(A0). In particular, if A0 is the algebra of logical operators, then
GSD = dim(C0).

To understand this lemma with an example, let C0 be the set of diagonal matrices
in A0. The lemma is obvious in this case.

For 2L copies of chiral Ising with semisimple algebra

A = (Mat3 ⊕ Mat1)⊗2L ,

there is a convenient choice of a Cartan subalgebra C, which is spanned by the
elementary operators with no σ. To compute the GSD, I want to understand the
transition from C to C0. The approach is similar to Steps 1 and 2 of Protocol 14,
although these steps are adapted to the context of Cartan subalgebras. Let M be
the subalgebra of A generated by Ψx and Ψy (the condensate). The commutant M ′

of M has central projectors

Pc =
1

4
(1 + Ψx)(1 + Ψy)

due to condensation, and

Pij =
1

2
(1 + r(i)r(j))

due to deconfined anyons σ(i)σ(j), where 1 ≤ i < j ≤ 2L and

r(i) =
1

2
(1 + ψx(i) + ψy(i)− ψx(i)ψy(i)) .

Although there are also non-abelian anyons with more than two σ’s and possibly
ψ’s, for the purpose of constructing projectors, it suffices to only consider pairs of
σ’s. For example, the relation due to σ(1)σ(2)σ(3)σ(4) is r(1)r(2)r(3)r(4) = 1, but
this is already implied by r(1)r(2) = 1 and r(3)r(4) = 1.
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From this point on, I will focus only on the Cartan subalgebra. Importantly, in
this specific case C ⊂ M ′, and the central projectors Pc and Pij all map C to C

since they also contain no σ. Meanwhile, it can be argued physically that splitting
does not enlarge the Cartan subalgebra. This is because the braiding of Σ with, for
example, ψ(1) gives a −1 phase and thus the same holds for the anyons e and m

split from Σ. Therefore, the entirety of C0 can be obtained by projection on C. In
other words, the Cartan subalgebra is given by C0 = PC, where

P = Pc
∏
i<j

Pij . (5.21)

Since P is a projector, the GSD can be obtained from the equation

GSD = dim(PC) = tr(P ).

I emphasize that the underlying vector space here is C, and that the trace here is
the trace of the action of P on C.

To find tr(P ), note that the projector P can be written in principle as

P =
∑
a,b

µ(a, b)v(a, b, a× b), (5.22)

where neither a nor b contains any σ (hence a × b is unique), and µ(a, b) are some
coefficients. Observe also that when v(c, d, c× d) ∈ C is multiplied by v(a, b, a× b)

in (5.22), the result
±v(a× c, b× d, a× b× c× d)

is never proportional to v(c, d, c × d) unless a = b = 1. This means that v(1, 1, 1)
is the only term in (5.22) that contributes to tr(P ). Therefore, for the purpose of
computing the GSD, it suffices to find the coefficient µ(1, 1) by expanding (5.21).
First, I use r(i)2 = 1 to derive

∏
i<j

Pij =
1

22L−1

L∑
k=0

∏
i1<···<i2k

r(i1) · · · r(i2k)

=
1

22L

[
2L∏
i=1

(1 + r(i)) +

2L∏
i=1

(1− r(i))

]
.

(5.23)

The first line is a sum of all products of an even number of r(i)’s; the second line
can be interpreted as forcing the r(i)’s to be all +1 or all −1, which is a consequence
of forcing each pair of the r(i)’s to be both +1 or both −1 due to {Pij}. Thus

P =
1

4
(1 + Ψx +Ψy +ΨxΨy)×

1

22L

[
2L∏
i=1

(1 + r(i)) +

2L∏
i=1

(1− r(i))

]
.
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Now since

1 + r(i) =
3

2
+

1

2
ψx(i) +

1

2
ψy(i)−

1

2
ψx(i)ψy(i),

1− r(i) =
1

2
− 1

2
ψx(i)−

1

2
ψy(i) +

1

2
ψx(i)ψy(i),

the only four terms in the expansion of
∏
i(1 + r(i)) that can combine with one of

1, Ψx, Ψy and ΨxΨy to contribute to µ(1, 1) are(
3

2

)2L

,
∏
i

(
1

2
ψx(i)

)
,
∏
i

(
1

2
ψy(i)

)
and

∏
i

(
−1

2
ψx(i)ψy(i)

)
.

Summing these up, the total contribution of the
∏
i(1 + r(i)) part of P to µ(1, 1)

is
(
9L + 3

)
/24L+2. Similarly, the contribution of the

∏
i(1 − r(i)) part is 4/24L+2.

Combining these together, the GSD is

GSD = tr(P ) = 24Lµ(1, 1) =
1

4

(
9L + 7

)
,

where I used the fact that dim(C) = 24L.

This calculation is almost entirely combinatorial and straightforward. However, it
is also highly specific to simple examples such as Ising, because it relies on a nice
Cartan subalgebra which is fixed by the central projectors and cannot be enlarged
by splitting due to physical arguments.

GSD from full algebra

Finally for the discussion of 1-F Ising, I compute its GSD using Protocol 14. Let
M be the subalgebra of A generated by Ψx and Ψy, and M ′ the commutant of M .
The goal is to find PM ′ where P is given by (5.21). I will not try to decompose
M ′ into matrix algebras like I did for doubled Ising in Section 5.4, since it turns out
that most of the components of A are killed by the central projectors Pij , just like
the two copies of Mat3 in (5.13). Instead, I first discuss the action of Pij on A, and
then apply Pc. To start with, ∏

i<j

PijA = B0 ⊕B1,

where B0 = Mat9L and B1 = Mat1. This is because {Pij} forces the r(i)’s to be all
+1 or all −1. As a result, ∏

i<j

PijM
′ ⊂ B0 ⊕B1,

so the next step is to find the action of Pc on (B0 ⊕B1) ∩M ′.

For the B1 ∩M ′ part, clearly B1 ⊂ Z(A) since B1 is a 1 × 1 block and therefore
commutes with everything. Thus B1 ∩M ′ = B1. Each of ψx(i) and ψy(i) acts on
B1 as −1, so Pc preserves B1. The conclusion is that Pc(B1 ∩M ′) = Mat1.
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For the B0 ∩M ′ part, I repeat what I did in Section 5.4 for Mat3 ⊕ 3Mat2, and use
a matrix representation of Pc to determine its action. Let

Q0 =
1

22L

∏
i

(1 + r(i))

be the central projector that projects onto B0. By Lemma 13, the central projector
PcQ0 is primitive, and hence the algebra PcQ0M

′ is a matrix algebra. On B0, the
action of operators such as Pc has representation ρ9L . Thus PcQ0M

′ = Matn where
n = tr(ρ9L(PcQ0)). To find n, I use the fact that

n = dim(eigenspace ρ9L(Pc) = 1)

= dim(eigenspace ρ9L(Ψx) = ρ9L(Ψy) = +1).

Let Dst
2L, where s, t can be + or −, be the dimension of the common eigenspace {w}

of ρ9L(Ψx) and ρ9L(Ψy) where ρ9L(Ψx)w = sw and ρ9L(Ψy) = tw (i.e., ±w). Using
the representation ρ3 of ψx and ψy in (5.15), it can be shown that

D++
2L =

1

4

(
9L + 3

)
,

D+−
2L = D−+

2L = D−−
2L =

1

4

(
9L − 1

)
.

(5.24)

I now explain the calculation of D+−
2L as an example. Let {u1, u2, u3} be the standard

basis for C3, and
w = u⊗k11 ⊗ u⊗k22 ⊗ u⊗k33 .

By (5.15), in order for ρ9L(Ψx)w = +w and ρ9L(Ψy)w = −w, it must be the case
that k3 is odd, k2 is even, and hence k1 is odd. The number of such combinations of
(k1, k2, k3) satisfying k1+k2+k3 = 2L can be found using the multinomial theorem:

D+−
2L =

1

4

[
(1 + 1 + 1)2L − (1 + 1− 1)2L

+(1− 1 + 1)2L − (1− 1− 1)2L
]

=
1

4

(
9L − 1

)
.

Using (5.24),

tr(ρ9L(PcQ0)) = D++
2L =

1

4

(
9L + 3

)
.

Although here I only made use of D++
2L , the other D’s will be used in Section 5.6.

The B0 ∩M ′ and B1 ∩M ′ parts together imply that

PM ′ = Mat(9L+3)/4 ⊕ Mat1.

This is a semisimple algebra. Just like the situation in Section 5.4 for condensation
in doubled Ising, one can also find matrix representations of ex, mx, ey and my and
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cy
cz

ayz

byx

azx

bzy
cx

axy

bxz
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Figure 5.7: Constituents vx(axy , bxz , cx), vy(a
y
z , b

y
x, cy) and vz(azx, bzy, cz) of an elemen-

tary operator in Ising cage-net. Arrows are omitted since in Ising cage-net, every
particle is its own antiparticle.

confirm that they have non-zero entries in the “blank” areas of PM ′, but I omit this
calculation here. By Protocol 14, the semisimple algebra turns into a matrix algebra

A0 = Mat(9L+7)/4,

and GSD =
(
9L + 7

)
/4 as expected.

5.6 Tackling the Ising cage-net model

In this section, I compute the GSD of Ising cage-net, first using a Cartan subalgebra,
and then using the full algebra.

Consider a system where Lx, Ly and Lz layers of doubled Ising are stacked in the
x, y and z directions, respectively. The elementary operators here are products of
the d = 2 + 1 elementary operators vx(axy , bxz , cx) in the yz planes, vy(ayz , byx, cy) in
the zx planes, and vz(azx, b

z
y, c

z) in the xy planes (Fig. 5.7). I also define notations
such as ψxy (i) for the string operator of ψ from the ith plane orthogonal to the x
direction (i.e., a yz plane) traversing the y direction. To obtain Ising cage-net from
the decoupled layers, ψψ̄ p-loops should be condensed as explained in Section 5.1.
Since the operator algebra approach uses logical operators on the ground space, the
condensation operators Vlµ defined in (5.3) should be combined into logical opera-
tors (of the decoupled layers). An example of such a logical operator is shown in
Fig. 5.8 (a), which looks like a “net” orthogonal to the z direction. I call the operator
a Ψ-net and denote it by Ψz. Explicitly, if T z is a set of principal edges lz related
to each other by translation in the x and y directions (red edges in Fig. 5.9), then

Ψz =
∏
lz∈T z

Vlz =

Lx∏
i=1

(ψψ̄)xy(i)

Ly∏
j=1

(ψψ̄)yx(j). (5.25)

Different choices of T z at different xy planes give the same Ψz when acting on the
ground space. Similarly, net-shaped operators Ψx and Ψy can be defined.

If in the net shape of Fig. 5.8 (a), all ψψ̄’s are replaced by σσ̄’s, then the result is an
operator which I call a Σ-net, or Σz in this specific case. Upon condensation, each
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Figure 5.8: Net-shaped logical operator Ψz defined in (5.25), which is to be condensed
in Ising cage-net. In (a), each plane is a layer of doubled Ising, and the red strings
are (ψψ̄)xy(i) and (ψψ̄)yx(j). In (b), equivalently, each plane is a layer of chiral Ising,
and the red strings are ψxy (i) and ψyx(j).

Σα splits into two operators Σα = eα+mα of the same net shape. In the case of Σz,
the operators ez and mz are distinguished by the parity pz of the fermion mode

Lx∏
i=1

(σσ̄)x(i)

Ly∏
j=1

(σσ̄)y(j),

which is a good quantum number. This is because anyons such as σx(i) which can
change pz by braiding with Σz are confined.

The semisimple algebra of the decoupled layers is

A = (Mat3 ⊕ Mat1)⊗2(Lx+Ly+Lz).

Besides the condensation condition, there should also be relations due to deconfined
excitations. Since Ising cage-net has deconfined fractons, lineons and planons, it is
not obvious where exactly the relations come from. For this reason, I return to the
Hamiltonian (5.5) and construct the relations from the Hamiltonian terms.

First, the Hamiltonian (5.5) contains the doubled Ising plaquette terms B0
p = 1 and

B2
p , so a ground state must satisfy the projector

1

2

(
1 +B2

p

)
=

1

2

(
B1
p

)2
. (5.26)

In the string-net model of doubled Ising, a 1-loop on a (smallest) plaquette can be
viewed as a σ-loop or, equivalently, a σ̄-loop. Here, (5.26) is interpreted as creating
a loop of σσ̄ at a plaquette. Suppose that this plaquette term is placed “around the
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Figure 5.9: Action on the lattice degrees of freedom of the operator Ψz, which is to
be condensed in Ising cage-net. The product of Vlz on the red edges (the set T z in
(5.25)) is the net-shaped logical operator Ψz shown in Fig. 5.8 (a). Note that (5.25)
shown here is a logical operator, whereas (5.19) shown in Fig. 5.6 creates excitations.

corner edges” like

1

2

(
B1
p

)2
= .

In each layer i orthogonal to the α direction, this configuration yields a relation

rα(i)r̄α(i) = 1, (5.27)

where, for example,

rx(i) =
1

2

(
1 + ψxy (i) + ψxz (i)− ψxy (i)ψ

x
z (i)

)
,

and similarly for r̄α(i).

Second, a cage term Bc can also be placed “around the corner edges” (Fig. 5.10).
This term involves 1-loops in the xy, yz and zx planes. In the setup of Fig. 5.10, the
1-loops can be brought closer together by enlarging the cube c to size Lx × Ly × 1.
The result is a flat, degenerate cuboid, some of whose edges coincide with each other.
This enlargement is allowed since the 1-loops can be deformed individually in each
layer of doubled Ising and the enlarged cage term commutes with the condensation
terms Vlµ . I now simplify this large cage term. The red strings give

x

y

= 2rz(i)rz(i+ 1),

where the two 1-loops are in different xy planes but drawn in the same plane for
illustration, and the degenerate cuboid is drawn as a large yet non-degenerate one.
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y
x

z

Figure 5.10: Cage term Bc of Ising cage-net placed “around the corner edges”. The
red, green and blue strings are 1-loops in the xy, yz and zx planes, respectively.

I chose to interpret the two 1-loops as two σ-loops; other interpretations such as one
σ-loop and one σ̄-loop are all equivalent due to (5.27). The green strings give

y

z

= 2.

Note that this simplification uses only the fusion rules, F -symbols and R-symbols.
Similarly, the blue strings also simplify to a constant 2. Therefore, Fig. 5.10 gives a
relation rz(i)rz(i+ 1) = 1.

In summary, the Hamiltonian (5.5) implies that the product of rα(i) or r̄α(i) with
any other rα(j) or r̄α(j) should be 1, where i and j may or may not be equal.
Although the relations are derived explicitly from Hamiltonian terms, they can still
be interpreted as due to quantum dimensions of deconfined planons. Therefore, the
operator algebra approach still only uses intrinsic properties of the model instead
of lattice details. Note that for the purpose of writing down relations, there is no
difference between anyons with and without bars. Thus from now on, I view the
system as 2Lx, 2Ly and 2Lz layers of chiral Ising. The names of operators change
accordingly. For example,

Ψz =

2Lx∏
i=1

ψxy (i)

2Ly∏
j=1

ψyx(j),

as shown in Figure 5.8 (b). Let M be the subalgebra of A generated by Ψx, Ψy

and Ψz, and M ′ the commutant of M . Inside M ′, the relations are enforced by the
central projectors

Pc =
1

8
(1 + Ψx)(1 + Ψy)(1 + Ψz) (5.28)

due to condensation, and

Pαij =
1

2
(1 + rα(i)rα(j)) (5.29)
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due to deconfined planons and cage terms. Their product is

P = Pc
∏
α

∏
i<j

Pαij . (5.30)

With the setup above, the GSD is ready to be computed.

GSD from Cartan subalgebra

Following Section 5.5, I calculate the GSD of Ising cage-net first using a Cartan
subalgebra. The semisimple algebra A has a Cartan subalgebra C spanned by the
elementary operators with no σ. Just like in Section 5.5, it happens that C ⊂ M ′,
and that the central projectors Pc and Pαij all map C to C. The Σ-nets also split,
but the splitting does not enlarge the Cartan subalgebra. This is because every Σα

(and hence eα and mα) braids non-trivially with some ψ operator. Therefore, the
GSD can be obtained from GSD = tr(P ), where the underlying vector space is C.
Again using the argument in Section 5.5, if P is expanded into a linear combination
of elementary operators, then only the constant term µ0 = µ(1, 1, 1, 1, 1, 1) (which is
called µ(1, 1) for 1-F Ising) contributes to tr(P ).

The constant µ0 can be obtained from the expansion of (5.30), which is very similar
to the calculation in Section 5.5. To start with,

∏
i<j

Pαij =
1

22Lα

[
2Lα∏
i=1

(1 + rα(i)) +

2Lα∏
i=1

(1− rα(i))

]
,

as can be shown by the technique in (5.23). Thus the projector simplifies to

P =
1

8
(1 + Ψx +Ψy +Ψz +ΨyΨz +ΨzΨx +ΨxΨy +ΨxΨyΨz)

×
∏
α

1

22Lα

[
2Lα∏
i=1

(1 + rα(i)) +

2Lα∏
i=1

(1− rα(i))

]
.

The next step is to find the terms in the expansion of
∏
α(· · · ) that can combine

with any one of the eight terms 1,Ψx, . . . ,ΨxΨyΨz to yield a constant term. For
example, in the expansion of

∏
i(1 + rz(i)), the only four terms that can contribute

to µ0 are(
3

2

)2Lz

,
∏
i

(
1

2
ψzx(i)

)
,
∏
i

(
1

2
ψzy(i)

)
and

∏
i

(
−1

2
ψzx(i)ψ

z
y(i)

)
.

Therefore, the projector P can be written as

P =
1

8
(1 + Ψx +Ψy +Ψz +ΨyΨz +ΨzΨx +ΨxΨy +ΨxΨyΨz)

× 1

24Lx

[(
9Lx + 1

)
+ 2

∏
i

ψxy (i) + 2
∏
i

ψxz (i) + 2
∏
i

ψxy (i)ψ
x
z (i)

]
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× 1

24Ly

(9Ly + 1
)
+ 2

∏
j

ψyz (j) + 2
∏
j

ψyx(j) + 2
∏
j

ψyz (j)ψ
y
x(j)


× 1

24Lz

[(
9Lz + 1

)
+ 2

∏
k

ψzx(k) + 2
∏
k

ψzy(k) + 2
∏
k

ψzx(k)ψ
z
y(k)

]
+ · · · ,

where “· · · ” means terms that cannot possibly contribute to µ0. Up to permutation
of x, y and z, the pairing of the terms works as follows:

1 ⇐⇒
(
9Lx + 1

)
×
(
9Ly + 1

)
×
(
9Lz + 1

)
,

Ψz ⇐⇒
(
9Lz + 1

)
× 2

∏
i

ψxy (i)× 2
∏
j

ψyx(j),

ΨxΨy ⇐⇒ 2
∏
i

ψxz (i)× 2
∏
j

ψyz (j)× 2
∏
k

ψzx(k)ψ
z
y(k),

ΨxΨyΨz ⇐⇒ 2
∏
i

ψxy (i)ψ
x
z (i)× 2

∏
j

ψyz (j)ψ
y
x(j)× 2

∏
k

ψzx(k)ψ
z
y(k),

where “ ⇐⇒ ” indicates the pairing. Combining these together, the GSD is

GSD = 24(Lx+Ly+Lz)µ0

=
1

8

[(
9Lx + 1

) (
9Ly + 1

) (
9Lz + 1

)
+ 4

(
9Lx + 1

)
+ 4

(
9Ly + 1

)
+ 4

(
9Lz + 1

)
+ 8 + 8 + 8 + 8

]
=

1

8
(E3 + E2 + 5E1 + 45),

where E3 = 9Lx+Ly+Lz , E2 = 9Lx+Ly +9Ly+Lz +9Lz+Lx , and E1 = 9Lx +9Ly +9Lz .
At the end of this section, I will confirm this result with a traditional string-net or
cage-net method for the smallest system size Lx = Ly = Lz = 1.

GSD from full algebra

I now calculate the GSD of Ising cage-net using Protocol 14. Just like the situation
in 1-F Ising, the central projectors Pαij defined in (5.29) kill most of the components
of the semisimple algebra M ′. This is because for each α, projection by Pαij forces
the rα(i)’s to be all +1 or all −1. The remaining algebra is∏

α

∏
i<j

PαijA = (Bx
0 ⊕Bx

1 )⊗ (By
0 ⊕By

1 )⊗ (Bz
0 ⊕Bz

1),

where Bα
0 = Mat9Lα and Bα

1 = Mat1. Define central projectors

Qsxsysz =
∏
α

[
1

22Lα

2Lα∏
i=1

(1 + (−1)sαrα(i))

]
,
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where sα = 0 or 1, which project onto the components

Bsxsysz =
⊗
α

Bα
sα .

The next step is to find the action of Pc defined in (5.28) on[⊗
α

(Bα
0 ⊕Bα

1 )

]
∩M ′.

This intersection has eight components, namely B000 ∩M ′ and so on. Up to permu-
tation of x, y and z, there are four cases, and I discuss them in ascending order of
difficulty:

1. On B111 ∩M ′ = B111, every ψαβ (i) acts as −1, so PcQ111M
′ = B111 = Mat1.

2. On B110 ∩ M ′, each of ψxy (i), ψxz (i), ψ
y
z (j) and ψyx(j) acts as −1, while each

of ψzx(k) and ψzy(k) has the representation ρ3 given by (5.15). By Lemma 13,
the central projector PcQ110 is primitive. The matrix algebra PcQ110M

′ can be
determined from the representation ρl of Mat1 ⊗ Mat1 ⊗ Mat9Lz , where l = 9Lz .
More precisely, let {w} be the common eigenspace such that ρl(Ψα)w = +w for
all α. Now ρl(Ψ

z)w = +w is already true because ψxy (i) = −1 and ψyx(j) = −1.
To ensure ρl(Ψx)w = +w, for example, I require[⊗

k

ρ3[ψ
z
y(k)]

]
w = +w, (5.31)

since ψyz (j) = −1. Similarly, I also require[⊗
k

ρ3[ψ
z
x(k)]

]
w = +w. (5.32)

The dimension of the eigenspace that satisfies (5.31) and (5.32) is precisely D++
2Lz

defined in (5.24). Therefore, PcQ110M
′ = Mat(9Lz+3)/4.

3. On B001 ∩M ′, each of ψzx(k) and ψzy(k) acts as −1, while each of ψxy (i), ψxz (i),
ψyz (j) and ψyx(j) has the representation ρ3. The matrix algebra PcQ001M

′ can
be determined from the common eigenspace {w} such that ρl(Ψα)w = +w in the
representation ρl of Mat9Lx ⊗ Mat9Ly ⊗ Mat1, where l = 9Lx+Ly . The equations
ρl(Ψ

x)w = ρl(Ψ
y)w = +w and ψzx(k) = ψzy(k) = −1 imply that[⊗

i

ρ3[ψ
x
z (i)]

]
w =

⊗
j

ρ3[ψ
y
z (j)]

w = +w.

Meanwhile, the equation ρl(Ψz)w = +w implies two possibilities[⊗
i

ρ3[ψ
x
y (i)]

]
w =

⊗
j

ρ3[ψ
y
x(i)]

w = ±w. (5.33)
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The solutions to (5.33) with +w form a subspace of dimension D++
2Lx

D++
2Ly

. On
the other hand, the solutions to (5.33) with −w form a subspace of dimension
D−+

2Lx
D+−

2Ly
. Overall, PcQ001M

′ = Mat(9Lx+Ly+9Lx+9Ly+5)/8.

4. On B000 ∩M ′, all ψαβ (i) operators have the representation ρ3. The matrix al-
gebra PcQ000M

′ can be determined from the common eigenspace {w} such that
ρl(Ψ

α)w = +w in the representation ρl of Mat9Lx ⊗ Mat9Ly ⊗ Mat9Lz , where
l = 9Lx+Ly+Lz . This gives the equations⊗

j

ρ3[ψ
y
z (j)]

w =

[⊗
k

ρ3[ψ
z
y(k)]

]
w = ±w, (5.34)

[⊗
k

ρ3[ψ
z
x(k)]

]
w =

[⊗
i

ρ3[ψ
x
z (i)]

]
w = ±w, (5.35)

[⊗
i

ρ3[ψ
x
y (i)]

]
w =

⊗
j

ρ3[ψ
y
x(i)]

w = ±w. (5.36)

Depending on the choice of ±w in these equations, there are eight possibilities.
For example, with −w in (5.34) and (5.35) and +w in (5.36), the contribution to
the dimension of the common eigenspace is D+−

2Lx
D−+

2Ly
D−−

2Lz
. The total dimension

accounting for all eight possibilities is

dim({w}) =D++
2Lx

D++
2Ly

D++
2Lz

+
(
D−+

2Lx
D+−

2Ly
D++

2Lz
+ perm.

)
+
(
D+−

2Lx
D−+

2Ly
D−−

2Lz
+ perm.

)
+D−−

2Lx
D−−

2Ly
D−−

2Lz

=
1

8
(E3 + E1 + 4),

where “perm.” means permutations of x, y and z. Since D+−
2L = D−+

2L , only cyclic
permutations are included. Therefore, PcQ000M

′ = Mat(E3+E1+4)/8.

Summarizing all four cases,

PM ′ =Mat(E3+E1+4)/8 ⊕
(
Mat(9Lx+Ly+9Lx+9Ly+5)/8 ⊕ perm.

)
⊕
(
Mat(9Lz+3)/4 ⊕ perm.

)
⊕ Mat1.

Using Protocol 14 with the conjecture of “filling the blanks”, PM ′ is enlarged to a
simple algebra, and GSD = (E3+E2+5E1+45)/8. At the end of this section, I will
confirm this result with a traditional string-net or cage-net method for the smallest
system size Lx = Ly = Lz = 1.

GSD for the minimal system size

To support the GSD formula (5.1) obtained from the operator algebra approach, I
conclude this section by calculating the GSD of Ising cage-net for the smallest system
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Figure 5.11: A minimal trivalent lattice, a state vector |abc⟩, and the plaquette term
B1
p (the blue 1-loop).

size Lx = Ly = Lz = 1 using the Hamiltonian (5.5) and a traditional string-net or
cage-net method. The result GSD = 144 agrees with (5.1).

I start with doubled Ising on a minimal trivalent lattice (Fig. 5.11). State vectors
are written as |abc⟩, where a, b, c = 0, 1 or 2. The subspace of the Hilbert space that
satisfies the vertex terms Av has dimension 10. It is spanned by

w1 = |101⟩ , w2 = |011⟩ , w3 = |110⟩ ,
w4 = |121⟩ , w5 = |211⟩ , w6 = |112⟩ ,

w7 =
1

2
|000⟩+ 1

2
|202⟩+ 1

2
|022⟩ − 1

2
|220⟩ ,

w8 =
1

2
|000⟩ − 1

2
|202⟩+ 1

2
|022⟩+ 1

2
|220⟩ ,

w9 =
1

2
|000⟩+ 1

2
|202⟩ − 1

2
|022⟩+ 1

2
|220⟩ ,

w10 = −1

2
|000⟩+ 1

2
|202⟩+ 1

2
|022⟩+ 1

2
|220⟩ .

(5.37)

The only nontrivial plaquette term is B1
p (blue loop in Fig. 5.11), which is a 1-loop

that traverses each edge twice. It can also be viewed as a σ-loop (or equivalently, a
σ̄-loop) placed “around the corners”. It can be shown with the method of (5.9) that
B1
p =

√
2 r, whose eigenvalues are ±

√
2. By direct calculation,

B1
pwi = +

√
2wi for i = 1, . . . , 9,

B1
pw10 = −

√
2w10.

The details of this calculation are not important and are omitted. The point here is
that the ground space of the minimal doubled Ising is spanned by w1, . . . , w9.

The minimal Ising cage-net is obtained by condensing ψψ̄ p-loops in three copies of
minimal doubled Ising which are pairwise orthogonal. The states in, for example,
the doubled Ising perpendicular to the z direction are labelled by |azxbzycz⟩, where
azx is on the edge in the x direction, etc. The Hamiltonian consists of condensation
operators Vlµ , vertex terms Av and a single cube term Bc, but with an important
caveat: Here Bc acts on a “degenerate” cube, whose opposite faces are identified. For
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example, the upper and lower faces of Bc are both proportional to

rz =
1

2
(1 + ψzx + ψzy − ψzxψ

z
y).

Since (rz)2 = 1, the product of these two faces is a constant. Thus Bc is a constant
and can be ignored.

The Hilbert space that satisfies all vertex terms is spanned by wxi ⊗wyj ⊗wzk, where
wαi are given by (5.37) and i, j, k = 1, . . . , 10. By (5.3), a state that remains in the
low-energy subspace upon condensation must satisfy

(azx, b
y
x), (a

x
y , b

z
y), (a

y
z , b

x
z ) = (1, 1) or contain no 1. (5.38)

Therefore, I now count the number of states wxi ⊗ wyj ⊗ wzk that satisfy (5.38). Up
to permutation of x, y and z, there are four cases:

1. If none of the a’s or b’s (and hence c’s) is 1, then the states are wxi ⊗ wyj ⊗ wzk
where i, j, k = 7, 8, 9 or 10. There are 4× 4× 4 = 64 possibilities.

2. If (ayz , bxz ) = (1, 1) and neither (azx, b
y
x) nor (axy , b

z
y) contains 1, then i = 2 or 5,

j = 1 or 4, and k = 7, 8, 9 or 10. There are 2× 2× 4 = 16 possibilities.

3. If (azx, b
y
x), (axy , b

z
y) = (1, 1) and (ayz , bxz ) contains no 1, then i = 1 or 4, j = 2 or 5,

and k = 3 or 6. There are 2× 2× 2 = 8 possibilities.

4. If all a’s and b’s are 1, then i, j, k = 3 or 6. There are 2× 2× 2 = 8 possibilities.

Summarizing these cases,

GSD = 64 + 3× 16 + 3× 8 + 8 = 144,

where the factors of 3 account for permutations of x, y and z. This agrees with (5.1).

5.7 Trick or treat?

With the GSD formula (5.1) derived, the main physical property of Ising cage-net
for the purpose of this thesis has been established, namely the absence of a foliation
structure. However, the derivation of (5.1) uses the unconventional method that is
the operator algebra approach, and it is worth an extra section in this chapter to
discuss this method. Is the operator algebra approach simply a trick of calculation?
Or is there deeper significance in it?

If the operator algebra approach is viewed as a trick, then the key part of the trick
is the semisimple algebra A. The whole calculation uses A as an intermediate step,
because it is spanned by naturally chosen elementary operators, and can be mapped
to the algebra A0 of logical operators by modding out physically justified relations.
However, Protocol 14 suggests that A has its own significance: When studying the
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condensation of ψψ̄ in doubled Ising in Section 5.4, both of the components Mat9
and Mat1 of A are important since they both intersect non-trivially with M ′. If one
focused only on the matrix algebra Mat9 of doubled Ising, then the Mat1 would be
missed. Therefore, condensation naturally and necessarily involves A. In another
perspective, when constructing A, only the relations due to fusion rules, F -symbols
and R-symbols are considered. It is in the map from A to A0 that the relations
due to deconfined anyons are further enforced. Now when bosons are condensed,
confinement of certain anyons reduces the number of relations coming from anyons,
but does not invalidate any of the fusion rules, F -symbols or R-symbols – if they
involve confined anyons then they do not affect M or M ′ anyway. In this sense,
the relations have a “hierarchy”, with relations due to deconfined anyons being “less
essential” than those due to fusion rules, F -symbols and R-symbols.

In light of the importance of the semisimple algebra A, I would like to point out an
inconsistency in the treatment of Ising cage-net in this chapter: I started with the
semisimple algebra A of the decoupled layers, but only ended up with the simple
algebra A0 of Ising cage-net. The fact that A and A0 are defined for different systems
is just a matter of notation. However, Ising cage-net should have its own semisimple
algebra Ã, which can be obtained in principle from Protocol 11. Since Ising cage-net
is a non-abelian fracton model, Ã is expected not to be simple. The point here is
that the condensation procedure in Protocol 14 gives the correct GSD but not Ã. I
conjecture that the correct Ã after condensation is constructed as follows:

Protocol 17. Let A be the semisimple algebra of a topological or fractonic order,
and suppose that {a} is a set of bosons to be condensed.

1. Define M as the subalgebra of logical operators of {a}. If {a} can be condensed
simultaneously, then M is always abelian.

2. Let M ′ be the commutant of M , and S the set of deconfined anyons. Construct
a projector Pc based on the condensation condition of {a}, as well as a projector
Ps for each deconfined anyon s ∈ S. Then for each subset R ⊂ S, let

PR =
∏
s∈R

Ps
∏
s/∈R

(1− Ps).

The M ′ can be decomposed as

M ′ =
⊕
R⊂S

PRM
′.

Intuitively, this is the best decomposition of M ′ possible given the information
of the deconfined anyons. Depending on the choice of R, it may be the case that
PRM

′ = 0. For example, consider doubled Ising where nothing is condensed. The
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choice R = {σ, σ̄} leads to PRM ′ = 0 because it enforces the self-contradicting
relations r = 1, r̄ = 1 and rr̄ = −1.

3. If the semisimple algebra

PRM
′ = Matd1 ⊕ · · · ⊕ Matdm

has more than one component, then certain operators must split. The result of
the splitting is a matrix algebra

AR = Matd1+···+dm ,

which is obtained by “filling the blanks” in the matrix representation of PRM ′.
The semisimple algebra after condensation is

Ã =
⊕
R⊂S

AR.

This makes the components of Ã precisely determined by deconfined anyons, in
agreement with Protocol 11.

This conjectured protocol directly connects the semisimple algebras before and after
condensation. For example, the semisimple algebra of 1-F Ising is

Ã =

[
L−1⊕
n=0

(
2L

n

)
Mattn

]
⊕ 1

2

(
2L

L

)
MattL ,

where tn =
[
3n + 32L−n + 6× (−1)n

]
/4. This decomposition can be derived using

either Protocol 11 or Protocol 17.

Protocol 17 again suggests that the operator algebra approach may provide a char-
acterization of fracton models. Indeed, the approach is set up naturally for fracton
models: It does not care about spatial dimension, and treats logical operators of
fully mobile particles, partially mobile particles and even extended excitations (such
as membrane operators for loop excitations) on equal ground. However, the operator
algebra approach should not be viewed merely as an abstract semisimple algebra
mod some relations. For example, consider two copies of the toric code (Fig. 5.12).
The ground space of each copy is two qubits, say qubits 1 and 2 for the first copy, and
qubits 3 and 4 for the second copy. Qubit i has logical operators Xi and Zi which are
Pauli matrices. If the operators X1 and X2 are condensed, then only the second copy
of the toric code remains. Now suppose, instead, that the operators X1 and X4 are
condensed. On the one hand, this is unphysical, since enforcing X1 = X4 = 1 leads
to an unstable ground space with infinite degeneracy. This degeneracy is not robust,
and can be lifted by local perturbations. An example of such local perturbations is
Pauli X’s on the horizontal edges of the first lattice and the vertical edges of the
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X1

X2

Z1

Z2

X3

X4

Z3

Z4

Figure 5.12: Two copies of the toric code and their logical operators. I use the setup
of Ref. [58] on a square lattice, which is not drawn explicitly.

second lattice. The result is the trivial topological order. On the other hand, if U is
the (non-local) unitary that swaps qubits 2 and 4, then

UX1U
† = X1, UX2U

† = X4.

Thus from a purely abstract perspective, the pair of operators (X1, X2) is the same
as the pair of operators (X1, X4). In other words, Protocol 14 (or 17) describes the
condensation of certain operators assuming that the process is physical, but it does
not clarify which operators can be condensed physically. Therefore, more information
in the semisimple algebra A, especially regarding locality, must be specified in order
to set up the mathematical structure in a physical way.

To help with this effort, I ask the following questions:

1. In a general fracton model, where do the relations in the semisimple algebra A
come from? In Ising cage-net, the relations are obtained from the Hamiltonian,
and they demand that a loop of a planon σα(i)σα(j) be equal to its quantum
dimension. Alternatively, the action of a cage term Bc can be viewed as lineon
operators on the edges of a cube. However, if the relations are interpreted from a
lineon perspective, then it is unclear what analog of “quantum dimension” should
be assigned to the other side of the relation, because lineons cannot form con-
tractible loops. For another example, in a d = 3+ 1 gauge theory, a point charge
can form contractible loops in the xy, yz and zx planes, giving three relations.
Is this a general feature that depends on some notion of “codimension” of an
elementary operator?

2. Does the conjecture of “filling the blanks” in Protocols 14 and 17 hold for con-
densation transitions in general? Can the operation of “filling the blanks” be
characterized more abstractly, perhaps by some universal property?

3. How can the process of gauging, the opposite of condensation [59], be understood
in this approach?
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4. How about foliation and generalized foliation (see Chapter 6)? What is an ap-
propriate notion of RG here?

5. Can the notion of locality be incorporated into the various algebras? Equivalently,
how can the algebras be decorated such that certain bases are preferred?

6. Is it possible to do reverse engineering, i.e., start with a matrix algebra written
as a quotient of a semisimple algebra with some notion of locality, and construct
a corresponding lattice model? Or even construct the spatial manifold without
specifying it separately from the algebraic data?

As explained in the example of Fig. 5.12, I expect Question 5 concerning locality
to be the most difficult and crucial one. The operator algebra approach currently
only uses basic structures and theorems in noncommutative algebra. Given that
topological orders are characterized by modular tensor categories, if the operator
algebra approach characterizes fractonic orders in some sense, then it must involve
mathematical tools that are at least as sophisticated. If an appropriate language
that incorporates locality exists, then the operator algebra approach becomes a real
treat. If not, then a trick is not too bad, either.

5.8 Appendix: Supplementary mathematics

This appendix is for some mathematics that is supplementary to the main text of
this chapter.

Some definitions and theorems

In the first part of this appendix, I write down some definitions and theorems that
are glossed over in the main text. They can also be found in mathematics textbooks
such as Ref. [60].

Definition 18. An algebra is a complex vector space A equipped with associative
multiplication and a multiplicative identity 1, such that

(x+ y)z = xz + yz,

z(x+ y) = zx+ zy,

(λx)(µy) = (λµ)(xy),

for all x, y, z ∈ A, and λ, µ ∈ C. An involution is an antilinear map x 7→ x∗ on
A such that 1∗ = 1, x∗∗ = x and (xy)∗ = y∗x∗ for all x, y ∈ A. The involution is
positive if x∗x ̸= 0 for all x ̸= 0.

For a semisimple algebra A in d = 2 + 1, the involution is defined on elementary
operators by replacing anyons a, b, c with their respective antiparticles a∗, b∗, c∗, and
extended to A antilinearly, i.e., (λx)∗ = λ∗x∗ where λ ∈ C, x ∈ A and λ∗ is the
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complex conjugate of λ. In the examples in this chapter, all anyons are self-dual, so
the involution acts trivially on the elementary operators. For chiral Ising, it can be
shown by explicit calculation that this map is indeed an involution and is positive.
Note that this check is performed manually on elementary operators for the definition
of involution, and on an arbitrary operator for positivity. One cannot trivialize this
check by identifying the operators with block-diagonal matrices, which would require
Theorem 22. Although the check is tedious, I do not know an easier method.

In an algebra, the structures that can be quotiented out are called ideals.

Definition 19. A subset I ⊂ A is an ideal if I is a subspace of the vector space A,
and rx ∈ I, xr ∈ I for all r ∈ I, x ∈ A. In the presence of an involution, an ideal
I ⊂ A is involutive if it is closed under the involution.

Basically, an involutive ideal is a set of elements that can be identified with 0 con-
sistently, since if r is identified with 0 then so are r∗, rx and xr for all x ∈ A. If
I is an involutive ideal, then the quotient algebra A/I is defined in the same way
as for quotients of vector spaces. If A is finite dimensional, then A/I is also an
algebra with positive involution (positivity is a consequence of Theorem 22). When
A is reduced to A0 in Section 5.2, the ideal I in the quotient A0 = A/I is generated
from certain physically justified relations. Here, if Ω ⊂ A is a subset, for example
Ω = {ω1, ω2}, then the ideal generated by Ω is written as

⟨ω1, ω2⟩id, A = {x1ω1y1 + x2ω2y2 : xi, yi ∈ A},

where the subscript A indicates the overall algebra. The ideal generated by Ω is the
smallest ideal of A containing Ω, as one must multiply ωi on both the left and the
right, and then take linear combinations to make it an ideal. In all of the physical
examples in this chapter, such ideals happen to be involutive. When it is clear from
the context, I will drop the word “involutive” and simply say “ideal”.

The fact that matrix algebras have no non-trivial ideal is summarized as follows:

Definition 20. An algebra A0 is simple if its only (not necessarily involutive) ideals
are {0} and A0 itself.

Lemma 21. A finite dimensional algebra is simple if and only if it is a matrix
algebra.

Note that the notions of simplicity and semisimplicity (Definition 10) do not rely on
an involution. The following theorem relates semisimple algebras to algebras with
positive involution:

Theorem 22. Let A be a finite dimensional algebra with positive involution. Then
A is semisimple, and can be written in the form of (5.7) where the involution acts
as Hermitian conjugation of matrices.
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This is why positivity of the involution is important, and the theorem fails if the
involution is not positive. The ideals of a semisimple algebra (5.7) are of the form
Ai1 ⊕ · · · ⊕ Aik where 1 ≤ i1 < · · · < ik ≤ m. In other words, an ideal I of A is
obtained simply by throwing away some of the summands in (5.7) and keeping the
rest. To make the quotient A/I simple, precisely one Ai should be thrown away and
the rest should be put into the ideal I, and A/I is isomorphic to this Ai.

To generate an ideal from relations, the general method uses the primitive central
projectors {Pi}. Consider an ideal I = ⟨{xk}⟩id, A where {xk} is a set of generic
elements. Define a set

S = {i : Pixk ̸= 0 for some k}.

Then it can be shown that

I =
⊕
i∈S

Ai, A/I =
⊕
i/∈S

Ai =

(∑
i/∈S

Pi

)
A.

The proof is straightforward, and the idea is that if xk has a non-trivial component
in some Ai, then the entirety of Ai must be in I. This statement can be viewed as
a more general version of (5.12).

Next, I present a more rigorous version of Lemma 13:

Lemma 23. Let B be a finite dimensional simple algebra with positive involution,
N ⊂ B an abelian, involutive subalgebra of B, and N ′ the commutant of N . Then
Z(N ′) = N .

This lemma follows from the so-called von Neumann Bicommutant Theorem:

Theorem 24. Let B, N and N ′ be as in Lemma 23, and N ′′ the commutant of N ′.
Then N ′′ = N .

The theorem implies that N ′′ = N ⊂ Z(N ′) ⊂ N ′′, so N = Z(N ′).

When discussing Definition 15, I mentioned that a Cartan subalgebra must satisfy
an extra condition. Here is a rigorous definition of a Cartan subalgebra:

Definition 25. A subalgebra C of an algebra A is a Cartan subalgebra if it is
abelian, diagonalizable and maximal. Diagonalizable means that every x ∈ C is
diagonalizable in its (faithful) matrix representation; maximal means that if any
subalgebra C ′ ⊂ A is abelian and diagonalizable and C ⊂ C ′, then C ′ = C.

Diagonalizability can also be characterized intrinsically: x ∈ A is diagonalizable if
and only if its minimal polynomial has distinct linear factors [61]. This statement
can be used to show that the Cartan subalgebras chosen for 1-F Ising in Section 5.5
and Ising cage-net in Section 5.6 are indeed diagonalizable, since their generators all
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satisfy the polynomial t2 − 1 = (t+ 1)(t− 1), which has distinct linear factors t+ 1

and t− 1. Diagonalizability is needed for Lemma 16 to hold since, for example, the
subalgebra of Mat4 consisting of elements of the form

a 0 b c

a d e

a 0

a


is abelian, contains elements that are not diagonalizable, and has dimension 5.

Matrix representation of simple algebra

In the second part of this appendix, I answer the following question: Given a finite
dimensional simple algebra A0 with positive involution, how can a matrix represen-
tation of A0 be constructed? Of course, there exists an isomorphism ρn : A0 → Matn
for some n, such that the involution on A0 maps to Hermitian conjugation on Matn.
However, the goals here is to determine ρn while only assuming knowledge of the
structure constants fγαβ with respect to some basis {vα}, as defined in (5.10), as well
as the action of the involution. The answer to this question leads to the representa-
tion (5.15) of chiral Ising operators without prior knowledge.

The construction of ρn involves several claims without proof, and the proofs can
be found in Ref. [60]. I begin by solving the following set of linear and quadratic
equations in the variables ξα, λα ∈ C:

ξ∗ = ξ,

ξ2 = 1,

ξvαξ = λαξ for all α,

(5.39)

where ξ =
∑

α ξαvα. I claim that (5.39) always has solutions. In fact, if n > 1 then
there are many solutions, in which case I choose one solution. The element ξ can be
viewed as the elementary matrix whose only non-zero entry is the (1, 1) entry, which
is 1. The variables λα are of no use anymore.

Let V be the vector space spanned by {vαξ}. I claim that dim(V ) = n even though
V is defined as the span of n2 elements. Clearly V is closed under left multiplication
by A0, and indeed it is the vector space that affords the representation ρn of A0.
Practically, one may reduce the overcomplete set {vαξ} to obtain a basis for V . The
final part of the construction is to find an inner product ⟨x, y⟩ for all x, y ∈ V , which
then defines Hermitian conjugation of matrices. By the definition of V , there exist
a, b ∈ A0 (not unique) such that x = aξ, y = bξ. By (5.39),

x∗y = ξa∗bξ = λξ
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for some λ ∈ C. Since ξ ̸= 0, this λ does not depend on the choice of a and b. I then
define ⟨x, y⟩ = λ, and I claim that this is an inner product.

The Hermitian conjugation derived from this inner product is compatible with the
involution on A0. This is because for all z ∈ A0 and x, y ∈ V ,

⟨x, z∗y⟩ ξ = x∗z∗yξ = (zx)∗yξ = ⟨zx, y⟩ ξ = ⟨x, z†y⟩ξ,

which implies that z∗ = z†. Therefore, the action of A0 on V by left multiplication
serves as a representation ρn.
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C h a p t e r 6

GENERALIZED FOLIATION

In the final chapter of this thesis, I resolve the problem concerning the definition of
phase for Ising cage-net, which is not foliated as shown in Chapter 5. The solution
turns out to be a generalized version of the foliation RG that is both physically
intuitive and, to some extent, inevitable.

One way to see the inevitability of this generalization is by phrasing the original
foliation RG purely in terms of quantum circuits. Consider the foliation RG for the
X-cube model, which acts as a finite-depth circuit and uses d = 2 + 1 toric codes
as resource layers [19]. Being a topological order, a resource layer cannot itself be
created with a finite-depth circuit from a product state. However, it is well-known
that the layer can be created with a linear-depth circuit [62], one whose depth is
bounded by the linear system size. Therefore, the original foliation RG is unnatural:
It allows for a finite-depth circuit acting on the bulk of the system, together with
a linear-depth circuit acting only on the ancilla qubits in a product state. A more
natural definition is to allow the linear-depth circuit to act arbitrarily within a planar
region on both the ancilla qubits and the bulk.

Alternatively, a toric code resource layer of the X-cube model can also be removed
by condensing a boson in the layer. This corresponds to condensing a bosonic planon
in the X-cube model. The planon is special in the sense that it can be viewed as
part of a d = 2 + 1 model that is decoupled from the d = 3 + 1 bulk. To be more
general, the RG should allow the condensation of arbitrary bosonic planons.

In light of the above, there are two natural ways to extend the foliation RG: linear-
depth circuits and planon condensation. In this chapter, I show that both approaches
lead to generalized foliated RG schemes applicable to Ising cage-net. In fact, the two
approaches are closely related, since partial application of the linear-depth circuit for
Ising cage-net leads to a gapped boundary which condenses the appropriate planons
and separates a doubled Ising ground state from an Ising cage-net ground state. In
Section 6.1, I study the generalized foliation RG on Ising cage-net via condensation.
In Section 6.2, I review the linear-depth circuit that creates doubled Ising from a
product state. This circuit serves as a preparation for Section 6.3, where I explain
the generalized foliation RG on Ising cage-net via planar linear-depth circuit. To
conclude this chapter and hence the entire thesis, I show in Section 6.4 that the
generalized foliation RG does not work for most CS∞ theories.

The results in this chapter are based on Ref. [31].
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6.1 Generalized foliation via condensation

The first way to apply the generalized foliation RG on Ising cage-net is via planon
condensation. Specifically, consider condensing the boson ψψ̄ in the plane z = 0.
This changes the set of fractional excitations of the model (Table 5.1) by identifying
some excitations and confining others. More precisely:

1. Since ψψ̄ is a fracton dipole, fractons between the planes z = 0 and z = 1 are
identified with the corresponding fractons between the planes z = −1 and z = 0.

2. The planons ψ and ψ̄ in the plane z = 0 are identified.

3. The planon σσ̄ in the plane z = 0 splits into two abelian bosonic planons e and
m with a −1 mutual statistic.

4. The lineons in the plane z = 0 are all confined.

Thus the fractional excitations that remain in the plane z = 0 are e, m and ψ = ψ̄.
By further condensing e or m, no fractional excitation is left in the plane z = 0. The
remaining fractional excitations are exactly those of Ising cage-net with a smaller
system size (Lx, Ly, Lz − 1). In particular, the fractons between the planes z = 0

and z = 1, now identified with the fractons between the planes z = −1 and z = 0,
become the new fractons between the planes z = −1 and z = 1. Therefore, the
generalized foliation RG is able to shrink the system size of Ising cage-net.

Conversely, the generalized foliation RG is also able to grow the system size of Ising
cage-net. For this purpose, it is convenient to view Ising cage-net as obtained by
gauging the planar Z2 symmetries of a subsystem symmetry enriched topological
(SSET) model protected by such symmetries [63]. The condensation of planons is
equivalent to breaking the planar symmetries in the appropriate planes. To reverse
this process and increase the system size, planar states with said symmetries are
added to the system and then the symmetries are gauged.

6.2 The doubled Ising anyon model and linear-depth circuit

The planar linear depth circuit for Ising cage-net is built upon the linear depth
circuit that creates doubled Ising from a product state, and I review the latter in
this section [62]. The goal is to start from a product state on a minimal trivalent
lattice (Fig. 5.11), enlarge the lattice plaquette by plaquette, and eventually obtain
a ground state wavefunction of doubled Ising. I work with a square-octagon lattice
(Fig. 5.2) for the convenience of discussing Ising cage-net in Section 6.3.

The sewing gate

I begin by defining a useful quantum gate in a general string-net model, called the
sewing gate. It is written as Gp, labelled by a plaquette p (the target plaquette) and
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an edge of p (the control edge, not displayed explicitly). To understand the action
of Gp intuitively, consider a state on the lattice such that the control edge is in the
state |s′⟩ while the other edges are in a string-net ground state, where s′ is a string
label. The gate is of the form Gp =

∑
sG

s
p, where the sum is over all string labels,

and Gsp is given by

Gsp

∣∣∣∣∣
¯̄t3

t̄3

t4

t̄4t̄1
t1

¯̄t2
t̄2

t∗1

t2 t3

t4

a

b

c

s′

〉
= δss′

∣∣∣∣∣
¯̄t3
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t̄4t̄1
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¯̄t2
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t2 t3
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0

〉

= δss′
∑
αβγδ
ϵζη

F
t1t∗10
ss∗α F

t̄1at1
sα∗β F

t̄2t2a∗

sβ∗γ F
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t̄3t3b∗

sδ∗ϵ F
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t̄4t̄1
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¯̄t2
t̄2
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γ ϵ

η

β

δ

ζ

s

〉
.

(6.1)

Here, the red edge is the control edge, while the black edges are in a string-net
ground state. The action of Gsp is non-zero only if s′ = s, in which case it “extends”
the s-string into an s-loop. Equivalently, Gsp first sets |s′⟩ to |0⟩ and then applies
the plaquette operator Bs

p. This is a generalization of the controlled NOT (CNOT)
gate to string-net models. Many equations in this chapter such as (6.1) are derived
using graphical method, a standard yet often complicated arithmetic in string-net
models. I demonstrate the details of the graphical calculation in (6.1) below:
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= (repeat similar steps across the vertices of the plaquette)
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i
j k
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Figure 6.1: The starting steps in the linear depth circuit for doubled Ising. A ground
state of doubled Ising on a minimal lattice is extended along non-contractible loops.

In each step, edges are manipulated using F -moves. From now on, I will not show
any more graphical calculations explicitly, as they are all similar to the calculation
above. An important corollary of (6.1) is that the sewing gate Gp turns a product
state projector into a string-net plaquette term. More precisely, let

P =
∑
ss′

dsds′

D
|s⟩ ⟨s′| (6.2)

be a projector on the control edge, where D =
∑

s d
2
s is the total quantum dimension.

As can be shown by graphical calculation, Gp acts on P by conjugation as

GpPG
†
p = Bp, (6.3)

so P is mapped to a plaquette term. Therefore, Gp “sews” a decoupled control edge
into a string-net ground state by creating a plaquette term that involves the control
edge, and hence its name. In fact, Gp is not unitary on the entire string-net Hilbert
space, but is isometric on the subspace of states in (6.1). The latter is enough for the
purpose of constructing linear-depth circuits in this chapter. It is in this sense that
(6.3) is an action of Gp by conjugation. Furthermore, two sewing gates commute if
neither acts on the other’s control edge. Similarly, a sewing gate commutes with any
plaquette term Bp that does not act on its control edge.

The circuit for doubled Ising

The sewing gate is a key part of the linear depth circuit that creates a ground state
of doubled Ising (5.2) from a product state, which I describe now. The focus here
is on states rather than Hamiltonians, so some of the gates in the circuit are only
defined as isometries on certain subspaces. To start with, take a ground state |ijk⟩
of doubled Ising on a minimal trivalent lattice, such as one of w1, . . . , w9 in (5.37),
and put the state on three edges sharing a vertex (Fig. 6.1). Apart from these three
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(2)

(1)

(2)

(Ly − 1)

(1) {1}(Lx − 1)

p̃

Figure 6.2: Adding plaquette term constraints with sewing gates. Initially, the edges
on the solid black lines are in a ground state of doubled Ising on a minimal trivalent
lattice, while the other edges are set to the state |ψ⟩ in (6.4). Small circles indicate
control edges of sewing gates, and large circles indicate target plaquettes. First, the
red gates are applied in a single step. Next, the blue gates are applied row by row,
from row 1 to row (Ly − 1). Finally, the green gates are applied from column 1 to
column (Lx − 1) in row Ly. No plaquette term is generated for the last plaquette p̃.

edges, all other edges of the lattice are set to

|ψ⟩ =
∑
s

ds√
D

|s⟩ , (6.4)

an eigenstate of the projector P in (6.2). Then copy the states |i⟩ and |j⟩ along
non-contractible loops using gates of the form

∑
s |s⟩ |s⟩ ⟨ψ| ⟨s|. By definition of the

state |ijk⟩, the copying process yields a state |Φ⟩ which satisfies a maximal plaquette
term Bmp, where the subscript “mp” stands for “maximal plaquette”. This maximal
plaquette takes the shape of the blue loop in Fig. 5.11.

Continuing from the state |Φ⟩, plaquette terms can be added with sewing gates. This
is shown in Fig. 6.2, where a sewing gate is represented by a small circle (indicating
the control edge) connected to a large circle (indicating the target plaquette). Since
the focus here is the state, “adding a term” really means transforming the state such
that it satisfies the constraint enforced by the term. First, since the square plaquettes
are all disjoint, the red sewing gates can be applied in a single step. Next, the blue
gates are applied to the octagon plaquettes row by row, from row 1 to row (Ly − 1).
Since two gates from adjacent rows do not commute, the blue gates must be applied
sequentially. Finally, the green gates are applied to the octagon plaquettes from
column 1 to column (Lx − 1) in row Ly, also sequentially for a similar reason.

The depth of the circuit in Fig. 6.2 is clearly linear in the system size. Furthermore,
the state |Φ⟩ and the gates acting on it all respect the vertex terms. However, the
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Figure 6.3: Insertion of an xy plane bisecting a cube in the original lattice. Each
intersection point of the inserted plane with the z principal edges is expanded into
an octahedron to preserve the trivalent structure.

last plaquette p̃ has no plaquette term of its own. Since none of the edges of p̃ is
in the state |ψ⟩, the sewing gate cannot be applied to p̃ in the usual way. Despite
the absence of a plaquette term, the circuit in Fig. 6.2 still correctly maps |Φ⟩ to
a doubled Ising ground state. This is because when all the plaquette terms except
for Bp̃ are satisfied, enforcing Bp̃ is equivalent to enforcing Bmp on the maximal
plaquette. None of the sewing gates in Fig. 6.2 has its control edge on the solid
black lines, so the circuit commutes with Bmp. Since |Φ⟩ satisfies Bmp, so does its
image under the circuit.

6.3 Generalized foliation via planar linear-depth circuit

In this section, I explain the planar linear-depth circuit which implements the gen-
eralized foliation RG on Ising cage-net. The circuit inserts a doubled Ising ground
state into an Ising cage-net ground state and thus increases the system size of Ising
cage-net in the z direction. This section is structured similarly to Section 6.2: I first
define a gate that grows a cage, and then discuss the full circuit.

Growing a cage

Just as a single sewing gate Gp grows a plaquette, a certain combination Gc of sewing
gates grows a cage in Ising cage-net. Consider a truncated cubic lattice in an Ising
cage-net ground state, and suppose that an xy plane is inserted into the lattice which
bisects a cube (Fig. 6.3). At each point where the inserted plane intersects with a
z principal edge, an octahedron is added to preserve the trivalent structure. Each
edge of the octahedra carries a Hilbert space of dimension 3, spanned by |0⟩, |1⟩ and
|2⟩, and is set to |0⟩ for now. Each principal edge (i.e., one in the x or y direction) of
the octagon carries a Hilbert space of dimension 5, spanned by |00⟩, |02⟩, |20⟩, |22⟩
and |11⟩, and is set to |00⟩ for now. The latter Hilbert space is chosen to comply
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Figure 6.4: Extending the state on a bisected z principal edge to some edges of the
octahedron. A dotted black edge is in the state |00⟩ if it is a principal edge, and |0⟩
otherwise. The resulting state satisfies the vertex terms in the xz and yz planes.

with the condensation operator Vlµ given by (5.3). Indeed, all gates in the circuit
for Ising cage-net commute with Vlµ .

In the first step of the gate Gc, states on the bisected z principal edges are extended
to some edges of the octahedra (Fig. 6.4). This is achieved by gates of the form∑

xy

|xy⟩ ⟨xy| ⊗ |x⟩ ⟨0| or
∑
xy

|xy⟩ ⟨xy| ⊗ |y⟩ ⟨0| ,

where the first component of the tensor product is the identity on a z principal edge,
and the second component acts on an edge of an octahedron. The resulting state
satisfies the vertex terms in the xz and yz planes.

In the second step, plaquette terms are added to the square plaquettes by sewing
gates. More precisely, in each square plaquette there exists an edge in the state |0⟩
after the first step of Gc (Fig. 6.4). This state |0⟩ is now mapped to |ψ⟩ given by
(6.4) and then the edge is used as the control edge of the sewing gate.

In the third and final step, the cage term as well as plaquette terms on the octagon
plaquettes are added through a non-trivial process which I explain now. Of the two
cubes in Fig. 6.3, I focus on the top one. First, take a state |00⟩ on a principal edge of
the bottom face pb and map it to |ψ⟩⊗|0⟩, where |ψ⟩ is given by (6.4). In the current
context, the first component of a tensor product of two states or operators is always
associated with the xy plane, and the second component is associated with the xz
or yz plane. Although |ψ⟩ ⊗ |0⟩ does not satisfy the condensation term Vlµ given by
(5.3), it is eventually mapped to a state that does. Now as shown in Fig. 6.5 (a),
with the state |ψ⟩ ⊗ |0⟩ as the control edge, apply to the top face pt and the bottom
face pb the modified sewing gate

G̃ =
∑
s

1

ds
GspbB

s
pt .
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(a) (b)

Figure 6.5: Growing a cage. As shown in subfigure (a), plaquette terms are added
to the top and bottom faces by sewing gates with an edge of the bottom face as the
control edge. Then as shown in subfigure (b), plaquette terms are added to the side
faces by sewing gates with edges of the side faces as the control edges.

Intuitively, G̃ is a sum of gates that draw s-loops on pt and pb simultaneously. The
label s is on an edge of pb, so the s-string is grown into a loop on pb by Gpb , whereas
a full s-loop is created on pt by Bpt . By graphical calculation, G̃ acts on the control
edge projector as

G̃ |ψ⟩ ⟨ψ| G̃† =
1

4

(
1 +B1

pb
B1
pt +B2

pb
B2
pt

)
. (6.5)

This should be viewed as enforcing two terms B1
pb
B1
pt and B2

pb
B2
pt since the terms

commute. The next step is to draw loops on the side faces. Take the state |ξ⟩ ⊗ |0⟩
on each principal edge of the bottom face pb, where |ξ⟩ is a superposition of the
states |0⟩, |1⟩ and |2⟩, and apply the map

f : |s0⟩ 7→


|s⟩ ⊗ 1√

2
(|0⟩+ |2⟩), if s = 0 or 2,

|11⟩ , if s = 1.

(6.6)

The rationale behind the map f will be explained soon. For now, it is clear that f
yields a state that satisfies the condensation operator Vlµ . As shown in Fig. 6.5 (b),
sewing gates are then applied to the side faces with edges of the side faces as the
control edges. As a result, plaquette terms are thus added to the side faces but not
in a standard way, since the states in the xz and yz planes are not the standard |ψ⟩
and thus (6.3) cannot be invoked. Therefore, I now explicitly calculate the action
of Gp ◦ f on the B1

pb
term in (6.5). I drop the B1

pt factor since it is unaffected. For
each string label s, define a projector P s = |s⟩ ⟨s|. Graphical calculation shows that
Gsp (a component of Gp) in (6.1) satisfies

Gsp |s⟩ ⟨s′|Gs
′†
p = P s

(∑
k

dk
dsds′

Bk
p

)
P s

′
. (6.7)

For convenience of calculation, I also write

B1
p = (P 0 + P 2)B1

pP
1 + P 1B1

p(P
0 + P 2),
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which breaks the domain and target of B1
p into two pieces each. Let pv be a side

face, where the subscript “v” stands for “vertical”. The action of Gpv ◦ f is

Gpvf
[
B1
pb

⊗ (|0⟩ ⟨0|)
]
f †G†

pv

=
1√
2
Gpv

[
(P 0 + P 2)B1

pb
P 1 ⊗ (|0⟩ ⟨1|+ |2⟩ ⟨1|)

]
G†
pv

+
1√
2
Gpv

[
P 1B1

pb
(P 0 + P 2)⊗ (|1⟩ ⟨0|+ |1⟩ ⟨2|)

]
G†
pv

=
1√
2

[
(P 0 + P 2)B1

pb
P 1
]
⊗
[
(P 0 + P 2)B1

pvP
1
]

+
1√
2

[
P 1B1

pb
(P 0 + P 2)

]
⊗
[
P 1B1

pv(P
0 + P 2)

]
,

(6.8)

where I used (6.7) to obtain the last equality. As can be seen from the pattern of
the projectors P s, (6.8) commutes with the condensation operator Vlµ . With this
property understood, I hide the projectors in (6.8) and write

Gpvf
[
B1
pb

⊗ (|0⟩ ⟨0|)
]
f †G†

pv =
1√
2
B1
pb
B1
pv .

Similarly, Gp ◦ f maps the B2
pb

term in (6.5) to

Gpvf
[
B2
pb

⊗ (|0⟩ ⟨0|)
]
f †G†

pv =
1

2
B2
pb

(
1 +B2

pv

)
. (6.9)

This explains the peculiar definition of f in (6.6): If the superposition (|0⟩+ |2⟩)/
√
2

is replaced by a basis vector |0⟩ or |2⟩, then no B2
pv term can be generated in (6.9).

Note that (6.5) automatically satisfies the constraint B2
pt = 1, since the top face pt is

already in an Ising cage-net ground state. Therefore, a ground state of the enlarged
Ising cage-net should be in the eigenspace of (6.9) with the largest eigenvalue. This
is achieved when the plaquette terms B2

pb
and B2

pv are both satisfied. Thus for the
purpose of describing ground states, (6.9) can be rewritten as

B2
pb

⊗ (|0⟩ ⟨0|) 7→ B2
pb

+B2
pv .

By applying Gp ◦ f to all side faces, the operator (6.5) is mapped to∑
po

B2
po +Bc,

where Bc is the cube term given by (5.4). This is not exactly the image of (6.5) under
Gp◦f but nevertheless describes the correct ground states. All terms associated with
the new cube are hence generated successfully.

The circuit for Ising cage-net

The planar linear-depth circuit that performs the generalized foliation RG on Ising
cage-net is designed in close analogy with the circuit that creates doubled Ising in
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Section 6.2. Just as the latter circuit starts with one of the states w1, . . . , w9 in
(5.37), the former circuit requires a suitable starting product state. The choice of
the starting state here is more complicated than in the case of doubled Ising, and I
address this issue now.

In doubled Ising, the starting state is chosen to satisfy the maximal plaquette term.
This is to make sure that after the circuit is applied, there can be one plaquette (p̃
in Fig. 6.2) without a plaquette term of its own. Similarly, in Ising cage-net, the
starting state should satisfy a cage term Bc on a cage that is maximal in the xy
plane and has thickness 1 in the z direction (Fig. 5.10). As explained in Section 5.6,
this term Bc enforces rz(i)rz(i + 1) = 1. Many notations in the current discussion
are defined in Section 5.6. If i is the label for the inserted layer, then the original
Ising cage-net ground state can be chosen to satisfy rz(i + 1) = ±1. The term Bc

then enforces
rz(i) = ±1, (6.10)

where the ±1 depends on rz(i+ 1). Furthermore, the state should also satisfy con-
densation conditions Ψα = 1 where, for example, Ψz is given by (5.25). Given that
the original Ising cage-net ground state already satisfies its condensation conditions,
the new conditions simplify to

ψzx(i)ψ̄
z
x(i) = 1, ψzy(i)ψ̄

z
y(i) = 1. (6.11)

A straightforward calculation shows that (6.10) and (6.11) are solved by w7, w8 and
w9 with +1 in (6.10), and by w10 with −1 in (6.10). Either way, there always exists
a state |ijk⟩ on the minimal trivalent lattice that satisfies both the fat cage term Bc

and the condensation conditions. The notation |ijk⟩ here is chosen for analogy with
Section 6.2, and does not indicate that the state factorizes on the three edges of the
minimal trivalent lattice. Now extend the state |ijk⟩ along non-contractible loops of
the inserted plane (Fig. 6.1), and set the other added edges to |0⟩ or |00⟩, whichever
is appropriate. This is the starting state of the circuit.

Given the starting state, the job of the circuit is to grow cages on top of the inserted
layer (Fig. 6.6). First, the circuit grows cages row by row, from row 1 to row (Ly−1)

following the blue arrows. Note that on a side face pv shared by two adjacent cubes,
the sewing gate Gpv only acts once. Next, the circuit grows cages in row Ly, from
column 1 to column (Lx − 1) following the green arrows. In the end, all terms in
the Ising cage-net Hamiltonian (5.5) are generated except for the cage term at the
final, untouched cube. Similar to the situation for doubled Ising, the circuit outputs
a correct Ising cage-net ground state despite the absence of a cage term, because
this term is implied by the fat cage term which the state is chosen to satisfy from
the very beginning. The depth of the circuit is clearly linear in the system size.
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Figure 6.6: Growing cages on top of the layer inserted into Ising cage-net. The red
lines indicate the non-trivial part of the starting state. First, cages are grown row
by row (blue), from row 1 to row (Ly− 1). Next, cages are grown in row Ly (green),
from column 1 to column (Lx − 1). The last cube has no cube term.

6.4 Feasibility for infinite-component Chern-Simons theory

In the final section of this thesis, I try to apply generalized foliation to gapped CS∞

theories. For simplicity, I focus on K matrices with period r = 1 and of the form

K(u) =
(
c1u+ c0 + c1u

−1
)
, (6.12)

where c0 is even, so that exchange statistics are well-defined. It turns out that most
CS∞ theories with such K matrices do not have a generalized foliation structure, at
least from the perspective of boson condensation.

The process of finding and condensing bosons relies heavily on the information of
braiding statistics. For this reason, I discuss several facts concerning braiding statis-
tics in the polynomial description. Let x(u) be the polynomial representations of
the planon x specified by its charge vector. Specifically, if {ei} is the standard basis
for the space ZN of charge vectors and x =

∑
k xkek, then x(u) =

∑
k xku

k. Note
that unlike the K matrix, the charge vector is not periodic but still has a polynomial
representation. It can be shown that the braiding statistic xTK−1y of the planons
x and y is equal to the constant term in the series expansion of x†(u)K(u)−1y(u),
where x†(u) = x(u−1). In particular, x is a boson if and only if the constant term
θ0 in the expansion

θx(u) = x†(u)K(u)−1x(u) =

∞∑
k=−∞

θku
k (6.13)

is an even integer. Moreover, the RG is expected to be applicable repeatedly if the
theory is assumed to be an RG fixed point. This means that if x(u) is condensed by
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the RG, then a translation ukx(u) of x(u) remains deconfined if |k| is large enough,
and thus can also be condensed by the RG. In other words, the coefficient θk in
(6.13) is an integer. However, as shown in Section 2.4, θk decays (a bit more slowly
than) exponentially. Therefore, for all sufficiently large |k|, the integer θk must be
0. The conclusion is that a boson x can be condensed in the RG only if θx(u) has
finitely many terms. This is a strong condition on bosons suitable for the generalized
foliation RG.

Indeed, in a CS∞ theory whose K matrix is of the form (6.12), there may not even be
a suitable boson to condense. For example, consider K(u) =

(
u+ 4 + u−1

)
. Let L

(resp. L′) be the ring of Laurent polynomials with integer (resp. rational) coefficients.
Suppose that x is a boson such that θx(u) has finitely many terms. Since

θx(u) =
x†(u)x(u)

K(u)

is the ratio of two elements of L and can be computed, for example, by long division,
its coefficients θk must be rational, i.e., θx(u) ∈ L′. Note that this conclusion fails
if θx(u) has infinitely many terms and cannot be computed by long division. Since
K(u) is primitive (see definition in Proposition 3), basic ring theory implies that
actually θx(u) ∈ L [35]. In this particular example, θx(u) ∈ L can be derived using
long division and the fact that the leading coefficient of K(u) is c1 = 1, although
primitivity is enough in general. Furthermore, K(u) is irreducible, meaning that it
cannot be factorized into a product of two non-trivial Laurent polynomials in L. By
basic ring theory, the ring L has the property that K(u) is irreducible if and only if
it is prime, meaning that if K(u) divides x†(u)x(u) (i.e., the ratio θx(u) ∈ L), then it
divides x†(u) or x(u). Using K(u−1) = K(u), it is easy to show that if K(u) divides
either x†(u) or x(u) then it must divide both. However, this means that x ∈ KZN ,
so the planon is actually trivial.

Even if there are suitable bosons to condense in a CS∞ theory, the generalized foli-
ation RG may still fail to work. For example, consider K(u) =

(
−3u+ 10− 3u−1

)
.

Here, K(u) = (3− u)(3− u−1) is reducible. By the argument above, up to transla-
tion and reflection in the z direction, the only suitable boson is x(u) = 3 − u. The
braiding statistic of y =

∑
k ykek with x is the constant term of

x†(u)K(u)−1y(u) =
y(u)

3− u
=

1

3
y(u)

∞∑
k=0

(u
3

)k
. (6.14)

If yk = 0 for all k ≤ 0, then (6.14) has no constant term. This means that half of
the elementary planons ek, k ≥ 1, are deconfined upon the condensation of x. These
planons satisfy the relations

−3ek+1 + 10ek − 3ek−1 = 0 (6.15)
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imposed by the K matrix. Moreover, the condensation of x imposes a new relation

9e1 − 3e2 = 3e0 − e1 = 0. (6.16)

All other relations of ek, k ≥ 1, can be derived from (6.15) and (6.16). For example,
it can be shown that 27e2−9e3 = 0, 81e3−27e4 = 0, etc. Next, to understand what
happens to the other half of the elementary planons, I set yk = 0 for all k ≥ 1. The
braiding statistic is then

xTK−1y =

0∑
k=−∞

3k−1yk. (6.17)

By (6.15) and the condensation of x, the planon

3e−1 − e0 = 9e0 − 3e1 = 3(3e0 − e1) = 0

is trivial. Similarly, all planons of the form 3ek−1 − ek, k ≤ 0, are trivial. Therefore
without loss of generality, I assume that yk = 0, 1 or 2 for all k ≤ 0. However, with
this assumption, the only non-trivial choice of yk such that (6.17) is an integer is
yk = 2 for all k ≤ 0. This can be seen using numbers in base 3. The excitation y is
thus an extended object. The conclusion is that the condensation of x divides the
system into two regions. In the region z ≥ 1, planons remain deconfined but have
new relations; in the region z ≤ 0, there is only an extended excitation left. The
highly inhomogeneous system after condensation contradicts the usual expectation
of an RG circuit, which should affect the system only near the support region of
the circuit. This contradiction can be traced back to the non-local statistics in the
CS∞ theory. In general, there are two possibilities for a gapped CS∞ theory whose
K matrix is of the form (6.12), c1 ̸= 0: Either the theory does not have a suitable
boson to condense, or it does but the system becomes highly inhomogeneous in the
z direction after condensation of a single boson. Therefore, new notions of phases
need to be invented in order to classify CS∞ theories into fractonic orders.
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