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A B S T R A C T

Emerging cyber-physical systems demand for communication technologies that enable
seamless interactions between humans and physical objects in a shared environment.
This thesis proposes decentralized URLLC (dURLLC) as a new communication paradigm
that allows the nodes in a wireless multi-hop network (WMN) to disseminate data quickly,
reliably and without using a centralized infrastructure. To enable the dURLLC paradigm,
this thesis explores the practical feasibility of concurrent cooperative transmission (CCT)
with orthogonal frequency-division multiplexing (OFDM). CCT allows for an efficient
utilization of the medium by leveraging interference instead of trying to avoid collisions.
CCT-based network flooding disseminates data in a WMN through a reception-triggered
low-level medium access control (MAC). OFDM provides high data rates by using a large
bandwidth, resulting in a short transmission duration for a given amount of data.

This thesis explores CCT-based network flooding with the OFDM-based IEEE 802.11
Non-HT and HT physical layers (PHYs) to enable interactions with commercial devices.
An analysis of CCT with the IEEE 802.11 Non-HT PHY investigates the combined effects
of the phase offset (PO), the carrier frequency offset (CFO) and the time offset (TO)
between concurrent transmitters, as well as the elapsed time. The analytical results of
the decodability of a CCT are validated in simulations and in testbed experiments with
Wireless Open Access Research Platform (WARP) v3 software-defined radios (SDRs).
CCT with coherent interference (CI) is the primary approach of this thesis.

Two prototypes for CCT with CI are presented that feature mechanisms for precise
synchronization in time and frequency. One prototype is based on the WARP v3 and its
IEEE 802.11 reference design, whereas the other prototype is created through firmware
modifications of the Asus RT-AC86U wireless router. Both prototypes are employed
in testbed experiments in which two groups of nodes generate successive CCTs in a
ping-pong fashion to emulate flooding processes with a very large number of hops.
The nodes stay synchronized in experiments with 10 000 successive CCTs for various
modulation and coding scheme (MCS) indices and MAC service data unit (MSDU) sizes.
The URLLC requirement of delivering a 32-byte MSDU with a reliability of 1− 10−5 and
with a latency of 1 ms is assessed in experiments with 1 000 000 CCTs, while the reliability
is approximated by means of the frame reception rate (FRR). An FRR of at least 99.999 %
is achieved at PHY data rates of up to 48 Mbit/s under line-of-sight (LOS) conditions
and at PHY data rates of up to 12 Mbit/s under non-line-of-sight (NLOS) conditions
on a 20 MHz wide channel, while the latency per hop is 48.2 µs and 80.2 µs, respectively.
With four multiple input multiple output (MIMO) spatial streams on a 40 MHz wide
channel, a LOS receiver achieves an FRR of 99.5 % at a PHY data rate of 324 Mbit/s.
For CCT with incoherent interference, this thesis proposes equalization with time-variant
zero-forcing (TVZF) and presents a TVZF receiver for the IEEE 802.11 Non-HT PHY,
achieving an FRR of up to 92 % for CCTs from three unsyntonized commercial devices.
As CCT-based network flooding allows for an implicit time synchronization of all nodes,
a reception-triggered low-level MAC and a reservation-based high-level MAC may in
combination support various applications and scenarios under the dURLLC paradigm.
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Z U S A M M E N FA S S U N G

Aufkommende cyber-physische Systeme verlangen nach Kommunikationstechnologien,
die reibungslose Interaktionen zwischen Menschen und physischen Objekten in einer
gemeinschaftlichen Umgebung ermöglichen. Diese Dissertation schlägt dezentralisiertes
URLLC (dURLLC) als ein neues Kommunikationsparadigma vor, das es Knoten in einem
drahtlosen Multi-Hop-Netzwerk (WMN) erlaubt, Daten schnell, zuverlässig und ohne
zentralisierte Infrastruktur zu verbreiten. Um das dURLLC-Paradigma zu ermöglichen,
erforscht diese Dissertation die praktische Umsetzbarkeit gleichzeitiger kooperativer
Übertragungen (CCT) mit dem orthogonalen Frequenzmultiplexverfahren (OFDM).
CCT erlaubt eine effiziente Nutzung des Mediums durch Ausnutzen von Interferenzen,
statt Kollisionen möglichst zu vermeiden. CCT-basiertes Netzfluten verteilt Daten in
einem WMN durch eine empfangsgetriggerte niedere Medienzugriffssteuerung (MAC).
OFDM bietet hohe Datenraten durch die Nutzung einer großen Bandbreite und erzielt
somit eine kurze Sendedauer für eine bestimmte Menge an Daten.

Diese Dissertation untersucht CCT-basiertes Netzfluten mit den OFDM-basierten
IEEE 802.11 Non-HT und HT Bitübertragungsschichten (PHYs), um Interaktionen mit
kommerziellen Geräten zu ermöglichen. Eine Analyse zu CCT mit dem IEEE 802.11
Non-HT PHY untersucht die zusammenwirkenden Effekte des Phasenversatzes (PO),
des Trägerfrequenzversatzes (CFO) und des Zeitversatzes (TO) zwischen gleichzeitigen
Sendern, sowie der verstrichenen Zeit. Die analytischen Ergebnisse der Dekodierbarkeit
von CCT werden durch Simulationen und Testbedexperimente mit softwaredefinierten
Funksystemen (SDRs) der Wireless Open Access Research Platform (WARP) v3 validiert.
CCT mit kohärenter Interferenz (CI) ist der primäre Ansatz dieser Dissertation.

Es werden zwei Prototypen für CCT mit CI vorgestellt, die sich durch Mechanismen
zur präzisen Frequenz- und Zeitsynchronisierung auszeichnen. Ein Prototyp basiert
auf WARP v3 und dem zugehörigen IEEE 802.11 Referenzdesign, während der andere
Prototyp durch Veränderungen der Firmware eines Asus RT-AC86U Drahtlosrouters
erstellt wird. Beide Prototypen werden in Testbedexperimenten eingesetzt, in denen
zwei Knotengruppen aufeinanderfolgende CCTs erzeugen, die sich gegenseitig auslösen,
um Flutprozesse mit einer sehr großen Anzahl an Hops nachzuahmen. Die Knoten
erhalten ihre Synchronisierung in Experimenten mit 10 000 aufeinanderfolgenden CCTs
bei verschiedenen Indizes der Modulations- und Kodierverfahren (MCS) und Größen
der MAC-Service-Dateneinheit (MSDU) aufrecht. Die URLLC-Anforderung, welcher
zufolge eine MSDU mit 32 Bytes mit einer Zuverlässigkeit von 1− 10−5 und mit einer
Latenz von 1 ms zu übermitteln ist, wird in Experimenten mit 1 000 000 CCTs geprüft,
während die Zuverlässigkeit durch die Frame-Empfangsrate (FRR) angenähert wird.
Bei 20 MHz Kanalbandbreite wird eine FRR von 99,999 % unter Sichtverbindung (LOS)
bei PHY-Datenraten von bis zu 48 Mbit/s erzielt und ohne Sichtverbindung (NLOS) bei
PHY-Datenraten von bis zu 12 Mbit/s, während die Latenz pro Hop jeweils 48,2 µs und
80,2 µs beträgt. Mit vier räumlichen Strömen via Multiple Input Multiple Output (MIMO)
auf einem 40 MHz breiten Kanal erzielt ein LOS-Empfänger bei einer PHY-Datenrate
von 324 Mbit/s eine FRR von 99,5 %. Für CCT mit inkohärenter Interferenz schlägt
diese Dissertation die Entzerrung durch zeitvariantes Zero-Forcing (TVZF) vor und stellt
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einen TVZF-Empfänger für den IEEE 802.11 Non-HT PHY vor, der für CCTs von drei
kommerziellen, nicht frequenzsynchronisierten Geräten eine FRR von bis zu 92 % erzielt.
Da CCT-basiertes Netzfluten eine implizite Zeitsynchronisierung aller Knoten erlaubt,
können ein empfangsgetriggerter niederer MAC und ein reservierungsbasierter höherer
MAC in Kombination verschiedenartige Anwendungen und Szenarien unterstützen,
die unter das dURLLC-Paradigma fallen.
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Part I

I N T R O D U C T I O N

The introduction proposes dURLLC as a new communication paradigm for
interactive cyber-physical systems and proposes CCT-based network flooding
and extensive broadcasting as enablers of this paradigm. Chapter 1 outlines
the challenges to facilitate CCT-based communications and highlights the
goals and the contributions of this thesis. Chapter 2 presents related work
with a focus on concurrent transmission, synchronization and mechanisms
that might be compatible with the solutions and the prototypes of this thesis.





1
I N T R O D U C T I O N

Ultra-reliable low-latency wireless communications is becoming a key driver for future
innovations. While improvements in electronics and system design have been driving
exponential increases in data rates for decades, technological advances should not only
sustain this trend but also seize opportunities to widen the spectrum of applications.
The ubiquitous presence of embedded devices, their computational power and their
connectivity call for solutions that go beyond the mere provisioning of higher data rates.
Ultra-reliable low-latency communications is the enabler of distributed control algorithms
and decentralized computation, bringing unprecedented possibilities for the interaction
between humans, physical objects and their environment.

Modern manufacturing procedures facilitate the integration of computational power
and communication interfaces into sensors, actuators and virtually any type of machine.
Interconnecting machines and devices wirelessly and letting them become an integral part
of the environment will allow for novel applications with a high degree of interactivity.
Such applications will include, for instance, industrial automation, autonomous driving,
intelligent electric power distribution and remote healthcare [74]. While humans will
continue to use mobile devices as interfaces to access the Internet, the communication
patterns of interconnected machines will be different, as they have to coordinate with each
other to accomplish complex tasks in a shared environment. In industrial automation,
the sensor readings from a device may have to reach several locations for interrelated
control algorithms [61]. In autonomous driving, cars have to carry out route and traffic
planning, lane-keeping and collision avoidance in cooperation with other cars [261].
A self-driving car may also be part of a platoon, i.e., a convoy driving energy-efficiently
in close formation, and may have to coordinate with other cars to adapt the safety distance
according to traffic and road conditions [7, 141]. With swarm intelligence, multiple agents
may perform a task collectively in cooperation [151]. These applications and scenarios
have in common that the algorithms running on distributed machines are tightly coupled
through communication technology. The messages from one device may have to reach
multiple recipients, and each recipient may also rely on data from several other devices.
Hence, methods for quick and reliable data dissemination are required.

Wireless communications is an appropriate means to deliver data to multiple nodes at
once through broadcasting. However, current technologies like IEEE 802.11 [104] can meet
strict latency demands only when an access point (AP) manages traffic with a medium
access control (MAC) mechanism that is specialized for low-latency communications [71].
While wireless multi-hop networks (WMNs) can relay data also over larger distances,
they usually employ IEEE 802.11 with a MAC mechanism based on carrier sense multiple
access with collision avoidance (CSMA/CA), which introduces random waiting times
between transmissions to avoid collisions by chance [27, 104]. Hence, WMNs incur delays
in the range of tens of milliseconds to a few seconds due to queueing, waiting and packet
loss [28, 143, 226]. Further, WMNs use broadcasting for route discovery and relaying,
which limits their scalability due to broadcast storms [171, 226].

3



4 Introduction

Cellular networks may seem more suitable for low-latency communications due to their
centralized control and their broader coverage. In fact, the 3rd Generation Partnership
Project (3GPP) introduces Ultra-Reliable Low-Latency Communications (URLLC) as one
of three main service categories of fifth generation (5G) networks, besides enhanced
Mobile BroadBand (eMBB) and massive Machine Type Communications (mMTC) [3].
The 3GPP states that a "general URLLC reliability requirement for one transmission
of a packet is 1− 10−5 for 32 bytes with a user plane latency of 1 ms", where the term
reliability refers to the success probability and the term user plane latency is "the time it
takes to successfully deliver an application layer packet/message from the radio protocol
layer 2/3 SDU ingress point to the radio protocol layer 2/3 SDU egress point via the
radio interface in both uplink and downlink directions" [3, Section 7]. Still, this guarantee
can only be given in areas with cellular network coverage, and a base station’s capacity
for URLLC may eventually be limited according to the amount of resources that can be
reserved for uplink (UL) configured grant (CG) physical uplink shared channel (PUSCH)
transmissions [126]. Hence, to ensure operation everywhere and anytime, applications
like vehicular networks have to stick to decentralized ad-hoc communications [26, 141].
Nevertheless, communications should work reliably with a large number of devices.

This thesis proposes decentralized URLLC (dURLLC) to facilitate the quick and reliable
dissemination of messages through broadcasting and multi-hop relaying by means of
distributed nodes, without routing data through cellular infrastructure. The coverage
should be variable and may range from a few hops to tens or even hundreds of hops.
To this end, this thesis explores methods and solutions that are based on the principle
of concurrent cooperative transmission (CCT). Instead of mitigating collisions, CCT
draws on the interference of multiple transmitters to eliminate waiting times during
the medium access, allowing for quick message dissemination in an extensive area.
In particular, distributed nodes in a WMN can form a so-called opportunistic large
array (OLA) [202] upon the reception of a message to relay it further through a CCT.
In other words, when a node receives a message, it retransmits it immediately, and as
multiple nodes retransmit the message concurrently, their signals should superimpose
such that the next-hop neighbors can decode the message. The next-hop neighbors,
in turn, can form another OLA and relay the message further through another CCT,
which leads to the principle of CCT-based network flooding. Glossy [73] shows that this
principle works through accurate transmission timing with IEEE 802.15.4 [107], which
has a physical layer (PHY) based on direct-sequence spread spectrum (DSSS) technology.
However, Glossy cannot meet the URLLC requirement since a single transmission of
32 bytes already takes longer than 1 ms at 250 kbit/s with the IEEE 802.15.4 PHY [107].
Further, to facilitate applications of the Tactile Internet [74], low-latency wireless networks
are envisioned to meet a round-trip time (RTT) of below 1 ms, i.e., even quicker message
delivery and tighter scheduling are required.

This thesis explores the feasibility of CCT with broadband communications through
orthogonal frequency-division multiplexing (OFDM) [243] and presents solutions that
comply with selected IEEE 802.11 PHYs [104]. The OFDM-based IEEE 802.11 PHYs do
not only offer higher data rates than the IEEE 802.15.4 PHY, but they also allow for
a shorter transmission duration of each CCT. Thus, this thesis aims at a significant
latency reduction in combination with capacity and reliability increases through message
dissemination via CCT to make dURLLC applications possible.
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The remainder of this chapter is organized as follows. Section 1.1 highlights a trend
that reduces latencies by moving communication endpoints into proximity of each other
and shows that dURLLC is an extension of this trend. Section 1.2 showcases scenarios
with CCT-based network flooding and extensive broadcasting. Section 1.3 outlines the
challenges of CCT with OFDM and defines corresponding goals. Section 1.4 highlights
the contributions of this thesis. Section 1.5 gives an overview of the overall thesis.

1.1 Latency Reduction by Proximity

A prominent method to increase reliability and to reduce latency in computer networks is
to bring communication endpoints into proximity of each other. In particular, the services
that users interact with are often brought into a region close to the respective user devices.
This section shows how this trend materializes in mobile networking and highlights the
proposed dURLLC paradigm as an extension of this trend. Figure 1 illustrates scenarios
at four different levels of proximity between mobile devices and their communication
partners: wireless Internet access, mobile edge computing (MEC), URLLC and dURLLC,
the latter of which is the paradigm proposed and explored in this thesis.

A major role of wireless communications is to serve the last hop of Internet connectivity.
Mobile devices use network technologies such as Long-Term Evolution (LTE) or Wi-Fi
to connect to a base station or an AP, from where they gain Internet access through
an Internet service provider (ISP) network. With the advent of messaging services and
videoconferencing, Internet traffic became increasingly interactive. The data associated
with such applications are time-sensitive, i.e., they are most valuable to their users when
they are timely and reliably delivered. Consequently, network operators prioritize certain
traffic, such as Internet Protocol (IP) telephony, to provide a high quality of service (QoS)
to their customers. QoS is typically concerned with throughput, latency, jitter, reliability
in terms of packet delivery and packet ordering. Some QoS goals, however, are conflicting.
For instance, provisioning buffers at intermediate routers can help to reduce packet loss,
but it increases latency when queues build up.

As opposed to humans communicating interactively with each other, most websites
and Internet services are not tied to specific geographical locations, so their reliability and
latency can be improved by bringing them closer to users. Early adopters of this concept
were content delivery networks (CDNs) [60, 230]. They comprise servers at various
geographical locations to deliver cached versions of content, such as websites and files.
When a user requests a piece of content, the CDN automatically selects a server in
proximity of the respective user to deliver it. In doing so, CDNs reduce latency, increase
reliability and mitigate Internet traffic. The network region in which CDNs operate their
servers is often referred to as the edge. Rather soon after their launch, CDNs also started
to open up their infrastructures to let customers run applications on the edge servers by
means of virtualization technologies, which led to the concept of edge computing [60].

MEC is an emerging technology in 5G cellular networks that defines the radio access
network (RAN) as the edge from the perspective of mobile devices. By integrating edge
servers into the RAN infrastructure, MEC enables service operators to dynamically
instantiate workloads on computing resources in the mobile edge on demand. With this,
services can be elastically scaled and data can be immediately processed in proximity to
users to improve reliability and response times [5, 99, 145].
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Figure 1: Overview of low-latency communication paradigms and their respective proximity
between mobile devices and their communication partners: Internet access is subject
to QoS policies in the core network. MEC brings applications and services closer to
mobile devices. URLLC facilitates time-critical transmission scheduling at base stations.
dURLLC disseminates time-sensitive data in areas around their origin.

With URLLC, 5G cellular networks shall provide real-time access of data across mobile
devices to carry out control algorithms and interactive tasks. To meet the targeted user
plane latency of 1 ms in combination with a reliability of 1− 10−5 [3], a base station
must serve packets through advanced PHY techniques and tight scheduling [14, 90, 126].
The integration of URLLC into base stations essentially cuts down the travel path of
time-sensitive data exchanged between mobile devices.

The proposed dURLLC paradigm is an extension of the outlined trend and reduces
the travel path of time-sensitive data even further. In particular, such data are not routed
through a cellular infrastructure, but mobile devices distribute them autonomously in an
area of flexible size around the origin of the data. As time-sensitive data are often relevant
for multiple interactive agents in a shared environment, CCT-based network flooding is
a viable approach for data dissemination. Further, an infrastructure-less approach is not
in conflict with cellular infrastructures. A base station could coordinate the high-level
scheduling for CCT-based network flooding in different regions, while the actual flooding
processes would take place in parallel. If the infrastructure fails or if there is no cellular
coverage, the mobile devices could perform a transition [8] into a decentralized high-level
MAC mechanism and coordinate their flooding schedules autonomously.

1.2 Data Dissemination via Concurrent Cooperative Transmission

The dURLLC paradigm proposed in this thesis is driven by CCT with distributed devices
in variable-sized areas. This section outlines how this paradigm works in different
scenarios and compares it with conventional data dissemination with a MAC based on
CSMA/CA, such as the IEEE 802.11 distributed coordination function (DCF) [27, 104].
CCT essentially offers two fundamental advantages over CSMA/CA:

• Spectral resources are better utilized by leveraging interference.

• Waiting times for transmissions are minimized to speed up message propagation.
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transmittingmessage bufferedreception errorreception successnode idle

(a) The flooding initiator broadcasts a frame. (b) A node retransmits the frame after some waiting.

(c) A collision occurs coincidentally. (d) The flooding process continues at another node.

(e) The flooding process reaches the network borders. (f) The flooding process terminates.

Figure 2: Conventional network flooding with a MAC based on CSMA/CA

1.2.1 Network Flooding

Network flooding is the process of data dissemination from one node to all others through
relaying over multiple hops. Network flooding is used, for instance, in WMN routing
protocols for route discovery [41, 55, 56, 98, 132] and in wireless sensor networks (WSNs)
for data dissemination [134, 197], time synchronization [73, 146, 255] and routing [75, 83].

Figure 2 illustrates conventional network flooding with a CSMA/CA-based MAC.
In Figure 2a, the initiator broadcasts a message that shall be flooded to all other nodes.
Due to the broadcast characteristic of the wireless channel, the message is received by
multiple neighbors that are marked green. Each recipient relays the message, but due to
the collision avoidance feature of CSMA/CA, they wait a random amount of time before
transmitting, e.g., up to 9207 µs with IEEE 802.11g [104, Section 10.3.3 and Table 17-21].
In Figure 2b, the first node retransmits the message after some waiting and reaches
nodes in the 2-hop neighborhood of the initiator. Nodes that have already received the
broadcast message are marked blue. However, it can happen that two nodes draw the
same waiting time and retransmit the message simultaneously, as shown in Figure 2c.
The receivers typically cannot recover the data from the superimposed signals in such
a collision, as indicated with red color. Further, the interference range of a transmission
exceeds the communication range, so the nodes that are in communication range of
only one of the two transmitters cannot decode the transmission from their neighbor.
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(a) t = 0: initial transmission (b) t = 1: 1-hop retransmissions

(c) t = 2: 2-hop retransmissions (d) t = 3: 3-hop retransmissions

Figure 3: CCT-based network flooding

Still, a collision may eventually be recovered by a transmission from another node that
has not relayed the message yet, as shown in Figure 2d. In Figure 2e, the flooding
process reaches the network borders left and right after some more time. Since each node
retransmits the message, the flooding process continues after all nodes have received it,
as illustrated in Figure 2f. The overall flooding process may take a rather long time and
use a considerable amount of spectral resources. Hence, it may cause a higher level of
medium contention and more collisions, leading to broadcast storms [171, 226].

Figure 3 illustrates how CCT-based network flooding can substantially enhance the
latency per hop and the utilization of the wireless medium. In Figure 3a, a node broadcasts
a message for flooding as in the previous example. However, Figure 3b shows that all
of the 1-hop neighbors retransmit the message immediately after the reception, i.e.,
without backing off, so that their signals superimpose. Then, all the 2-hop neighbors
recover the message successfully and instantly continue with a retransmission in Figure 3c.
The 3-hop neighbors retransmit the message accordingly in Figure 3d, so that the flooding
process reaches the network borders. The flooding process may stop at this point if it is
configured to propagate only 3 hops. Note that CCT-based network flooding does not
assume collisions as in Figure 2c of the previous example. Instead, the receivers are
assumed to recover the data from a CCT with mutually interfering signal components.
To this end, special PHY techniques are required, which are the subject of this thesis.

Another important aspect is that latency and reliability remain conflicting goals at
the wireless PHY. The reliability in terms of the frame reception rate (FRR) can generally
be increased by using lower modulation rates and coding schemes with more redundancy.
However, these measures increase the transmission duration and thus the latency per hop.
Another method effective against spatio-temporal distortions is the use of repetitive
transmissions, i.e., each node retransmits a flooding frame upon each reception up to
a certain number of times. With this, a flooding frame is immediately forwarded by the
nodes that receive it successfully upon their first reception opportunities, whereas other
nodes get additional chances to join the CCT-based flooding process shortly afterwards.
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transmittingmessage bufferedreception errorreception successnode idle

(a) t = 0: initial transmission and external interference (b) t = 1: 1-hop retransmissions, interference persists

(c) t = 2: initiator and 2-hop retransmissions (d) t = 3: 1-hop and 3-hop retransmissions

Figure 4: Repetitive transmissions can improve the reliability of CCT-based network flooding.
Top: an external interferer distorts three nodes. Bottom: The flooding process recovers
more quickly and persistently as each node retransmits the message twice.

Figure 4 illustrates CCT-based network flooding while an external interferer impedes
receptions temporarily at the nodes marked red. A node initiates a flooding process in
Figure 4a, receives its own message in Figure 4b and transmits it another time in Figure 4c.
When the interference is gone in Figure 4c, all three previously jammed nodes receive
the message. In Figure 4d, the transmitters from Figure 4b transmit for the second time
and the receivers from Figure 4c transmit for the first time. As in the previous example,
the flooding process reaches the borders left and right with the 3-hop retransmissions.

1.2.2 Extensive Broadcasting

CCT may be employed for extensive broadcasting in networks with a coverage exceeding
the communication range of a single AP. Figure 5 illustrates examples of such scenarios.
In the stadium scenario in Figure 5a, the APs cooperatively broadcast video content for
the visitors of a live sports event, such as slow-motion replays. In the airport scenario
in Figure 5b, the APs cooperatively broadcast information for travellers and workers.
By transmitting data frames via CCT from all APs in dedicated time slots, the wireless
spectrum is better utilized, the coverage is enhanced and medium contention is mitigated
in comparison to conventional broadcasting with a CSMA/CA-based MAC.

Further applications for extensive broadcasting comprise automation scenarios in
which a controller encodes commands in an aggregated or abstract format, so that
multiple recipients are served with the same messages. While an aggregated format may
contain several commands in one message, an abstract format may describe an overall
target state of a system, such that the receivers have to determine by themselves how they
contribute to the specified goal. For example, a traffic control system for autonomous
vehicles in a city could broadcast general traffic guidance messages, so that each car
derives its own driving behavior from these messages as a function of its own context.
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(a) Stadium: live video and slow-motion replays (b) Airport: information for travellers and workers

Figure 5: CCT-based extensive broadcasting scenarios: area-specific information for humans and
machines is transmitted concurrently by multiple access points.

1.3 Challenges and Goals

Data dissemination through CCT has several advantages over conventional broadcasting
with a CSMA/CA-based MAC, as shown in Section 1.2. However, CCT-based network
flooding and extensive broadcasting necessitate that a receiver can decode the resulting
superimposed signals. Glossy [73] attains such receptions with IEEE 802.15.4 by achieving
transmitter time synchronization better than 0.5 µs. Still, the IEEE 802.15.4 PHY is based
on DSSS and offers a data rate of only 250 kbit/s in the 2.4 GHz band [73, 107].

To reduce the latency and to increase the capacity of CCT-based network flooding
in comparison to the IEEE 802.15.4 PHY, higher data rates are required as they do
not only increase the throughput but also reduce the transmission duration of a frame.
Since the propagation speed of CCT-based flooding is governed by the duration of
each transmission, higher data rates raise the prospect of a significant latency reduction.
Hence, the overarching goal of this thesis is to explore the feasibility of CCT with
broadband communications through OFDM [243]. In particular, to work towards practical
solutions, CCT shall be studied with IEEE 802.11, the primary non-cellular broadband
communication standard for mobile devices [12, 104]. In fact, variations of IEEE 802.11
are going to be used in future intelligent transportation systems (ITSs) [262], which makes
the standard a reasonable choice as a basis for advancing research.

1.3.1 Analysis

Since OFDM is fundamentally different from DSSS, Glossy’s approach to facilitate CCT
through transmitter time synchronization better than 0.5 µs [73] may not apply for OFDM.
On the one hand, DSSS uses a single carrier and encodes each bit with a sequence of
chips to improve robustness [93]. On the other hand, OFDM is a multi-carrier scheme
that copes with frequency-selective fading of broadband channels by encoding data on
orthogonal narrow-band subcarriers in parallel [243]. Therefore, to make CCT work also
with higher data rates, one goal is to understand under what conditions a superimposed
OFDM signal can be decoded and how these conditions differ from the ones for DSSS.
Specifically, the IEEE 802.11 standard [104] comprises both DSSS and OFDM PHYs that
shall be analyzed and compared under these aspects.
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1.3.2 Fulfilling the Requirements

The requirements to enable CCT with OFDM-based IEEE 802.11 PHYs concern certain
properties of the signals superimposing at a receiver which fall into three categories.
First, there are properties specific to the data frame, such as the frame length and the
data rate according to the employed modulation and coding scheme (MCS). Second,
physical effects and the environment manipulate signals, e.g., through noise, interference
and multi-path propagation effects. Third, certain properties are specific to each sender,
such as its transmission power, the exact time at which its transmission starts and
its carrier frequency and oscillator jitter. To generate signals with multiple transmitters
whose superposition can be decoded with an IEEE 802.11 receiver, the transmitters have
to achieve a certain level of synchronization in time and frequency in accordance with
the other parameters. Therefore, another goal is to develop wireless synchronization
techniques that work cooperatively between nodes, ideally without explicit coordination
and without feedback to save time and spectral resources. In CCT-based network flooding,
the transmitter synchronization can, for instance, draw on frame receptions from the
previous hop, similar to Glossy [73]. In addition to synchronizing with each other while
transmitting, the nodes shall also contribute to the stability of a flooding process by
maintaining the operational parameters within specific ranges over multiple hops.

1.3.3 Challenging the Existing Requirements

The targeted requirements for transmitter synchronization are based on the assumption
that the CCTs are decoded by state-of-the-art receivers. However, it may not always
be possible to meet these requirements. For instance, a node may fail to synchronize
accurately during a CCT frame reception due to poor signal quality. Further, CCT-based
extensive broadcasting mechanisms cannot employ the same synchronization techniques
as CCT-based network flooding mechanisms due to the lack of common frame receptions.
While this problem could be solved through wired synchronization, this is an expensive
and inflexible solution. Hence, to push the limits of the technical feasibility, another goal
is to challenge the requirements imposed at the receiver’s end. In particular, decoding
technique enhancements shall make a receiver more robust to a poor synchronization
between concurrent transmitters. With this, scenarios shall be supported in which precise
synchronization between multiple transmitters fails or cannot be achieved.

1.3.4 Testbed Validation

While mathematical modeling is crucial to formulate problems and solutions, it still makes
idealizing assumptions to a certain extent, neglecting the intricacies and subtleties of
the physical world. Especially in complex systems with cooperating devices, deficiencies
of electronic components and interference can have negative ramifications. To provide
practical solutions, it is indispensable to validate mechanisms in testbed experiments.
Hence, a methodological goal is to use software-defined radios (SDRs) for prototyping.
In particular, novel designs and algorithms shall be developed in software and be
validated both in simulations and with transmissions via SDRs. Further, the compatibility
with commercial IEEE 802.11 hardware shall also be tested.
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1.3.5 Prototype Design

Transferring signals with SDRs in a physical environment and processing the received
in-phase quadrature (IQ) samples in software allows for an assessment of mechanisms
at specific operating points under realistic conditions. Yet, this technique captures only
isolated transmissions and does not reflect how a system responds to its own CCTs.
Therefore, another goal is to devise a prototype with selected mechanisms on an SDR
with a field-programmable gate array (FPGA). The prototype design shall allow for
a performance evaluation of multiple nodes generating successive CCTs in real-time.
To facilitate a range of applications, a low-level MAC protocol shall be designed that
provides an interface to configure the behavior of the nodes through the flooding frame
that they process. With this, the flooding initiator shall be empowered to tune the latency,
the reliability and the area coverage without overhead. Each node shall be able to detect
and to discard duplicate receptions of a frame so that each flooding process is terminated.
Further, the prototype shall monitor the transmissions of other nodes and be able to
sustain a flooding process when the next-hop neighbors fail to retransmit a message.
Even though making changes to the IEEE 802.11 MAC, the prototype shall retain PHY
compatibility so that commodity devices can receive the messages.

1.4 Contributions

In order to address the aforementioned challenges and goals, this work comprises the
following contributions in the research area of CCT with IEEE 802.11 for dURLLC.

1.4.1 Analysis

The contributions start with an analysis that explores the conditions under which CCTs
with the IEEE 802.11 DSSS PHY and the OFDM-based IEEE 802.11 PHYs can respectively
be decoded by state-of-the-art receivers. The analysis particularly identifies the conditions
under which the interference becomes destructive, so that the received signal is canceled,
which marks an edge case for the decodability. The analysis leads up to theoretical results
that are validated in simulations and in testbed experiments.

On the one hand, the IEEE 802.11 DSSS PHY is found to be robust to interference
when the transmitters of a CCT have a slight time offset (TO) with respect to each other.
However, when the transmitters are synchronized in time, their carrier frequencies must
also be synchronized. On the other hand, the OFDM-based IEEE 802.11 PHYs are found
to require the transmitters of a CCT to be synchronized in both time and frequency.
The time synchronization must undercut the clearance of the guard interval (GI) that
remains after subtracting the channel delay spread (CDS). The frequency synchronization
requirement depends on the frame length, the MCS and the signal-to-noise ratio (SNR).
The analysis also takes the phase tracking mechanism and the channel equalization
into account to identify conditions that lead to symbol errors on specific subcarriers,
which can be corrected to a certain amount through forward error correction (FEC).
For example, to successfully decode an IEEE 802.11 Non-HT frame with a MAC service
data unit (MSDU) of 112 bytes at 24 Mbit/s, the carrier frequency offset (CFO) between
the concurrent transmitters must not exceed ±2 kHz in the 2.4 GHz band.
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1.4.2 Synchronization through Frame Receptions

To generate coherent interference (CI) in CCT-based network flooding, this work presents
techniques that leverage common frame receptions to synchronize devices wirelessly
in time and frequency. IEEE 802.11 OFDM receivers generally synchronize in time
and frequency to the transmitter during a frame reception by means of the frame
preamble to mitigate intersymbol interference (ISI) and intercarrier interference (ICI),
respectively [104]. The conventional preamble-based CFO estimate is enhanced in this
work by leveraging the pilot subcarriers, which are obtained after applying a fast Fourier
transform (FFT) on the received OFDM symbols. This technique reduces the impact
of noise on the CFO estimate, especially for frames with a long duration. In testbed
experiments, the absolute error of the enhanced CFO estimate is typically below 10 Hz for
frames with an MSDU of 1508 bytes, whereas the preamble-based CFO estimate typically
deviates by hundreds of hertz and more, depending on the SNR. The enhanced CFO
estimation technique is also integrated into the real-time prototype described below.

1.4.3 Real-Time Prototypes

To facilitate CCT-based network flooding in real-time, this work comprises a prototype
that is based on the Wireless Open Access Research Platform (WARP) v3 SDR [246].
The WARP prototype can retransmit a received frame with precise synchronization in
time and frequency with respect to the received frame itself. Thus, multiple WARP
prototype nodes can generate a CCT with CI by executing the same procedure upon
a common frame reception, which in turn may also arrive as a CCT.

The WARP prototype extends the IEEE 802.11 reference design for WARP v3 [247] by
signal processing algorithms in the FPGA and by a low-level MAC protocol running on
a central processing unit (CPU). The frequency synchronization mechanism comprises
an enhanced CFO estimator integrated into the PHY receive (Rx) core [9] as well as
a frequency shifter integrated into the PHY transmit (Tx) core [9]. Testbed experiments
show that the [10 %, 90 %] quantiles of the phase error are within ∼ [−0.021 π, 0.012 π]

at the end of a frame with up to ∼ 100 OFDM symbols. The [10 %, 90 %] quantiles of
the relative CFO are within ∼ [−11.8, 14.6]Hz at 220 OFDM symbols.

The low-level MAC protocol fields are integrated into the IEEE 802.11 MAC header,
allowing commercial devices to receive and inject flooding frames from and into a WMN.
The WARP prototype processes the low-level MAC protocol in real-time, so that the
behavior of a WMN during a flooding process is defined by the flooding frame itself.
The initiator of a flooding process can tune the latency, the reliability and the number of
hops through the low-level MAC protocol together with the MSDU size and the MCS.
In particular, the reliability of a flooding process can be tuned by making each node
retransmit a flooding frame multiple times. Further, a WARP prototype node can retry to
reach its next-hop neighbors if it does not detect an expected retransmission from them.
The highest possible PHY data rate with a 20 MHz wide channel can be achieved with
the HT PHY at MCS 7 and is 65 Mbit/s. The lowest possible latency per hop is 44.2 µs,
achievable with the Non-HT PHY at MCS 5 or higher (see Table 2). By allowing for certain
performance tradeoffs, the low-level MAC protocol can enable dURLLC applications.
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Various testbed experiments are conducted with two groups of nodes that forward
a flooding frame to each other in a ping-pong fashion, allowing a limited number of nodes
to generate a large number of successive CCTs. With five nodes per group, flooding
processes with 10 000 successive CCTs can be reliably triggered with all MCS indices
and MSDU sizes. Commercial devices often have a better FRR for CCTs from five nodes
than for transmissions from a single node, indicating that the WARP prototype nodes
successfully keep up their joint synchronization in time and frequency over time.

The feasibility of the URLLC requirement is assessed, which is defined by the 3GPP
as the delivery of a 32-byte MSDU with a reliability of 1− 10−5 at a latency of 1 ms [3].
Under non-line-of-sight (NLOS) conditions and with a single retransmission per node,
the URLLC requirement can be met with an IEEE 802.11 Non-HT PHY with up to MCS 2,
for which the latency per hop is 80.2 µs. Further, under line-of-sight (LOS) conditions
and with a single retransmission per node, the URLLC requirement can be met with an
IEEE 802.11 Non-HT PHY with up to MCS 4, for which the latency per hop is 60.2 µs.
CCT-based network flooding is also shown to be feasible in an office environment through
circular forwarding of a flooding frame between four groups of WARP prototype nodes.

Another prototype based on the Asus RT-AC86U wireless router is created through
firmware modifications to showcase the feasibility of CCT also with commodity hardware.
This prototype leverages registers of its IEEE 802.11 chip to estimate the CFO during frame
receptions and to tune its carrier frequency through a voltage-controlled oscillator (VCO).
Further, the Asus RT-AC86U prototype leverages the acknowledgment (ACK) engine of
its IEEE 802.11 chip in order to retransmit a received flooding frame with accurate timing.

Testbed experiments show that the URLLC requirement is also met with the Asus
RT-AC86U prototype, at MCS 0 and MCS 2 under NLOS conditions and up to MCS 6
under LOS conditions. Moreover, this prototype even allows assessing the feasibility
of CCT with CI with up to four multiple input multiple output (MIMO) spatial streams
with the IEEE 802.11 HT PHY at a channel bandwidth of 40 MHz in the 5 GHz band.
In an experiment in which two groups of nodes generate CCTs with a 32-byte MSDU in
a ping-pong fashion, a LOS receiver that accepts receptions from any of both groups has
an FRR of 99.5 % at a PHY data rate of 324 Mbit/s. Further, with a fixed PHY data rate,
the FRR is typically higher when employing a larger number of MIMO spatial streams,
so that the URLLC reliability requirement can be fulfilled with less transmissions.

1.4.4 Time-Variant Zero Forcing

Another contribution of this work is time-variant zero-forcing (TVZF), an equalization
technique that relaxes the requirement for accurate frequency synchronization in a CCT.
When the transmitters are not synchronized in frequency, their CFOs introduce different
phase drifts whose effects superimpose at the receiver, causing time-variant interference.
TVZF analyzes, reconstructs and equalizes these interference patterns by means of the
received superposition of signal components to enable the decoding of CCT frames
that would otherwise lead to collisions and frame loss with state-of-the-art receivers.
With this, TVZF allows for a recovery of frames when the frequency synchronization fails
during CCT-based network flooding. Furthermore, TVZF facilitates dURLLC scenarios
in which a transmitter synchronization through a common frame reception is infeasible,
such as the CCT-based extensive broadcasting scenario (see Section 1.2.2).
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This work presents a TVZF receiver design for the IEEE 802.11 Non-HT PHY that
is prototyped in Matlab and that comprises several processing steps to reconstruct
the time-variant interference of a CCT. First, the TVZF receiver performs a symbol
timing estimation by means of successive interference cancellation (SIC) to mitigate ISI.
Second, it performs a Fourier analysis of the symbol traces on the four pilot subcarriers
by means of a technique called iterative interference cancellation (IIC) in order to estimate
certain parameters of the detected CCT signal components. Third, it estimates the channel
coefficients of each detected CCT signal component by means of an interpolation-based
technique under the constraint of the measured superposition of the channel coefficients.
Finally, the TVZF receiver reconstructs a vector of time-variant channel coefficients and
equalizes the received superposition of the CCT signal components.

The TVZF receiver for the IEEE 802.11 Non-HT PHY is evaluated in simulations and
testbed experiments with WARP SDRs [246] that are connected to a Matlab workspace
via WARPLab [250]. The testbed experiments comprise combined parameter sweeps
of the TOs and the CFOs of up to four concurrent transmitters in LOS and NLOS,
respectively. For TOs of up to the duration of the GI and for CFOs within [−5, 5] kHz,
the TVZF receiver has an average FRR of 97 %, 78 % and 49 % for two, three and four
concurrent transmitters, respectively. In another testbed experiment with CCTs from three
commercial devices that are not synchronized in frequency, the TVZF receiver attains
an FRR of up to 92 %. Moreover, simulations show that TVZF equalization enhances
the reception performance for a wide range of relative signal power levels in a CCT.

1.5 Outline

This thesis comprises four parts: the introduction, the contributions on generating CCTs
with coherent interference (CI) through transmitter synchronization in time and frequency,
the contributions on decoding CCTs with incoherent interference and the discussion.

The first part presents the motivation and the goals of this work. Chapter 1 highlights
the importance of low-latency wireless communications in cyber-physical systems and
proposes dURLLC as a new communication paradigm that shall be enabled through
CCT-based network flooding and extensive broadcasting. Subsequently, the challenges,
the goals and the contributions of this thesis are outlined. Chapter 2 discusses related
work on concurrent transmissions, synchronization techniques and mechanisms that
might interoperate well with CCT-based solutions. In addition, it provides background
information on the IEEE 802.11 standard that is relevant in the context of this thesis.

The second part presents the contributions of this work that address CCT with CI
through precise transmitter synchronization in time and frequency. Chapter 3 presents
an analysis of the exact conditions under which CCTs with the IEEE 802.11 DSSS and
OFDM PHYs can be decoded, respectively. Chapter 4 presents a prototype that is based
on the WARP v3 [246] and that enables CCT-based network flooding in real-time through
reception-based synchronization in time and frequency. Chapter 5 presents a prototype
that is created through firmware modifications of the Asus RT-AC86U wireless router
and that allows for reception-based pre-synchronization in frequency and for generating
retransmissions in real-time. Both prototypes are validated in various testbed experiments
to characterize their synchronization accuracies. Further, various testbed experiments
are conducted to assess the feasibility of generating successive reception-triggered CCTs.
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The third part presents the contributions of this work that address CCT with incoherent
interference to support dURLLC scenarios in which accurate synchronization may fail.
Chapter 6 presents TVZF, an equalization technique that enables a receiver to deal with
incoherent interference. A receiver design for the IEEE 802.11 Non-HT PHY is presented
that extracts the required information from a superimposed signal with an unknown
number of concurrent transmitters to perform TVZF equalization. The TVZF equalization
technique is integrated into a custom Matlab receiver for IEEE 802.11 Non-HT data frames.
Various simulations and testbed experiments by means of WARP SDRs are conducted
to assess the characteristics and the performance of the TVZF receiver.

The fourth part comprises a discussion of the proposed dURLLC paradigm that is
facilitated by means of CCT-based communications and provides concluding remarks.
Chapter 7 discusses the characteristics of CCT signals and of CCT-based network flooding,
the core technologies that enable CCT-based communications and technology extensions
that can potentially enable even more advanced dURLLC applications and scenarios.
Chapter 8 summarizes the conclusions of this thesis.



2
B A C K G R O U N D A N D R E L AT E D W O R K

This chapter discusses related work on the proposed decentralized URLLC (dURLLC)
paradigm that should be enabled through concurrent cooperative transmission (CCT)
in network flooding (see Section 1.2.1) and extensive broadcasting (see Section 1.2.2).
Section 2.1 starts with related work on mechanisms that attempt to mitigate the impact
of collisions or that intentionally draw on interference from distributed transmitters
to enhance network performance by means of CCT. Section 2.2 covers fundamentals
and related work on synchronization with a focus on practical techniques for wireless
synchronization of distributed devices. Section 2.3 presents extended mechanisms that are
based on CCT-based flooding or that might be compatible with it. Specifically these works
might benefit from the significant latency reductions and throughput gains offered by the
CCT techniques for IEEE 802.11 [104] presented in this thesis, compared to Glossy [73],
which is designed for IEEE 802.15.4 [107]. Section 2.4 provides background information
on the IEEE 802.11 physical layers (PHYs) and on fundamental processing techniques.

2.1 Concurrent Transmission

Wireless communications is fundamentally different from its wired counterpart due to the
broadcast characteristic on a shared medium, i.e., a transmission occupies the wireless
spectrum not only for its intended recipient but also for all other nodes in vicinity
of the sender. When multiple nodes in an area start sending at the same time, their
transmissions collide, i.e., the signals superimpose at nearby receivers. This undesired
condition leads to distorting interference, which is often harsher than noise. This section
discusses how wireless networks deal with such collisions, how collisions can be overcome
in some cases through the capture effect and how synchronization can be leveraged to
generate useful or coherent interference for CCT.

2.1.1 Collisions and Medium Access Control

The majority of wireless medium access control (MAC) protocols reduce collisions
by means of randomized channel access, as introduced with ALOHA [6, 125, 194].
IEEE 802.15.4 [107, Section 6.2.5.1] and the distributed coordination function (DCF)
of IEEE 802.11 [104, Section 10.3] employ carrier sense multiple access with collision
avoidance (CSMA/CA) [27, 265], which works in two phases. First, a node senses
the medium and refrains from a transmission if it finds the medium to be busy. Second,
if the medium becomes free after a busy phase, a node waits a random amount of time
before attempting a transmission in order to probabilistically avoid collisions with other
nodes that employ the same MAC mechanism. Still, if at least two nodes start transmitting
at the same time by chance, these nodes will not be able to detect the transmissions from
the other nodes, respectively, since their own transmission will drown out any remote
signals that are much weaker due to path loss and attenuation. Hence, as opposed to

17
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carrier sense multiple access with collision detection (CSMA/CD), which is employed in
wired networks such as Ethernet [102], a wireless collision lasts as long as the longest
involved transmission, which reduces the network performance [27]. However, a receiver
could send a collision notification in the form of a correlatable sequence that can be
detected by the senders, allowing them to abort their transmissions immediately [205].
Other classes of MAC algorithms comprise, for instance, centralized control schemes, like
the IEEE 802.11 point coordination function (PCF) [103, Section 10.4], reservation-based
MAC schemes [140, 266] and distributed queueing (DQ) [125, 251]. In contrast to avoiding
collisions, CCT leverages interference, which, however, may also require coordination at
a higher level, as discussed in Section 7.3.2.

2.1.2 Capture Effect

In a wireless collision, the superimposing signals usually arrive with different power
levels at a receiver due to signal propagation effects such as path loss and attenuation.
Depending on the received signal strengths (RSSs) and the relative timings of the signals,
a receiver may be able to capture the strongest signal and decode it in the presence
of other interfering transmissions [194]. The conditions, under which this capture effect
occurs, also depend on the PHY, the modulation and coding scheme (MCS) and the
receiver design. In ALOHA-based networks with frequency modulation (FM) radios, the
strongest signal should exceed the next strongest one by at least 1.5 – 3 dB [194]. With a
frequency-shift keying (FSK) PHY, the capture effect occurs with high probability (>90 %)
if the signal-to-interference-plus-noise ratio (SINR) exceeds ∼ 6 dB [216]. In IEEE 802.15.4
networks with a direct-sequence spread spectrum (DSSS) PHY, the capture threshold
is at an SINR of ∼ 4 dB [81, 216]. However, the capture threshold may vary by a few
decibels in practical settings as a function of the employed devices [216].

Depending on the order of the arriving signals, collisions can be categorized into
stronger-first and stronger-last collisions [245]. While a receiver can typically exploit the
capture effect if the strongest signal arrives first, it might not be able to do so otherwise
if it has already synchronized to a weak signal, so that a later signal causes a collision.
A receiver can resolve this problem by continuously searching for frame preambles after
starting a reception process so that it can eventually resynchronize to a stronger signal
and restart decoding [201, 238, 245]. The CC2420 radio [40] that is used by Glossy [73]
is found to resynchronize to a stronger transmission if this transmission starts no later
than a preamble duration after the start of a weaker signal [257, 258].

In IEEE 802.11 networks, the capture threshold depends to a large extent on the
employed PHY. An analysis of the IEEE 802.11 DSSS and the IEEE 802.11b complementary
code keying (CCK) PHYs indicates that the reception of a signal can be impeded by an
interfering transmission that is 2 dB stronger, while the CCK PHY with 5.5 or 11 Mbit/s is
just marginally more susceptible than the DSSS PHY with 1 or 2 Mbit/s [240]. This finding
implies that a receiver may leverage the capture effect starting with a threshold of slightly
above −2 dB. Further, practical experiments with IEEE 802.11 DSSS show that a signal
that exceeds an SINR differential of about 5 dB typically leads to a capture [78, 239], even
if the first sender is weak [117]. In contrast to the DSSS and CCK PHYs of IEEE 802.11,
in IEEE 802.11a, which is based on orthogonal frequency-division multiplexing (OFDM),
the capture threshold varies from −1 dB to 25 dB, depending on the actual scenario and
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the employed data rate [127]. Generally, the transmission power of individual nodes in
combination with the capture threshold are key to optimize the overall performance in
wireless multi-hop networks (WMNs) [217] and infrastructure-based networks [87].

The capture effect is exploited in wireless sensor networks (WSNs) for low-latency
flooding with Flash Flooding [138] and Glossy [73]. While Glossy’s main contribution is
to achieve useful interference through synchronization, it still relies on the capture effect
if the synchronization fails [73]. Further, Chaos combines in-network processing (INP)
with the capture effect to achieve a global consensus among all network nodes [124].
Even though Chaos builds on top of Glossy, it cannot leverage useful interference through
synchronization since different nodes transmit different messages.

Because of the susceptibility to interference of the OFDM-based IEEE 802.11 PHYs,
the mechanisms presented in this thesis are not designed to leverage the capture effect.
Instead, to enable CCT under conditions of strong interference, the prototypes presented
in Chapter 4 and in Chapter 5 employ synchronization techniques to achieve CCTs
with coherent interference (CI), which can even improve a receiver’s SINR. Furthermore,
the equalization with time-variant zero-forcing (TVZF) enhances a receiver’s robustness
to co-channel interference beyond the capture threshold, as presented in Chapter 6.

2.1.3 Interference Cancellation

In addition to exploiting the capture effect for decoding data in the presence of interfering
transmissions, interference cancellation is a technique that can enhance the reception
performance further. With successive interference cancellation (SIC) [233], a receiver first
decodes the strongest signal while treating the others as noise. Then, it re-encodes the
data and subtracts the re-generated signal from the received waveform to cancel it so that
the SINRs of the remaining signals are increased. If the receiver is then able to decode
the next strongest signal, it applies SIC further, ideally until all mutually interfering
signals are decoded [233]. SIC and similar interference cancellation techniques are used
for multi-user detection (MUD) in cellular networks based on code-division multiple
access (CDMA), which employ spread spectrum technologies such as DSSS [11, 93, 176].

Iterative interference cancellation is an enhanced MUD technique for CDMA that
feeds the calculated bit probabilities back to the inputs of a soft decoder [11, 192, 235].
This thesis also introduces a technique called iterative interference cancellation (IIC)
in Chapter 6 as a component of TVZF equalization, which also improves its outputs
through multiple iterations, but it differs from these aforementioned works. Essentially,
IIC performs a spectral estimation of OFDM pilot subcarriers rather than decoding raw
baseband signals that encode payload data with a spreading code. In doing so, IIC refines
the estimates of carrier frequency offsets (CFOs) and channel coefficients of multiple
concurrent transmitters. Further, IIC can also be seen as a combination of SIC [233]
and parallel interference cancellation (PIC) [177, 231], due to its successive addition of
estimates while cancelling the known signal components in parallel.

Besides cellular networks, interference cancellation can also enhance the reception
in WMNs based on IEEE 802.15.4 [88] and in IEEE 802.11 networks [206]. However,
the OFDM-based IEEE 802.11 Non-HT PHY poses practical challenges with different
signal strengths and data rates [206]. Further, ZigZag decoding applies SIC piecewise on
sections of overlapping OFDM frames to decode multiple colliding transmissions [85].
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This principle can be further improved through iterative soft-decision decoding [222]
and works for up to four concurrent transmitters with the IEEE 802.15.4 PHY [118].
However, in contrast to TVZF equalization presented in Chapter 6, ZigZag decoding and
its variants require that the colliding transmissions start with certain time offsets (TOs)
to separate them [85]. Further, Strider [86] demonstrates that the resilience to collisions
can be significantly enhanced through rateless codes. Strider also draws on SIC and is
shown to work with a custom OFDM PHY inspired by IEEE 802.11 in testbed experiments
with Universal Software Radio Peripheral (USRP) software-defined radios (SDRs) [229].
In contrast, the mechanisms of this thesis comply with IEEE 802.11 PHY formats.

2.1.4 Full-Duplex Radios

A common assumption in wireless communications is that a radio can either transmit or
receive but not do both simultaneously, as its own transmission would be much stronger
than any signals from remote transmitters that have undergone path loss and attenuation.
However, there are various full-duplex prototypes in the research community that achieve
self-interference cancellation through a combination of analog radio frequency (RF) and
digital baseband processing [22–24, 54, 64, 108, 199], which theoretically doubles the
link capacity. While most full-duplex radios have separate transmit (Tx) and receive (Rx)
chains to reduce self-interference through careful antenna placement [54, 64, 108, 199],
it is even possible to concurrently transmit and receive with the same antenna [22–24].
Full-duplex connections can be established by specialized MAC mechanisms in real-time
to integrate the technology with IEEE 802.11 networks [108, 199, 221].

Since a full-duplex radio starts relaying almost immediately after the beginning of a
reception, a message can even be relayed over multiple hops with low delay in a so-called
cut-through connection [50–52, 253]. However, cut-through links are only end-to-end
and there is just one relay at each hop, respectively. To utilize full-duplex technology
also for CCT-based flooding with multiple transmitters at each hop, the transmissions
would have to interfere in a way that the next-hop neighbors can decode the signals,
e.g., by means of synchronization. FastForward [22] is a forerunner in this direction, as it
achieves low-latency self-interference cancellation within the OFDM guard interval (GI)
of IEEE 802.11, so that its transmitted signal combines beneficially with the original
transmission at the receiver. Delay-and-forward [96] is another work that demodulates
and re-modulates received symbols to remove noise, but it also delays symbols before
their retransmission, so that they are aligned with the second next received symbol,
respectively. While this concept requires a specialized receiver [96], it possibly also works
for network flooding due to its accurate timing. Still, full-duplex technology also poses
challenges in practical networks due to an increased level of interference [10, 170, 221].

2.1.5 Useful Interference with IEEE 802.15.4

Besides drawing on the capture effect and interference cancellation, distributed network
nodes can also align concurrent transmissions of identical signals through precise time
synchronization. With this, the received signal ideally resembles a transmission from
a single device with a high signal-to-noise ratio (SNR).
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Backcast [66] demonstrates that up to a dozen recipients can synchronously send
an acknowledgment (ACK) frame in response to a broadcast or an anycast message
with IEEE 802.15.4 [107], which is based on DSSS [93]. The superposition of these ACKs
can be decoded correctly, so that it can be interpreted as a logical OR of ACKs [66].
With more than six concurrent transmitters, the frame reception rate (FRR) stays at
a high level only if the ACKs are generated with precise timing in hardware, which
improves the reception beyond the benefit of the capture effect [66].

Glossy [73] further expands on the idea of generating decodable interference with
the DSSS-based IEEE 802.15.4 PHY [107] to facilitate multi-hop data dissemination and
implicit time synchronization in WSNs. Analyses show that useful interference can be
achieved in IEEE 802.15.4 networks if the TO between concurrent transmissions stays
below 0.5 µs [73, 237]. Glossy employs sophisticated techniques to meet this timing
requirement accurately, which are necessary due to several limitations introduced by the
two-part hardware platform on which it is based [73, Section 5]. First, a retransmission is
triggered in software by a microcontroller unit (MCU) after having received an interrupt
from the radio. Second, the MCU and the radio are clocked by different oscillators,
so that events in the two domains may happen at the fraction of a clock cycle of the other
domain, respectively. Third, the MCU’s clock can deviate by up to 20 % from its nominal
frequency, which can affect the software execution time. Despite these impediments,
91 % of the retransmissions meet the targeted software delay, within the quantization
step size of 125 ns according to the radio’s sampling rate [73, Section 5.3].

However, Glossy has to deal with effects that hamper the alignment of superimposing
signals. Most notably, small TOs introduced by the software implementation of Glossy
may accumulate over multiple hops and ultimately impede the adherence to the timing
requirement [73, 237, 257, 258]. Further, the reliability in terms of the FRR depends on
the frame length, even in the case of perfect time synchronization with two senders:
while the FRR is 95 % for short frames with 8 bytes, it is about 73 % for long frames
with 128 bytes [73, Section 7.1.1, Figure 11]. The authors of Glossy argue that the FRR
decreases with an increasing frame length also for non-concurrent transmissions [73], but
another analysis reveals that useful interference cannot be guaranteed for long frames
if the radios of the transmitters have large clock frequency offsets with respect to each
other [257, 258]. The reason is that a CFO introduces a phase drift in the receiver’s
baseband signal during downconversion, i.e., a continuously changing phase shift [215].
Similarly, a sampling frequency offset (SFO) compresses or stretches a baseband signal
temporally, which causes a continuously changing TO and thus also a phase drift [215].
Hence, the symbols may not add up constructively throughout an entire frame even if
they do so at the beginning [257, 258]. In fact, if two devices send with the same power
and with slightly different carrier frequencies, a beating effect occurs, i.e., alternating
periods of constructive and destructive interference, which can be addressed, for instance,
by means of forward error correction (FEC) with Reed-Solomon codes [174].

CCT with Glossy achieves a power gain only if the difference of the received signal
strength indicators (RSSIs) of individual signal components does not exceed 3 dB, i.e.,
the signals must ideally arrive with the same power to increase the received signal power
further [236]. Also, the FRR decreases rapidly when the different signal components have
different propagation delays [236]. TriggerCast [236] addresses these issues and enhances
Glossy with the goal to achieve useful interference more often than Glossy in order
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to gain a higher FRR. It introduces a calibration method called chip level synchronization
to compensate for propagation delays and clock frequency offsets, which, however,
also creates overhead and has to be executed periodically in changing environments.
Additionally, TriggerCast employs a method called link selection and alignment to make
only the nodes participate in message forwarding that are likely to increase the SINR
of the superimposed signal. In testbed experiments, TriggerCast improves the RSSI and
the FRR with an increasing number of concurrent transmitters [236]. Particularly in
dense networks, the reception performance can be improved by letting only selected
nodes retransmit messages, while the other nodes only overhear the channel, as shown
in simulations [237] and in testbed experiments [236].

While Glossy and some related works in the WSN literature [73, 236, 237, 257, 258]
refer to the resulting effect of a CCT with accurate time synchronization of below 0.5 µs
as constructive interference, this chapter uses the term useful interference for this effect
since this thesis uses the term constructive interference more accurately to describe the
alignment of the instantaneous phase values of concurrent transmitters. In fact, the time
synchronization of concurrent transmitters only avoids intersymbol interference (ISI) at
the beginning of a frame, but it does not ensure that the respective signals’ phases are
aligned at the receiver. Further, a phase drift introduced through a CFO or a SFO between
concurrent transmitters makes their respective phase relations change over time, often
leading to destructive interference at a later position of the data frame [174, 257, 258].
Hence, the radio clocks of multiple Tx or Rx chains must be synchronized in frequency
to achieve coherence, i.e., to preserve their phase relations [4, 15, 153, 154, 162, 164].
While TriggerCast’s chip level synchronization compensates various time delays, it possibly
accomplishes also coherent interference through its oscillator calibration procedure, even
though its authors do not explicitly claim this achievement [236].

The generation of coherent interference is essential for multi-antenna communication
systems and is discussed in more detail in Section 2.1.6. Works that build on Glossy to
provide extended functionalities for WSNs are discussed in Section 2.3.

2.1.6 Coherent Interference

Generating coherent signals through multiple RF chains is a fundamental precondition in
multi-antenna communication systems, such as multiple input multiple output (MIMO)
and beamforming [119]. These systems increase the network capacity by transferring more
data in parallel and by steering radio waves in certain directions. In the basic scenario,
multiple antennas are attached to a common device, so that the RF chains can be driven
by a shared clock. This section outlines techniques that rely on coherent interference,
which can be extended to operate also on distributed devices with uncoupled oscillators.
Synchronization methods that facilitate the generation of coherent signals also with
distributed devices are further discussed in Section 2.2.

2.1.6.1 MIMO and MU-MIMO

MIMO is a multi-antenna technique that draws on spatial diversity, spatial multiplexing
or a combination of both [32, 119]. While the spatial diversity gain depends on the number
of antennas per device for both the Tx and the Rx, respectively, the spatial multiplexing
gain is a function of the rank of the sum correlation matrix of the scatterer clusters of
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the wireless channel [32], but it can only be fully leveraged if a corresponding number
of antennas is available for both the Tx and the Rx [15]. However, there is an imbalance
between the numbers of antennas that can be attached to a base station (BS) or an access
point (AP) and mobile devices, as the latter have only limited space to accommodate
antennas. Recent mobile phones support up to 4x4 MIMO [49], whereas BSs have tens of
antennas and are expected to be scaled to hundreds of antennas with massive MIMO
in fifth generation (5G) cellular networks [30, 49]. Hence, state-of-the-art technologies
such as fourth generation (4G) Long-Term Evolution (LTE), 5G New Radio (NR) [157]
and IEEE 802.11ac/ax [104, 105] employ multi-user MIMO (MU-MIMO), where multiple
mobile devices form virtual antenna arrays to be served simultaneously [39]. With this,
a BS or an AP can send individual data through so-called spatial streams via multiple
antennas to multiple mobile devices in the downlink [39, 219], while its RF chains operate
coherently by means of shared clock signals [211]. In addition to forming virtual antenna
arrays with multiple mobile devices, also multiple BSs can be combined to form even
larger virtual antenna arrays in cooperative multi-point (CoMP) systems to tackle the
problem of inter-cell interference [147, 148], which requires synchronization also between
the BSs [210]. LTE CoMP comprises, for instance, coordinated scheduling, coordinated
beamforming and joint processing between multiple BSs [147].

While MU-MIMO has also been studied extensively for the uplink direction, i.e.,
with multiple mobile devices transmitting concurrently to a BS [31, 39], such works
assume that the distributed transmitters interfere coherently, which, however, requires
additional frequency synchronization in practice due to frequency offsets of the devices’
local oscillators [29]. In fact, accurate frequency synchronization of distributed devices
is considered to be technically challenging due to its overhead, which has impeded
the inclusion of MU-MIMO uplink, for instance, in the CSMA/CA-based IEEE 802.11ac
standard [104, 264]. However, MU-MIMO uplink is part of the more recent IEEE 802.11ax
standard, in which the AP is in charge of resource management tasks, such as spectrum
allocation and transmission scheduling [105, 264].

MU-MIMO uplink is supported in 3rd Generation Partnership Project (3GPP) 5G
cellular networks since release 15 of the specifications [112, Chapter 1.20], which is
enabled through phase tracking reference signals in the downlink [112, Chapter 3.7.6]
and in the uplink [112, Chapter 7.5.4] directions. In 5G cellular networks, MIMO and Tx
diversity transmissions must meet a TO within 65 ns [1, Section 6.5.3], whereas BSs with
overlapping coverage must meet a TO within 3 µs [1, Section 6.5.3] [112, Chapter 13.2].
In addition, a BS must be frequency-synchronized with an accuracy better than 0.05 parts
per million (ppm) [1, Section 6.5.1] [112, Chapter 3.7.6], whereas a mobile device must be
frequency-synchronized with an accuracy better than 0.1 ppm with respect to the carrier
frequency of the BS [2, Section 6.4.1] [112, Chapter 3.7.6].

2.1.6.2 Beamforming and Beamnulling

Beamforming, also referred to as spatial filtering, is a multi-antenna technique that steers
transmitted signals into desired directions and that increases a receiver’s sensitivity in
certain spatial directions [19]. A beamforming device controls phase shifters in its RF
chains such that the different signal copies interfere constructively in one or more spatial
directions, which works for both Tx and Rx. In non-line-of-sight (NLOS) environments
with multi-path effects, a beamformer needs channel state information (CSI) feedback
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to steer transmissions and receptions towards the respective devices by equalizing the
frequency-selective fading on its different RF chains [100]. Beamforming is combined
with MU-MIMO in 5G NR so that multiple users can be served simultaneously via the
same resource blocks if they are spatially separated [112, Section 1.21]. Further, hybrid
beamforming is a promising technique for massive MIMO, as it allows for a significant
training overhead reduction [156].

In contrast to concentrating transmit energy towards specific users through constructive
interference, beamnulling is a complementary technique that makes signals interfere
destructively at specific users. With this, the network capacity can be further increased
through parallel data transfers that interfere with other receivers as little as possible.
Concurrent CSMA [198] allows secondary users to access the wireless channel in an
IEEE 802.11 network during an ongoing data transfer of a primary user. The secondary
users minimize their interference in the direction of the primary receiver, which yields a
network throughput increase by a factor of two to three [198]. Further, a multi-antenna
receiver can also apply beamnulling to reduce its exposition to interference [70] or
jamming signals [25]. Beamnulling can also be referred to as nullforming [33, 34, 120].

Beamforming also works with distributed devices, which requires time and carrier
frequency synchronization, carrier phase alignment and CSI feedback [33, 34, 110, 163].

2.1.7 Cooperative Relaying with OFDM

Message relaying allows extending the communication range of a wireless transmitter,
which is particularly effective with cooperative transmissions, as a receiver can combine
multiple copies of a message to harness SNR gains [133]. CCT is a special form of
a cooperative transmission in which multiple nodes transmit a message concurrently,
allowing them to use spectral resources sparingly by using the same frequency channel.
However, synchronization in time and frequency is required to obtain a signal that
resembles a transmission from a single transmitter with multi-path effects [114, 133].

CCT allows for both Rx diversity and Tx diversity, as a node can opportunistically
become a relay upon the reception of a message and as multiple relays can form a virtual
antenna array to retransmit a received message in a multiple input single output (MISO)
fashion [18, 92, 109, 121, 123]. With this, CCT can be employed in WMNs for both
directed message delivery and network flooding to improve throughput, latency and
reliability [133]. Virtual antenna arrays that form through the successful reception of a
message to disseminate the message further via CCT in a WMN are also referred to as
opportunistic large arrays (OLAs) [202]. OLAs are studied under a variety of aspects,
such as range extension [202], energy savings [94], scalability [212] and throughput [115].

This section presents works that address CCT-based relaying with an OFDM PHY since
the mechanisms and prototypes presented in this thesis work with signals compliant with
OFDM-based IEEE 802.11 PHYs. Section 2.1.7.1 presents practical systems for CCT-based
relaying with OFDM, enabling communication range extension and opportunistic routing.
Section 2.1.7.2 presents works for CCT-based relaying over multiple hops, which deal
with the synchronization of successive virtual antenna arrays. Section 2.1.7.3 presents
related work on CCT-based network flooding with OFDM.
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2.1.7.1 Practical Two-Hop Relaying with OFDM

SourceSync [186] is a pioneering work in the field of relaying via CCT that provides
practical solutions to facilitate application scenarios that are also addressed by this
thesis and that is also based on an OFDM-based IEEE 802.11 PHY [104]. SourceSync
allows for opportunistic routing by combining receiver diversity and sender diversity,
i.e., it draws on multiple nodes being able to receive a transmission from the source and
on the destination being able to receive a CCT from multiple relays [186]. In addition,
SourceSync facilitates last-hop diversity, i.e., multiple APs send data to a client via CCT,
which resembles the application scenario of extensive broadcasting in Section 1.2.2.
SourceSync is evaluated by means of a prototyping platform with a field-programmable
gate array (FPGA) and achieves a throughput gain of 57 % in last-hop diversity with two
APs and 70-100 % in opportunistic routing with three relays [186].

However, SourceSync [186] deviates from the IEEE 802.11 standard [104] as follows.
To synchronize in time, it compensates for different response times and propagation
delays between the transmitters and the receiver through a periodic exchange of probes
and by signaling measured misalignments through the ACKs sent by the receiver [186].
These probes are also used to estimate the CFOs of the transmitters with respect to the
receiver so that the devices can synchronize in frequency through baseband processing.
Further, SourceSync does not comply with an IEEE 802.11 PHY, so its transmissions
cannot be decoded by commodity Wi-Fi hardware. First, SourceSync employs a lead
sender to manage channel access and to trigger co-senders through a sync header.
Second, SourceSync employs orthogonal training symbols through interleaving, i.e.,
the training symbols for channel estimation from the transmitters are separated from
each other in the preamble to avoid interference from the respective other senders.
Third, the pilot subcarriers are also allocated in an interleaved fashion across OFDM
symbols to the senders so that their phases can be tracked by the receiver without
interference from the other senders, respectively [186]. This indicates also that the
frequency synchronization is rather inaccurate since residual CFOs occur and must be
compensated. Fourth, SourceSync leverages a space-time block code (STBC) to mitigate
the impact of deep fading subcarriers due to destructive interference [186].

As opposed to SourceSync [186], the mechanisms presented in this thesis enable the
same scenarios with standard-compliant IEEE 802.11 PHY formats [104] and do not
require explicit signaling for coordination or synchronization, nor any additional FEC.
In particular, the prototype presented in Chapter 4 achieves synchronization in time and
frequency by means of a single frame reception, which may even arrive as a CCT from
multiple previous-hop neighbors. Further, the TVZF equalization presented in Chapter 6
allows receivers to decode CCTs from nodes with poor frequency synchronization.
This is useful to enable the extensive broadcasting scenario presented in Section 1.2.2,
but TVZF can also facilitate the opportunistic routing scenario of SourceSync [186] and
low-latency network flooding. Moreover, TVZF does not require an interleaved allocation
of training symbols or pilot subcarriers and works with interfering signals instead.

The communication range of mobile devices can be extended via CCT-based relaying
also in cellular networks, as shown for a MU-MIMO uplink scenario where multiple
source nodes concurrently send to a BS via a distributed amplify-and-forward relay [135].
The BS triggers a CCT from the source nodes by means of a sync header, which the source
nodes utilize for time and frequency synchronization through baseband processing [135].
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The system [135] employs a custom OFDM PHY and is evaluated in testbed experiments
with USRP SDRs [229] and GNU Radio [84]. Similarly, distributed amplify-and-forward
relaying via CCT also works in IEEE 802.11 networks, where a single source node
can trigger the procedure itself [16]. Amplify-and-forward relaying, however, amplifies
noise besides the useful signal, which makes it unsuitable for multi-hop networks.
Hence, the methods presented in this thesis employ decode-and-forward relaying, i.e.,
if the received data have a correct frame check sequence (FCS), they are re-generated for
retransmission to avoid an accumulation of noise.

Besides multiple relays, a single relay may also transmit a message concurrently with
a source node to a destination node [167, 168]. To this end, the source node has to
transmit a message twice, once to the relay and once with the relay to the destination.
To synchronize the transmissions of the source node and of the relay in frequency,
a preamble with periodic symbol copies [203] can be employed in conjunction with pilot
tones, providing sufficient accuracy in higher SNR regimes [167, 168]. To synchronize
both transmissions in time, hardware timers can be employed to trigger both nodes
relative to a common event like a frame reception [167, 168]. The prototype presented in
Chapter 4 draws on such techniques for time and frequency synchronization, too, and is
developed on the successor Wireless Open Access Research Platform (WARP) v3 [246].
However, the solutions and prototypes of this thesis are designed for multiple CCT relays
and for standard-compliant OFDM-based IEEE 802.11 PHY formats [104].

2.1.7.2 Practical Multi-Hop Relaying with OFDM

Another line of work [44, 45, 48, 79] investigates time and frequency synchronization
techniques to efficiently relay data over multiple hops in a cascaded distributed MIMO
(DMIMO) scenario. In this scheme, the nodes form a corridor-like topology with a fixed
number of relays at each hop, so that each of these clusters of nodes relays the received
data to the respective next cluster via CCT. The relays within each cluster leverage data
frame receptions as a reference for synchronization in time and frequency [44, 45, 79].
To this end, each receiver estimates the synchronization parameters TO [44, 45, 79] and
CFO [44, 79] from each transmitter of the previous hop, respectively. This procedure is
facilitated through orthogonal preambles, e.g., the transmitters send the long training
sequence (LTS) from IEEE 802.11a [79, 104] on different frequencies, which requires
an assignment of the respective senders in each cluster to a frequency channel, so that
a receiver can separate their respective training symbols [44, 45, 79]. Each relay weights
and combines these estimates to obtain a single estimate for both the TO and the CFO,
respectively, which are used for synchronization through baseband processing. Then,
the synchronized nodes of a cluster relay the data via CCT to the next hop without any
further interaction [44, 45, 79]. The evolution of TOs and CFOs over multiple hops is
analyzed through simulations and ping-pong testbed experiments with USRP SDRs [229]
and GNU Radio [84]. The root mean square (RMS) transmit time spread consistently
stays below 200 ns in 90 % of the cases [44, 45, 79]. In addition to the narrow-band binary
FSK (BFSK) PHY, which allows for non-coherent demodulation [44, 45, 79] and which
operates at only 64 kbps at a sampling rate of 1 megasamples per second (MS/s) [45],
a follow-up work proposes a sophisticated preamble structure to allow for a weighted
combination of the synchronization parameters also with an OFDM PHY [44, 48].
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While the aforementioned line of work [44, 45, 48, 79] has in common with this thesis
to propagate synchronization parameters over multiple hops, there are also important
differences. As opposed to a pre-defined corridor structure with a fixed number of nodes
per hop, this thesis addresses extensive broadcasting and network flooding with a flexible
number of nodes joining CCTs opportunistically. Further, the solutions of this thesis do not
draw on an orthogonal preamble allocation and thus also do not require any assignments
of nodes to time or frequency slots. Instead, the synchronization parameters TO and
CFO are estimated by means of superimposed CCT signals to maintain compatibility
with the IEEE 802.11 [104] PHY formats. In contrast to prototyping with GNU Radio [84],
which incurs waiting between transmissions for data processing [44, 45, 79], this thesis
comprises prototypes capable of real-time processing in the FPGA of WARP v3 SDRs [246]
in Chapter 4 and through firmware modifications of commodity hardware in Chapter 5.
Moreover, as opposed to only ten rounds of ping-pong transmissions for analyzing the
temporal behaviour of the synchronization parameters [44, 45, 79], this thesis comprises
experiments with runs of 10 000 successive CCTs with IEEE 802.11 data frames to study
the progression of performance metrics over time and to demonstrate their stability.

2.1.7.3 CCT-Based Network Flooding with OFDM

CCT-based network flooding, such as with Glossy [73], is a special case of cooperative
relaying where multiple nodes relay a message to several other nodes in multiple turns
to cover an entire area. An analysis of network flooding with CCT using OFDM shows
that the median SNR is improved by 3 dB, 7 dB and 9 dB for 2, 5 and 9 cooperative relays
in an urban environment, respectively [68]. However, besides SNR improvements, there is
also a risk for SNR deterioration with CCT due to destructive interference. This risk can
be reduced with an increasing number of cooperative relays and it can be further reduced
with phase dithering and delay diversity [68]. While measured channels from an urban
environment are employed for the analysis [68], the work is still based on a simplified
system model that does not address frequency synchronization, i.e., it assumes that all
signal components of a CCT are coherent. Further, it assumes that the OFDM GI can
accommodate the TOs and the channel delay spread (CDS) of a CCT [68], which may not
hold in practical systems if the time synchronization fails or if the TOs accumulate over
multiple hops. In contrast, this thesis analyzes the impact of these factors and also takes
them into account in practical testbed experiments.

2.1.8 Single Frequency Networks

The extensive broadcasting scenario introduced in Section 1.2.2 is related to methods
and technologies for wireless media distribution. In radio and television broadcasting,
multiple stations may send the same signal on the same frequency channel to combine
their coverage. The stations in such a single frequency network (SFN) are synchronized
in time and frequency by means of cables, but the different signal copies can still arrive
with different propagation delays at a receiver. Therefore, the OFDM-based Digital Video
Broadcasting – Second Generation Terrestrial (DVB-T2) standard, for instance, allows
for a GI ranging from 7 µs up to 2636 µs [69, Tables 65 and 67]. With this, different
copies of the signal can be ensured to overlap within the length of the GI in different
installation settings, so that intersymbol interference (ISI) is avoided at the receivers.
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A CCT from an SFN effectively resembles a transmission from a single station. Similarly,
3GPP cellular networks allow for Multimedia Broadcast and Multicast Service (MBMS)
via Multicast/Broadcast over SFN (MBSFN) since 4G LTE [136, 137]. With these means,
neighboring synchronized cells can disseminate the same data to multiple users.

Broadcasting with multiple antennas can also be adopted at smaller scales with a
distributed antenna system (DAS). A DAS consists of a single device with multiple
synchronized RF chains to connect antennas via long cables in different locations [172].
With this, it can coherently broadcast the same data in an extended area, but it can also
carry out unicast and MU-MIMO transmissions [113].

Co-BCast [184] is a broadcasting system for video streaming and multicast services
at big events that employs multiple unsynchronized APs. Co-BCast effectively tackles
the interference caused by TOs and CFOs in CCTs through FEC with a low-density
parity check (LDPC) code, as shown in testbed experiments with WARP v3 SDRs [246].
In simulations of a stadium scenario, Co-BCast achieves a broadcasting throughput of
∼ 100 Mbit/s using four distinct 20 MHz channels. As opposed to employing a more
robust FEC, this thesis addresses the interference caused by TOs and CFOs through TVZF
equalization, as presented in Chapter 6.

2.2 Synchronization

Electronic devices are typically equipped with local oscillators to generate clock signals.
Due to manufacturing tolerances and physical effects, however, an oscillator’s frequency
can deviate from its nominal frequency and fluctuate. Synchronization enables uncoupled
nodes to establish a common notion of time and to compensate for frequency offsets,
e.g., to comply with time schedules and frequency allocations. This section presents
synchronization principles and techniques to facilitate coherent CCT.

2.2.1 Fundamentals

Synchronization has the goal to align chronometric properties of temporal processes.
Given that temporal processes in technical systems are typically monitored and driven
by means of a clock, these chronometric properties comprise the frequency and the phase
of a clock as well as an absolute time reference. The frequency of a clock is defined as
the number of clock cycles per second, which, for instance, may be the cycles of a signal
generated by a local oscillator. In addition, the phase of a clock describes the fraction of
a cycle at a particular point in time and is often given as an angular entity.

Two clocks that are synchronized in frequency count the exact same number of cycles
between the occurrences of two events, in regard to their phases at the time of the first
event, respectively [147, Chapter 8.1.1]. With this, the angular difference of the phases of
the two clocks is fixed, even though their phases do not necessarily have to be aligned.
Clocks that are synchronized in frequency are said to be coherent and are sometimes also
referred to as syntonized [37, 139, 147].

When two clocks are synchronized in time, their phases are set to the same value and
they start counting cycles at the same point in time. A clock may additionally be given an
absolute time reference, such as a timestamp, so that it starts counting cycles with respect
to this reference. With this, the two clocks display the same time in terms of elapsed
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clock cycles and phase at the point in time when the time synchronization takes place.
If the two clocks are also synchronized in frequency, their phases keep their alignment
over time, so that they complete each of the following clock cycles at the same time.
If the two clocks are not synchronized in frequency, their phases drift relative to each other,
i.e., one clock runs faster than the other. To keep the time offset between unsyntonized
clocks small, they must be synchronized in time periodically [147, Chapter 8.1.1].

2.2.2 Practical Considerations

Electronic devices are typically equipped with one or several local oscillators that generate
clock signals to drive hardware components. In particular, a wireless radio employs
a sampling clock to process baseband signals with an analog-to-digital converter (ADC)
and a digital-to-analog converter (DAC) as well as an RF clock to upconvert baseband
signals to the carrier frequency and vice versa. Different clock signals may run at different
frequencies, but they can be sourced from the same local oscillator through a digital clock
scaler or an analog phase-locked loop (PLL), which maintain a fixed relationship between
the phase of their output and the phase of their reference signal, respectively [95].

The quality of an oscillator is typically described by its accuracy in terms of parts per
million (ppm) of its nominal frequency [147, Chapter 8.1.1]. Cheap oscillators can have
frequency offsets of ∼±100 ppm with respect to their nominal frequency [147, 163, 258],
whereas temperature-compensated crystal oscillators (TCXOs) can have accuracies better
than 1 ppm [53, 147]. Similarly, a clock can also be said to be synchronized in frequency to
a certain level of uncertainty if its frequency offset with respect to the nominal frequency
or a reference does not exceed a specified range [147, Chapter 8.1.1].

Phase noise is a dynamic phase variation in clock generation circuits [58] that can
be separated into short-term variations, i.e., phase jitter and time jitter, and long-term
variations, i.e., phase drift, time drift and frequency variations [95, 153]. These effects are
induced by voltage variations, temperature changes and thermal noise [58, 95, 153]. Hence,
systems that rely on coherence have to perform frequency synchronization periodically or
continuously, depending on the clock frequency variations, the jitter, the synchronization
method and the required accuracy [153].

The IEEE 802.11 specifications require that the carrier frequency and the symbol clock
frequency are derived from the same oscillator [104, Section 17.3.9.5]. Furthermore,
the IEEE 802.11 specifications require a node operating in a 20 MHz channel to meet the
center frequency with an accuracy of ±20 ppm [104, Section 17.3.9.5]. With this, the CFO
between two devices can be as high as 40 ppm, i.e., ∼ 100 kHz in the 2.4 GHz band and
∼ 236 kHz in the 5 GHz band. The IEEE 802.11 standard also specifies a procedure for
clock drift adjustments that is used for the time-synchronized transmission of beacon
frames in mesh mode [104, Section 14.13.2.2.3]. Furthermore, a receiver synchronizes
temporarily in time and frequency to a transmitter by means of the IEEE 802.11 frame
preamble [203, 215] to avoid ISI and intercarrier interference (ICI) [13, 183]. As this
procedure is employed and extended in this work, it is outlined in Section 2.4.



30 Background and Related Work

2.2.3 Shared Clock

The generation and scaling of clock signals on a single device is typically accomplished
by clock distribution integrated circuits (ICs), which may share a common local oscillator
as a reference. The WARP v3 SDR [246], for instance, which is used for prototyping
and testbed experiments in this work, employs two local oscillators and a clock module
that facilitates flexible distribution of clock signals also across different devices [248].
The first oscillator is connected via low-voltage differential signaling (LVDS) to the Xilinx
Virtex 6 FPGA and is used to generate various clock signals for its digital circuitries.
Furthermore, a TCXO is connected to two AD9512 clock distribution ICs, which generate
a sampling clock and an RF clock for the radios, respectively. There are two RF chains
integrated on each WARP v3 board and two additional RF chains can be attached
through an FPGA mezzanine card (FMC) module, so that up to four RF chains can be
operated coherently by one WARP v3 SDR [248]. There are two different clock modules
for WARP v3, one of which can share the sampling clock and the RF clock separately
across different WARP v3 boards via micro-miniature coaxial (MMCX) wires [249],
so that multiple WARP v3 SDRs can generate coherent radio waves. While commodity
devices follow similar principles for clock generation and scaling, they do not offer much
flexibility in terms of clock sourcing and distribution.

Argos [211] is a base station architecture based on WARP v3 [246] that addresses various
practical challenges to demonstrate that the number of antennas can be flexibly scaled
in practical MIMO systems. Argos defines a hierarchy for the WARP SDRs to distribute
data and computational load and to apply beamforming weights at the antennas [211].
To align concurrent transmissions and receptions in time, a dedicated SDR sends a sync
pulse via general-purpose input/output (GPIO) pins to the other SDRs [211]. This wired
time synchronization functionality is readily provided by WARP v3 [246]. The Argos
prototype is made up of 16 WARP SDRs and has 64 antennas [211]. Besides Argos,
BigStation [252] is a similar BS architecture for MU-MIMO applications with 12 antennas
attached to 3 Sora MIMO kits that are synchronized by an external clock source [252].
As opposed to the MIMO and beamforming scenarios enabled by Argos and BigStation,
the CCT-based methods presented in this work are more lightweight, i.e., they work
with one antenna per device and perform time and frequency synchronization without
complicated signaling.

2.2.4 Cooperative Wireless Synchronization

In addition to distributing sync pulses and clock signals via cables, synchronization
can also be achieved by recovering time and frequency references from wireless signals.
Similar to wired clock distribution, wireless synchronization for distributed devices is
often designed in a hierarchical topology. The main node, which may be the receiver in a
multi-user transmission [17, 35, 36, 162, 227], broadcasts a clock reference derived from
its local oscillator, while the secondary nodes derive their local clocks either directly from
this reference [17, 35, 227] or they periodically synchronize a local clock [36, 162].

When the main node continuously broadcasts a sinusoidal beacon, the secondary nodes
can generate their local clocks by means of a PLL from the received signal [17, 35, 227].
Further, the main node coordinates concurrent transmissions from the secondary nodes
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by sending triggers [17] or it may encode a time reference in its beacon signal, which
is used for time synchronization by the secondary nodes in addition to the beacon’s
phase [227]. To solve the problem that secondary nodes may have different distances
from the main node in a distributed beamforming scenario [17], the propagation delays
between the main node and the secondary nodes can be pre-compensated by tracking
the beacon signal in a closed feedback loop [163], i.e., the secondary nodes feed back the
received beacon signal on a different frequency using a multiple-access scheme [227].
Alternatively, the beacon signal from the main node and the feedback from the secondary
nodes can also be exchanged in a time-division duplex (TDD) scheme [162].

In the previously described systems, node mobility can lead to CFOs due to the Doppler
effect and distort the carrier coherence. This problem can be overcome by a two-source
carrier synchronization scheme, where a secondary sinusoidal beacon is generated by
the secondary nodes on a separate frequency channel, which in turn is used by these
nodes themselves to generate the carrier frequency for the actual data transmissions [35].
Alternatively, the main and the secondary nodes can successively send short reference
beacons in a TDD fashion, allowing each node to derive combined frequency and phase
estimates by means of the beacons from all other nodes, respectively [36]. As this method
is effective against the impact of mobility, the time span during which the synchronized
nodes operate coherently mainly depends on the jitter of their local oscillators [36, 153].
Since the feedback from the secondary nodes is not consumed by the main node, these
schemes can be categorized as an open-loop synchronization [110, 163].

While the synchronization systems described in this section are considered in isolation,
a more realistic scenario like a WMN may also introduce co-channel interference due to
communications by other nodes. This problem can be solved, for instance, by performing
synchronization and channel estimation concurrently by multiple pairs of transmitters
and receivers using Zadoff-Chu sequences [111].

2.2.5 Practical Wireless Synchronization Systems

Besides theoretical concepts and simulations, some works demonstrate the feasibility
of wireless synchronization for multi-user transmissions also practically. This section
outlines such works and compares their synchronization accuracies with each other as
well as with the Global Positioning System (GPS) and synchronous Ethernet (SyncE).

2.2.5.1 Characterization of the Synchronization Systems

JMB [187] enables joint multi-user beamforming with a main AP and several secondary
APs that synchronize in phase and frequency prior to CCTs. JMB employs Ethernet to
distribute data to all APs and to let the main AP coordinate CCTs with the secondary
APs, whereas synchronization is performed wirelessly through a synchronization header
that is followed by pilot symbols for CFO and CSI estimation transmitted by both the
main and the secondary APs in an interleaved fashion. JMB accomplishes frequency
synchronization of all APs by compensating the CFOs of the secondary APs through
baseband processing. The CFO estimates are obtained by averaging over samples taken
across multiple frame transmissions, which increases the accuracy as the CFOs change
only slowly over time [187]. While these CFO estimates are sufficiently accurate to track
the relative phase drifts between the secondary APs and the main AP over the duration
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of a frame, respectively, they would still be too inaccurate to track phase drifts on a time
scale of multiple frames [187]. Thus, each secondary AP estimates its phase offset (PO)
relative to the main AP by means of the synchronization header prior to each CCT and
adjusts its phase accordingly [187]. However, this phase synchronization is not equivalent
to a time synchronization, as it does not compensate for propagation delay differences
between the APs, in contrast to some works discussed in Section 2.2.4 [35, 36, 163, 227].
Still, this method suffices as long as a CCT is covered within the GI of the OFDM PHY.
In fact, a TO of a sender translates to a frequency-dependent phase shift of its CSI.
Further, CSI can be refreshed according to the coherence time of the wireless channel,
which is at the order of hundreds of milliseconds in indoor environments [89, 187].
The throughput of JMB scales linearly with the number of APs in testbed experiments
with USRP SDRs [229] and GNU Radio [84] with up to ten APs and ten clients [187].
JMB’s median and 95th percentile phase misalignments of frames with 1500 bytes payload
and with a channel bandwidth of 10 MHz are 0.017 rad and 0.05 rad, respectively [187].

MegaMIMO 2.0 [89] is a real-time distributed MIMO system for IEEE 802.11 that builds
on top of JMB [187]. Besides synchronization, it addresses other problems arising in
practical distributed MIMO, such as CSI updates, power control and the architecture.

AirSync [15] employs a main AP sending an out-of-band reference signal with several
OFDM pilot tones to synchronize co-located secondary APs for distributed MU-MIMO
transmissions. The secondary APs track their POs with respect to the main AP and
simultaneously shift the phases of their transmitted complex-valued baseband signals
accordingly to maintain phase coherence in CCTs [15]. AirSync is implemented in
the FPGA of WARP SDRs [246] and works in a testbed with four devices acting as APs
and four devices acting as clients [15]. AirSync achieves time synchronization within
the OFDM GI and a carrier phase coherence within ±2.37 degrees and ±4.5 degrees in
terms of standard deviation and 95th percentile, respectively [15, Section 6].

AirShare [4] broadcasts a reference beacon consisting of two tones generated by PLLs
from the same local oscillator to enable distributed nodes to derive coherent clocks from
this signal. Thus, AirShare is similar to some works discussed in Section 2.2.4 [17, 227].
However, AirShare addresses only phase coherence [4] but not phase alignment, i.e.,
it neglects the compensation of propagation delays that is employed for distributed
beamforming by the works discussed in Section 2.2.4 [35, 36, 163, 227]. AirShare is
implemented on USRP SDRs [229] and employs SourceSync [186] for coordination in
testbed experiments [4]. AirShare achieves a median CFO of 0.4 Hz and a 95th percentile
CFO of 1.24 Hz between pairs of nodes in the 2.4 GHz band. For an IEEE 802.11 Non-HT
frame with 1500 bytes at 6 Mbit/s, this translates to an accumulated median phase error
of 0.005 rad and a 95th percentile phase error of 0.016 rad [4, Section 4.1].

Stitch [139] is an architecture for embedded wireless network devices that provides
flexibility in the clocking of subsystems and that allows for accurate time and frequency
synchronization across devices. To this end, Stitch employs a single local oscillator and
utilizes an FPGA to flexibly synthesize the clocks as required so that all subsystems are
synchronized in frequency with fixed scaling factors.

PlaStitch is a practical realization of Stitch with a narrow-band radio for frequency
synchronization and an ultra-wideband (UWB) radio for time-of-flight (ToF) estimation,
both of which are driven by a shared 1 ppm voltage-controlled TCXO (VCTCXO) [139].
In contrast to works that realize frequency synchronization through digital baseband
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System CFO CFO PO PO Metric Sync

(Hz) (ppb) (deg) (rad)

GPS [130] 0.53/3.30 0.22/1.37 (0.38/2.41) (0.007/0.042) 90%/max ambient

SyncE [142] 2.41 1 (1.76) (0.031) bound wired

JMB [187] (1.33/3.92) (0.55/1.63) 0.97/2.86 0.017*/0.05* med/95% per frame

AirSync [15] N/A N/A 2.37*/4.5* 0.041/0.079 std/95% continuous

AirShare [4] 0.4/1.24 0.17/0.51 0.29/0.92 0.005/0.016 med/95% continuous

PlaStitch [139] 8.5 3.54 (6.24) (0.11) RMSE 1/1200 Hz

PreSync [180] 0.13 0.055* (0.096) (0.0017) bound 20 Hz

Table 1: Accuracy of wireless synchronization systems: Carrier frequency offset (CFO) conversions
between Hz and ppb are provided for Wi-Fi channel 1 in the 2.4 GHz band, i.e., 2.412 GHz.
The accumulated phase offsets (POs) apply for an IEEE 802.11 Non-HT frame with a
1500-byte PSDU at 6 Mbit/s on a 20 MHz wide channel, i.e., after 2 024 µs. Original values
from the references are bold, inferred values are enclosed in parentheses. Values marked
with an asterisk are obtained differently but are valid for comparison without scaling.

processing [15, 89, 187], PlaStitch tunes its VCTCXO by means of two DAC channels at a
combined resolution of 20 bits [139]. The 40 MHz VCTCXO has an RMS error (RMSE)
of 3.54 parts per billion (ppb), i.e., 0.00354 ppm [139] in a lab experiment in which a
PlaStitch node is resynchronized every 20 minutes over 24 hours.

Another line of work [178–180] presents distributed beamforming with USRP N2X0
SDRs [229] and GNU Radio [84] by continually pre-synchronizing a distributed antenna
array consisting of three nodes through periodic in-band signaling. When the nodes of the
distributed antenna array receive a message from a distant node, they leverage channel
reciprocity to adjust their precoding coefficients such that beamforming is achieved in the
direction of the distant node while sending a message back to it [179, 180]. The system
is also demonstrated to work for nullforming [178]. Both the main and the secondary
nodes employ extended Kalman filters (EKFs) and perform periodic signaling with an
update interval of 50 ms [180]. With this, the frequency synchronization is better than
0.05 Hz at a center frequency of 915 MHz [180], which translates to 0.055 ppb.

2.2.5.2 Comparison of the Frequency Synchronization Accuracy

Table 1 provides a comparison of the wireless synchronization systems discussed in
this section. Note that these works use different statistical metrics in their respective
evaluations, such as median (med), standard deviation (std), 95th percentile (95 %) and RMSE.
Systems for which only the typical upper bound is given in the respective references are
denoted with the metric bound. GPS and SyncE are listed for comparison in Table 1 and
are discussed in Section 2.2.6.5 and in Section 2.2.6.3, respectively.

Furthermore, there are differences in the operation and the evaluation methodology of
the systems. In particular, JMB [187] employs a channel bandwidth of 10 MHz as opposed
to the channel bandwidth of 20 MHz that is more commonly used in IEEE 802.11a/g/n
networks and that is also employed in this work. Thus, JMB’s symbol duration doubles
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in comparison to a 20 MHz wide channel, so that its phase error accumulated over a
frame transmission with 1500 bytes is also doubled. However, as the phase misalignment
of JMB is calculated over all OFDM symbols of a frame, the given numbers should quite
accurately be half of the phase misalignment accumulated at the last OFDM symbol.
Assuming that the initial PO is negligible, these two effects compensate one another.
Hence, the characteristics of JMB [187] are given without scaling in Table 1. Further,
AirShare [4] employs a 10 MHz reference clock, but the duration of a frame with 1500
bytes is given as ∼ 2 ms [4], which actually corresponds to a 20 MHz wide channel.
Assuming that clock scaling is applied, the original values of AirShare [4] are given
without scaling in Table 1. Also note that the accumulated PO values provided by
AirShare are inferred from CFO measurements under the assumption of a one-shot
synchronization at the beginning of a frame transmission. In contrast, AirSync [15]
continuously tracks the phase of a main AP, so that its accuracy is independent of the
actual frame length. Hence, the CFO of AirSync cannot be inferred from the given PO
measurements. The system name in the last row of Table 1 is given as PreSync [180] for
brevity, even though its authors do not use this name. Moreover, the inferred values in
Table 1 are based on the assumption that a node is perfectly synchronized in phase at
the beginning of an IEEE 802.11 frame with a 1500-byte PHY service data unit (PSDU),
so that the phase drift caused by the CFO departs from an initial PO of zero.

2.2.5.3 Other Wireless Synchronization Systems

In addition to the prototypes listed in Table 1, there are practical works for which the
respective metrics are not given or cannot be derived. Pulsar [63] is a platform for wireless
synchronization through UWB that achieves a time synchronization accuracy of 5 ns.
Pulsar employs a chip-scale atomic clock (CSAC) which provides excellent long-term
stability with a drift of 1 µs in 1.2 days. However, a CSAC is relatively expensive and
may not be able to drive the phase of a PLL directly. Hence, Pulsar employs additional
subsystems for phase recovery that generate a phase-aligned 1 pulse per second (PPS)
output and a 10 MHz clock reference [63].

Furthermore, open-loop wireless synchronization for distributed beamforming works
also in practice with an implementation using USRP X310 SDRs [154, 229]. In this system,
a primary node transmits a beacon with two sinusoidal tones, which facilitates precise
frequency synchronization also under conditions of mobility [154].

The feedback in distributed beamforming can be reduced to a single bit transmitted
by the main node, indicating whether the SNR of a multi-user transmission improved
or worsened with respect to the prior reception, while the secondary nodes randomly
make small changes to their respective phases before each transmission [165]. If the
SNR improved, the secondary nodes keep their new phase values, whereas they discard
them otherwise. This closed-loop synchronization scheme [163] manages to minimize
the feedback even for large numbers of devices, but it requires near-perfect frequency
synchronization [165]. This one-bit feedback algorithm still works in practice with a
prototype [185] based on USRP SDRs [229] and GNU Radio [84]. Synchronization is
achieved with a wireless pilot signal of 5 ms duration and an update rate of 15 Hz that is
tracked through an EKF by the secondary nodes [185].
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2.2.6 Wired, Ambient and Optical Synchronization

Besides time and frequency synchronization via wireless signaling, there are various
techniques and protocols for synchronization through wired connections, ambient signals
and even optical pulses. These methods do not meet the design criteria for wireless CCT
with an opportunistic selection of nodes due to limited flexibility, limited coverage or
limited availability, but they are briefly outlined below for the sake of completeness.

2.2.6.1 Network Time Protocol (NTP)

The Network Time Protocol (NTP) is a wide-spread protocol for time synchronization
over local area networks (LANs) and the Internet that is supported by various computer
operating systems and embedded devices [155]. NTP is organized in a hierarchy of
time sources, the topmost of which are disciplined, for instance, by GPS or other radio
reference signals like the German DCF77, whereas time sources further down in the
hierarchy are synchronized to time sources higher up in the hierarchy and are hence
typically less accurate [155]. An NTP client and an NTP server exchange messages with
timestamps to compensate the client’s time offset with respect to the server’s clock [155].
The accuracy of NTP varies from a fraction of a millisecond to tens of milliseconds,
depending on the intermediate network’s jitter [155], which makes it unsuitable for
wireless communications [142].

2.2.6.2 Precision Timing Protocol (PTP)

The Precision Time Protocol (PTP) is standardized as IEEE 1588 [101] and distributes a
time reference in a hierarchy of network nodes with a grandmaster clock at its root [101].
PTP can employ various network technologies as transport, such as Ethernet [102]
and User Datagram Protocol (UDP) over Internet Protocol (IP) version 4 or 6 [101].
PTP compensates propagation delays by means of message timestamps, which can be
generated by software or by hardware [101]. With hardware-based timestamps, PTP
achieves an accuracy better than a microsecond, which makes it suitable for cellular
networks, but which also requires specialized network equipment [142]. PTP supports
time synchronization better than a nanosecond [101], which can be achieved by combining
hardware-based timestamps with SyncE [57]. The latest IEEE 1588 standard [101] includes
the White Rabbit protocol, which is based on SyncE, to facilitate a time synchronization
accuracy in the sub-nanosecond range in conventional fiber networks [82].

2.2.6.3 Synchronous Ethernet (SyncE)

Synchronous Ethernet (SyncE) enables frequency synchronization via IEEE 802.3 [102] and
is defined by the Telecommunication Standardization Sector of ITU (ITU-T) in cooperation
with IEEE. The SyncE standard is fragmented into three parts: the architecture [189],
timing and clock characteristics [190] and the synchronization through messages [191].
Technically, SyncE transfers a frequency reference from a main node by embedding a
clock signal into IEEE 802.3 PHY signals, which requires hardware support by specialized
network equipment. Applications for SyncE comprise, for instance, MBSFN [136] and
CoMP [147, 148] in LTE [137] cellular networks [91]. The accuracy of SyncE is better than
1 ppb [142] and can be enhanced further by using multiple network paths [193].
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2.2.6.4 Power Line Network

The electromagnetic fields emitted from power line networks can also serve as a reference
for frequency synchronization, allowing for an accuracy better than 10 ppb in a low-power
implementation [37]. Besides passively overhearing the utility frequency, a power line
network can also be leveraged by actively injecting a clock reference signal at a higher
frequency, e.g., at 10 MHz [254].

2.2.6.5 Global Positioning System (GPS)

The NAVSTAR Global Positioning System (GPS) is a first-generation global navigation
satellite system (GNSS) that draws on clock synchronization and propagation delay
measurements by means of satellite transmissions with an atomic clock source [175].
With this, GPS enables a receiver to localize its position and to synchronize in time
and frequency with an atomic clock. GPS can be employed for synchronization of BSs
in cellular networks [142, 147]. However, GPS signals do not penetrate buildings, so
that their use for indoor applications is limited. Further, GPS signals are susceptible to
jamming [142]. The mean time synchronization accuracy of GPS in a line-of-sight (LOS)
experiment over 18 hours is 7 ns with a standard deviation of 37.1 ns and a maximum
absolute deviation of 171 ns [130]. The frequency synchronization is accurate to within
0.218 ppb in 90 % of the measurements and deviates maximally by 1.37 ppb [130].

2.2.6.6 Atomic Optical Clocks

State-of-the-art atomic optical clocks offer a frequency accuracy on the order of 10−18

and can be synchronized via optical pulses with an accuracy better than a femtosecond
over several kilometers [59]. Optical synchronization also works under conditions of
mobility and can suppress Doppler shifts, as demonstrated with a retroreflector mounted
on a quadcopter [21]. Nevertheless, optical atomic clocks and their synchronization
mechanisms are still to be considered as research prototypes, but they might become an
attractive choice for synchronization of wired and wireless networks in the future.

2.2.7 Unsyntonized Concurrent Transmissions

Most systems that leverage concurrent transmissions from distributed nodes rely on
time and frequency synchronization so that the superimposed signals can be processed
with conventional minimum mean square error (MMSE) or zero-forcing equalization
by a receiver. This section presents works that break with this fundamental principle to
explore new ways of wireless communications.

ForkPHY [264] addresses MU-MIMO uplink transmissions in an IEEE 802.11 network
with one AP and several clients. While this scenario is supported by IEEE 802.11ax [105],
the synchronization creates communication overhead and is considered complex [264].
ForkPHY eliminates this communication overhead by employing a spatial filter at the
multi-antenna AP to separate MU-MIMO uplink transmissions that are synchronized
neither in frequency nor in time. To detect the individual superimposed signals and to
estimate their respective symbol timings and CFOs, ForkPHY additionally employs an
interference-alleviation filter, which works best when initialized with the spatial filtering
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coefficients from a previous reception, but which can also be constructed otherwise [264].
ForkPHY is validated in testbed experiments with USRP SDRs [229] and GNU Radio [84].
The TVZF equalizer presented in Chapter 6 relaxes the synchronization requirements
for IEEE 802.11 signals, too, but it only allows for a TO within the OFDM GI and it
only works with identical signal copies. However, as opposed to ForkPHY, TVZF works
already with a single Rx antenna, which makes it suitable also for small mobile devices.
Further, TVZF does not leverage repetitive receptions from the same nodes, i.e., it treats
each frame reception separately to support scenarios with opportunistic transmitters,
such as CCT-based network flooding.

SAM [220] is another work that enables an IEEE 802.11 AP to deal with asynchronous
MU-MIMO uplink transmissions from multiple clients. In contrast to ForkPHY, SAM
follows a cross-layer approach that involves both the PHY and the MAC, and it requires
concurrent transmissions to arrive in a staggered fashion so that the preambles can be
processed successively. At the PHY, SAM uses interference nullifying in combination
with interference cancellation to recover and to decode all the superimposed signals.
At the MAC, SAM extends carrier sense multiple access (CSMA) to allow stations to
start their uplink transmission one after another until a maximum number of streams
is reached that is limited by the number of antennas at the AP. SAM is validated to
work in a testbed based on the Sora platform with two AP antennas [220]. As opposed
to SAM, the TVZF equalization presented in Chapter 6 does not necessitate TOs between
concurrent transmissions and works with superimposed preambles with identical signal
copies to facilitate opportunistic CCT.

Instead of synchronizing nodes prior to distributed beamforming, the relative phase
drifts between unsyntonized transmitters and receivers can also be integrated by the
transmitters into precoding matrices with CSI predictions, which improves the feedback
efficiency [33, 34]. To this end, the receivers feed back CSI estimates along with phase
drift predictions, which they obtain by tracking the phases of training sequences from the
transmitters with a Kalman filter [34]. The transmitters generate time-varying precoding
matrices that incorporate the predicted phase drifts [34]. To mitigate suboptimal local
tracking, the statistical coupling of phase and frequency offsets can also be exploited by
unifying the tracking across receivers [33]. Still, this variant only provides gains when the
feedback latency is low [33]. Note that the TVZF technique presented in Chapter 6 also
draws on time-varying channel coefficients to compensate for CFOs in CCTs. However,
TVZF is designed for MISO scenarios rather than spatial filtering and works on the
receiver side without feedback.

Diversity gains from unsyntonized distributed transmitters can also be leveraged by
means of on-off keying (OOK) and by repeating each symbol multiple times [213, 214].
With this, the phase alignments of CCTs continuously change, so that the symbols add
constructively at least at some point in time. For the symbol transmissions subject to
constructive interference, the on state of the OOK encoding is better distinguishable from
the off state also without equalization [213]. Still, transmitting each symbol 10 times [214]
might introduce a larger overhead than synchronization and spatial filtering.

Further, there are some works that consider multiple unsyntonized relays forwarding
a message from a source to a destination via CCT [20, 129, 232, 234]. One approach to
facilitate the decoding at the receiver is delay diversity, where the relays introduce small
delays, i.e., the receiver gets multiple copies of each symbol at different times [20, 232, 234].
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However, this approach still assumes symbol-level time synchronization and the receiver
must know the delays of the respective relays [232, 234]. Further, the receiver must
know the CFOs and the channel coefficients of the relays [232], which can be estimated,
for instance, through orthogonal training symbols [234]. Delay diversity is demonstrated
to work in simulations for single-carrier modulation with a narrow-band and flat-fading
channel [232, 234] as well as for an OFDM PHY [20]. Besides delay diversity, the impact
of multiple CFOs in a CCT can also be mitigated through an extension of the OFDM
GI, which, however, significantly diminishes the spectral efficiency [129]. Further, this
method requires knowledge of the symbol timings, the CFOs and the channel coefficients
of the different transmitters [129]. A Viterbi equalizer can also mitigate the impact of
multiple CFOs, but it requires the receiver to have perfect CSI knowledge, too [256].
In contrast to these works, the TVZF equalizer presented in Chapter 6 comprises the
estimation of the TOs, CFOs and channel coefficients of multiple transmitters in a CCT
and does not require any predefined TOs. Further, TVZF does not leverage a custom
preamble format with orthogonal training symbols but processes only superimposed
IEEE 802.11 PHY signals without any modifications to the standard.

A critical component of TVZF is the spectral estimation of noisy signal vectors of
limited length obtained from the pilot subcarriers to retrieve the frequencies, amplitudes
and phases of an unknown number of complex exponentials. There are spectral estimation
approaches like MUltiple SIgnal Classification (MUSIC) [38], forward-backward linear
prediction [228] and eigenstructure methods [97] that may be applicable with some
modifications. Still, the spectral estimation algorithm should work with short signals
that comprise only a small fraction of an oscillation cycle and it should detect signal
components with closely spaced frequencies. In addition, it should leverage four signals
from the pilot subcarriers in combination, which expose the same frequencies but different
amplitudes and phases. This thesis proposes IIC as a spectral estimator that draws on
SIC [233] to address these constraints and to leverage the given problem structure.

2.3 Mechanisms for Integration with CCT

CCT-based network flooding allows for rapid data dissemination as well as for implicit
time synchronization in WMNs, as demonstrated with Glossy [73]. In practical scenarios,
CCT may serve as a primitive for higher-level mechanisms with more specific purposes.
This section discusses extended mechanisms that either explicitly leverage CCT-based
network flooding or that might benefit from an integration of CCT.

Section 2.3.1 presents various mechanisms for data dissemination and aggregation.
Further, Section 2.3.2 presents routing mechanisms that draw on CCT to facilitate fast
and robust route discovery and data delivery in WMNs. Moreover, Section 2.3.3 discusses
multi-hop synchronization with an emphasis on CCT-based techniques that address
the compensation of propagation delays. The prototype presented in Chapter 4 readily
provides a low-level MAC protocol and is suited for an integration of such mechanisms,
while the prototype presented in Chapter 5 could be extended similarly.
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2.3.1 Data Dissemination and Aggregation

Low-Power Wireless Bus (LWB) [72] mimics a shared bus system to connect several mobile
nodes with each other and to enable data transfers with one-to-many, many-to-one and
many-to-many traffic. LWB employs a dedicated host to maintain and to distribute a
global communication schedule. LWB draws on Glossy [73] to disseminate data quickly
among all nodes and also leverages its implicit time synchronization feature for accurate
transmission scheduling [72]. LWB is shown to perform similarly or significantly better
than seven other combinations of routing and link-layer protocols in testbed experiments.
With this, LWB is a versatile solution for multi-hop data exchange and distributed control
algorithms that is robust to external interference, node failure and mobility [72].

Sparkle [257, 260] is another wireless interconnection system based on Glossy [73] that
is specifically designed to serve multiple control loops with periodic traffic in parallel
while taking their respective quality of service (QoS) demands into account. To this end,
Sparkle comprises WSNShape, a topology control technique that exploits the capture effect
to find reliable multi-hop paths between nodes. Further, Sparkle comprises PRRTrack to
adaptively switch between different WSNShape modes in terms of transmission power
and path counts. With this, Sparkle maintains the reliability of traffic flows in varying
environments, while enhancing the overall energy consumption and latency [257, 260].

Splash [62] is a flooding protocol based on Glossy [73] that optimizes throughput by
tree pipelining, i.e., it concurrently forwards data from different levels of a tree topology
on different frequency channels. Splash also draws on transmission density diversity,
opportunistic overhearing, channel-cycling and XOR coding to improve reliability [62].
Ripple [257, 259] is a flooding protocol that improves the throughput further by a factor
of two to three in comparison to Splash [62]. Contrary to Splash [62], Ripple [257, 259]
assigns channels to packets rather than to groups of nodes, which eliminates the overhead
of initial channel assignments to nodes at certain tree levels. In addition, Ripple employs a
Reed-Solomon code to improve reliability. To meet QoS demands, Ripple counterbalances
throughput and reliability by adapting its transmission interval [257, 259].

The energy cost of network flooding protocols like Splash [62] and Ripple [257, 259]
could be further reduced by tuning the transmission power of individual nodes, e.g.,
through a decentralized algorithm based on game theory [160, 161]. However, as opposed
to drawing on maximum-ratio combining (MRC) to leverage successive receptions of a
message [160], CCT combines signals through superposition at the PHY, which improves
the utilization of spectral resources and thus the achievable throughput.

Chaos [124] is another protocol based on Glossy [73] that allows for network-wide
agreement and data aggregation. To this end, Chaos leverages the capture effect to decode
diverging data in concurrent transmissions. Further, Chaos employs INP, i.e., it processes
received data decentrally at the nodes, which in turn propagate their locally obtained
results further through the network [124].

Since all these protocols either leverage CCT-based network flooding or may achieve
further performance gains with it, they can potentially be integrated with the prototypes
of this work that are presented in Chapter 4 and in Chapter 5. However, OFDM is more
susceptible to interference than DSSS, as discussed in Section 2.1.2. Therefore, the capture
effect can possibly not be exploited as easily with an OFDM-based PHY.
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2.3.2 Routing

As the communication range of mobile devices is limited due to power constraints
and regulations, WMNs are a flexible solution for data delivery between devices that
cannot reach each other directly [65, 116, 209]. Applications of WMNs are manifold and
comprise, for instance, vehicular networks and intelligent transportation systems (ITSs)
based on IEEE 802.11 [104, 262], WSNs based on IEEE 802.15.4 [107, 258], emergency
communication systems like the Serval Project [80, 131, 207], Internet sharing via Freifunk
[76, 152, 182] and traffic offloading in cellular networks through device-to-device (D2D)
communications [169, 208]. Still, WMN routing algorithms like Ad-hoc On-demand
Distance Vector (AODV) [56], Dynamic Source Routing (DSR) [98] and Optimized Link
State Routing (OLSR) [55] are susceptible to mobility and interference [65], which limits
the scalability of WMNs in terms of size, reliability and throughput [116, 209]. Further,
reactive routing protocols rely on network flooding for route discovery [56, 98], which
deteriorates the network capacity and which can lead to broadcast storms [171, 226].

CCT-based flooding has the potential to overcome the problems of conventional
WMN routing algorithms like AODV [56], as shown with OLA Routing On-Demand
(OLAROAD) [47, 224]. Similar to AODV [56], OLAROAD [224] also floods a route request
(RREQ) from a source node to discover a route to a destination node if no route exists.
However, with CCT, OLAROAD [224] can disseminate the RREQ faster and consume
less spectral resources in comparison to CSMA/CA-based network flooding. After that,
AODV [56] sends a unicast route reply (RREP) message from the destination back to
the source along the hops over which the RREQ was received first by the destination.
OLAROAD [224] also transmits a RREP message, but it does so via CCT and selects nodes
for relaying and route construction that lie in the intersections of the corresponding
decoding levels of the RREQ and RREP transmissions. Finally, conventional routing
algorithms like AODV [56] and DSR [98] maintain unicast routes, that can easily break
due to node mobility or node outage. On the contrary, OLAROAD employs a series
of node groups in a corridor between the source and the destination, which improves
the robustness against mobility and node outage due to the redundancy of relays [224].
With this, OLAROAD reduces the end-to-end delay in comparison to AODV due to less
route refreshes and due to a hop count reduction through CCT, especially at a high
node density [224]. In testbed experiments with USRP SDRs [229] and GNU Radio [84],
OLAROAD shows significant improvements of the round-trip time (RTT) and the packet
delivery ratio in a line topology with 18 nodes using a BFSK PHY [47]. Besides OLAROAD,
OLA Concentric Routing Algorithm (OLACRA) [225] is a similar routing algorithm that
is tuned towards energy savings in WSNs.

Sparkle [257, 260] employs WSNShape as a routing algorithm to find a corridor of
nodes between a source and a destination for data transfers by means of Glossy [73].
In contrast to OLAROAD [224], WSNShape identifies different reliable paths from a source
to a destination by exploiting the capture effect. Sparkle combines multiple such paths
according to a path count parameter [257, 260]. Further, Sparkle offers precise control of
the degree of redundancy per route by employing PRRTrack, which maintains a desired
level of reliability by adapting the path count and the transmission power dynamically.
With this, Sparkle can operate multiple routes in parallel while maintaining a global
transmission schedule for periodic data traffic [257, 260].
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2.3.3 Multi-Hop Synchronization

Time synchronization is key in distributed systems to run distributed algorithms and
to consistently assign timestamps to events [67, 73, 77, 146]. Particularly the dURLLC
paradigm introduced in Chapter 1 envisions interactions between distributed devices in
the physical world, driven by multi-hop data dissemination and time synchronization.
While the mechanisms of this thesis have an emphasis on CCT-based data dissemination,
they can simultaneously be used for multi-hop synchronization in time and frequency.
This section discusses different multi-hop synchronization methods, how they can be
enhanced through CCT-based network flooding and how propagation delays can still be
compensated when employing CCT-based techniques.

In contrast to synchronizing secondary nodes to a time reference from a master clock,
the reference-broadcast synchronization (RBS) [67] establishes a relative notion of time
between all receivers of a broadcast message, which suffices to obtain the relative timing
of events at different nodes. RBS extends to multi-hop networks by converting the time
bases of different broadcast domains that connect the locations of the respective events.
In this way, RBS can also inject an absolute time reference into a network [67].

The Timing-sync Protocol for Sensor Networks (TPSN) [77] constructs a spanning tree
with a master clock at its root and synchronizes pairs of nodes along the graph edges.
In contrast to TPSN, the Flooding Time Synchronization Protocol (FTSP) [146] adapts its
topology dynamically while a root node floods synchronization messages.

The aforementioned algorithms are sensitive to timestamping errors [67, 77, 146], which
can be caused by the propagation delay [67, 146] or by a jitter in the interrupt handling
of the hardware platform [67, 77]. Propagation delays can be eliminated through sender
and receiver timestamps via ACK frames [77], but this method is infeasible for the
approaches based on broadcast messages and not even meaningful if other error sources
introduce larger TOs [67, 146]. The stability of time synchronization can be enhanced
through frequency synchronization of the logical clocks by means of linear regression of
a sequence of message timestamps [67, 146, 255]. In addition, post-facto synchronization
can extrapolate TOs also for past events, which saves energy in sensor networks that
need synchronization only sporadically [67, 77]. The PulseSync [128] protocol is based
on FTSP but it reduces the global TO, i.e., the maximum absolute TO of any two clocks
in the network, by flooding timestamped synchronization messages quickly through
the network. Glossy [73] excels in low-latency flooding and improves the utilization of
spectral resources through CCT rather than managing interference through scheduling.

A major disadvantage of network time synchronization based on flooding via CCT
is that the nodes do not learn the network structure and thus cannot compensate for
propagation delays, which limits the synchronization accuracy. Reverse Flooding [223]
addresses this issue by letting each network node estimate its propagation delay with
respect to the root node through additional messages. Each node periodically broadcasts a
propagation delay request, which is answered by the previous-hop neighbors concurrently.
This allows the requestor both to measure the propagation delay to its previous-hop
neighbors and to receive from these neighbors their respective propagation delay with
respect to the root node [223]. Since the values sent by the previous-hop neighbors may
differ slightly, a special encoding for the DSSS-based IEEE 802.15.4 PHY is employed
that allows the requestor to extract the range of values from a concurrent transmission.
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The requestor adds this information to its propagation delay measurement to get an
accumulated measure with respect to the root node. Still, a major drawback of Reverse
Flooding is that it requires a global schedule for sending the request messages [223].

Cooperative Analog and Digital (CANDI) [46] is a network time synchronization
protocol that compensates for propagation delays by means of two flooding phases.
During the first phase, the root node disseminates a reference timestamp throughout
the network via CCT-based network flooding. In this process, each node additionally
estimates the propagation delay to its respective next-hop neighbors by overhearing
their retransmission. Then, the root node initiates a second flooding phase in which
each node forwards its estimate of the accumulated propagation delay of its next-hop
neighbors with respect to the root node. To this end, a node combines its reception
from its previous-hop neighbors during the second phase with its propagation delay
estimate from the first phase. As the propagation delays estimated by each node may
vary slightly, CANDI employs an analog technique called Semi-Cooperative Spectrum
Fusion (SCSF) that allows a receiver to obtain a weighted average of the different values
that are transmitted concurrently. Testbed experiments with USRP SDRs [229] and
GNU Radio [84] using a BFSK PHY show that CANDI reduces the worst-case RMS
timing error by up to 29.5 % [46]. While the prototype presented in Chapter 4 readily
provides global time synchronization similar to Glossy [73], the accuracy of multi-hop
time synchronization could potentially be further enhanced through an integration of a
technique to compensate for propagation delays, such as CANDI [46].

Besides synchronization to a reference, distributed nodes can also collaboratively find
an agreement on a common notion of time. The CoCo [42] algorithm finds a consensus
on a virtual clock with time and frequency synchronization by flooding synchronization
information via SCSF multiple times back and forth through the network, which is also
effective for an OFDM PHY in simulations with ping-pong transmissions between two
clusters of nodes [43]. Further, there are also biologically-inspired approaches that imitate
the synchronized flashing of fireflies [188] by means of pulse-coupled oscillators [244].

2.4 IEEE 802.11 Standard

The mechanisms and prototypes presented in this thesis are designed to work with PHY
signals compliant with the IEEE 802.11 standard [104]. This section provides background
information on selected portions of IEEE 802.11 and respective processing techniques.
Section 2.4.1 starts with an overview of the different DSSS-based and OFDM-based
IEEE 802.11 PHYs. Section 2.4.2 outlines the PHY protocol data unit (PPDU) format of
the Non-HT PHY used by IEEE 802.11g and also points out differences of IEEE 802.11n.
Section 2.4.3 describes the frame detection and the symbol timing acquisition performed
by a receiver to synchronize in time with an ongoing frame reception. Section 2.4.4
describes the carrier frequency acquisition performed by a receiver to synchronize in
frequency with an ongoing frame reception. Section 2.4.5 describes the CSI acquisition
performed by a receiver to equalize multi-path effects occurring on a wireless channel.
Section 2.4.6 briefly explains the concepts of coherence bandwidth and coherence time.
Section 2.4.7 outlines the MAC header format of IEEE 802.11. Section 2.4.8 explains how
the short interframe space (SIFS) is defined in this thesis.
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2.4.1 Overview of the IEEE 802.11 PHYs

The IEEE 802.11 standard [104] comprises various PHYs [181, Chapter 1.1]. The initial
IEEE 802.11 standard from 1997 defines an infrared (IR) PHY, a frequency-hopping spread
spectrum (FHSS) and a DSSS PHY [93] [181, Chapter 1.1], the first two of which, however,
are no longer included since the 2016 revision of the standard [103]. The IEEE 802.11
DSSS PHY [104, Section 15], which offers 1 and 2 Mbit/s in the 2.4 GHz Industrial,
Scientific and Medical (ISM) band, is still widely supported for backwards compatibility.
IEEE 802.11b, introduced in 1999, enhances the DSSS PHY with CCK to increase the PHY
data rate up to 11 Mbit/s in the 2.4 GHz ISM band [104, Section 16] [181, Chapter 1.1].
IEEE 802.11a, introduced in 1999, has an OFDM PHY operating in the 5 GHz band that
offers PHY data rates from 6 Mbit/s to 54 Mbit/s [104, Section 17] [181, Chapter 1.1].
IEEE 802.11g, introduced in 2003, adopts the OFDM PHY of IEEE 802.11a for use in
the 2.4 GHz ISM band, while maintaining interoperability and coexistence with legacy
IEEE 802.11 DSSS and IEEE 802.11b devices [104, Sections 17 and 18] [181, Chapter 11.5.1].
IEEE 802.11n, introduced in 2009, has an OFDM PHY with various enhancements,
including 20 and 40 MHz wide channels, operation in the 2.4 GHz and the 5 GHz bands,
MIMO with up to four spatial streams and MAC functions to increase throughput and
to save energy [104, Section 19] [181, Chapter 1.1]. IEEE 802.11ac, introduced in 2013,
has an OFDM PHY for operation in the 5 GHz band and introduces enhancements such as
up to 160 MHz wide channels, MIMO with up to eight spatial streams and downlink (DL)
MU-MIMO [104, Section 21]. IEEE 802.11ax, introduced in 2021, has an OFDM PHY that
operates from 1 GHz to 7 GHz with up to 160 MHz wide channels, offering up to eight
MIMO spatial streams as well as DL and uplink (UL) MU-MIMO [105, Section 27].

IEEE 802.11p, introduced in 2010, adopts the OFDM PHY of IEEE 802.11a in order
to facilitate dedicated short range communications (DSRC) in vehicular networks in
a frequency band at 5.9 GHz with a channel bandwidth of 10 MHz [104, Section 17] [262].
IEEE 802.11bd is going to be the successor of IEEE 802.11p and adopts improvements of
other IEEE 802.11 PHYs, such as FEC through LDPC from IEEE 802.11n [262].

The PHY of IEEE 802.11n is referred to as high throughput (HT) [104, Section 19],
in accordance with the name of the High Throughput Task Group (TGn) that developed
the amendment [181]. Correspondingly, the PHY of IEEE 802.11a, IEEE 802.11g and
IEEE 802.11p is named Non-HT [104, Section 17] [181]. Similarly, the PHY of IEEE 802.11ac
is referred to as very high throughput (VHT) [104, Section 21] [181]. Furthermore, the PHY
of IEEE 802.11ax is referred to as high efficiency (HE) [105, Section 27].

This work primarily utilizes the Non-HT PHY in the 2.4 GHz band for various reasons.
First, one goal of this thesis is to explore the feasibility of CCT with OFDM, for which
the Non-HT PHY can serve as a generic representative. In particular, the PHY header
format of the Non-HT PHY is the least complex out of the OFDM PHYs of IEEE 802.11,
which makes prototyping easier. Second, the PHY header format of the Non-HT PHY is
shorter than those of the HT or VHT PHYs, which results in the shortest frame duration
for small payloads, which in turn minimizes latency. Third, another goal of this thesis is
to maintain compliance with the IEEE 802.11 PHYs, the feasibility of which can best be
explored with a basic format. Nevertheless, the solutions presented in this thesis are also
applicable for higher bandwidths and work even with up to four MIMO spatial streams
in a 40 MHz wide channel using the HT PHY, as presented in Section 5.4.4.
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Figure 6: Non-HT PPDU format: A receiver utilizes the different sections for (a) signal detection,
automatic gain control (AGC), diversity selection, (b) coarse symbol timing acquisition,
coarse frequency offset acquisition, (c) fine symbol timing acquisition, fine frequency
offset acquisition, channel estimation, (d) PHY parameter extraction, (e) descrambler
initialization and (f) PSDU extraction [104, Section 17.3, Figures 17-1 and 17-4].

2.4.2 Non-HT PPDU Format

The main function of a PHY is the conversion of a PHY service data unit (PSDU)
consisting of a sequence of bytes to and from a PHY protocol data unit (PPDU) for
transfer over a wireless medium. In particular, the Non-HT PPDU format consists of
a PHY preamble, a PHY header and the encoded PSDU. Figure 6 gives an overview of
the Non-HT PPDU format [104, Section 17.3, Figures 17-1 and 17-4].

The PHY preamble consists of a legacy short training field (L-STF) and a legacy long
training field (L-LTF). The term legacy indicates that the fields are part of a Non-HT PPDU,
in contrast to the corresponding fields of the more recent PHY formats like HT or VHT.
The L-STF consists of ten repetitions of a 0.8 µs long short training sequence (STS),
which contains fixed values on 12 subcarriers modulated through binary phase-shift
keying (BPSK). A receiver uses the L-STF to detect an incoming frame while listening on
its RF interface, typically through auto-correlation. In addition, the L-STF is used by the
automatic gain control (AGC) to adjust the Rx gain such that the resolution of the ADC
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MCS modulation coding rate PHY data rate (Mbit/s)

0 BPSK 1/2 6

1 BPSK 3/4 9

2 QPSK 1/2 12

3 QPSK 3/4 18

4 16-QAM 1/2 24

5 16-QAM 3/4 36

6 64-QAM 2/3 48

7 64-QAM 3/4 54

Table 2: MCS (i.e., RATE) parameters of the IEEE 802.11 Non-HT PHY
(20 MHz channel spacing) [104, Section 17.3, Tables 17-4 and 17-6]

is optimally utilized without clipping. If multiple Rx chains are attached, a receiver may
perform diversity selection, e.g., by means of SNR estimates of the respective L-STFs.
The L-LTF consists of two copies of a long training sequence (LTS) that are prepended by
a guard interval (GI) with a cyclic prefix (CP) [243] with the double length of the GI of
the subsequent OFDM symbols. The LTS contains fixed values on 52 BPSK-modulated
subcarriers. A receiver uses the L-LTF to acquire fine estimates of the symbol timing
and of its CFO relative to the transmitter and to estimate the channel coefficients of all
52 subcarriers used by the DATA OFDM symbols [104, Section 17.3].

The PHY header consists of the legacy SIGNAL field (L-SIG), which is contained in
a single OFDM symbol with BPSK rate 1/2, and the SERVICE field, which is located
in the first 16 bits of the subsequent OFDM symbol for DATA. The generation of the
L-SIG OFDM symbol is carried out like the generation of DATA OFDM symbols with the
exception that scrambling is not applied, i.e., the bits undergo convolutional encoding,
interleaving, modulation mapping, pilot insertion, inverse FFT (IFFT) and CP insertion
into the prepended GI. The end of the SIGNAL field contains 6 TAIL bits to facilitate
robust convolutional decoding [104, Section 17.3]. With this, a receiver can recover the
L-SIG immediately after its reception, extract the PHY parameters and start decoding
DATA while still receiving in-phase quadrature (IQ) samples of the incoming frame.

The RATE field encodes the combination of a modulation scheme and a coding rate
that is used in the DATA OFDM symbols of the PPDU. Note that later IEEE 802.11 PHYs
like HT and VHT use the term MCS, whereas the Non-HT PHY specification uses the
term RATE. For convenience and in accordance with the Matlab wireless LAN (WLAN)
toolbox [150], this thesis uses the term MCS to index the available PHY data rates also
for the Non-HT PHY, as listed in Table 2 [104, Section 17.3, Tables 17-4 and 17-6].

The LENGTH field defines the number of octets (i.e., bytes) of the PSDU. In combination
with the MCS, it can be used to calculate the number of DATA OFDM symbols.

The first seven bits of the SERVICE field are used by a receiver to initialize the
descrambler. Note that transmitters shall initialize the scrambler to a pseudorandom
nonzero state [104, Section 17.3.5]. However, to generate the same bit patterns across
transmitters for CCT, the mechanisms of this work lock the scrambler to a fixed value.
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The TAIL bits are used to return the convolutional decoder of a receiver to a zero state,
which improves its robustness to decoding errors. The PAD bits fill the remainder of the
last OFDM symbol and have no further relevance for a receiver [104, Section 17.3].

The HT-mixed format (HT-MF) and the VHT PPDU format both start with an L-STF,
an L-LTF and an L-SIG for coexistence with legacy devices [104, Sections 19.3 and 2.3].
A receiver capable of HT and VHT PHYs can distinguish between Non-HT, HT-MF and
VHT PPDUs by the symbols following the L-SIG. In HT-MF PPDUs, the L-SIG is followed
by an HT short training field (HT-STF) and one or several HT long training field (HT-LTF)
symbols, the exact number of which depends on the number of MIMO spatial streams
employed by the selected MCS [104, Section 19.3, Table 19-13]. While an HT-MF PPDU
allows for higher data rates than a Non-HT PPDU, its PHY preamble is longer, which
impairs the latency with short PSDUs in CCT-based flooding, compared to Non-HT.

2.4.3 Frame Detection and Symbol Timing Estimation

To receive IEEE 802.11 frames incoming from an Rx RF interface, a receiver has to detect
such frames in a stream of noisy complex-valued IQ samples. Further, it has to acquire
an accurate symbol timing to prevent ISI during decoding. Both of these tasks can be
performed through filtering, as outlined below.

Figure 7 shows a data frame with additive white Gaussian noise (AWGN) at 30 dB SNR,
separated into (a) magnitude and (b) phase. The first sample of a frame is also referred
to as the start of frame (SOF) in this thesis and its TO amounts to 4 µs with respect to the
beginning of the IQ stream in the example, as visible in Figure 7a. Note that the term
frame actually refers to a MAC protocol data unit (MPDU), i.e., a transmission unit of the
link layer, but in the context of the PHY, this term may also be used to refer to an entire
PPDU in accordance with the IEEE 802.11 standard [104].

To detect an L-STF in a stream of IQ samples, a receiver may leverage the repeated
occurrence of the STS in the L-STF [203]. Figure 7c shows the decision metric of the
wlanPacketDetect() function of the Matlab WLAN toolbox [150], which auto-correlates
the received signal with a delayed version in a double sliding window and normalizes
the result by the energy received in the auto-correlation window to become independent
of the absolute power level. This function outputs a high signal level for the duration
over which both sliding windows are filled with an entire STS. With this, a receiver can
detect the presence of an IEEE 802.11 frame when a threshold is exceeded for a certain
number of output samples within a certain time span [150], which is also effective in
lower SNR regimes and under conditions of interference. Further, the first peak exceeding
the threshold can be used as a coarse estimate of the SOF for the PPDU symbol timing.

To acquire a fine SOF estimate, a receiver may leverage the L-LTF, which consists of
two repetitions of the LTS prepended by a long GI filled with a CP [243]. To this end,
a receiver typically applies a matched filter [173] to search for the occurrence of the LTS
in a portion of the received signal in which the L-LTF is expected according to the coarse
symbol timing estimation. Figure 7d shows the magnitude of the output of a matched
filter, computed as the convolution of the entire received signal with a time-reversed
complex-conjugated LTS. This filter produces two magnitude peaks at a distance of 3.2 µs,
indicating the positions of the two LTS symbols. With this, a receiver can accurately
determine the SOF by means of the known symbol durations.
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Figure 7: IEEE 802.11 Non-HT frame detection and symbol timing estimation: A Non-HT PPDU
with AWGN at 30 dB SNR is shown as (a) magnitude and (b) phase. (c) The L-STF is
detected through auto-correlation over a double sliding window. (d) The fine symbol
timing is estimated with a matched filter searching for the LTS symbols of the L-LTF.

Note that the example in Figure 7 is generated with AWGN at a high SNR level.
In practice, however, a received signal may additionally be subject to multi-path effects,
i.e., a receiver gets multiple slightly delayed and superimposed copies of a signal.
Thus, multiple magnitude peaks may appear in the output of the LTS-matched filter,
necessitating a decision criterion in receiver implementations, e.g., selecting the highest
peak pair exceeding a threshold. Further, the filter outputs shown in Figure 7 are
aligned with the received waveform for convenience, whereas in real-time systems like
in Chapter 4, their outputs are delayed with respect to the input signal according to the
sliding window size or the impulse response length of the respective filter.

2.4.4 CFO Estimation and Correction

In order to avoid ICI, a receiver typically synchronizes in frequency to a transmitter
before applying a fast Fourier transform (FFT) on the received OFDM symbols [13, 183].
With a CFO between a transmitter and a receiver, the phase of the received signal drifts,
i.e., there is a continuous rotation of the phase over time [13, 159]. A receiver can estimate
the phase difference ∆ϕ between two successive identical symbols from the phase of the
complex correlation between the two symbols in the frequency domain [159]. With this,
the CFO estimate ∆ f̂ can be obtained through the relation ∆ϕ̂ = 2π ∆ f̂ T, where T is the
symbol duration, i.e., TSTS = 0.8 µs for an STS and TLTS = 3.2 µs for an LTS. Note that the
phase difference ∆ϕ must not exceed ±π over the duration T to be unambiguous, i.e.,
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the CFO must not exceed half the subcarrier spacing. Thus, with a Non-HT PHY and a
channel bandwidth of 20 MHz, the CFO must be within ±625 kHz when estimated by
use of the L-STF and within ±156.25 kHz when estimated by use of the L-LTF.

Next, an IEEE 802.11 receiver compensates for the estimated CFO over the entire
frame duration, typically by shifting the frequency through baseband processing, i.e.,
by multiplying the IQ samples with a complex exponential [15, 79, 89, 135, 187]. With this,
a receiver mitigates ICI when executing an FFT on the OFDM symbols of the PPDU.

2.4.5 Channel Estimation and Equalization

Wireless signals are subject to propagation effects, such as attenuation, reflection and
scattering [200]. Thus, a receiver sees the superposition of multiple slightly delayed
copies of a signal, arriving as LOS and NLOS components [200]. These signal copies
add constructively or destructively at different frequencies, causing frequency-selective
fading at a receiver [263]. An OFDM receiver compensates for such fading effects by
means of channel equalization with coefficients describing the complex-valued gains
at the respective subcarriers. These channel coefficients are obtained through training
symbols [263]. Established equalization methods are zero-forcing and MMSE [218].

Prior to decoding an IEEE 802.11 Non-HT frame, a receiver obtains the channel
coefficients for all 52 used subcarriers by performing an FFT over the LTS symbols and
by reverting the fixed BPSK-modulated sequence. Receiver implementations usually
combine the channel coefficients from the two LTS symbols, e.g., through averaging,
to improve the channel estimate [263]. An IEEE 802.11 Non-HT frame contains training
symbols only at the beginning of the PPDU, but the channel coefficients may still be
adjusted during decoding, e.g., through residual CFO estimation via pilot tracking.

2.4.6 Coherence Bandwidth and Coherence Time

The coherence bandwidth is a frequency interval in which the channel transfer function
is consistent [218]. The transfer function across the entire OFDM channel bandwidth is
typically frequency-selective, whereas it is flat-fading for individual subcarriers [243].
The coherence bandwidth is inversely proportional to the channel delay spread (CDS),
i.e., multi-path environments make the channel frequency-selective.

Similarly, the coherence time is the time span during which the channel coefficients
do not change significantly. It depends on the mobility of a node with respect to its
environment and is proportional to the inverse of the Doppler spread [218]. At 50 km/h,
for instance, the Doppler spread is 111.1 Hz, resulting in a channel coherence time of
1.61 ms [109]. At this mobility, the channel can be considered to be slow-fading for
Non-HT frames of up to 400 OFDM symbols, i.e., a PSDU of up to 1182 bytes at MCS 0.

2.4.7 MAC Frame Format

An IEEE 802.11 MAC protocol data unit (MPDU) consists of a MAC header, a frame
body and an FCS [104, Section 9.2]. Note that the prototypes and mechanisms presented
in this thesis work with broadcast data frames. Figure 8 depicts the general MAC frame
format of an IEEE 802.11 MPDU, containing the following fields [104, Section 9.2.3]:
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Figure 8: MAC frame format of an IEEE 802.11 MPDU [104, Section 9.2.3]

• The Frame Control field indicates, among other things, the frame type, e.g., whether
a frame is a data frame or a control frame [104, Section 9.2.4.1].

• The Duration/ID field denotes the transmission duration in microseconds or an
association identifier, depending on the frame type and settings [104, Section 9.2.4.2].
For non-QoS data frames addressed to a group address, e.g., broadcast frames, the
duration field is set to zero [104, Section 9.3.2.1.5]. The WARP prototype presented
in Chapter 4 deviates from the IEEE 802.11 standard in this respect by implementing
a low-level MAC protocol in the Duration/ID field of broadcast frames, as described
in Section 4.2.2. Still, commodity devices can receive such frames flawlessly.

• The Address fields designate the receiver and the transmitter of a frame as well as
other network entities, depending on the respective frame type [104, Section 9.2.4.3].
In data frames, Address 1 denotes the receiver address (RA), Address 2 denotes
the transmitter address (TA) and Address 3 denotes the BSS identifier (BSSID) if
the To DS and From DS fields are both set to zero [104, Section 9.3.2, Table 9-30].
The low-level MAC protocol of the WARP prototype presented in Section 4.2.2
works with broadcast data frames, i.e., it sets Address 1 to FF:FF:FF:FF:FF:FF.
Furthermore, it marks flooding frames by setting Address 3 to B1:6F:10:0D:FE:ED.
Commodity devices that cannot change the Duration/ID field can inject flooding
frames through a special format in Address 2 that encodes protocol parameters.

• The Sequence Control field is present in data frames and contains a sequence
number and a fragment number, used to identify MAC service data units (MSDUs)
and to re-assemble MSDU fragments [104, Section 9.2.4.4]. The prototypes of this
work do not employ this field. In particular, the low-level MAC protocol of the
WARP prototype presented in Section 4.2.2 defines its own sequence number to
meet critical timing constraints. Still, this field may be utilized in future work.

• The QoS Control field is present in QoS data frames [104, Section 9.2.4.5]. It is
present in the experiments presented in Chapter 5 but not specifically utilized.

• The HT Control field is present in QoS data and management frames in the HT
and VHT formats [104, Section 9.2.4.6]. It is not specifically utilized in this work.

• The Frame Body field contains an MSDU of up to 2304 octets [104, Section 9.2.4.7].
The prototypes and mechanisms presented in this work do not use data frames
with a fragmented MSDU or an aggregated MSDU (A-MSDU).

• The FCS field comprises a 32-bit cyclic redundancy check (CRC) that is calculated
over all MAC header fields and the Frame Body field [104, Section 9.2.4.8].
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2 octets

OUI
3 octets

Control
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Figure 9: IEEE 802.11 MSDU with LLC header and SNAP extension [104, 106]: the LLC header
indicates the use of the SNAP extension. The OUI indicates an EtherType [102] value in
the Protocol ID field. The encapsulated NET PDU is an IPv4 packet.

An IEEE 802.11 MSDU is a protocol data unit (PDU) of the logical link control (LLC)
sublayer [106] to multiplex different network layer (NET) protocols on the data link
layer [104, Section 5.1.4]. The LLC can employ the Subnetwork Access Protocol (SNAP)
extension to use EtherType [102] values for specifying the encapsulated NET protocol.
Figure 9 shows an LLC header with SNAP extension encapsulating an IPv4 packet,
as used in this work. To indicate the use of the SNAP extension, the destination service
access point (DSAP) and the source service access point (SSAP) addresses of the LLC
header are set to 0xAA. Further, the control field of the LLC header is set to 0x03 to
indicate a connectionless and unacknowledged operation of the data link layer [106].
The subsequent SNAP extension consists of an organizationally unique identifier (OUI)
field and a Protocol ID field. The OUI field is set to zero to indicate the use of an
EtherType value in the Protocol ID field. The EtherType value 0x0800 designates IPv4.

2.4.8 Short Interframe Space

The IEEE 802.11 standard uses the term interframe space (IFS) to describe the time interval
between two consecutive frames and defines different IFS durations that essentially
prioritize the medium access by certain frame types over others [104, Section 10.3.2.3].
A short interframe space (SIFS) usually precedes high-priority frame types like ACK
and clear to send (CTS) frames [104, Section 10.3.2.3.3], but it is also employed by the
prototypes presented in Chapter 4 and in Chapter 5 when generating a retransmission of
a received flooding frame. However, the IEEE 802.11 standard uses different definitions
of a SIFS that depend on the frequency band in which a PHY operates. In particular,
IEEE 802.11a employs the original Non-HT PHY in the 5 GHz band, for which a SIFS is
defined as a duration of 16 µs [104, Section 17.4.4]. In contrast, since IEEE 802.11g adopts
the Non-HT PHY for use in the 2.4 GHz band, it must ensure backwards compatibility
with the IEEE 802.11 DSSS PHY, which defines a SIFS as a duration of only 10 µs.
To unify the SIFS duration for different PPDU formats, a so-called signal extension is
appended to Non-HT PPDUs in the 2.4 GHz band, which essentially is an idle period
of 6 µs [104, Section 18.3.2.4]. Similarly, the HT PHY makes this distinction for PPDUs in
the 2.4 GHz band and in the 5 GHz band, too [104, Section 19.4.4].

For the sake of consistency, this thesis uses the SIFS definition of 16 µs as specified for
the Non-HT PHY [104, Section 17.4.4] in both the 2.4 GHz band and in the 5 GHz band,
while the signal extension is not applied for experiments in the 2.4 GHz band.



Part II

C O N C U R R E N T C O O P E R AT I V E T R A N S M I S S I O N W I T H
C O H E R E N T I N T E R F E R E N C E

This part presents the exploration of CCT with coherent interference from
multiple uncoupled senders through synchronization in time and frequency.
Chapter 3 presents a study of the feasibility of CCT with IEEE 802.11 PHYs,
comprising mathematical analysis, simulations as well as testbed experiments.
Then, two prototypes are presented that enable CCT through synchronization
in time and frequency. First, Chapter 4 presents an FPGA-based design for
the WARP v3 SDR with a low-level MAC protocol, synchronizing through
individual frame receptions. Second, Chapter 5 presents a prototype created
through firmware modifications of the Asus RT-AC86U wireless router that
demonstrates the practical feasibility of CCT also with commercial hardware.





3
A N A LY S I S

In a concurrent cooperative transmission (CCT), a receiver sees a signal that results from
the superposition of multiple signals from different transmitters sending at the same time.
A CCT signal arriving at a receiver ideally resembles a transmission from a single node
passing through a multi-path channel, so that the receiver can process the signal as usual.
However, the appearance of a CCT signal, as seen by a receiver, generally depends on
various factors that can be attributed to the transmitters of the CCT, to the environment
through which their respective signals pass as well as to the data frame itself. In the latter
category, the employed physical layer (PHY) plays a central role in how the received
signal is processed and hence in its decodability. Glossy [73] demonstrates that CCT is
feasible with the IEEE 802.15.4 PHY [107], which offers a data rate of 250 kbit/s with
direct-sequence spread spectrum (DSSS) technology [93]. To increase the throughput and
to reduce the latency further in comparison to Glossy, the technical goal of this thesis
is to enable CCT for broadband communications with orthogonal frequency-division
multiplexing (OFDM) [243]. However, as OFDM is fundamentally different from DSSS,
Glossy’s requirement to enable CCT through time synchronization better than 0.5 µs
between concurrent transmitters [73] (see Section 2.1.5) may not be applicable to OFDM.
Thus, it must be understood how the superposition of multiple OFDM signals in a CCT
is conditioned and how the various factors associated with the senders, the environment
and the data frame respectively affect the decodability of such a superimposed signal.
Accordingly, the following analysis elicits the requirements to facilitate CCT for DSSS and
OFDM PHYs in general and for the IEEE 802.11 PHYs [104] (see Section 2.4) in particular.

3.1 Experimental Study with Time Synchronization

Accurate time synchronization is a necessary condition to make identical signals from
different senders superimpose without intersymbol interference (ISI) in a CCT, as it
aligns the boundaries of the corresponding PHY symbols at the beginning of a frame.
Glossy [73] demonstrates that time synchronization better than 0.5 µs between concurrent
transmitters is a sufficient condition to obtain decodable signals with the DSSS-based
IEEE 802.15.4 PHY [93, 107] (see Section 2.1.5). This section presents an experimental
study on the feasibility of CCT through time synchronization of concurrent transmitters
with both the IEEE 802.11 DSSS PHY [104, Section 15.3] and the OFDM-based IEEE 802.11
Non-HT PHY [104, Section 17.3], the latter of which is also referred to as the IEEE 802.11
OFDM PHY (see Section 2.4). The goal of this experimental study is to explore the
potential to enable CCT through time synchronization also for the IEEE 802.11 PHYs.

Figure 10a shows four nodes n1, n2, n3 and n4 in a line-of-sight (LOS) topology, where
node n4 takes seven positions from p1 through p7. Each node is a Linksys WRT54GL
router with a single antenna and with a customized firmware. Node n1 repeatedly sends
a trigger frame that makes nodes n2 and n3 concurrently send the same data frame a
short interframe space (SIFS) after the trigger frame, i.e., after 16 µs (see Section 2.4.8).
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Figure 10: Experimental study on the feasibility of CCT through time synchronization with
IEEE 802.11 DSSS at 1 Mbit/s and with IEEE 802.11 Non-HT (i.e., OFDM) at 6 Mbit/s

The data frame contains a MAC service data unit (MSDU) of 1024 bytes. Both nodes
n2 and n3 are set to the same transmit power to ensure that their signal strengths are
roughly equal at the receiver n4 when it has an equal distance to both nodes. Node n4

classifies the incoming data frames as detected and received at the seven marked positions,
while detected means that the legacy SIGNAL field (L-SIG) in the Non-HT PHY header can
be decoded (see Section 2.4.2) and received means that the frame check sequence (FCS),
which is calculated over the medium access control (MAC) header and the frame body of
the MAC protocol data unit (MPDU) (see Section 2.4.7), is correct.

The frame detection and reception rates at node n4 are depicted in Figure 10b for both
the IEEE 802.11 DSSS PHY at 1 Mbit/s and for the IEEE 802.11 Non-HT PHY at the
lowest modulation and coding scheme (MCS), i.e., 6 Mbit/s (see Table 2). Each sample in
the bar plot is calculated over several hundred transmissions. While the detection and
reception rates of the DSSS frames are consistently high, the OFDM PHY achieves high
detection rates but irregular reception rates that vary with the position of the receiving
node n4. In particular, the OFDM reception rates are high at the outer positions p1, p2
and p7, where the receiver n4 is much closer to one of the two transmitters than to the
other, respectively. In these locations, the signal from the close transmitter is stronger
than the signal from the distant transmitter, so that the latter signal might cause rather
weak interference and the capture effect can possibly occur (see Section 2.1.2).

In the center positions, the mutual interference between the two signals is rather strong
since both transmitters send with the same power and their respective path losses are
quite equal. Notably, at position p3, most OFDM frames can be detected whereas they
cannot be completely decoded without error. On the one hand, the fact that at least
a few OFDM symbols at the beginning of most frames are correctly received indicates
that the concurrent transmitters n2 and n3 are accurately synchronized in time, so that
their corresponding OFDM symbols are aligned with each other and ISI is prevented.
On the other hand, the fact that the reception of the subsequent OFDM symbols is often
inhibited indicates that interference between the two transmitters sets in shortly after the
start of frame (SOF). This distortion cannot be due to a time offset (TO) between the two
senders as the resulting ISI would affect all PHY protocol data unit (PPDU) symbols.
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Figure 11: OFDM symbols (white: correct; black: error) of 740 CCT frames at position p3

However, the fact that the first symbols of the CCT frames are correct at position p3,
while others are not, can be attributed to effects that make the phase relation between
the superimposing signals change over time. In fact, a carrier frequency offset (CFO)
between a transmitter and a receiver introduces a phase drift of the received baseband
signal during downconversion, i.e., a continuous change of the phase over time [215].
In a CCT, this effect occurs for each transmitter. Thus, a receiver sees the superposition
of multiple signals whose phases drift according to their respective transmitters’ CFOs,
i.e., the transmitters cause incoherent interference. When both signals are received with
roughly the same power and the phases of both signals become inverted, a deep fade
occurs due to destructive interference. Under this condition, the power of the received
signal is very low, rendering the signal undecodable when it is drowned out by noise.
Moreover, the phases of both signals continuously rotate relative to each other at the
pace of the relative CFO between the two transmitters, which causes a beating effect, i.e.,
recurring periods of constructive and destructive interference.

The reception performance at position p3 is investigated further with an ALIX system
that exposes the demapping of the OFDM symbols of an IEEE 802.11 Non-HT PPDU.
Figure 11 shows which OFDM symbols are demapped correctly (white) and which
OFDM symbols cause errors (black) for 740 CCT frames. Most frames are correctly
received at the beginning but have OFDM symbol errors after a short time, followed by
alternating phases of correct reception and OFDM symbol errors. This finding supports
the explanation that the symbol errors are introduced by the CFO between the two
transmitters n2 and n3. Further, correct reception occurs about every 150 OFDM symbols,
which translates to a periodicity of roughly 600 µs, indicating a CFO of about 1660 Hz.
This CFO makes the signal-to-interference-plus-noise ratio (SINR) oscillate between
two levels that correspond to periods of useful interference and disturbing interference.
Note, however, that the useful interference is not necessarily constructive and that the
disturbing interference is not necessarily destructive since the phases of the senders
are not ensured to be aligned at the start of the CCT. Instead, the periods of useful
interference resemble the state of the phase relation between the transmitters at the
beginning of the frame, which is rather random, so that equalization with the channel
estimates obtained from the legacy long training field (L-LTF) (see Section 2.4.2) relocates
the received symbols back to their original in-phase quadrature (IQ) constellation points.
Conversely, the disturbing interference displaces the received symbols in the IQ plane,
so that the symbols may be demapped incorrectly after equalization.
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The experimental study shows that time synchronization is not sufficient to reliably
enable CCT with an OFDM-based IEEE 802.11 PHY. The decodability of a CCT frame
rather depends on several factors, such as the TO and the CFO between the transmitters
as well as the frame length, the MCS and noise. In the following, an in-depth study of
the combined effects of these factors is provided to foster a deeper understanding of CCT
with both the IEEE 802.11 DSSS PHY and the OFDM-based IEEE 802.11 Non-HT PHY.

3.2 CCT System Model

This section introduces a PHY-independent CCT system model to examine the impact of
the interference in a CCT with two transmitters. This model is subsequently employed
for an analysis of CCT with the IEEE 802.11 DSSS PHY in Section 3.3 and for an analysis
of CCT with the OFDM-based IEEE 802.11 Non-HT PHY in Section 3.4. A CCT with two
transmitters is the most fundamental case, allowing the carrier frequency offset (CFO),
the time offset (TO) and the phase offset (PO) between the concurrent transmitters to be
expressed as single quantities. The presented concepts, however, can be generalized to a
larger number of transmitters, as shown in Chapter 6. To specifically expose the effect of
the interference in a CCT, an ideal channel without any further distortions is assumed.
Furthermore, both transmitters are modeled to use the same power, which generates the
strongest possible mutual interference and prevents the capture effect (see Section 2.1.2).

The data portion of a frame is composed of Q successive symbols cq, 0 ≤ q ≤ Q− 1,
as illustrated in Figure 12. These symbols each have a duration Tc, do not overlap, are
defined in the interval [0, Tc[ and are shifted to their respective positions qTc within
a data frame. In the following, the most robust data rate of each PHY is considered,
i.e., 1 Mbit/s for IEEE 802.11 DSSS and 6 Mbit/s for IEEE 802.11 Non-HT (see Table 2).
On the one hand, each DSSS symbol has a duration of Tc = 1 µs and encodes a single bit
of the PHY service data unit (PSDU) by modulating an 11-chip Barker sequence through
differential binary phase-shift keying (DBPSK) [104, Sections 15.4.4.4 and 15.4.4.5] [93].
On the other hand, each OFDM symbol has a duration of Tc = 4 µs and encodes 3 bytes of
the PSDU through binary phase-shift keying (BPSK) with coding rate 1/2 by employing
48 data subcarriers in parallel [104, Sections 17.3.2.3 and 17.3.2.4].

As the channel is assumed to be ideal, the absolute channel gains are equal for both
transmitters. However, each sender introduces a phase shift during upconversion of the
baseband signal to the radio frequency (RF) band, according to the phase of its local carrier
frequency oscillator. Such a phase shift is typically random unless the local oscillator is
disciplined for a specific purpose like beamforming (see Section 2.1.6.2). Similarly, each
transmitter introduces a phase drift, i.e., a continuous phase change, according to its
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CFO with respect to another reference, such as a receiver’s local oscillator, the specified
carrier frequency, or another transmitter. To study the effect of the interference of two
superimposing and identical signals, the signal from the first transmitter is taken as a
reference for the signal from the second transmitter. With this, the TO, the initial PO and
the CFO between the two transmitters are denoted as ∆t, ∆θ and ∆ f , respectively:

s1(t) = 2ℜ
{︄

Q−1

∑
q=0

cq(t− qTc) e j 2π fc t

}︄
(1)

s2(t) = 2ℜ
{︄

Q−1

∑
q=0

cq(t− qTc − ∆t) e j ∆θ e j 2π ( fc +∆ f ) t

}︄

The complex envelope of the superposition of s1(t) and s2(t) is:

cΣ(t) =
Q−1

∑
q=0

cq(t− qTc) + cq(t− qTc − ∆t) e j ∆θ e j 2π ∆ f t (2)

The TO ∆t between the transmitters may result from imperfect time synchronization,
but from a receiver’s perspective, it can also be introduced through different propagation
delays of the respective signals. In practice, wireless communications can achieve a time
synchronization accuracy of about 20 ns [186]. However, in CCT-based network flooding,
time synchronization errors might propagate and grow. The PO ∆θ is the initial phase
relation between the two transmitters. Due to the lack of coherence between uncoupled
oscillators, ∆θ can be modeled as a random variable uniformly distributed in ]−π, π].
The CFO ∆ f results from manufacturing tolerances and jitter of the oscillators. As an
oscillator’s phase and frequency variations are typically rather slow (see Section 2.2.2),
the PO ∆θ and the CFO ∆ f can be assumed to be invariant for the duration of a frame.
Note that a receiver likewise introduces an initial phase shift and a phase drift during
downconversion of the received superimposed RF signal, according to its PO and its
CFO with respect to the reference carrier frequency fc, respectively. These phase changes,
however, are not relevant to study the effects of the interference between the transmitters.

3.3 Analysis of IEEE 802.11 DSSS

An IEEE 802.11 DSSS PPDU consists of a 144-bit PHY preamble, followed by a 48-bit PHY
header and a PSDU (i.e., an MPDU). The PHY preamble comprises a 128-bit SYNC field
with scrambled 1s, followed by a 16-bit start of frame delimiter (SFD) [104, Section 15.3].
While clock recovery is achieved best when receiving all bits from the SYNC field, only
the last eight bits are actually required to train the self-synchronizing descrambler and
to detect the SFD. For this reason, commercial devices are able to detect a valid reception
even if only a certain number of bits from the SYNC field are recovered. Therefore,
a reception can be regarded as successful if all bits starting from a certain index qs ≤ 120
on are correctly received. The segment between the symbols with the indices qs and Q− 1
is subsequently referred to as the sensitive part of the frame. In the following, both cases
with and without a TO between the two transmitters are considered, respectively.
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Figure 13: CCT interference events with IEEE 802.11 DSSS for ∆t = 0 s and ∆ f = 22.2 kHz: all
symbols encode bits such that the polarity of correct and wrong constellation points
is retained. (a) The sensitive part of the frame starts at the symbol with the index qs.
(b) An imminent deep fade may cause a symbol error of the next symbol due to noise.
(c) After the deep fade, a phase jump by π occurs, enforcing a symbol error.

3.3.1 IEEE 802.11 DSSS without TO

With a TO ∆t = 0 s between both signal components of cΣ(t), the corresponding symbols
are exactly aligned with each other, so that no ISI occurs. Still, the amplitude and the
phase of cΣ(t) may change over time due to the effects of the PO ∆θ and the CFO ∆ f .
A DBPSK receiver, however, is robust to a phase drift in a received signal, as each bit is
encoded as a phase change of {0, π} between successive symbols [104, Section 15.4.4.5].
With this, a DBPSK receiver can track the phase drift introduced by a CCT as long as the
signal power is large enough for detection and as long as the effective phase drift of cΣ(t)
introduces phase jumps smaller than ±π

2 between successive symbols. However, these
requirements are violated under the following conditions, as illustrated in Figure 13:

• As both signal components have the same power, they cancel each other when
their phases become inverted with respect to each other, i.e., cΣ(t) is subject to a
deep fade when ∆θ + 2π ∆ f t reaches ±π. Under this condition, the received signal
contains only noise in practice, potentially causing a symbol error. Figure 13b shows
such an event one symbol duration before the interference gets most destructive.

• When ∆θ + 2π ∆ f t crosses ±π, a phase jump by π occurs in cΣ(t). Even if the
symbol affected by the deep fade is received correctly by chance, the phase jump
leads to a symbol error of a subsequent symbol, as indicated in Figure 13c.

• The CFO between a transmitter and a receiver generates a phase drift in the received
baseband signal. To cause a phase jump greater than ±π

2 between two successive
symbols of 1 µs duration, the CFO between transmitter and receiver must be at
least ±250 kHz. The IEEE 802.11 DSSS standard, however, only allows for carrier
frequency deviations of up to 25 parts per million (ppm), i.e., up to ∼±60 kHz in
the 2.4 GHz band [104, Section 15.4.5.6], so that this event should not occur.
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Figure 14: Decodability of a CCT with IEEE 802.11 DSSS for ∆t = 0 s and for a 147-byte PSDU:
the top map shows which combinations of CFO and PO between two transmitters can
be decoded (white area: decodable; black area: error; gray line: theoretical boundary),
whereas the bottom graph shows the FRR after averaging out the PO ∆θ.

Thus, the relative phase shift between both signal components of cΣ(t) must not exceed
±π in the sensitive part of the frame, as the destructive interference would cause symbol
errors due to noise and due to a phase jump by π after the deep fade. Setting ∆t = 0 s in
Equation 2 and shifting the temporal reference to the q-th symbol yields:

cΣ(t; q) = cq(t)
(︂

1 + e j ∆θ + j 2π ∆ f (qTc + t)
)︂

(3)

To avoid a phase inversion, two conditions must be met for ∆ f ≥ 0 Hz and ∀ k ∈ Z:

∆θ + 2π ∆ f qs Tc > −π + k · 2π (4)

∆θ + 2π ∆ f Q Tc < π + k · 2π

The parameter combinations that satisfy these conditions for k = 0 are enclosed
between two gray lines in the top map of Figure 14, representing the boundaries for
a PSDU size of 147 bytes, i.e., for a PPDU with Q = 1368, and for qs = 120. This result
is validated through a simulation that generates CCT frames with parameter sweeps of
the PO ∆θ and the CFO ∆ f by means of a software encoder/decoder for IEEE 802.11 DSSS.
The superimposed CCT signal is fed through an additive white Gaussian noise (AWGN)
channel that maintains an excellent signal quality at a signal-to-noise ratio (SNR) of 30 dB.
The noisy CCT signal is fed to the software decoder. Successful receptions are depicted
as a white region in the top map of Figure 14 and match perfectly with the analytical
result enclosed in gray lines. Further, the decodable region is point-symmetric to the
origin as a sign inversion of the CFO ∆ f reverses the inequality relations in Equation 4.
The maximum tolerable CFO ∆ fmax is at the intersection of both resulting boundaries.
Using an infinitesimally small ϵ ∈ R yields:

∆ fmax =
1

Tc(Q− qs)
− ϵ (5)
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However, a CCT frame with ∆ f = ∆ fmax is only decodable for one specific value of
the PO ∆θ, while all other PO values lead to a phase inversion within the frame and thus
to a decoding error. As the PO ∆θ can be assumed to be uniformly distributed in ]−π, π]
in practice, it can be averaged out to get the probability Pr(∆ f ) of correct reception,
or the frame reception rate (FRR), as shown in the bottom graph of Figure 14:

Pr(∆ f ) =

{︄
1− (∆ f /∆ fmax) , 0 ≤ ∆ f ≤ ∆ fmax

0 , else
(6)

3.3.2 IEEE 802.11 DSSS with TO

The IEEE 802.11 DSSS PHY applies an 11-chip Barker code as a spreading sequence,
the phase of which is modulated through DBPSK for a data rate of 1 Mbit/s or through
differential QPSK (DQPSK) for a data rate of 2 Mbit/s [104, Sections 15.4.4.4 and 15.4.4.5].
An IEEE 802.11 DSSS decoder employs a despreading circuit that detects the equidistant
occurrences of the Barker code in a received signal through a matched filter. Further,
it extracts the phase values at these positions and uses their relative phase shifts for
demodulation according to the applied DBPSK or DQPSK modulation scheme.

Since the off-peak auto-correlation coefficients γk of a Barker code are by definition
minimal, i.e., |γk| ≤ 1 ∀ k ∈ {x | x ∈ Z, 1 ≤ x < 11} [93], two IEEE 802.11 DSSS signals
with an absolute TO ∆t greater than the chip duration Tp = 1

11 µs = 90.90 ns are almost
uncorrelated to each other. In this case, a receiver can lock its despreading circuit to one
of the two signal components of cΣ(t), while the other signal component disturbs the
reception only marginally. Further, such a reception is mostly unaffected by other factors
like the PO ∆θ and the CFO ∆ f , as the time-shifted signals remain highly uncorrelated
also under the influence of these factors. However, if the TO ∆t is equal to a multiple of
the symbol duration Tc = 1 µs, the Barker codes within the two signal components are
aligned with each other. In this case, the spreading sequences correlate highly, and since
they encode different data, they cause distorting interference. Consequently, an even
further increasing TO periodically leads to decoding errors at ∆t = k Tc, k ∈ Z \ {0},
while the reception is only marginally distorted in between.

3.3.3 CCT Testbed Experiments with IEEE 802.11 DSSS

To validate the results of the analysis for the IEEE 802.11 DSSS PHY also in practice, the
CCT frame reception capability of commercial devices is assessed in testbed experiments.
To this end, IEEE 802.11 DSSS data frames are generated with the C-based software
encoder that is also used in the simulation. The generated IQ samples are transferred to
a Wireless Open Access Research Platform (WARP) v3 software-defined radio (SDR) [246]
via Ethernet by means of WARPLab [250]. The WARP SDR transmits a data frame as
a CCT with specific parameter combinations of the TO ∆t, the PO ∆θ and the CFO ∆ f .
These factors can be precisely tuned in software as a WARP SDR drives its radio interfaces
coherently through common RF and sampling clocks (see Section 2.2.3).

The CCT experiments are conducted automatically with complete parameter sweeps
across all combinations of the factors ∆t, ∆θ and ∆ f within specific parameter ranges
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Figure 15: FRR of AR928X for CCT of a 140-byte PSDU with IEEE 802.11 DSSS: ∆ f × ∆θ
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Figure 16: FRR of BCM4339 for CCT of a 140-byte PSDU with IEEE 802.11 DSSS: ∆ f × ∆θ

and with constant step sizes. To facilitate the calculation of the FRR, 100 frames are
transmitted for each parameter combination. The encoder writes the respective parameter
values into the MSDU of each frame, besides a logical link control (LLC) header and
padding data. With this method, a receiver can extract the parameter values of correctly
received frames, so the FRR can be calculated for all covered parameter combinations.
The MSDU length is 112 bytes and the PSDU length is 140 bytes (see Section 2.4.7).

To reduce the chance of collisions with other devices, the CCT frames are transmitted
on channel 14 [104, Section 15.4.4.3], the use of which is only allowed with a license in
Germany. Additionally, each CCT frame is preceded with a request to send (RTS) frame to
block other devices. Both signals of a CCT are mixed and transmitted via a single antenna
to ensure equal power levels of both signals at multiple receivers. This causes the highest
possible amount of interference, inhibiting the capture effect optimally (see Section 2.1.2).
Several receivers are placed in an office environment and are operated in monitor mode
to record CCT frame receptions for offline evaluation. The receivers are notebooks with
an Atheros AR928X wireless network adapter and Nexus 5 smartphones with a Broadcom
BCM4339 chip. The monitor mode is enabled on the Nexus 5 smartphones by means of
the firmware patching framework Nexmon [204].

Figure 15 and Figure 16 show the FRRs of the two device types for the combined effects
of the CFO ∆ f and the PO ∆θ at different levels of the TO ∆t, respectively. For ∆t = 0 s,
the shapes of the decodable regions in Figure 15a and Figure 16a match with the results
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Figure 17: FRR of Atheros AR928X for CCT with IEEE 802.11 DSSS: ∆t× ∆ f
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Figure 18: FRR of Broadcom BCM4339 for CCT with IEEE 802.11 DSSS: ∆t× ∆ f

in Figure 14 obtained through analysis and simulations, including the value for ∆ fmax.
For larger values of ∆t, the FRRs increase due to the minimal off-peak auto-correlation of
the Barker code that is employed as spreading sequence by the IEEE 802.11 DSSS PHY,
as explained in Section 3.3.2. Figure 16b shows that the BCM4339 chip achieves a high
FRR for all parameter combinations of ∆θ and ∆ f immediately at ∆t = 25 ns, whereas
the AR928X adapter reaches this characteristic at ∆t = 75 ns, as shown in Figure 15d.
The observed differences between AR928X and BCM4339 might be due to different
sampling rates and signal processing algorithms. Still, different devices of the same type
all exhibit almost identical characteristics in this experiment.

When the TO is a multiple of a DSSS symbol duration, i.e., ∆t = k Tc, k ∈ Z \ {0},
the spreading sequences of two differing symbols are aligned with each other at a time,
leading to distorting interference, as explained in Section 3.3.2. This characteristic is
confirmed through another testbed experiment that assesses the FRR over combined
parameter sweeps of the TO ∆t and the CFO ∆ f while the PO ∆θ is drawn randomly.
In Figure 17a and in Figure 18a, the described decoding errors are visible as vertical
black lines. Figure 17b and Figure 18b provide a more detailed view of the center and
show that the FRR decreases for an increasing absolute CFO at ∆t = 0 s, in accordance
with the characteristic of the analysis and the simulation shown in the bottom graph of
Figure 14. However, the darker regions between the vertical black lines in Figure 18a and
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in Figure 18b are not explained by the model and would necessitate an analysis of the
specific algorithms running on the BCM4339 chip, which are not disclosed by the vendor.

To validate the dependency of the FRR on the frame length and the CFO ∆ f at ∆t = 0 s,
another testbed experiment is conducted in which the PO is fixed to ∆θ = 0 and two
different MSDU sizes of 12 bytes and 112 bytes are employed, corresponding to PSDU
sizes of 40 bytes and 140 bytes, respectively. The experiment comprises parameter sweeps
of the TO ∆t and the CFO ∆ f with reduced step sizes of 25 ns for ∆t and 100 Hz for ∆ f
to increase the resolution in the center of the map. As the PO is fixed to ∆θ = 0, the second
inequality of Equation 4 must be used to determine the condition of a phase inversion.
For a PSDU size of 40 bytes, Equation 4 predicts a tolerable CFO of |∆ f | ≤ 976 Hz.
Figure 17c and Figure 18c show the FRR for the AR928X adapter and the BCM4339
chip, respectively, and confirm that a CFO of |∆ f | ≤ 900 Hz can be tolerated by both
devices at ∆t = 0 s, whereas a CFO exceeding |∆ f | ≥ 1000 Hz leads to decoding errors.
For a PSDU size of 140 bytes, Equation 4 predicts a tolerable CFO of |∆ f | ≤ 381 Hz.
Figure 17d and Figure 18d confirm that both device types tolerate a CFO of |∆ f | ≤ 300 Hz
but fail to decode frames with a CFO of |∆ f | ≥ 400 Hz. Also note that the vertical black
lines at ∆t = 0 s are much wider for the AR928X adapter than for the BCM4339 chip,
which is also reflected in Figure 15 and Figure 16. However, these differences between the
two device types are due to implementation details that are not disclosed by the vendors.

In the previous experiments, both CCT signal components are mixed and sent on
a single antenna to ensure that their power levels are equal at all receivers. With this,
the characteristics of the two different device types can be compared to the results
from the analytical model and the simulation. In particular, for ∆t = k Tc, k ∈ Z \ {0},
the capture effect cannot be exploited since the spreading sequences of the two signal
components of cΣ(t) are aligned with each other, encoding different symbols at a time.
However, if the two signal components are transmitted with the same power over separate
antennas, they propagate along different paths and may arrive at a receiver with slightly
different power levels. In this case and for ∆t = 0 s, the stronger signal component
is not completely canceled by the weaker one when their phases become inverted.
Furthermore, the phase jumps of the received signal are smaller than the worst case
illustrated in Figure 13. With this, an IEEE 802.11 DSSS decoder may still be able to lock
its despreading circuit to the stronger signal component and decode the symbols affected
by the interference while tracking the phase of the received signal.

To validate the occurrence of the capture effect for CCTs with IEEE 802.11 DSSS in
practical scenarios, another CCT testbed experiment is conducted in which two identical
signals are transmitted with the same power via two separate antennas. Figure 19 shows
the corresponding FRR maps of four devices for the combined parameter sweeps of ∆t
and ∆ f . Figure 19c exhibits vertical gray lines, indicating that this receiver is distorted
at ∆t = k Tc, k ∈ Z. The other receivers do not exhibit this pattern, indicating that the
two signal components arrive with slightly different power levels, so that these receivers
can exploit the capture effect, respectively. The FRR map of another AR928X device
looks similar to Figure 19b and is not shown. Likewise, the high reception rates for
IEEE 802.11 DSSS in Figure 10b can also be attributed to the capture effect.
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Figure 19: FRR for CCT of a 40-byte PSDU via two antennas with IEEE 802.11 DSSS: ∆t× ∆ f

3.4 Analysis of IEEE 802.11 Non-HT OFDM

This analysis considers two cases under which a CCT with the OFDM-based IEEE 802.11
Non-HT PHY can be decoded correctly. First, Section 3.4.1 explores the conditions under
which no symbol errors occur in a CCT with otherwise excellent channel conditions.
In this case, a frame can be decoded without utilizing forward error correction (FEC).
Second, Section 3.4.2 investigates the decodability of a CCT when FEC is effective.
To this end, the signal processing algorithms of a receiver are analyzed as a function of
the CCT parameters in order to identify parameter regions with a moderate amount of
symbol errors that can be corrected through FEC by means of the convolutional code
of the IEEE 802.11 Non-HT PHY. Finally, Section 3.4.3 validates the analytical results in
testbed experiments with WARP SDRs [246] and with commodity IEEE 802.11g devices.

3.4.1 IEEE 802.11 Non-HT OFDM without Symbol Errors

An IEEE 802.11 Non-HT frame starts with a preamble consisting of a legacy short
training field (L-STF) and a legacy long training field (L-LTF), according to the format
described in Section 2.4.2 [104]. The L-STF and the L-LTF each last 8 µs, so that the total
duration of the PHY preamble amounts to the duration of four regular OFDM symbols.
Contrary to the analysis of the IEEE DSSS PHY in Section 3.3, this analysis assumes that
the entire IEEE 802.11 Non-HT PHY preamble is required for a correct frame reception.
This is because a receiver employs the L-STF to detect an incoming frame on its RF
interface and to perform other tasks like automatic gain control (AGC) (see Section 2.4.3).
To model an IEEE 802.11 Non-HT PPDU as a sequence of OFDM symbols of duration Tc,
this analysis describes the PHY preamble as four pseudo OFDM symbols with the indices
q = {0, 1, 2, 3} that prepend the L-SIG and the DATA OFDM symbols (see Section 2.4.2).
Starting with the PHY-independent CCT system model from Section 3.2 and changing
the temporal reference of Equation 2 to the q-th symbol yields:

cΣ(t; q) = cq(t) + cq(t− ∆t) e j ∆θ e j 2π ∆ f (qTc + t) (7)

Applying a Fourier transform with the first signal component as the reference yields:

F{cΣ}( f ; q) = CΣ( f ; q) = Cq( f ) + Cq( f − ∆ f ) e j ∆θ e−j 2π f ∆t e j 2π ∆ f (qTc +∆t) (8)
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As the CFO ∆ f between both transmitters can be assumed to be very small compared to
the subcarrier spacing, i.e., ∆ f ≪ 312.5 kHz, intercarrier interference (ICI) is subsequently
neglected for the sake of simplicity: Cq( f − ∆ f ) ≃ Cq( f ). Furthermore, f is replaced
by the discrete frequency of an OFDM subcarrier with index n: f = n

NTs
, where Ts is

the sample duration and N is the length of the fast Fourier transform (FFT). Note that
with an RF channel bandwidth of 20 MHz, many systems operate at a sampling rate of
20 megasamples per second (MS/s), for which the corresponding values are Ts = 50 ns
and N = 64. The spectrum of the received complex envelope can be rewritten as:

CΣ(n; q) ≃ Cq(n)
[︂
1 + e j ∆θ e−j 2π n

NTs ∆t e j 2π ∆ f (qTc +∆t)
]︂

(9)

The spectrum Cq(n) of the q-th OFDM symbol is multiplied by a factor M(n; q) that
incorporates the TO ∆t, the PO ∆θ and the CFO ∆ f between the two senders of the CCT:

M(n; q) = 1 + e j (∆θ− 2π n
NTs ∆t+ 2π ∆ f (qTc +∆t)) (10)

To avoid a phase inversion between both senders, which would lead to a deep fade and
thus to symbol errors, the following conditions must be met for ∆ f ≥ 0 Hz and ∀ k ∈ Z:

∆θ − 2π
n

NTs
∆t + 2π ∆ f ∆t > −π + k · 2π (11)

∆θ − 2π
n

NTs
∆t + 2π ∆ f (Q Tc + ∆t) < +π + k · 2π

Note that only the second summand of the exponent in Equation 10 depends on the
subcarrier index n. This term describes a phase shift that is proportional to the subcarrier
index and to the TO ∆t. Thus, a TO ∆t ̸= 0 introduces a phase slope across all subcarriers
in the second signal component of CΣ(n; q). As the above conditions must be met for all
subcarriers simultaneously, the region of correct decoding is determined for k = 0 as:

−π + 2π
nmax

NTs
∆t− 2π ∆ f ∆t < ∆θ (12)

∆θ < π + 2π
nmin

NTs
∆t− 2π ∆ f (Q Tc + ∆t)

The subcarrier indices nmax and nmin are the outermost OFDM subcarriers and take values
nmax = −nmin = 26 for the IEEE 802.11 Non-HT PHY [104, Section 17.3]. By eliminating
the PO ∆θ and by using an infinitesimally small ϵ ∈ R, the maximum tolerable CFO is:

∆ fmax =
1− nmax−nmin

NTs
∆t

Q Tc
− ϵ (13)

As ∆ f ≥ 0 Hz holds since Equation 11, the following condition must also be fulfilled:

nmax − nmin

NTs
∆t < 1 (14)

Thus, there is a TO ∆tmax that must not be exceeded in order to determine a maximum
tolerable CFO ∆ fmax through Equation 13. In particular, Equation 14 ensures that the
phase shift caused by the second summand of the exponent in Equation 10 is contained
within ±π for all subcarriers. With this, Equation 14 is independent of the frame length.
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With nmax = −nmin = 26, N = 64 and Ts = 50 ns, according to the IEEE 802.11 Non-HT
PHY with an RF channel bandwidth of 20 MHz at 20 MS/s, the maximum TO ∆tmax is:

∆tmax ≈ 61.5 ns (15)

This result reveals that the time synchronization requirement for a CCT with two senders
using the IEEE 802.11 Non-HT PHY is quite strict when symbol errors should be avoided.
In fact, it allows only for a time synchronization error of ±1 sample at a sampling rate
of 20 MS/s. Note that this limitation solely results from the requirement that the phase
difference between the outermost subcarriers should not exceed 2π for the second sender.

While a CCT without symbol errors is theoretically still possible for ∆t > ∆tmax, it is
unlikely to occur in practice. This is because when ∆t > ∆tmax, the OFDM subcarriers are
fanned out into all angular directions in the second signal component of CΣ(n; q), so that
there is either at least one subcarrier on which a phase inversion occurs immediately or
there are at least two subcarriers in between of which a phase inversion would occur.
Thus, when the subcarriers drift due to a CFO, the time span until a deep fade occurs on
any of the 52 subcarriers is very small. Still, a receiver may recover a frame through FEC
in this case, as subsequently discussed in Section 3.4.2.

In contrast to these considerations on imperfect time synchronization, ∆ fmax reaches
its maximum when both senders are perfectly synchronized in time, i.e., at ∆t = 0 s:

∆ fmax

⃓⃓⃓
∆t=0 s

=
1

Q Tc
− ϵ (16)

Note that this result is similar to the result of the analysis of the IEEE 802.11 DSSS PHY
in Equation 5 with the difference that the parameter qs is not included in Equation 16
since all OFDM symbols are considered to be required for a correct frame reception.

Furthermore, when ∆ f = ∆ fmax and ∆t = 0 s, the conditions in Equation 12 hold
only when ∆θ is within an infinitesimally small interval at ∆θ = −π + ϵ. This interval
of valid values for ∆θ grows towards +π for smaller values of ∆ f . Note that a similar
relation also exists in the analysis of the IEEE 802.11 DSSS PHY presented in Section 3.3.
For ∆t = 0 s, the phases of all subcarriers are aligned with each other, so that a deep fade
during a phase inversion between both senders affects all subcarriers simultaneously.
Given that many symbol errors occur within an affected OFDM symbol in such an event,
it is very unlikely that the FEC of a receiver can recover the frame without bit errors.
Taking these considerations into account and under the assumption that the PO ∆θ

is uniformly distributed in ]−π, π] in practice, the probability Pr(∆ f ) of a correct frame
reception, i.e., the expected FRR, is in analogy to Equation 6:

Pr(∆ f )
⃓⃓⃓
∆t=0 s

=

{︄
1− (∆ f /∆ fmax) , 0 ≤ ∆ f ≤ ∆ fmax

0 , else
(17)

The probability of correct frame reception Pr(∆ f ) reaches 100 % in case of both perfect
time and perfect frequency synchronization. Still, this result is obtained from an idealized
model that does not take noise into account. In practice, a CCT signal with ∆t = 0 s,
∆ f = 0 Hz and a little noise would attain a low SNR for values of ∆θ close to ±π,
effectively reducing the average FRR. Note that the phase of the second transmitter can
theoretically be aligned to the phase of the first transmitter, like in beamforming systems.
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Figure 20: IEEE 802.11 Non-HT CCTs with Q = 53, ∆t = 0 s, ∆ f = ⌊∆ fmax⌋, AWGN at 30 dB SNR

Still, such a phase synchronization causes a significant amount of signaling overhead in
practice (see Section 2.1.6.2) and is thus considered infeasible in the context of this work.
Furthermore, the two signal components would typically arrive with slightly different
power levels in practice, so that the interference caused through a phase inversion would
not be completely destructive, which increases the chance of a correct frame reception.

Figure 20 illustrates by means of a Matlab simulation how the interference in a CCT
with two senders affects an IEEE 802.11 Non-HT frame reception under the condition
of perfect time synchronization, i.e., for ∆t = 0 s. The Matlab simulation generates
an IEEE 802.11 Non-HT frame through a custom PHY implementation, applies the CCT
parameters ∆t, ∆θ and ∆ f to a copy of the generated baseband signal, mixes both signals,
applies AWGN at an SNR of 30 dB and feeds the noisy signal to the corresponding
IEEE 802.11 Non-HT decoder. In this example, the frame contains an MSDU of 112 bytes,
amounting to a PSDU of 140 bytes in accordance with the practical testbed experiments
subsequently presented in Section 3.4.3. Further, with MCS 0 (i.e., with a PHY data rate
of 6 Mbit/s, see Table 2), the total number of OFDM symbols is Q = 53, including
the pseudo symbols for the PHY preamble. According to Equation 13, the CFO between
both transmitters is set to ∆ f = ⌊∆ fmax⌋ = 4716 Hz.
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In a first simulation example, the PO is set to ∆θ = −0.99π, a value approximately at
the beginning of the small interval of valid values for ∆θ in accordance with Equation 12.
Figure 20a shows a scatter diagram with the symbol traces of the four pilot subcarriers
after reverting the polarity of their fixed BPSK-modulated sequence [104, Section 17.3.5.10].
The PHY preamble is represented by four pseudo symbols with a regular OFDM symbol
duration Tc = 4 µs, shown as three dots and an upward pointing triangle, respectively.
Particularly the first two pseudo symbols have to be considered as approximations of the
L-STF location, as the L-STF does not employ these pilot subcarriers (see Section 2.4.2).
Further, the fourth pseudo symbol corresponds to the second half of the L-LTF and is
marked with an upward pointing triangle for each pilot subcarrier since it is considered
as the reference for the phase tracking mechanism and for channel estimation in the
following analysis in Section 3.4.2. The subsequent SIGNAL and DATA OFDM symbols
are shown as crosses, while the last OFDM symbol is shown as a downward pointing
triangle. The symbol traces of the pilot subcarriers start directly below the origin (0 + 0j),
i.e., the interference is destructive. They drift counterclockwise around the point (1 + 0j),
which corresponds to the contribution of the first signal component. In the middle of
the frame, the pilot symbols are located around the point (2 + 0j), corresponding to
constructive interference, i.e., the phases of both transmitters are aligned. Finally, all four
symbol traces end directly above the origin (0 + 0j) without crossing it.

Figure 20b shows the waveform of the magnitude of the corresponding CCT frame.
The signal power is apparently very low at the beginning and at the end of the frame,
whereas it reaches its maximum in the middle of the frame. These signal power variations
are due to the alternating effects of destructive and constructive interference. In the
shown example, all OFDM symbols are correctly decoded except for the last one, which
is subject to symbol errors on 14 out of 48 data subcarriers. Still, simulation runs with
the same parameter settings without AWGN can be decoded without symbol errors.
Furthermore, CCT frames with AWGN at 30 dB SNR can be consistently received without
symbol errors when the CFO ∆ f is slightly smaller and when the PO ∆θ is slightly larger.
These findings indicate that the stated values of ∆ f and ∆θ are indeed the edge case for
the decodability of a CCT frame with the length Q = 53.

In a second simulation example, the PO is set to ∆θ = 0, which is well outside of the
interval of valid values for ∆θ. Figure 20c shows that the symbol traces of the four pilot
subcarriers start directly at the point (2 + 0j), where the interference is most constructive.
Then, they drift counterclockwise around the point (1 + 0j), as in the first example.
However, in this example, the symbol traces pass through the origin (0 + 0j), where the
frame becomes subject to a deep fade due to destructive interference. Finally, the symbol
traces end directly below the point (2 + 0j). In this example, all OFDM symbols are
received without symbol errors except for the OFDM symbol with index q = 26, which
has 19 symbol errors due to the deep fade, leading to bit errors and frame loss. Note that
the concentration of symbol errors in a single OFDM symbol can be attributed to the
exact time synchronization since the phases of all subcarriers are aligned with each other
in accordance with the second summand of the exponent in Equation 10. This relation is
also reflected in Figure 20d as a very low signal magnitude in the middle of the frame.
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3.4.2 IEEE 802.11 Non-HT OFDM with FEC

Since the IEEE 802.11 Non-HT PHY employs a convolutional code for forward error
correction (FEC), a receiver can potentially decode a corresponding CCT frame without
bit errors also in CCT parameter regions that cause a moderate amount of symbol errors.
In particular for ∆t > ∆tmax (see Equation 15), the 52 OFDM subcarriers of the second
signal component of CΣ(n; q) are fanned out into all angular directions. While a CFO still
causes constructive and destructive interference in alternation in this case, a deep fade
occurs just on one or a few subcarriers at a time, in contrast to the case of perfect time
synchronization discussed in Section 3.4.1. Thus, the deep fade events are spread across
several OFDM symbols, opening up the chance for correct decoding through FEC.

The capability of a receiver to cope with symbol errors through FEC depends on two
factors. First, a lower coding rate improves the robustness of a receiver against symbol
errors, at the expense of a lower PHY data rate. The IEEE 802.11 Non-HT PHY employs
the coding rates 1/2, 2/3 and 3/4 for the different MCS indices, as listed in Table 2.
Second, the employed decoding algorithm and its configuration also have an influence on
the error correction capability. While the IEEE 802.11 standard recommends the Viterbi
algorithm for convolutional decoding [104, Section 17.3.5.6], this recommendation is not
binding, so that commercial products may potentially implement also other algorithms.
Particularly suboptimal decoding algorithms may achieve a better decoding complexity
while they do not always provide the maximum-likelihood decision [158, Section 12.8].
Further, the Viterbi algorithm itself allows for variations in terms of hard-decision vs.
soft-decision decoding [158, Section 12.3]. Moreover, due to the structure of convolutional
coding, it is generally difficult to give an exact figure for the fraction of errors that can be
corrected even with a specific decoding algorithm [158, Section 12.5].

Despite these complications, this analysis investigates how the CCT parameters PO ∆θ,
CFO ∆ f and TO ∆t as well as the number of OFDM symbols Q affect the decodability of
a CCT frame when FEC is effective. To this end, this analysis identifies the conditions
in a CCT that cause symbol errors at a receiver. First, the phase tracking mechanism is
analyzed since it alters the phase values of received symbols as a function of the OFDM
symbol index. Then, also other mechanisms that affect the phase values of received
symbols are taken into account to systematically identify conditions that cause symbol
errors throughout a CCT. Subsequently, Section 3.4.3 validates the results of this analysis
through practical testbed experiments with commodity IEEE 802.11g devices.

3.4.2.1 Analysis of the Phase Tracking Mechanism

This section analyzes the effect of a CCT on the phase tracking mechanism, which is
required for the following analysis in Section 3.4.2.2 to study the cause of symbol errors.
The IEEE 802.11 Non-HT PHY has four pilot subcarriers at the indices −21, −7, 7 and 21
on which a transmitter sends a fixed BPSK-modulated sequence [104, Section 17.3.5.9].
These pilot subcarriers allow a receiver to track the phase of received OFDM symbols, i.e.,
to estimate the so-called common phase error (CPE) for each OFDM symbol. The term
common reflects that the CPE applies equally for all subcarriers of an OFDM symbol [263].
A CPE may occur due to a residual CFO of a received baseband signal, even after CFO
estimation and correction by means of the PHY preamble (see Section 2.4.4). A receiver
usually corrects the CPE of each OFDM symbol before demapping and decoding.
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To estimate the CPE of an OFDM symbol, receiver implementations typically multiply
the contained pilot symbols with the complex conjugates of the corresponding channel
coefficients from the L-LTF and extract the phase from the sum of these values [150, 263].
With a set of pilot subcarrier indices P and an OFDM symbol index r of the reference
OFDM symbol for channel estimation, the estimated CPE of the q-th OFDM symbol is:

ψ̂(q; r) = arg

(︄
∑
n∈P

Cq(n) · C∗r (n)
)︄

(18)

This procedure essentially improves the robustness of the CPE estimation against noise,
as the contribution of each subcarrier is proportional to the square of its magnitude,
unless its magnitude fades over time. Also note that in case of a fading channel, the
multiplication of a received symbol Cq(n) with C∗r (n) does not recover the magnitude of
the value originally sent on subcarrier n, contrary to channel equalization methods for
data subcarriers, like zero-forcing or minimum mean square error (MMSE) [218].

In the following analysis, the set of pilot subcarrier indices is P = {−21,−7, 7, 21} in
accordance with the IEEE 802.11 Non-HT PHY. Further, the reference OFDM symbol for
channel estimation is assumed at index r = 3, pointing to the second half of the L-LTF.
For a CCT with an ideal channel and with two senders, the OFDM symbols Cq(n) in
Equation 18 have to be replaced by the OFDM symbols CΣ(n; q) from Equation 9. By using
the factor M(n; q) from Equation 10 and by considering that the symbols Cq(n) on a pilot
subcarrier n ∈ P are identical ∀ q ∈ {0, 1, ..., Q− 1} after reverting the polarity of the
fixed BPSK-modulated sequence [104, Section 17.3.5.10], Equation 18 can be rewritten as:

ψ̂(q; r) = arg

(︄
∑
n∈P

CΣ(n; q) · C∗Σ(n; r)

)︄
(19)

= arg

(︄
∑
n∈P
|Cr(n)|2 ·M(n; q) ·M∗(n; r)

)︄

= arg

(︄
∑
n∈P

M(n; q) ·M∗(n; r)

)︄

With this, the estimated CPE ψ̂(q; r) is expressed as a function of M(n; q), which contains
the CCT parameters ∆θ, ∆ f and ∆t. The product in the sum can be rewritten as:

˜︁M(n; q, r) = M(n; q) ·M∗(n; r) (20)

= 1 + e j 2π ∆ f (q−r) Tc + e j (∆θ− 2π n
NTs ∆t+ 2π ∆ f (qTc+∆t)) + e−j (∆θ− 2π n

NTs ∆t+ 2π ∆ f (rTc+∆t))

Adding the contributions of pilot subcarriers with oppositely signed indices yields:

˜︁M±(n; q, r) = ˜︁M(n; q, r) + ˜︁M(−n; q, r) (21)

= 2 + 2 · e j 2π ∆ f (q−r) Tc

+ e j (∆θ + 2π ∆ f (qTc+∆t)) ·
[︂
e j 2π n

NTs ∆t + e−j 2π n
NTs ∆t

]︂
+ e−j (∆θ + 2π ∆ f (rTc+∆t)) ·

[︂
e j 2π n

NTs ∆t + e−j 2π n
NTs ∆t

]︂
= 2 + 2 · e j 2π ∆ f (q−r) Tc

+ 2 · cos
(︃

2π
n

NTs
∆t
)︃
·
[︂
e j (∆θ + 2π ∆ f (qTc+∆t)) + e−j (∆θ + 2π ∆ f (rTc+∆t))

]︂
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The cumulative phase shift of the second signal component of CΣ(n; q) with respect to its
phase at the reference OFDM symbol with index r is subsequently defined as:

β
q
r = 2π ∆ f (q− r) Tc (22)

Substituting the OFDM symbol index q in Equation 21 according to Equation 22 yields:

˜︁M±(n; q, r) = 2 + 2 · e j β
q
r + 2 · cos

(︃
2π

n
NTs

∆t
)︃

·
[︂
e j (∆θ + β

q
r + 2π ∆ f (rTc+∆t)) + e−j (∆θ + 2π ∆ f (rTc+∆t))

]︂
= 2 · e j β

q
r

2 ·
[︃

e−j β
q
r

2 + e j β
q
r

2

]︃
+ 2 · cos

(︃
2π

n
NTs

∆t
)︃

· e j β
q
r

2 ·
[︄

e
j
(︃

∆θ +
β

q
r

2 + 2π ∆ f (rTc+∆t)
)︃
+ e

−j
(︃

∆θ +
β

q
r

2 + 2π ∆ f (rTc+∆t)
)︃]︄

= e j β
q
r

2 · 4 ·
[︄

cos
(︃

β
q
r

2

)︃
+ cos

(︃
2π

n
NTs

∆t
)︃

(23)

· cos
(︃

∆θ +
β

q
r

2
+ 2π ∆ f (rTc + ∆t)

)︃]︄
This result reveals that the metric of the phase tracking mechanism for a pair of subcarriers
with oppositely signed indices is a phase shift by β

q
r /2 scaled by a real-valued factor:

˜︁M±R(n; q, r) = 4 ·
[︄

cos
(︃

β
q
r

2

)︃
´¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¸¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¶
ma(∆ f , q; r)

+ cos
(︃

2π
n

NTs
∆t
)︃

´¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¸¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¶
mb(∆t; n)

· cos
(︃

∆θ +
β

q
r

2
+ 2π ∆ f (rTc + ∆t)

)︃
´¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¸¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¶

mc(∆θ, ∆ f , ∆t, q; r)

]︄
(24)

Note that ˜︁M±R(n; q, r) ≥ 0 holds for β
q
r = 0, i.e., for the reference OFDM symbol with the

index q = r. For larger values of q, the summand ma(∆ f , q; r) in Equation 24 decreases
from one at β

q
r = 0 to zero at β

q
r = π. Therefore, the real-valued factor ˜︁M±R(n; q, r)

has a positive bias for β
q
r ∈ ]0, π[, but it may still become negative for specific CCT

parameter combinations due to the second summand mb(∆t; n) ·mc(∆θ, ∆ f , ∆t, q; r) in
the square brackets of Equation 24. Note that the CCT parameters ∆θ, ∆ f and ∆t are
listed as the primary arguments of the three components ma(∆ f , q; r), mb(∆t; n) and
mc(∆θ, ∆ f , ∆t, q; r) to facilitate the subsequent analysis.

For CCT parameter combinations that produce a positive real-valued factor ˜︁M±R(n; q, r),
the phase of the metric ˜︁M±(n; q, r) is β

q
r /2 throughout the entire frame, i.e., the phase

of ˜︁M±(n; q, r) drifts at half of the speed of the CFO ∆ f between the two transmitters.
Contrary, for CCT parameter combinations with a negative ˜︁M±R(n; q, r), a deep fade
occurs in ˜︁M±(n; q, r) on an OFDM symbol with an index from r to q, causing a phase
jump by π after the deep fade, as represented by the negative sign of ˜︁M±R(n; q, r).

Since the IEEE 802.11 Non-HT PHY employs four pilot subcarriers with the indices
P = {−21,−7, 7, 21}, the overall phase tracking metric given in Equation 19 can be
rewritten as a phase shift by β

q
r /2 scaled by the sum of two real-valued factors:

ψ̂(q; r) = arg

(︄
∑
n∈P

˜︁M(n; q, r)

)︄
= arg

(︃
e j β

q
r

2 ·
[︂ ˜︁M±R(7; q, r) + ˜︁M±R(21; q, r)

]︂)︃
(25)



72 Analysis

−2.343 13.657

−2 0 2 4 6 8 10 12

−1.172 6.828

−1 0 1 2 3 4 5 6

−1.172 6.828

−1 0 1 2 3 4 5 6

0 200 400 600 800
−π

−π
2

0

π
2

π

∆t (ns)

∆
θ

(r
ad

)

(a) ˜︁M±
R
(7; q, r)

0 200 400 600 800
−π

−π
2

0

π
2

π

∆t (ns)
∆

θ
(r

ad
)

(b) ˜︁M±
R
(21; q, r)

0 200 400 600 800
−π

−π
2

0

π
2

π

∆t (ns)

∆
θ

(r
ad

)

(c) ˜︁M±
R
(7; q, r) + ˜︁M±

R
(21; q, r)

Figure 21: Real-valued factor ˜︁M±R(n; q, r) of the phase tracking metric for an IEEE 802.11 Non-HT
CCT with a 140-byte PSDU, i.e., Q = 53 at MCS 0 (see Table 2); fixed parameters:
q = Q− 1, r = 3 and ∆ f = 1275 Hz so that β

q
r ≈ π

2 ; parameter sweep: ∆t× ∆θ

Figure 21 shows a slice of ˜︁M±R(n; q, r) over a combined parameter sweep of the TO ∆t
and the PO ∆θ for n = 7 in Figure 21a, for n = 21 in Figure 21b and for the sum of
both real-valued factors in Figure 21c. The CCT frame is considered to consist of Q = 53
OFDM symbols, including the pseudo symbols for the PHY preamble. This value for Q
corresponds to an MSDU of 112 bytes, i.e., a PSDU of 140 bytes, at MCS 0 (see Table 2).
Note that these parameters match with the example shown in Figure 20 and with the
practical testbed experiments subsequently presented in Section 3.4.3. Further, the CFO
is set to ∆ f = 1275 Hz so that the phase shift of the last OFDM symbol is β

q
r
⃓⃓q=Q−1
r=3 ≈ π

2 .
Figure 21a and Figure 21b confirm that ˜︁M±R(7; q, r) and ˜︁M±R(21; q, r) are positive for

large ranges of parameter combinations of the TO ∆t and the PO ∆θ, respectively.
However, there are also regions enclosed in red lines for which ˜︁M±R(n; q, r) is negative.
These red lines are equipotential lines of the function value 0. The repetitive pattern of
high and low values is denser in the direction of ∆t in Figure 21b than in Figure 21a
because of mb(∆t; n) in the second summand in the square brackets in Equation 24.

The extrema of ˜︁M±R(n; q, r) can generally be determined through an analysis of its three
components in the square brackets in Equation 24. Note that the summand ma(∆ f , q; r) is
constant when considering a CCT with a specific CFO ∆ f and a specific OFDM symbol
index, e.g., q = Q− 1 for an OFDM symbol count Q = 53. Thus, the extrema of ˜︁M±R(n; q, r)
depend on mb(∆t; n) and mc(∆θ, ∆ f , ∆t, q; r) in the example. Since mb(∆t; n) ∈ [−1, 1]
and mc(∆θ, ∆ f , ∆t, q; r) ∈ [−1, 1], ˜︁M±R(n; q, r) has a maximum where both components
are 1 or where they are both −1. Conversely, ˜︁M±R(n; q, r) has a minimum where both
components have extrema with inverse signs. The TOs ∆t at extrema of mb(∆t; n) are:

∆tmax
mb

(n) = arg max mb
∆t∈ [0,800] ns

(∆t; n) =

{︃
∆t
⃓⃓⃓

2π
n

NTs
∆t = k · 2π, k ∈ Z

}︃
(26)

∆tmin
mb

(n) = arg min mb
∆t∈ [0,800] ns

(∆t; n) =

{︃
∆t
⃓⃓⃓

2π
n

NTs
∆t = π + k · 2π, k ∈ Z

}︃
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The corresponding values for the pilot subcarrier pairs with indices {−7, 7} and {−21, 21}
of the IEEE 802.11 Non-HT PHY are:

∆tmax
b (7) = {0 , 457.1} ns ∆tmax

b (21) = {0 , 152.4 , 304.8 , 457.1 , 609.5 , 761.9} ns (27)

∆tmin
b (7) = {228.6 , 685.7} ns ∆tmin

b (21) = {76.2 , 228.6 , 381.0 , 533.3 , 685.7} ns

The extrema of mc(∆θ, ∆ f , ∆t, q; r) are located at the following POs ∆θ:

∆θmax
mc

(∆ f , ∆t, q; r) = arg max mc
∆θ ∈ ]−π,π]

(∆θ, ∆ f , ∆t, q; r) (28)

=

{︃
∆θ
⃓⃓⃓

∆θ +
β

q
r

2
+ 2π ∆ f (rTc + ∆t) = k · 2π, k ∈ Z

}︃
∆θmin

mc
(∆ f , ∆t, q; r) = arg min mc

∆θ ∈ ]−π,π]

(∆θ, ∆ f , ∆t, q; r)

=

{︃
∆θ
⃓⃓⃓

∆θ +
β

q
r

2
+ 2π ∆ f (rTc + ∆t) = π + k · 2π, k ∈ Z

}︃
Note that the CFO ∆ f , the OFDM symbol index q and the reference symbol index r
are fixed in the considered example from Figure 21, i.e., ∆ f = 1275 Hz, q = Q − 1
with Q = 53 and r = 3. Hence, ∆θmax

mc
and ∆θmin

mc
can be calculated for arbitrary values

of the TO ∆t under these constraints. Further, as 21 is a multiple of 7, the parameter
combinations of ∆t and ∆θ that cause extrema of ˜︁M±R(7; q, r) also cause extrema of˜︁M±R(21; q, r) and of ˜︁M±R(7; q, r) + ˜︁M±R(21; q, r). Thus, pairs of values of the TO ∆t and the
PO ∆θ can be obtained through Equation 27 and Equation 28, respectively, such that the
real-valued factor ˜︁M±R(7; q, r) + ˜︁M±R(21; q, r) in Equation 25 has an extremum, e.g.:

{∆t = 0 s, ∆θ = −0.1403 · 2π} ∈ arg max
{︂ ˜︁M±R(7; q, r) + ˜︁M±R(21; q, r)

}︂
∆t∈ [0,800] ns, ∆θ ∈ ]−π,π] |∆ f=1275 Hz, q=52, r=3

(29)

{∆t = 228.6 ns, ∆θ = 0.35940854 · 2π} ∈ arg max
{︂ ˜︁M±R(7; q, r) + ˜︁M±R(21; q, r)

}︂
∆t∈ [0,800] ns, ∆θ ∈ ]−π,π] |∆ f=1275 Hz, q=52, r=3

{∆t = 0 s, ∆θ = 0.3597 · 2π} ∈ arg min
{︂ ˜︁M±R(7; q, r) + ˜︁M±R(21; q, r)

}︂
∆t∈ [0,800] ns, ∆θ ∈ ]−π,π] |∆ f=1275 Hz, q=52, r=3

{∆t = 228.6 ns, ∆θ = −0.14059147 · 2π} ∈ arg min
{︂ ˜︁M±R(7; q, r) + ˜︁M±R(21; q, r)

}︂
∆t∈ [0,800] ns, ∆θ ∈ ]−π,π] |∆ f=1275 Hz, q=52, r=3

Figure 22 illustrates through a Matlab simulation how specific parameter combinations
of ∆t and ∆θ affect the symbol traces on the four pilot subcarriers and the corresponding
phase tracking metrics ˜︁M(n; q, r) and ∑ n∈P

˜︁M(n; q, r), respectively. The simulation is
executed with the same tools as the simulation presented in Section 3.4.1, but with a
CFO of ∆ f = 1275 Hz in accordance with the example shown in Figure 21 of this section.
Furthermore, the CCT baseband signal is processed through AWGN at 30 dB SNR.

Figure 22a shows the symbol traces on the pilot subcarriers for ∆t = 400 ns and ∆θ = 0.
Note that the TO ∆t makes the phases of the subcarriers fan out into various angular
directions in the second signal component of CΣ(n; q) due to the second summand of
the exponent in Equation 10. Further, the phase of each subcarrier drifts according to the
CFO ∆ f = 1275 Hz, so that the symbol traces run on a circle around the point (1 + 0j).
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Figure 22: Symbol traces of the pilot subcarriers (top) and the corresponding phase tracking
metric after Equation 18 (bottom): each figure pair shows an IEEE 802.11 Non-HT CCT
with Q = 53, r = 3, ∆ f = 1275 Hz, β

q
r
⃓⃓q=52
r=3 ≈

π
2 , simulated with AWGN at 30 dB SNR.

At position q = Q− 1, each subcarrier is shifted around the point (1+ 0j) by β
q
r
⃓⃓q=52
r=3 ≈

π
2 .

Figure 22d shows the complex-valued metric ˜︁M(n; q, r) for each pilot subcarrier and the
resulting combined phase tracking metric ∑ n∈P

˜︁M(n; q, r) for ∆t = 400 ns and ∆θ = 0.
Note that ˜︁M(n; q, r) drifts within the first quadrant for the pilot subcarriers with the
indices n ∈ {−21,−7, 7}, whereas ˜︁M(n; q, r) drifts into the third quadrant for n = 21.
Figure 21 shows that the parameter combination of ∆t and ∆θ yields positive real-valued
factors ˜︁M±R(7; q, r) and ˜︁M±R(21; q, r) and that ˜︁M±R(21; q, r) < ˜︁M±R(7; q, r) holds under the
constraints of the example. Figure 22d indeed suggests that ˜︁M(7; q, r) + ˜︁M(−7; q, r) has
a larger amplitude than ˜︁M(21; q, r) + ˜︁M(−21; q, r). Notably, the last value of the overall
phase tracking metric ∑ n∈P

˜︁M(n; q, r) is ∼ (4.0 + 4.0j), which confirms that the CPE
estimate of the last OFDM symbol is β

q
r /2
⃓⃓q=52
r=3 ≈

π
4 , in accordance with Equation 25.

Figure 22b shows the symbol traces on the four pilot subcarriers for ∆t = 228.6 ns and
∆θ = 0.35940854 · 2π, which is a parameter combination for which the real-valued factor˜︁M±R(7; q, r) + ˜︁M±R(21; q, r) has a maximum according to Equation 29. Note that the phases
of all four pilot subcarriers are aligned with each other, so that the symbol traces overlap.
This is because the unwrapped phase difference between two adjacent pilot subcarriers
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is 2π according to the second summand of the exponent in Equation 10, i.e., the TO ∆t
makes the data subcarriers between two adjacent pilot subcarriers fan out into all angular
directions in the second signal component of CΣ(n; q), but the pilot subcarriers overlap
exactly with each other. Further, the chosen PO ∆θ makes the interference between
both transmitters most constructive, so that the symbol traces have the largest possible
distance from the origin. Figure 22e shows the metric ˜︁M(n; q, r) for each pilot subcarrier
and the combined phase tracking metric ∑ n∈P

˜︁M(n; q, r) for the considered parameter
combination of ∆t and ∆θ. Since the four pilot subcarriers are aligned with each other,
the corresponding instances of ˜︁M(n; q, r) look identical, except for noise. The combined
phase tracking metric ∑ n∈P

˜︁M(n; q, r) has in Figure 22e indeed a larger amplitude than
in Figure 22d and ends at ∼ (9.7 + 9.6j), which again confirms that the CPE estimate of
the last OFDM symbol is β

q
r /2
⃓⃓q=52
r=3 ≈

π
4 .

Figure 22c shows another example for the parameter combination ∆t = 228.6 ns and
∆θ = −0.14059147 · 2π, for which the real-valued factor ˜︁M±R(7; q, r) + ˜︁M±R(21; q, r) has a
minimum according to Equation 29. The pilot subcarriers are again aligned with each
other due to the chosen TO ∆t, but the chosen PO ∆θ makes the interference between the
two transmitters most destructive in this example, so that the symbols have the smallest
possible distance from the origin. Notably, the four symbol traces cross the origin at the
middle of the frame, i.e., the pilot subcarriers become subject to a deep fade. Figure 22f
shows the corresponding traces of ˜︁M(n; q, r) and ∑ n∈P

˜︁M(n; q, r). The metrics ˜︁M(n; q, r)
of the four pilot subcarriers start in the first quadrant and drift towards the origin, where
the deep fade occurs. Then, they drift further into the third quadrant. The combined
phase tracking metric ∑ n∈P

˜︁M(n; q, r) ends at ∼ (−1.7− 1.7j), confirming that the CPE
estimate of the last OFDM symbol is β

q
r /2
⃓⃓q=52
r=3 ≈

π
4 − π.

The fraction of parameter combinations of ∆t and ∆θ that produce positive values
of ˜︁M±R(7; q, r) + ˜︁M±R(21; q, r) is 95.4 % in Figure 21c. Note that this fraction is higher for
shorter frames in terms of the OFDM symbol count Q and for a lower CFO ∆ f between
the two senders. Thus, an IEEE 802.11 receiver obtains a steady CPE estimate of β

q
r /2

over all OFDM symbols in most cases. Still, the parameter combinations of ∆t and ∆θ

enclosed by a red line in Figure 21c cause a negative factor ˜︁M±R(7; q, r) + ˜︁M±R(21; q, r).
Since ˜︁M±R(n; q, r) ≥ 0 holds for q = r, a deep fade occurs in ˜︁M±R(7; q, r) + ˜︁M±R(21; q, r) on
some OFDM symbol with an index q ∈ {r, ..., Q− 1} in these cases. If such a deep fade
is not handled properly, the phase tracking mechanism inverts the polarity of all data
subcarriers when the phase tracking metric is subject to a phase jump by π after the
deep fade, probably causing a decoding error as the data subcarriers are not necessarily
subject to a deep fade at the same time. Still, a deep fade may occur in the phase tracking
metric also in regular transmissions with one sender in scenarios with mobility, due to
multi-path propagation effects and due to the Doppler spread [218]. Hence, commodity
receiver implementations may handle such an event specifically. First, a receiver may lock
its CPE estimate when the magnitude of the phase tracking metric falls below a certain
threshold to avoid noise. Second, when the magnitude of the phase tracking metric
exceeds the threshold after a deep fade, a receiver can detect a phase jump by comparing
the new phase measurement to the previously locked CPE estimate and decide whether
to apply the new value. Therefore, commodity devices may possibly deal with a deep
fade of the phase tracking metric and retain a phase correction of ∼ β

q
r /2, also for CCT

parameter combinations enclosed by a red line in Figure 21c.
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3.4.2.2 Quantification of Data Symbol Errors

To identify the conditions in a CCT that cause symbol errors on the data subcarriers at
a receiver, both the phase tracking mechanism and the channel equalization have to be
taken into account, as they alter the phase of received data symbols before modulation
demapping or soft-decision convolutional decoding. Equation 25 in Section 3.4.2.1 shows
that the estimated CPE of an OFDM symbol with index q is half of the cumulative phase
shift β

q
r between two senders of a CCT (see Equation 22), i.e., it grows at half of the rate

of the CFO ∆ f between both senders. While there may be a phase jump by π in the
phase tracking metric due to a deep fade in a few cases, it is subsequently assumed that
a receiver handles such an event specifically, so that the estimated CPE is ∼ β

q
r /2.

OFDM receivers equalize fading effects by means of channel coefficients that describe
the complex-valued channel gains of the corresponding subcarriers (see Section 2.4.5).
With the IEEE 802.11 Non-HT PHY, receivers estimate these channel coefficients by means
of the L-LTF (see Section 2.4.2). As in Section 3.4.2.1, it is subsequently assumed that the
channel estimation takes place at a reference OFDM symbol with index r = 3, pointing
to the second half of the L-LTF. Since multiple identical signals superimpose in a CCT,
the channel coefficients are obtained for a particular state of the senders’ interference.
For the second signal component of CΣ(n; q), the relative phase of the symbol with the
OFDM symbol index r on the subcarrier with the index n is according to Equation 10:

αn
r = ∆θ − 2π

n
NTs

∆t + 2π ∆ f (rTc + ∆t) (30)

Further, the phase of the second signal component drifts at the speed of its CFO ∆ f with
respect to the first signal component of CΣ(n; q), so that its instantaneous phase is:

ϕ(n; q, r) = αn
r + β

q
r (31)

Figure 23 illustrates how the interference of a CCT with two senders affects the received
symbols on a particular subcarrier under the influence of the phase tracking mechanism
according to Equation 18 and zero-forcing channel equalization [218]. Figure 23a shows
the contributions of both signal components at the time t0 = rTc. According to the system
model introduced in Section 3.2, the first signal component is taken as the reference for
the second signal component and is marked as locked. The initial phase between both
signal components is αn

r = 2
3 π in this example. Due to the geometry, the superposition

has a phase of π
3 and the same magnitude as the signal components. Since the OFDM

symbol with index r is part of the L-LTF, a receiver measures the complex-valued channel
gain and uses it subsequently for channel equalization. Figure 23a exemplarily illustrates
the process of zero-forcing equalization also for this symbol within the L-LTF.

Figure 23b shows the transmission of another symbol during the same CCT at t1 = q1Tc.
The phase of the second signal component is shifted by β

q
r
⃓⃓q=q1

r=3 = 2π ∆ f (t1 − t0) with
regard to its phase at time t0. With this, the superposition of both signal components is
rather destructive. The phase shift is compensated by β

q
r
⃓⃓q=q1

r=3 /2 by the phase tracking
mechanism. Then, the zero-forcing equalization brings the received symbol to a point
on the line between the origin and the correct constellation point. Thus, the received
symbol is demapped correctly. Moreover, a deep fade impends on this subcarrier, so that
a receiver might not be able to recover some of the subsequent symbols due to noise.
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(c) t2 = q2Tc: abating deep fade

Figure 23: CCT interference events with the IEEE 802.11 Non-HT PHY on a particular subcarrier:
all symbols encode the same bit to get a consistent polarity of the constellation points.
(a) The channel coefficient is estimated through a reference OFDM symbol in the L-LTF.
(b) The superposition of both signals is demapped correctly. (c) After the deep fade,
the superposition is subject to a phase jump of π that causes symbol errors.

Figure 23c shows the transmission of another symbol after the deep fade at t2 = q2Tc.
The interference is still destructive, causing a low magnitude of the superposition.
However, the superposition has a phase jump of π after the deep fade. Since the phase
tracking metric is obtained from the pilot subcarriers, it is not affected by this deep
fade on the data subcarrier. Thus, the phase tracking mechanism shifts the phase of
the received symbol by −β

q
r /2
⃓⃓q=q2

r=3 . Further, the zero-forcing equalization multiplies the
symbol with the factor obtained at time t0 and brings it to a point that lies on the line
between the origin and the wrong constellation point. Thus, the symbol is demapped
incorrectly, i.e., a symbol error occurs at a receiver.

While the interference between the two senders gets increasingly constructive for the
following symbols, the phase jump in the superimposed signal persists on this subcarrier,
so that all symbols after the deep fade are demapped to the wrong constellation point.
This effect essentially occurs on all subcarriers that become subject to such a deep fade.
As the subcarriers of the second signal component of CΣ(n; q) (see Equation 9) are fanned
out into all angular directions when the TO ∆t exceeds the value ∆tmax from Equation 15,
there is at least one position in the spectrum of a CCT frame at which adjacent subcarriers
successively become subject to a deep fade. Hence, over the duration of a CCT, there is
an increasing number of subcarriers on which persistent symbol errors occur.

Figure 24 illustrates the occurrence of symbol errors on individual subcarriers over
the duration of a CCT frame in Matlab simulations with different values of the TO ∆t.
These simulations employ the same tools and settings as the simulations presented in
Section 3.4.1 and Section 3.4.2.1, i.e., the CCT frame contains a PSDU with 140 bytes at
MCS 0 (see Table 2), resulting in Q = 53 OFDM symbols, including the pseudo symbols
for the PHY preamble. The CFO is set to ∆ f = 1275 Hz so that the cumulative phase
shift of the second signal component at the end of the frame is β

q
r
⃓⃓q=52
r=3 ≈

π
2 . Furthermore,

the baseband signal of the CCT frame is processed through AWGN at 30 dB SNR.
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(a) ∆t = 100 ns
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(b) ∆t = 200 ns

5 10 20 30 40 50
−26

−20
−15
−10
−5

0
5

10
15
20

26

OFDM symbol index q

su
bc

ar
ri

er
in

de
x

n

(c) ∆t = 300 ns
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(d) ∆t = 400 ns
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(e) ∆t = 500 ns
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(f) ∆t = 600 ns

Figure 24: Symbol errors on subcarriers over the OFDM symbol index: each figure shows a single
IEEE 802.11 Non-HT CCT frame reception with a 140-byte PSDU, MCS 0 (see Table 2),
Q = 53, r = 3, ∆θ = 0, ∆ f = 1275 Hz, β

q
r
⃓⃓q=52
r=3 ≈

π
2 and AWGN at 30 dB SNR.

In Figure 24a, the subcarrier at n = −15 has a symbol error at q = 5, i.e., on the first
symbol of the DATA part of the Non-HT PPDU, containing the PSDU (see Section 2.4.2).
As the signal quality of the AWGN channel is very good, this symbol error can only be
caused by a deep fade due to destructive interference of the CCT. The symbol at q = 6 on
the same subcarrier is correct, indicating that this subcarrier is dominated by noise due
to the low signal power during the deep fade, i.e., a symbol may be received correctly or
incorrectly by chance. The subsequent symbols on the same subcarrier, however, are all
incorrect, which can be attributed to the phase jump by π after the deep fade. Additionally,
the adjacent subcarrier at n = −14 starts to have symbol errors at q = 12. This is due
to the frequency-dependent phase shift of the second signal component of CΣ(n; q)
introduced by the second summand in Equation 30. Since αn

r
⃓⃓n=−15
r=3 − αn

r
⃓⃓n=17
r=3 = 2π holds

for ∆t = 100 ns, symbol errors start to occur also on the subcarrier at n = 17.
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With an increasing TO ∆t, the phase slope of the subcarriers in the second signal
component of CΣ(n; q) becomes steeper, according to the second summand in Equation 30.
Thus, the corresponding phase values wrap around more often for an increasing TO ∆t.
With this, the number of locations in the spectrum in which subcarriers become subject
to a deep fade increases. However, the phase difference between adjacent subcarriers
increases accordingly. Hence, it also takes longer for adjacent subcarriers to drift into
a deep fade at the same CFO ∆ f . In fact, Figure 24b shows that symbol errors start to
occur in four different locations of the spectrum for ∆t = 200 ns. Still, the step size until
a symbol error occurs on the respective adjacent subcarrier is larger than in Figure 24a.
This pattern continues for further increasing values of the TO ∆t in Figure 24.

At low values of ∆t, the symbol errors are concentrated around one or a few subcarriers.
Still, due to deinterleaving, the symbol errors occur in rather random positions for
the convolutional decoder, so that the original data may be recovered through FEC.
Furthermore, at low values of ∆t, the number of deep fades in the spectrum of CΣ(n; q)
depends also on the PO ∆θ, which is randomly distributed in ]−π, π] in practical systems.
For ∆t = 100 ns, the last OFDM symbol at q = 52 has 15 symbol errors in Figure 24a, but
it may also be 8 or even less symbol errors for other values of ∆θ, as confirmed through
additional simulation runs. Hence, the decodability of CCT frames may possibly vary
across individual frame receptions at low values of ∆t.

At higher values of ∆t, the number of symbol errors within the last OFDM symbol
at q = 52 is 12 for each ∆t ∈ {200, 300, 400, 500, 600} ns in Figure 24. This indicates that
the average number of symbol errors per OFDM symbol is independent of the TO ∆t.
Therefore, the capability of a convolutional decoder to recover the data of a CCT frame
can be expected to be quite consistent across different values of ∆t < 800 ns, i.e., within
the guard interval (GI) of the Non-HT PHY. Also note that the ratio between the number
of symbol errors in the last OFDM symbol and the total number of data subcarriers is
indeed equal to the ratio between the phase rotation of the second signal component due
to its CFO and a full rotation: 12

48 = 1
4 ≈ β

q
r
⃓⃓q=52
r=3 /2π.

3.4.3 CCT Testbed Experiments with IEEE 802.11 Non-HT OFDM

To validate the analysis of a CCT with the IEEE 802.11 Non-HT PHY in practice, testbed
experiments with a WARP SDR [246] and commercial IEEE 802.11g devices are conducted.
IEEE 802.11 Non-HT data frames are generated with the custom Matlab encoder also
used in the simulations shown in Figure 20, Figure 22 and Figure 24. As in Section 3.3.3,
the PO ∆θ, the CFO ∆ f and the TO ∆t between two transmitters are emulated through
baseband processing in software of a copy of a generated frame. Both signal components
are mixed and transferred to a WARP SDR [246] via WARPLab [250] to transmit the CCT
on a single antenna. With this, the power level of both signal components is ensured to be
equal at multiple receivers, reconstructing the conditions of the analysis and inhibiting
the capture effect through the highest possible amount of interference (see Section 2.1.2).

In accordance with Section 3.3.3, the receivers are notebooks with an Atheros AR928X
wireless network adapter and Nexus 5 smartphones with a Broadcom BCM4339 chip.
The receivers are placed within the same office as the WARP SDR and are operated in
monitor mode to record successful CCT frame receptions. On the Nexus 5 smartphones,
the monitor mode is enabled through the firmware patching framework Nexmon [204].



80 Analysis

100%FRR: 0%

−2 −1 0 1 2
−8
−6
−4
−2

0
2
4
6
8

∆t (µs)

∆
f

(k
H

z)

(a) MCS 0: 6 Mbit/s

−2 −1 0 1 2
−8
−6
−4
−2

0
2
4
6
8

∆t (µs)

∆
f

(k
H

z)

(b) MCS 4: 24 Mbit/s

−2 −1 0 1 2
−8
−6
−4
−2

0
2
4
6
8

∆t (µs)

∆
f

(k
H

z)

(c) MCS 7: 54 Mbit/s

Figure 25: FRR of Atheros AR928X for CCT with IEEE 802.11 Non-HT OFDM: ∆t× ∆ f
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Figure 26: FRR of Broadcom BCM4339 for CCT with IEEE 802.11 Non-HT OFDM: ∆t× ∆ f

Furthermore, to mitigate collisions with other devices, the experiments are conducted
on channel 14 [104, Section 15.4.4.3], the use of which requires a license in Germany.
In addition, each CCT is prepended with an RTS frame to block other devices.

The CCT experiments are conducted with combined parameter sweeps of the TO ∆t
and the CFO ∆ f within specified parameter ranges and with constant step sizes, whereas
the PO ∆θ is randomly drawn from the interval ]−π, π] to emulate the effect of uncoupled
carrier frequency oscillators. As in Section 3.3.3, 100 frames are transmitted for each
parameter combination. The CCT parameter values are written into the MSDU so that they
can be extracted from correctly received frames. In this way, the FRR can be calculated
for each parameter combination. As in the simulations presented in Section 3.4.1 and
Section 3.4.2, the MSDU has 112 bytes, so the PSDU has 140 bytes (see Section 2.4.7).

Figure 25 shows the FRR of a notebook with an Atheros AR928X wireless network
adapter for MCS 0, 4 and 7 (see Table 2), whereas Figure 26 shows the FRR of a Nexus 5
smartphone with a Broadcom BCM4339 chip exposed to the same CCT frames. Brighter
regions again indicate a better CCT frame reception performance.
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It can be observed in all plots of Figure 25 and Figure 26 that the successful frame
receptions with the highest absolute CFO ∆ f are found at ∆t = 0 s. This finding matches
with the analytical result from Equation 13 that entails that the tolerable CFO ∆ f has
a maximum at ∆t = 0 s when symbol errors should be avoided. While a receiver may
correct a certain amount of symbol errors through FEC, as discussed in Section 3.4.2,
the tolerable CFO for ∆t ̸= 0 s is much lower than the CFO ∆ fmax

⃓⃓
∆t=0 s in Equation 16.

This is because the CFO ∆ fmax
⃓⃓
∆t=0 s allows for almost a full rotation of the phase of the

second sender, as illustrated in Figure 20. This condition, however, would cause a phase
jump of π on almost all subcarriers by the last OFDM symbol of a CCT frame when the
TO exceeds ∆tmax from Equation 15, according to the analysis in Section 3.4.2.2. Therefore,
a CFO ∆ fmax

⃓⃓
∆t=0 s in combination with a TO |∆t| > ∆tmax would lead to symbol errors

on nearly all subcarriers, causing frame loss. Also note that these characteristics are in
contrast to the IEEE 802.11 DSSS PHY, which is most susceptible to a CFO ∆ f at ∆t = 0 s,
as shown in Figure 17 and Figure 18.

The maximum tolerable CFO ∆ fmax
⃓⃓
∆t=0 s is well predicted by means of Equation 16.

With a PSDU of 140 bytes at MCS 0, a frame consists of Q = 53 OFDM symbols, including
the four pseudo OFDM symbols for the PHY preamble, as introduced in Section 3.4.1.
With this, Equation 16 yields ∆ fmax

⃓⃓
∆t=0 s ≈ 4716 Hz. In Figure 25a, the highest observed

CFO at ∆t = 0 s is ∆ f = 4400 Hz with an FRR of 5 %. Further, in Figure 26a, the highest
observed CFO at ∆t = 0 s is ∆ f = 4300 Hz with an FRR of 2 %. Similarly, the FRR is
5 % at ∆t = 0 s and ∆ f = −4500 Hz in both Figure 25a and Figure 26a. Note that these
data points are barely visible on the black background due to the low FRR values. Also
note that a CCT with a CFO near ∆ fmax

⃓⃓
∆t=0 s can only be received when the PO ∆θ is

close to −π + ϵ, as illustrated in Figure 20. Since the PO ∆θ is randomly drawn from
the interval ]−π, π] in this experiment, most of the 100 CCT frames of each parameter
combination do not meet this criterion. Further, the CCT frames are subject to noise and
undergo physical channel effects. Hence, it is likely that only frame receptions with a
slightly smaller CFO than the theoretical maximum ∆ fmax

⃓⃓
∆t=0 s are observed.

For TO values exceeding ∆tmax from Equation 15, i.e., |∆t| > ∆tmax, the maximum
observed CFO ∆ fmax

⃓⃓
|∆t|>∆tmax

with successful frame receptions is quite consistent for
wide ranges of the TO ∆t, which confirms the analysis in Section 3.4.2.2. In particular,
∆ fmax

⃓⃓
|∆t|>∆tmax

≃ 1200 Hz holds for most values of ∆t in Figure 25a. Note that this CFO
is close to the value of 1275 Hz employed in the examples in Figure 22 and Figure 24,
yielding a phase shift of β

q
r
⃓⃓q=52
r=3 ≈

π
2 of the second signal component at the frame end.

The ratio of the CFO ∆ fmax
⃓⃓
|∆t|>∆tmax

to the CFO that would lead to a full phase rotation
of the second signal component, as determined through Equation 22, indicates that the
Atheros AR928X adapter can correct a symbol error rate (SER) reaching up to ∼ 24 % by
the last OFDM symbol in a CCT with coding rate 1/2, in accordance with Section 3.4.2.2.
Further, in Figure 26a, the maximum observed CFO is ∆ fmax

⃓⃓
|∆t|>∆tmax

≃ 900 Hz for most
values of ∆t. Thus, the Broadcom BCM4339 chip can correct a SER of up to ∼ 18 % by the
last OFDM symbol in a CCT with coding rate 1/2. The slight variations of the maximum
observed CFO ∆ fmax

⃓⃓
|∆t|>∆tmax

over different TOs ∆t might be caused by fading effects
of the physical channel. Also, the TO range of correct frame receptions exceeds the
GI duration of 800 ns in Figure 25a and in Figure 26a, indicating that the receivers are
apparently robust to a certain degree of ISI at MCS 0. In fact, the sum of the TO and the
channel delay spread (CDS) must not exceed the GI duration to avoid ISI.
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For higher MCS indices, the frame length in terms of the number of OFDM symbols Q
is smaller for the same number of bytes in the PSDU. Thus, the CFO ∆ f in a CCT can
generally be higher than for MCS 0 to reach the same SER at the last OFDM symbol.
Hence, CCT frames can be decoded at higher values of the CFO ∆ f than for MCS 0,
given that the coding rate of the selected MCS is also 1/2 and that the SNR is sufficiently
high for the selected MCS. Figure 25b and Figure 26b show the FRR for the combined
parameter sweep of the TO ∆t and the CFO ∆ f at MCS 4, which is 16-QAM with coding
rate 1/2 according to Table 2. At MCS 4, the number of OFDM symbols is Q = 17
for the 140-byte PSDU. The maximum observed CFO for |∆t| > ∆tmax in Figure 25b
is ∆ fmax

⃓⃓
|∆t|>∆tmax

≃ 3400 Hz. According to Section 3.4.2.2, this value indicates that the
Atheros AR928X adapter can correct a SER of up to ∼ 18 % by the last OFDM symbol.
This reduction of the CCT decoding capability, in comparison to MCS 0, can be attributed
to the additional impact of noise at the higher modulation scheme, which may cause
symbol errors besides the phase jumps by π introduced through the CCT. Further, the
maximum observed CFO is ∆ fmax

⃓⃓
|∆t|>∆tmax

≃ 3200 Hz in Figure 26b, indicating that the
Broadcom BCM4339 chip can correct a SER of up to ∼ 17 % by the last OFDM symbol.
Besides, the area of correct frame receptions in Figure 26b is brighter than in Figure 25b,
indicating that the Broadcom BCM4339 chip has better channel conditions than the
Atheros AR928X adapter in this particular experiment.

At MCS 7, the 140-byte PSDU corresponds to a PPDU length of Q = 11 OFDM symbols,
including the pseudo OFDM symbols for the PHY preamble. This shorter frame duration
again implies that an even higher CFO can be accepted to reach a certain phase shift
of the second signal component by the end of the CCT frame than with a lower MCS.
However, MCS 7 requires a high SNR due to the dense IQ constellations of 64-QAM.
Additionally, MCS 7 employs coding rate 3/4, reducing the capability of the convolutional
decoder to correct symbol errors, as compared to coding rate 1/2. These two last factors
may reduce the tolerable CFO in comparison to the previous examples or inhibit CCT
frame receptions completely. In fact, Figure 25c shows that the Atheros AR928X adapter
can receive CCT frames only for ∆t ≃ 0, whereas it misses frames with |∆t| > ∆tmax,
with a few exceptions. Thus, the Atheros AR928X adapter cannot tolerate symbol errors
introduced by the CCT at MCS 7 in this experiment. On the contrary, Figure 26c shows
that the Broadcom BCM4339 chip can also tolerate a TO |∆t| > ∆tmax with an observable
CFO of up to ∆ fmax

⃓⃓
|∆t|>∆tmax

≃ 1600 Hz, which indicates excellent channel conditions.

3.5 CFO Characteristics of Devices

Since the IEEE 802.11 standard requires a frequency accuracy better than ±20 ppm for a
channel bandwidth of 20 MHz [104, Section 17.3.9.5], commercial devices should typically
operate within ∼±50 kHz around the specified center frequency in the 2.4 GHz band.
However, this frequency accuracy is not sufficient to facilitate a CCT with a moderate
PSDU size of 140 bytes, as shown by the experiment results in Figure 25 and in Figure 26.

This section provides several CFO measurements of different WARP v3 SDRs [246] and
Asus RT-AC86U wireless routers with respect to a particular WARP v3 SDR to assess
their actual carrier frequency characteristics. To this end, multiple frame transmissions
from each device under test (DUT) are captured with the WARP SDR. The captured
frames are fed to a Matlab workspace through WARPLab [250] for offline evaluation.
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The IQ samples of the received frames are processed with an IEEE 802.11 decoder
software in Matlab. In Section 3.5.1, this step is performed by the IEEE 802.11 Non-HT
decoder also used for the simulations presented in Figure 20, Figure 22 and Figure 24
and that is also part of the IEEE 802.11 Non-HT implementation used for the testbed
experiments presented in Section 3.4.3. In Section 3.5.2, the IQ samples are processed
by a decoding script that is based on the Matlab wireless LAN (WLAN) toolbox [150].
To get accurate CFO measurements, both IEEE 802.11 decoders employ an enhanced
CFO estimation technique that operates in two steps, as described further in Section 3.6.
In the first step, the IEEE 802.11 decoder estimates the CFO by means of the PHY
preamble and corrects it through baseband processing of the IQ samples (see Section 2.4.4).
In the second step, the IEEE 802.11 decoder refines the CFO estimate by means of the
CPE (see Section 3.4.2.1), which significantly improves the accuracy of the CFO estimate.
This CFO estimation technique is also integrated into the WARP prototype through an
implementation on its field-programmable gate array (FPGA), as presented in Chapter 4.

In the following, CFO measurements are presented for WARP v3 SDRs in Section 3.5.1
and for Asus RT-AC86U wireless routers in Section 3.5.2. It is important to note that
the IEEE 802.11 decoder does not estimate a CFO between the transmitters of a CCT
in this section but the CFO between a single transmitter and the receiving WARP SDR.
Furthermore, since carrier frequency oscillators are subject to jitter (see Section 2.2.2),
each device may exhibit different CFO readings at different points in time. Still, each
CFO reading may be considered to be valid for a certain amount of time during which
the frequencies of the two respective oscillators do not change significantly. In accordance
to the duration of frames transmitted in tests, this time span is found to be at least 2 ms
for both device types, as indicated by a quite consistent CPE step size between successive
OFDM symbols. With this, also the CPE-based CFO estimation can be optimally used.

3.5.1 WARP v3 SDRs

To measure the frequency characteristics of a WARP SDR with WARPLab [250] as a DUT,
a Matlab script lets the DUT send 10 frames in succession with a pause of 10 s in between.
The frame has an MSDU of 1508 bytes at MCS 0 (see Table 2), amounting to a PSDU of
1536 bytes (see Section 2.4.7) and a duration of 2072 µs. This frame length corresponds to
a 1500-byte packet, i.e., the maximum transmission unit (MTU) size of Ethernet [102].

Table 3 lists the CFO characteristics of several WARP v3 SDRs. Each row contains the
individual readings of the CFO between the respective DUT and the receiving WARP SDR.
The last two columns hold the mean CFO and the standard deviation (std) of each DUT.
Since most of the values in Table 3 are positive, the reference WARP SDR is at the lower
end of the frequency range of the listed devices. Further, the largest absolute average
CFO between any two devices in the list is ∆ f = 2771.9 Hz + 83.5 Hz = 2855.4 Hz.
Moreover, the standard deviation of the CFO readings varies between 64 Hz and 187.5 Hz,
indicating a high frequency stability of all listed WARP SDRs, which is due to the
temperature-compensated crystal oscillator (TCXO) of the WARP v3 (see Section 2.2.3).
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Device ID #1 #2 #3 #4 #5 #6 #7 #8 #9 #10 mean std

W3-a-00537 reference device / receiver 0.0 0.0

W3-a-00140 25 -76 -127 -58 52 -262 -264 38 -222 56 -83.5 129.3

W3-a-00134 10 72 203 279 53 336 71 100 195 105 142.4 106.1

W3-a-00259 1759 1748 1504 1696 1507 1612 1544 1688 1374 1568 1599.9 123.6

W3-a-00121 2402 2295 1977 2001 2227 2014 1984 1885 2070 2108 2096.3 162.6

W3-a-00116 1167 913 808 867 846 825 818 788 1057 732 882.0 132.6

W3-a-00130 1308 1176 1259 1192 1403 1233 1156 1115 1253 1200 1229.4 82.6

W3-a-00120 1285 1049 747 978 1034 1319 1136 1084 961 773 1036.7 187.5

W3-a-00156 588 567 498 710 396 574 395 395 369 402 489.3 115.6

W3-a-00551 106 142 146 91 68 176 81 53 182 -30 101.5 64.0

W3-a-00516 2654 2832 2825 2674 2806 2842 2666 2757 2882 2783 2771.9 81.6

W3-a-00131 1749 1774 1572 1506 1322 1397 1512 1472 1279 1441 1502.1 162.5

W3-a-00579 1528 1380 1404 1445 1205 1270 1449 1280 1478 1465 1390.2 105.4

W3-a-00536 1111 895 1292 1224 1005 1225 1234 1213 1069 1201 1146.9 124.3

Table 3: CFO characteristics (Hz) of WARP v3 SDRs within a time interval of 100 s

Device ID RTx IFS RTx IFS RTx IFS CFO CFO CFO CFO

Q 5 % median Q 95 % Q 5 % mean Q 95 % std

(ns) (ns) (ns) (Hz) (Hz) (Hz) (Hz)

W3-a-00537 reference device / receiver 0 0 0 0.0

RT-AC86U #3 18350 18550 18650 18842 19477 20066 360.4

RT-AC86U #5 18350 18500 18600 -50906 -50284 -49712 364.5

RT-AC86U #6 18450 18600 18700 -66032 -65464 -64925 337.5

RT-AC86U #7 18400 18550 18600 -72509 -71928 -71415 334.6

RT-AC86U #8 18450 18600 18700 -57294 -56832 -56440 265.8

RT-AC86U #9 18350 18550 18650 -49624 -49069 -48554 316.1

RT-AC86U #10 18350 18500 18600 -37145 -36632 -36205 288.3

RT-AC86U #11 18500 18650 18750 -43222 -42780 -42348 264.5

RT-AC86U #12 18400 18600 18700 -787 -351 60 256.3

RT-AC86U #13 18450 18600 18700 -28179 -27684 -27276 268.1

RT-AC86U #14 18350 18500 18600 -56752 -56205 -55668 325.9

Table 4: RTx IFS & CFO characteristics of Asus RT-AC86U devices for 1000 readings within 30 s
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3.5.2 Asus RT-AC86U Wireless Routers

To measure the timing and frequency characteristics of Asus RT-AC86U wireless routers,
the device firmware is modified such that a device retransmits a trigger frame with
a specified MAC address after a SIFS of 16 µs (see Section 2.4.8), like in Section 6.5.
The trigger frames are generated in software by means of the Matlab WLAN toolbox [150].
For each DUT, 1000 IEEE 802.11 HT trigger frames with a 32-byte MSDU are transmitted
at MCS 0 within 30 s. The response frames from the DUT are captured by the WARP SDR
and are saved for offline evaluation. The IQ samples are processed through a decoding
script that is based on the Matlab WLAN toolbox [150].

Table 4 lists the characteristics of 11 different Asus RT-AC86U wireless routers in terms
of their retransmission (RTx) IFS and their CFO, respectively. The RTx IFS is the time gap
between the last sample of the trigger frame sent by the WARP SDR and the first sample
of the received response frame from the DUT. Table 4 contains columns for the 5 % and
the 95 % quantiles as well as the median of the RTx IFS. The RTx IFS of the RT-AC86U
devices is apparently a bit larger than a SIFS but quite consistent across different devices,
which would allow for accurate time synchronization in a CCT with RT-AC86U routers.

The CFO of most of the RT-AC86U devices is negative with respect to the WARP SDR.
Note that the largest absolute CFO is found at the device RT-AC86U #7 with −72.5 kHz.
Hence, the Asus RT-AC86U routers are not suitable for CCT without further measures
such as frequency synchronization. Still, the standard deviation of the CFO readings
ranges between 256.3 Hz and 364.5 Hz, which indicates quite stable carrier frequencies.

3.6 Enhanced CFO Estimation

IEEE 802.11 receivers estimate the CFO of a received frame by means of the PHY preamble
and accordingly correct the CFO through baseband processing in order to mitigate ICI
when applying an FFT on the received OFDM symbols, as described in Section 2.4.4.
In this process, a receiver generates a single CFO estimate for each frame reception,
representing the instantaneous CFO between the transmitter and itself. The CFO estimate
based on the PHY preamble, however, may be inaccurate due to noise, so that a residual
CFO may remain in the received signal also after the CFO correction. The residual CFO,
in turn, can be addressed by a receiver through phase tracking and correction by means
of the pilot subcarriers, as described in Section 3.4.2.1.

This section presents an enhanced CFO estimation technique that refines the CFO
estimate from the PHY preamble through the CPE estimate from the pilot subcarriers.
With this, the additional information of the estimated CPE is used to mitigate the impact
of noise in the CFO estimate. This CFO estimation technique is particularly intended for
frequency synchronization in CCT-based communication systems (see Section 1.2).

The CFO estimation starts with the PHY preamble in order to obtain a coarse CFO
estimate based on the L-STF and a fine CFO estimate based on the L-LTF (see Section 2.4.2).
For the L-STF-based CFO estimation, the receiver computes a weighted average of the
phase shifts between the short training sequence (STS) symbols contained in the L-STF.
In this process, the receiver may select only a subset U of the inner STS symbols (e.g.,
U = {2, 3, ..., 8}, omitting the indices 0, 1 and 9) to avoid ISI, which may occur in the outer
STS symbols when the symbol timing estimate of the receiver is poor (see Section 2.4.3).
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With a set of subcarriers PSTS = {−6, ...,−1, 1, ..., 6} and by denoting the symbol on
the n-th subcarrier of the u-th STS symbol as CSTS(n; u), the phase shift ∆ϕSTS between
two successive STS symbols is estimated as:

∆ϕ̂STS = arg

(︄
∑

u∈U
∑

n∈PSTS

CSTS(n; u) · C∗STS(n; u− 1)

)︄
(32)

With the STS symbol duration TSTS = 800 ns, the CFO is estimated as:

∆ f̂ L-STF =
∆ϕ̂STS

2π TSTS
(33)

After this, the receiver corrects the CFO through baseband processing of the received
IQ samples, which is typically carried out in hardware by real-time implementations.
Further, the receiver may also refine its symbol timing estimate. However, there may
be a residual CFO in the IQ samples due to a CFO estimation error. Thus, the receiver
typically computes a refined CFO estimate by means of the L-LTF (see Section 2.4.2).
With a set of subcarriers PLTS = {−26, ...,−1, 1, ..., 26} and by denoting the symbol on the
n-th subcarrier of the u-th long training sequence (LTS) symbol as CLTS(n; u), the phase
shift ∆ϕLTS between the two LTS symbols is estimated as:

∆ϕ̂LTS = arg

(︄
∑

n∈PLTS

CLTS(n; 2) · C∗LTS(n; 1)

)︄
(34)

With the LTS symbol duration TLTS = 3.2 µs, the residual CFO is estimated as:

∆ f̂ L-LTF =
∆ϕ̂LTS

2π TLTS
(35)

The receiver either corrects the residual CFO of the already processed IQ samples or it
combines the L-STF-based and the L-LTF-based CFO estimates to correct the CFO of the
original IQ samples. Note that the CFO estimation and correction steps described above
are common practice in receiver implementations [150, 263]. However, a residual CFO
may remain also after the L-LTF-based CFO correction, especially in low SNR regimes.
Hence, the enhanced CFO estimation technique refines the CFO estimate another time
after applying an FFT on the OFDM symbols. To this end, the receiver estimates the CPE
by means of the pilot subcarriers, as described in Section 3.4.2.1. By using Equation 18,
the unwrapped CPE estimate of an OFDM symbol with index q can be written as:

ψ̂u(q; r) =
q

∑
x=r+1

arg
(︂

e j (ψ̂(x;r)−ψ̂(x−1;r))
)︂

(36)

Note that the unwrapped CPE has an offset of a multiple of 2π from the wrapped CPE:

∃ k ∈ Z : ψ̂(q; r) + k · 2π = ψ̂u(q; r) ∀ q ∈ {r + 1, ..., Q− 1} (37)

With a regular OFDM symbol duration of Tc = 4 µs, the residual CFO is estimated by
means of the unwrapped CPE estimate of the last OFDM symbol with index Q− 1:

∆ f̂ CPE =
ψ̂u(Q− 1; r)

2π (Q− (r + 1)) Tc
(38)
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This residual CFO estimate is particularly robust to noise, which can be shown by
separating the true CPE ψ(q; r) from the estimation error ϵ(q) on the q-th OFDM symbol:

ψ̂(q; r) = ψ(q; r) + ϵ(q) (39)

By taking into account that the CFO is assumed to be invariant over the frame duration,
the CPE-based estimate of the residual CFO from Equation 38 can be written as:

∆ f̂ CPE =
ψu(Q− 1; r)− ϵ(r) + ϵ(Q− 1)

2π (Q− (r + 1)) Tc
(40)

= ∆ fCPE +
ϵ(Q− 1)− ϵ(r)

2π (Q− (r + 1)) Tc

This representation shows that noise affects the CPE-based estimate of the residual CFO
only through the OFDM symbols with the indices r and Q− 1. With this, the impact of
noise on the CPE-based CFO estimation is reduced with an increasing frame length.

The CPE-based estimate of the residual CFO is not intended to be applied on the
received IQ samples. Therefore, it does not mitigate the ICI of a received frame, unless
a receiver restarts decoding after having processed the pilot subcarriers of the frame.
Since each residual CFO estimate is obtained after having shifted the frequency of the
IQ samples according to the previous CFO estimate, respectively, the enhanced CFO
estimate of the original frame reception is obtained by adding the individual estimates:

∆ f̂ = ∆ f̂ L-STF + ∆ f̂ L-LTF + ∆ f̂ CPE (41)

The enhanced CFO estimation is validated in a testbed experiment with a WARP SDR.
The WARP SDR sends an IEEE 802.11 Non-HT frame on one RF interface while shifting
the frequency artificially through baseband processing. In addition, the WARP SDR
captures its own transmission with the other RF interface. As both RF interfaces are
driven by a shared clock (see Section 2.2.3), the true CFO of the received frame is equal
to the known artificial CFO. With a PSDU of 1536 bytes at MCS 0 (see Table 2), the frame
has Q = 518 OFDM symbols and a duration of 2072 µs, including the four pseudo OFDM
symbols for the PHY preamble, as introduced in Section 3.4.1.

The CFO estimation by means of the L-STF and the L-LTF is found to deviate from
the true CFO by typically hundreds to a few thousands of hertz, depending on the SNR.
In contrast, the enhanced CFO estimation according to Equation 41 is typically accurate
to ∼±10 Hz around the true CFO. With this, the enhanced CFO estimation technique
provides substantial improvements over the preamble-based CFO estimation, making it
suitable for frequency synchronization of distributed network nodes to facilitate CCT.

3.7 Conclusion

The preceding analysis reveals that the IEEE 802.11 DSSS PHY [104, Section 15.3] and the
OFDM-based IEEE 802.11 Non-HT PHY [104, Section 17.3] pose different requirements on
the synchronization in time and frequency between concurrent transmitters to facilitate
the reception of a CCT with state-of-the-art receivers.

With the IEEE 802.11 DSSS PHY, the decodability of a CCT is governed by the effects
arising in the cases with and without time synchronization of the transmitters, respectively.
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When the transmitters of a CCT are synchronized in time, i.e., when ∆t ≃ 0 s, they also
have to be synchronized in frequency to facilitate correct decoding of the superimposed
signal by a receiver. Otherwise, when the TO ∆t between two transmitters of a CCT
exceeds the chip duration Tp = 1

11 µs = 90.90 ns, the capture effect can be exploited with
and without frequency synchronization, unless the TO ∆t is a multiple of the symbol
duration Tc = 1 µs. Furthermore, Figure 17c and Figure 18c show that the FRR is quite
consistent in testbed experiments in both cases ∆t ≃ 0 s and |∆t| > Tp, i.e., the centers of
the maps have the same shades as the respective regions left and right.

However, these CCT characteristics of the IEEE 802.11 DSSS PHY differ slightly from
the characteristics of the IEEE 802.15.4 O-QPSK DSSS PHY [107, Section 12] that is
employed by Glossy [73]. In a CCT with the IEEE 802.15.4 O-QPSK DSSS PHY, the
best frame detection and reception performance is achieved when the TO between the
concurrent transmitters stays below the chip duration Tp = 0.5 µs [73, Figures 2 and 11].
Otherwise, when the TO in a CCT with the IEEE 802.15.4 O-QPSK DSSS PHY exceeds
the chip duration Tp = 0.5 µs, frames may still be detected and received due to the
capture effect, but with a reduced rate [73, Figures 2 and 11]. This difference between the
IEEE 802.11 DSSS PHY and the IEEE 802.15.4 O-QPSK DSSS PHY might be primarily due
to their different spreading sequences. In particular, the 11-chip Barker code employed by
the IEEE 802.11 DSSS PHY has minimum off-peak auto-correlation coefficients [93], while
the 32-chip sequences employed by the IEEE 802.15.4 O-QPSK DSSS PHY are "related
to each other through cyclic shifts and/or conjugation" [107, Section 12.2.5, Table 12-1].
Therefore, to facilitate CCTs with a TO ∆t exceeding the PHY-specific chip duration Tp,
the IEEE 802.11 DSSS PHY is better suited than the IEEE 802.15.4 O-QPSK DSSS PHY.

In order to evade the reduced FRR performance in case of |∆t| > Tp, Glossy employs
techniques to achieve time synchronization better than the chip duration Tp = 0.5 µs.
Its authors accordingly define interference to be constructive "if a receiver detects the
superposition of the baseband signals generated by multiple transmitters" [73]. By analogy,
they define interference to be destructive "if it prevents a receiver from correctly detecting
the superimposed baseband signals" [73]. However, these definitions are rather general
and do not take any specific conditions of the interfering signals into account. In fact,
follow-up research with Glossy shows that the reception performance in a CCT can be
enhanced further through frequency synchronization of the transmitters, especially with
long frames [236, 257, 258], as discussed in Section 2.1.5.

The system model introduced in Section 3.2 takes a more sophisticated approach to
characterize interference and introduces three parameters that describe certain relations
between the superimposing signals in a CCT: the PO ∆θ, the CFO ∆ f and the TO ∆t.
The analyses in Section 3.3 and in Section 3.4 consider the interference of two signals to
be constructive if their instantaneous phases are aligned to each other, which causes an
increase of the resulting signal amplitude. Accordingly, the interference of two signals
is considered to be destructive if their instantaneous phases are inverted with respect
to each other, causing a deep fade of the superposition. In this sense, the occurrence
of events with constructive and destructive interference in a CCT depends on all three
factors ∆θ, ∆ f and ∆t as well as the elapsed time since the start of the CCT.

In case of a CCT with time synchronization, i.e., ∆t = 0 s, Section 3.3.1 shows that the
IEEE 802.11 DSSS PHY necessitates also frequency synchronization of the transmitters.
More precisely, Equation 5 provides the maximum tolerable CFO ∆ fmax of a CCT.
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However, a CCT with ∆ fmax can only be received with a specific value of the PO ∆θ.
Since the PO ∆θ is randomly distributed in ]−π, π] in practice, a CCT frame reception
with ∆ f ≤ ∆ fmax is only successful with a certain probability as given by Equation 6.
Section 3.4.1 shows that the IEEE 802.11 Non-HT PHY has similar characteristics in
a CCT with ∆t = 0 s as the IEEE 802.11 DSSS PHY. Accordingly, Equation 16 provides
the maximum tolerable CFO ∆ fmax and Equation 17 provides the corresponding frame
reception probability. Figure 20 illustrates CCTs with ∆t = 0 s and two different values of
the PO ∆θ for the IEEE 802.11 Non-HT PHY. In case of a successful CCT frame reception,
there may be events of both constructive and almost completely destructive interference.

In case of a CCT with imperfect time synchronization, i.e., |∆t| > ∆tmax according to
Equation 15, Section 3.4.2 shows that the IEEE 802.11 Non-HT PHY is subject to symbol
errors occurring systematically on specific OFDM subcarriers. These symbol errors can
be corrected to a certain degree through FEC by a receiver, depending on the coding rate
of the employed MCS (see Table 2), the convolutional decoding algorithm employed by
the receiver as well as the impact of noise in accordance with the modulation scheme of
the employed MCS. The total amount of symbol errors within the last OFDM symbol
of a CCT frame is quite consistent for a range of values of the TO ∆t, so that a receiver
is typically able to decode a CCT frame up to a certain CFO ∆ f for various values of
the TO ∆t within the duration of the GI. Only for |∆t| <∼ 150 ns, the amount of symbol
errors may vary across different CCT frame receptions since it additionally depends on
the PO ∆θ in this case, which is random in practice, as discussed in Section 3.4.2.2.

To enable CCT-based network flooding and extensive broadcasting with the IEEE 802.11
Non-HT PHY, the corresponding synchronization requirements must be met exactly.
On the one hand, the IEEE 802.11 Non-HT PHY employs a GI of 800 ns that is filled
with a cyclic prefix (CP) to accommodate the channel delay spread (CDS), which in
turn occurs in multi-path propagation environments (see Section 2.4.6). When the CDS
is shorter than the GI, there is a certain clearance to accommodate the TO of a CCT.
Figure 25b and Figure 26b show that the tolerable TO in a CCT is in fact equal to the GI
duration of 800 ns in the office environment of the testbed experiment. Thus, with a TO
of up to 800 ns, ISI may be largely avoided in a CCT with the IEEE 802.11 Non-HT PHY.
On the other hand, the frequency synchronization requirement of a CCT depends on
factors such as the coding rate of the used MCS, the convolutional decoding algorithm
employed by the receiver, the frame duration and the SNR. With a 140-byte PSDU,
for example, Figure 25 and Figure 26 show that the CFO ∆ f between the transmitters of
a CCT should not exceed 1 to 2 kHz in the 2.4 GHz band, depending on the MCS.

Section 3.5 presents the carrier frequency characteristics of various WARP SDRs and
Asus RT-AC86U wireless routers. Table 3 shows that most of the measured WARP SDRs
meet the aforementioned CFO requirement. An unsyntonized CCT with WARP SDRs
may thus be decodable by state-of-the-art receivers, especially for frames with a PSDU of
less than 140 bytes. Furthermore, Table 4 shows that the Asus RT-AC86U wireless routers
have much larger CFOs with respect to each other than the WARP SDRs, which might
inhibit the reception of unsyntonized CCTs from these devices. Still, Table 4 also shows
that the Asus RT-AC86U wireless routers have very consistent timing characteristics, i.e.,
their median RTx IFS values do not differ by more than 150 ns. Even if a TO of ∆t = 150 ns
accumulates at each hop in CCT-based network flooding (see Section 1.2), a flooding
frame could propagate five hops before the TO reaches the GI duration of 800 ns.
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Figure 27: CCT modes of operation with (a) coherent and (b) incoherent interference

This work explores two different approaches to facilitate CCTs with distributed devices,
as illustrated in Figure 27. The first approach is shown in Figure 27a and comprises
synchronization in time and frequency, i.e., the TO ∆t and the CFO ∆ f of the transmitters
should both be kept as small as possible. On the one hand, accurate time synchronization
mitigates ISI and can be achieved through hardware timers, as shown for Asus RT-AC86U
wireless routers in Table 4. On the other hand, accurate frequency synchronization allows
generating coherent interference (CI), i.e., the phase relation of concurrent transmitters
is kept invariant throughout a CCT. Notably, CI may comprise both constructive and
destructive interference on different OFDM subcarriers at the same time. The relevant
feature of CI is that it enables a receiver to process the superposition of a CCT like a
signal received from a single sender after undergoing multi-path propagation effects.
Distributed nodes may leverage the PHY preamble to synchronize in frequency according
to their respective CFO estimates during a frame reception, as described in Section 2.4.4.
Section 3.6 shows that a CPE-based CFO estimation can enhance the accuracy further.
Chapter 4 and Chapter 5 present prototypes that realize the approach of Figure 27a and
that are based on WARP v3 SDRs and Asus RT-AC86U wireless routers, respectively.

The second approach is shown in Figure 27b and comprises only time synchronization,
whereas the requirement on the frequency synchronization in a CCT should be relaxed.
One goal is to support scenarios in which distributed nodes cannot be synchronized
in frequency through a common frame reception, so that the transmitters operate with
their native carrier frequencies. Note that the extensive broadcasting scenario presented
in Section 1.2.2 may fall into this category. Another goal is to enhance the reliability of
CCT-based low-latency communications by making a receiver more robust to frequency
synchronization errors in a CCT. Chapter 6 presents time-variant zero-forcing (TVZF),
an equalization technique that deals with incoherent interference at the receiver’s end.
To enhance the tolerance towards the CFOs in a CCT, TVZF essentially analyzes and
reconstructs the time-variant interference of a received CCT frame to equalize it.
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This chapter presents a prototype for concurrent cooperative transmission (CCT) with
coherent interference (CI) through synchronization in time and frequency in real-time.
The prototype is based on the Wireless Open Access Research Platform (WARP) v3
software-defined radio (SDR) [246], which has a Xilinx Virtex-6 field-programmable gate
array (FPGA), allowing physical hardware components, such as radio frequency (RF)
interfaces, to be connected to logical hardware components, such as signal processing
algorithms running in the FPGA fabric. Software components running on soft processors
in the FPGA can flexibly control the hardware components and perform computations.
The prototype is based on the IEEE 802.11 reference design for WARP v3 [247], which is
a real-time implementation of the IEEE 802.11g/n physical layers (PHYs) and medium
access control (MAC), allowing for interaction with commercial IEEE 802.11 devices.
The IEEE 802.11 reference design for WARP v3 is modified such that the prototype can
perform a retransmission (RTx) of a received flooding frame with synchronization in
time and frequency with respect to the received frame itself, which in turn may arrive
as a transmission from a single device or as a CCT with CI from a group of devices.
With this, multiple WARP prototype nodes can rapidly disseminate data in an area
through CCT-based network flooding, as introduced in Section 1.2.1.

The WARP prototype enables the initiator of a flooding process to tune the latency,
the reliability and the area coverage through a low-level MAC protocol so that different
application demands can be met. Since the WARP prototype processes the low-level
MAC protocol in real-time, the behavior of a network with multiple nodes is configured
for each flooding process through the flooding frame itself. The flooding initiator defines
the modulation and coding scheme (MCS) and the payload, which in combination govern
the frame transmission duration and hence the latency per hop of a flooding process.
Further, the reliability of a flooding process can be tuned through the low-level MAC
protocol by defining the number of RTx repetitions at each node, as illustrated in Figure 4.
In addition, the WARP prototype can detect whether its next-hop neighbors generate an
RTx of a forwarded frame. If a node does not detect an expected RTx from its next-hop
neighbors, it can automatically retry to reach them by repeating its own RTx, according to
a setting in the low-level MAC protocol. Further, the low-level MAC protocol comprises
a sequence number by which each node can detect duplicate frame receptions so that
each flooding process can be terminated. While the WARP prototype deviates from
the medium access policies of the IEEE 802.11 standard, it retains PHY compatibility
and employs the IEEE 802.11 MAC header, enabling commodity devices to receive data
frames disseminated through CCT-based network flooding. In addition, the low-level
MAC protocol also allows commercial devices to inject data frames for flooding.

Figure 28 shows an architectural overview of the WARP prototype, which comprises
certain modifications of the IEEE 802.11 reference design [247]. First, the PHY receive (Rx)
core is extended with an enhanced carrier frequency offset (CFO) estimator [9] that works
with the common phase error (CPE) on the pilot subcarriers, as described in Section 3.6.

91
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Figure 28: Architecture of the WARP prototype for CCT with CI: the IEEE 802.11 reference design
for WARP v3 [247] is extended with an enhanced CFO estimator in the PHY Rx core [9],
a frequency shifter in the PHY Tx core [9], a low-level MAC and management software.

This extension refines the CFO estimation through the legacy long training field (L-LTF),
which is provided by the IEEE 802.11 reference design, as described in Section 2.4.4.
Both the L-LTF-based CFO estimate and the CPE-based estimate of the residual CFO
are exposed to the central processing units (CPUs) through memory-mapped registers.
Second, the PHY transmit (Tx) core is extended with a frequency shifter that allows the
frequency of an RTx to be synchronized to the frequency of a previous frame reception [9].
Third, the low-level MAC for CCT-based network flooding runs on CPU Low and replaces
the IEEE 802.11 distributed coordination function (DCF) [104, Section 10.3] provided by
the IEEE 802.11 reference design. It executes the low-level MAC protocol upon a frame
reception, employs the MAC support core to achieve precise time synchronization and
accesses memory-mapped registers of the PHY Rx and the PHY Tx cores to perform
frequency synchronization. Fourth, the software running on CPU High performs tasks
that are less time critical than the low-level MAC. In particular, it allows flooding-related
settings to be managed through a user interface by means of a universal asynchronous
receiver-transmitter (UART), push buttons and two 7-segment displays of the WARP v3.
While the software is based on the IEEE 802.11 independent basic service set (IBSS)
implementation of the reference design, IBSS functions such as probe requests and probe
responses are disabled to avoid side effects. The software running on CPU High can be
flexibly extended, e.g., to process received frames further, to connect the wireless flooding
facilities with an Ethernet bridge or to periodically schedule messages for flooding.

This chapter is organized as follows. Section 4.1 presents the hardware design of the
WARP prototype, which comprises the enhanced CFO estimator in the PHY Rx core and
the frequency shifter in the PHY Tx core. Section 4.2 presents the software design of
the WARP prototype, which comprises the low-level MAC protocol, three MAC header
formats that facilitate different modes of operation, the user interface with a UART,
push buttons, 7-segment displays and light-emitting diodes (LEDs), a mechanism that
prevents the CFO from drifting during a flooding process, a logging facility capable of
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calculating statistical evaluation metrics of a flooding process and two debug outputs.
Section 4.3 describes the processing of a received frame in real-time and highlights the
critical processing paths for short and long MAC service data units (MSDUs), respectively.
Section 4.4 presents functional validations of the WARP prototype regarding its ability
to deal with sporadic interference caused by foreign devices, the calibration of its time
synchronization mechanism, the containment of the CFO during a flooding process
and the accuracy of its frequency synchronization. Section 4.5 presents the evaluation
of the WARP prototype in testbed experiments in which various performance metrics
are acquired in runs of 10 000 successive CCTs with up to nine concurrent transmitters.
Section 4.6 provides concluding remarks.

4.1 Hardware Design

The hardware design of the WARP prototype comprises an enhanced CFO estimator
in the PHY Rx core and a frequency shifter in the PHY Tx core, which in combination
allow multiple uncoupled nodes to synchronize their carrier frequencies during a CCT by
means of an immediately preceding frame reception [9]. The enhanced CFO estimator in
the PHY Rx core performs computations on an incoming stream of data while a frame is
received so that the CFO estimate becomes available immediately after a frame reception.
Similarly, the frequency shifter in the PHY Tx core processes the outgoing in-phase
quadrature (IQ) samples in real-time while a frame is transmitted. The FPGA cores of
the WARP v3 are designed with Xilinx System Generator blocks in Matlab Simulink,
allowing for simulations in Simulink on the one hand and for FPGA synthesis on the
other hand. Both hardware components of the WARP prototype are validated in isolation
and in combination with each other in various simulations and testbed experiments [9].

4.1.1 PHY Rx Core: Enhanced CFO Estimator

The PHY Rx core of the IEEE 802.11 reference design for WARP v3 [247] estimates the
CFO during a frame reception by means of the L-LTF and corrects it through baseband
processing in order to mitigate intercarrier interference (ICI), as described in Section 2.4.4.
Still, a CFO estimate from the PHY preamble may be subject to an error ranging up to
hundreds or a few thousands of hertz, depending on the signal-to-noise ratio (SNR).
To cope also with the residual CFO that remains after the L-LTF-based CFO correction,
the PHY Rx core of the IEEE 802.11 reference design corrects the phase of the received
signal according to the CPE obtained from the pilot subcarriers, after a fast Fourier
transform (FFT) of the orthogonal frequency-division multiplexing (OFDM) symbols.
However, the WARP prototype of this work requires an accurate phase alignment not
only with respect to a transmitter during a frame reception but also with respect to
other transmitters during an RTx to generate a CCT with CI. Hence, the PHY Rx core of
the IEEE 802.11 reference design [247] is extended with an enhanced CFO estimator that
obtains the residual CFO by means of the CPE [9], as described in detail in Section 3.6.
With this, the L-LTF-based CFO estimate and the CPE-based estimate of the residual CFO
can be combined to obtain a more accurate CFO estimate that is more robust to noise.
Both estimates are exposed to the MicroBlaze CPUs through memory-mapped registers
so that they can be used for frequency synchronization shortly after a frame reception.
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(a) Overview: the CPE from the PHY Rx core is processed through three custom blocks.

(b) The CPE unwrapper accumulates the phase shift over all OFDM symbols.

(c) The CPE averager computes the average phase shift per OFDM symbol.

(d) The CPE scaler computes and buffers the average phase shift per IQ sample.

Figure 29: CPE-based estimator of the residual CFO within the PHY Rx core [9]
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Figure 29 shows the Simulink model of the CPE-based estimator of the residual CFO [9],
which is integrated into the module for pilot subcarrier processing in the PHY Rx core.
Figure 29a shows the three top-level blocks of the estimator that take as inputs the CPE,
a signal that indicates if the CPE is valid, a reset signal and the OFDM symbol index.
The blocks in the top right corners of the subfigures are virtual scopes for waveform
simulations in which the PHY Rx core takes an IEEE 802.11 frame as input.

Figure 29b shows the interior of the first block, which computes the unwrapped CPE.
Note that angular quantities are provided in an interval of [−π, π[ and are normalized
by 1

π in the Simulink model. The CPE unwrapper detects overruns of the CPE across
the boundary at ±π in any direction and accordingly accumulates full phase rotations
by 2π or −2π in a register. In particular, the CPE unwrapper accumulates 2π when the
difference between the CPE values of two successive OFDM symbols is smaller than −π,
whereas it accumulates −2π when the difference exceeds π.

Figure 29c shows the interior of the second block, which computes the average phase
shift between successive OFDM symbols by dividing the unwrapped CPE by the current
OFDM symbol index. Note that this procedure mitigates the impact of noise with an
increasing number of OFDM symbols, as described in Section 3.6.

Figure 29d shows the interior of the third block, which scales the average phase shift
per OFDM symbol down to the average phase shift per IQ sample. Since the frequency
shifter in the PHY Tx core uses this representation, the residual CFO is not computed in
terms of hertz. Furthermore, this block buffers the result in a register when the frame
reception is done so that the estimate can be read by a CPU shortly afterwards.

The performance of the enhanced CFO estimator, which combines the L-LTF-based
CFO estimate with the CPE-based estimate of the residual CFO, is validated in various
simulations and testbed experiments [9]. In the simulations, the PHY Rx core processes
an IEEE 802.11 frame that has an artificial CFO, which is introduced by shifting the
frequency of the baseband signal through multiplication with a complex exponential.
Simulations conducted with an MSDU of 100 bytes at MCS 0 (see Table 2) and with an
SNR of 20 dB show that the L-LTF-based CFO estimate has an error of up to ∼±1.5 kHz,
whereas the enhanced CFO estimate has an error of up to ∼±80 Hz [9]. The accuracy of
the enhanced CFO estimate is very similar for CFOs of −5 kHz, 0 Hz and 5 kHz [9].

Testbed experiments are conducted with a WARP SDR running WARPLab [250] and
a WARP SDR with the modified PHY Rx core as device under test (DUT), while both
SDRs are driven by a shared clock through wired synchronization [9]. The WARP SDR
running WARPLab transmits IEEE 802.11 frames that are generated with an artificial CFO
in Matlab, while the DUT prints the estimated CFO of each received frame via UART.
Since both SDRs are driven by the same clock, the true CFO at the DUT is exactly the
artificial CFO, so that the estimation error is the difference between the estimated CFO and
the artificial CFO. The WARP SDRs are placed in line-of-sight (LOS) at a distance of 30 cm
from each other. With an MSDU size of 100 bytes at MCS 0 and with artificial CFOs in the
range of [−80, 80] kHz, the error of the L-LTF-based CFO estimate is consistently in the
range of ∼ [−1.2, 1.6] kHz, whereas the error of the enhanced CFO estimate is consistently
in the range of ∼ [−60, 45]Hz [9]. This result confirms that the implementation of the
enhanced CFO estimator is effective, in accordance with Section 3.6.



96 Software-Defined Radio Prototype – WARP

Figure 30: Frequency shifter within the PHY Tx core [9]

4.1.2 PHY Tx Core: Frequency Shifter

Figure 30 shows the Simulink model of the frequency shifter [9], which is integrated on the
signal path of the generated IQ samples to the digital-to-analog converter (DAC) outputs
of the PHY Tx core. The frequency of the baseband signal is shifted by multiplying the
IQ samples with a complex exponential generated through direct digital synthesis (DDS).
The frequency of the DDS signal is the sum of the L-LTF-based CFO estimate and the
CPE-based estimate of the residual CFO, which are provided through memory-mapped
registers by a CPU. The design of the frequency shifter is based on the phase correction
in the PHY Rx core [247] and incorporates certain adjustments of the input signals and
the DDS compiler to facilitate the integration into the PHY Tx core [9]. According to the
precision of the fixed-point computations, the quantization step size of the frequency
shifter is 20 Hz. This is considered to be sufficiently accurate since the practical accuracy
of the enhanced CFO estimation technique presented in Section 3.6 is comparable.

In addition, to ensure that different WARP SDRs generate the same waveform for the
same MSDU in a CCT, the PHY Tx core is also configured to reset the linear-feedback
shift register (LFSR) of the scrambler to a fixed value for each frame generation [9].

The frequency shifter of the WARP prototype is validated in various simulations
and testbed experiments [9]. In simulations, the PHY Tx core generates and exports
IEEE 802.11 frames with an artificial CFO that are analyzed in Matlab with the enhanced
CFO estimation technique described in Section 3.6. The error of the frequency shifter
is the difference between the estimated CFO and the artificial CFO. The simulations
confirm that the frequency shifter is accurate to ∼±10 Hz for artificial CFOs in the range
of [−80, 80] kHz and for MSDU sizes from 100 bytes to 800 bytes at MCS 0 [9].

In testbed experiments, the combined accuracy of the enhanced CFO estimator in the
PHY Rx core and the frequency shifter in the PHY Tx core is assessed by letting a DUT
retransmit a trigger frame with frequency synchronization [9]. With an MSDU size of
100 bytes at MCS 0, the frequency is typically accurate to ∼ [−54,−10]Hz [9]. With an
MSDU size of 800 bytes at MCS 0, it is typically accurate to ∼ [0, 15]Hz [9]. Section 4.4.4
presents a more comprehensive characterization of the frequency synchronization.
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4.2 Software Design

The WARP prototype comprises various functions running as software components on the
two MicroBlaze processors. Section 4.2.1 presents the protocol fields of the low-level MAC
protocol that allow a receiver to decide within a few microseconds whether to retransmit
a received frame. Section 4.2.2 describes the frame format of the low-level MAC protocol
as well as alternative frame formats that enable commercial devices to inject data frames
for flooding and that allow for experiments with many successive CCTs, respectively.
Section 4.2.3 describes the user interface of the WARP prototype that facilitates the
configuration of a node through push buttons and a UART interface and that visualizes
events through two 7-segment displays and LEDs. Section 4.2.4 presents a feature that
contains the CFO within a standard-conformant range during a flooding process with
a large number of retransmissions. Section 4.2.5 presents a logging facility that facilitates
the computation of evaluation metrics after a flooding process. Section 4.2.6 describes two
debug outputs that expose the internal state of the WARP prototype during a flooding
process and that are used to check the adherence to certain timing constraints.

4.2.1 Low-Level MAC Protocol

The WARP prototype implements a low-level MAC protocol that empowers a flooding
initiator to tune the latency, the reliability and the area coverage of a flooding process.
The WARP prototype processes the low-level MAC protocol in real-time upon a frame
reception and decides within a few microseconds whether to retransmit a received frame.
In addition, a received frame must have a correct frame check sequence (FCS) in order to
qualify for an RTx. With this, the behavior of the overall system during a flooding process
can be defined by means of the flooding frame itself, i.e., without additional signaling.
While the area coverage and the reliability of a flooding process can be tuned explicitly
through protocol fields, the latency is defined implicitly as follows.

The latency per hop is the sum of the frame transmission duration and the subsequent
idle period before the next RTx, the latter of which is a short interframe space (SIFS)
with a duration of 16 µs for the Non-HT PHY (see Section 2.4.8). Therefore, the flooding
initiator can tune the latency per hop through the MSDU size on the one hand and
through the MCS (see Table 2) on the other hand. However, a higher MCS reduces
the communication range since it requires a higher SNR, so the propagation speed of
a flooding process is not necessarily increased with a higher MCS. Thus, the flooding
initiator should select an MCS that is suitable for the node density of the network.

4.2.1.1 Sequence Number

The protocol field sequence_number allows a node to identify already processed frames.
Sequence numbers are valid within a certain range ahead of the current sequence number.
When a node receives a frame with a new sequence number that is valid, it updates
its internal state according to the protocol fields of the received frame and possibly
retransmits the frame, according to the conditions of the protocol. When a node receives
a frame with the current sequence number, it possibly retransmits the frame another
time, according to the conditions of the protocol. When a node receives a frame with an
invalid sequence number, it discards the frame and keeps its internal state.
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4.2.1.2 Global Retransmission Counter

The protocol field rtx_global_counter denotes the number of remaining Tx slots of
a flooding frame in the network. The initiator of a flooding process uses this protocol
field to define up to how many hops a frame shall be flooded through the network.
When a node receives a frame with a valid sequence number, it retransmits the frame
only if the rtx_global_counter value is greater than zero. The rtx_global_counter

value is decremented by one in the RTx of a frame. With this, each RTx of a frame has
the same rtx_global_counter value at a particular point in time, also in distant areas.
On the one hand, this ensures that all transmitted waveforms are identical so that the
CCTs can be decoded by the respective receivers. On the other hand, this also allows for
implicit time synchronization between all nodes in the network when the initial value of
rtx_global_counter is included in the MSDU, similar to Glossy [73].

4.2.1.3 Local Repetition Counter

The protocol field rtx_rep_per_node defines the maximum number of additional RTx
repetitions of a flooding frame by each node after the first RTx of the frame, respectively.
The rtx_rep_per_node value is kept unchanged in a frame during a flooding process.
When a node receives a frame for the first time, i.e., when the sequence number is new,
it initializes a local repetition counter with the rtx_rep_per_node value of the frame.
After generating the first RTx of a received frame, a node may receive the frame again,
e.g., as a CCT from its next-hop neighbors when they retransmit the frame. When a node
receives a frame with the current sequence number, it retransmits the frame another
time if the rtx_global_counter value in the frame and its local repetition counter are
both greater than zero. In this process, the node decrements the rtx_global_counter

value and its local repetition counter each by one. Thus, the first RTx repetition of a node
typically occurs concurrently with the first RTx of its two-hop neighbors and has an
rtx_global_counter value that is two less than the value transmitted during its first RTx
of the respective frame. With this, the waveforms transmitted by all nodes are identical at
each point in time, allowing for CCTs with CI. Still, different nodes may have different
internal states with respect to their local repetition counters.

4.2.1.4 Automatic Retry

The protocol flag auto_retry indicates whether a node is allowed to automatically retry
to reach its next-hop neighbors if it does not receive an RTx immediately after its own
RTx or, in case of the initiator, the initial Tx of a flooding frame. When a node retries to
reach its next-hop neighbors, it behaves similarly as if it had received an RTx from them.
In particular, it sends a so-called retryRTx if its local repetition counter is greater than
zero and if the rtx_global_counter value would have been greater than zero in the
RTx frame that it had expected but that it did not receive from its next-hop neighbors.
The node sends the retryRTx in the subsequent Tx slot, during which its two-hop
neighbors would send an RTx if they received an RTx by the node’s one-hop neighbors.
Still, there is a chance that the next-hop neighbors of the node did send an RTx and
that the node did not receive it correctly. Therefore, the rtx_global_counter value of the
retryRTx is reduced by two with respect to the previous Tx or RTx of the node so that
the retryRTx may contribute to a CCT with the two-hop neighbors of the node.
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4.2.1.5 Discussion

The protocol field rtx_rep_per_node allows the initiator of a flooding process to tune the
reliability through redundant CCTs of the same message, as introduced in Section 1.2.1
and as illustrated in Figure 4. Since the additional RTx repetitions may occur as CCTs in
conjunction with other hops while the flooding frame propagates through the network,
the additional costs in terms of channel utilization are limited.

Consider a network in which no other transmissions are allowed during a flooding
process and in which the maximum number of hops of any node from the initiator is nmax

hops.
If the initial rtx_global_counter value is smaller than nmax

hops, any number of additional
RTx repetitions will not incur any additional costs in terms of channel utilization since
the flooding process will terminate when the rtx_global_counter value reaches zero.
In contrast, if the rtx_global_counter field is initialized with a larger value than nmax

hops,
additional RTx repetitions may prolong the flooding process. More precisely, the number
of Tx slots used during the propagation of a flooding process through the network is:

npropagation
Tx = 1 + min(rtx_global_counter, nmax

hops) (42)

Conversely, the number of Tx slots that are used for additional RTx repetitions at the end
of a flooding process, i.e., after all nodes may have processed the frame once, is:

nrepetitions
Tx = min(max(0, rtx_global_counter− nmax

hops), 2 · rtx_rep_per_node) (43)

For instance, if a network has a radius of 10 hops around the initiator and if the initiator
sets the rtx_global_counter field to 10, the flooding process will comprise 11 Tx slots.
Note that the RTx during the last Tx slot does not reach any new relay nodes, but it may
still reach passive consumers of the message at the network border. If the initiator sets the
rtx_rep_per_node field to 1, all nodes except for the last 2 hops will send 2 RTx frames,
while the last 2 hops will send only 1 RTx frame. With this, the reliability can be increased
in the area covered by the first 8 hops, while the total number of used Tx slots stays 11.
If the initiator sets the rtx_global_counter field to 12 and the rtx_rep_per_node field
to 1, nrepetitions

Tx will be 2, i.e., there will be 2 Tx slots that are used by the last 2 hops for
additional RTx repetitions. With this, the reliability can also be increased for the network
area covered by the last 2 hops, at the expense of 18.2 % more channel utilization.

This example illustrates that the low-level MAC protocol empowers the initiator of
a flooding process to tune the area coverage and the reliability in combination with
the efficiency of the channel utilization. Also note that additional RTx repetitions incur
additional costs in terms of energy expenditure of the nodes. Furthermore, the initiator of
a flooding process can tune the latency per hop by partitioning or by aggregating the data
inserted into the MSDU of each flooding frame and by adjusting the MCS appropriately.
Overall, the initiator can tune certain performance tradeoffs to specific requirements
by using the low-level MAC protocol and the ability of the WARP prototype to handle
frames of different sizes. With this, the low-level MAC protocol facilitates the design of
applications of the decentralized URLLC (dURLLC) paradigm introduced in Chapter 1.
Moreover, the low-level MAC protocol is sufficiently lightweight to be processed in
real-time by the WARP prototype, as further discussed in Section 4.3.



100 Software-Defined Radio Prototype – WARP

4.2.2 MAC Header Formats

The low-level MAC protocol of the WARP prototype is integrated into the IEEE 802.11
MAC header in order to allow also commercial devices to receive flooding frames from
the WARP SDRs and to inject flooding frames into the network. The low-level MAC
protocol is exposed through three different formats that enable different operation modes.
A general overview of the IEEE 802.11 MAC header is provided in Section 2.4.7.

4.2.2.1 Flooding Feed Format

The flooding feed format is the main format for network flooding of the WARP prototype.
This format is used to disseminate a message in a spatial area spanning a specified
number of hops around the initiator. A flooding feed frame is a broadcast data frame,
i.e., the Address 1 field of the IEEE 802.11 MAC header is set to FF:FF:FF:FF:FF:FF.
Furthermore, the Address 2 and the Address 3 fields are both set to B1:6F:10:0D:FE:ED,
allowing commercial devices to consume flooding frames through a MAC address filter.
The low-level MAC protocol fields are encoded into the 16 bits of the Duration/ID field
of the IEEE 802.11 MAC header since this field is normally set to zero and thus unused
for non-QoS broadcast data frames [104, Section 9.3.2.1.5]. While the flooding feed format
deviates from the IEEE 802.11 standard in this respect, commercial devices can receive
such frames without any problems in tests. Figure 31a illustrates how the fields of the
low-level MAC protocol are mapped to the 16 bits of the Duration/ID field.

4.2.2.2 Frame Injection Format

When an IEEE 802.11 MAC protocol data unit (MPDU) is passed to pcap_inject(),
the driver of the attached network interface may overwrite certain MAC header fields
before sending the frame [144]. Tests with two different Atheros AR928X wireless network
adapters show that the Ath9k driver overwrites the Duration/ID field of a non-QoS
broadcast data frame with zero. Therefore, commercial devices may not be able to use
the flooding feed format to pass flooding frames to the WARP SDRs, unless their
respective device driver or chip firmware is modified to prevent such alterations.

In order to overcome this limitation, the WARP prototype offers a format that enables
commodity devices to inject data frames for flooding by encoding the low-level MAC
protocol fields into the Address 2 field of the IEEE 802.11 MAC header. The Duration/ID
field is not used by this format and may be set to zero. The Address 1 field denotes
a broadcast data frame, i.e., it is set to FF:FF:FF:FF:FF:FF. The Address 2 field may
range from F4:57:F1:00:D0:00 to F4:57:F1:00:DF:FF, i.e., the first 36 bits are used as
an identifier, whereas the last 12 bits encode certain fields of the low-level MAC protocol,
as illustrated in Figure 31b. The Address 3 field is set to B1:6F:10:0D:FE:ED.

When a WARP SDR receives an injected frame, it increments its local sequence number
and parses the fields of the low-level MAC protocol that are mapped into the Address 2
field of the IEEE 802.11 MAC header. If the rtx_global_counter value is greater than
zero, it retransmits the frame. The RTx frame is encoded in the flooding feed format
and has the new sequence_number value and a decremented rtx_global_counter value.
When multiple WARP SDRs receive an injected frame for flooding, they synchronously
update their local sequence numbers and send the RTx frame as a CCT with CI.
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s[0]s[1]s[2]s[3]n[0]n[1]n[2]n[3]g[0]g[1]g[2]g[3]g[4]g[5]g[6]a[0]

s[3:0]:n[3:0]:g[6:0]:a[0]:

lsbDuration/ID (16 bits)msb

(a) Flooding feed format

n[3:0]: g[6:0]:a[0]:

g[0]g[1]g[2]g[3]g[4]g[5]g[6]a[0]

lsbaddr2[5]msb

n[0]n[1]n[2]n[3]0xD

lsbaddr2[4]msb

0x000xF10x570xF4

addr2[3]...addr2[0]

(b) Frame injection format

s[3:0]: g[15:0]:a[0]:x: reserved

g[0]...g[7]

lsbaddr2[5]msb

g[8]...g[15]

lsbaddr2[4]msb

s[0]s[1]s[2]s[3]a[0]xxx

lsbaddr2[3]msb

0x0D0x000xF1

addr2[2]...addr2[0]

(c) Group mode format

Figure 31: MAC header formats of the low-level MAC protocol

4.2.2.3 Group Mode Format

The WARP prototype offers a third MAC header format that changes the semantics of
the low-level MAC protocol slightly in order to facilitate experiments in which a limited
number of nodes can generate a large number of successive CCTs with CI. To this end,
the nodes are partitioned into groups that repeatedly pass on a frame in a cyclical manner.
In the simplest case, two groups of nodes pass on a frame in a ping-pong fashion.

Each node has a local configuration variable group_count that denotes the total number
of groups in the network. All network nodes must set this variable to the same value.
Further, each node has a local configuration variable group_id that defines its group
membership and that may take values in the range [0, group_count− 1]. When a node
receives a frame in the group mode format, it checks if the rtx_global_counter value
is greater than zero and if (rtx_global_counter % group_count == group_id) is true.
If both conditions are met, the node retransmits the frame, potentially as a CCT with
other nodes of its group. The rtx_global_counter value is decremented in the RTx so
that another group is triggered to retransmit the frame further during the next turn.
This procedure may continue until the rtx_global_counter value reaches zero.

The protocol field rtx_rep_per_node is not used in the group mode format since each
node must retransmit the same frame up to ⌈rtx_rep_per_node/group_count⌉ times.
However, the protocol flag auto_retry can be set to allow each node to send one retryRTx
if it does not receive an expected RTx from its next-hop neighbors after its own RTx.

In the group mode format, the Duration/ID field of the IEEE 802.11 MAC header
is not used and may be set to zero. The Address 1 field is set to FF:FF:FF:FF:FF:FF.
The Address 2 field may range from F1,00,0D,00,00,00 to F1,00,0D,FF,FF,FF, i.e.,
the first 3 octets are used as an identifier, whereas the last 3 octets encode certain fields of
the low-level MAC protocol. Figure 31c illustrates how the fields of the low-level MAC
protocol are mapped to the Address 2 field of the IEEE 802.11 MAC header. Note that the
protocol field rtx_global_counter has 16 bits, allowing for up to 65535 successive CCTs.
The Address 3 field is set to B1:6F:10:0D:FE:ED. When a received frame in the group
mode format triggers an RTx, the RTx is also encoded in the group mode format.
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4.2.3 User Interface

The WARP prototype has a user interface that allows a user to manage configuration
settings and internal variables of the low-level MAC protocol. It is exposed through both
the UART interface and the three push buttons in the top left corner of the WARP v3 SDR.
The user interface allows a user to cycle through a list of menu items either by pressing
the up and down buttons on the WARP SDR or by pressing the s and f keys in a terminal
connected to the UART. The menu item selection is shown on the two 7-segment displays
and is printed via UART along with the corresponding value or setting. A menu item
can be entered by pressing the middle button on the WARP SDR or by pressing the d key
in a terminal connected to the UART. Upon entering a menu item, the corresponding
value or setting is shown on the two 7-segment displays and may possibly be modified
by pressing the up and down buttons or the s and f keys, respectively. The user interface
returns to the menu item selection by pressing the middle button or the d key.

The user interface is implemented in CPU High and maintains all settings, except for
the sequence_number and the rtx_global_counter values of the low-level MAC protocol,
which are maintained and updated in real-time by CPU Low. CPU High communicates
with CPU Low through a mailbox mechanism of the IEEE 802.11 reference design [247] in
order to apply PHY settings in CPU Low, to retrieve values from CPU Low and to grant
control over the 7-segment displays to CPU Low, depending on the respective menu item.
The menu items are represented on the two 7-segment displays as follows upon selection,
while they allow a user to perform the described actions upon entering, respectively:

• : displays and modifies the current sequence_number value in CPU Low.

• : displays the higher 8 bits of the last seen rtx_global_counter value as two
hexadecimal digits. These bits are only used by frames in the group mode format.

• : displays the lower 8 bits of the last seen rtx_global_counter value as two
hexadecimal digits. The lower 7 bits are used by all three MAC header formats.

• : displays and modifies the transmission power in the range of [−9, 21]dBm.

• : displays and modifies the channel number, shown as two hexadecimal digits.
The WARP v3 supports channels in the 2.4 GHz band and in the 5 GHz band.

• : displays and selects the PHY sampling rate from {10, 20, 40} MS/s. At 40 MS/s,
the WARP prototype operates the Non-HT and HT-MF PPDUs for 20 MHz channel
bandwidth at double clock speed.

• : displays and modifies the CFO containment factor in permille, represented as
two hexadecimal digits. This feature is described in Section 4.2.4.

• : displays and selects the employed antenna port. When is selected, antenna
port A is active. When is selected, antenna port B is active. When is selected,
the WARP prototype listens through both antenna ports on the wireless channel
and selects the antenna port with the better signal quality upon a frame reception.
If an RTx is triggered, it is sent via the same antenna port selected during Rx.

• : displays and modifies the group_count value, which defines the total number
of groups in the group mode, as described in Section 4.2.2.3.
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• : displays and modifies the group_id value, which defines the group membership
of the respective node, as described in Section 4.2.2.3.

• : enables or disables a debug mode that prints certain system state information
into the MSDU of an RTx frame while processing the low-level MAC protocol.
This feature is described in more detail in Section 4.2.6.

• : enables or disables application control over the hex displays by the IBSS
implementation of the IEEE 802.11 reference design [247].

• : allows a user to load and store multiple configuration settings from and to the
electrically erasable programmable read-only memory (EEPROM) of the WARP v3.
The configuration settings of the following menu items are included when loading
or storing: , , , , , , . When the menu item is entered, the
decimal points of both 7-segment displays light up and a submenu can be accessed
by pressing the up button, the down button, the s key or the f key. The user interface
returns to the main menu either after completing a selection cycle in the submenu
or after executing one of the submenu items. A selected submenu item is executed
by pressing the middle button or the d key. The submenu has the following items:

– : loads the settings from the EEPROM and applies them.

– : stores the current settings to the EEPROM.

– : clears the settings in the EEPROM by overwriting them with zeros.

Upon execution of each of these submenu items, the columns of LEDs next to the
two 7-segment displays blink green on success and red otherwise.

Since the EEPROM is a non-volatile storage, the stored configuration settings persist
also when the device is powered off. When starting up, the WARP prototype checks
if configuration settings are stored in the EEPROM by means of a magic string
that resides next to the settings. If the magic string is found, the WARP prototype
automatically loads the configuration settings from the EEPROM and applies them,
whereas it starts with default settings otherwise.

In addition, the WARP prototype indicates successful and erroneous flooding frame
receptions by means of the two columns of green and red LEDs next to the 7-segment
displays, respectively. In each column, one LED is illuminated at any point in time.
The green LED is incremented upon reception of a flooding frame with a good FCS,
whereas the red LED is incremented upon reception of a flooding frame with a bad FCS.
In contrast to the original IEEE 802.11 reference design [247], the WARP prototype of this
work indicates only receptions of flooding frames, i.e., other frame types are ignored.

4.2.4 CFO Containment

During a flooding process, each node that generates an RTx synchronizes in frequency to
its respective reception of the flooding frame to ensure that CCTs are generated with CI.
Hence, the frequency synchronization is performed several times by different nodes
in succession, according to the network size and the initial rtx_global_counter value.
However, each execution of the frequency synchronization may introduce a small error,
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making the frequency of an RTx differ slightly from the frequency of the previous RTx.
In particular, while the enhanced CFO estimation technique presented in Section 3.6
mitigates the impact of noise, it is still affected by noise according to Equation 40. Further,
the enhanced CFO estimator in the PHY Rx core (see Section 4.1.1) and the frequency
shifter in the PHY Tx core (see Section 4.1.2) both work with fixed-point computations,
so the frequency of an RTx may be shifted marginally due to quantizations [9].

Since the carrier frequency of a flooding process may change slightly towards both
higher and lower frequencies with each RTx, it may fluctuate around the carrier frequency
of the initiator over time. However, experimental tests show that the frequency shift
can also be biased towards any of both directions in some cases when the positions
of the nodes and the frame length are not changed. Such a bias might be introduced
by the quantization of fixed-point numbers under recurring experimental conditions.
Therefore, the CFO of a flooding process with respect to the specified center frequency
may potentially drift into a particular direction. If this effect makes the CFO grow too
large, it can eventually lead to frame loss and thus to the abortion of a flooding process.
Note that the IEEE 802.11 standard requires the center frequency of a 20 MHz channel to
be met with an accuracy better than ±20 parts per million (ppm) [104, Section 17.3.9.5],
i.e., the CFO of a flooding process should stay within ∼±50 kHz in the 2.4 GHz band.

To prevent the CFO of a flooding process from drifting widely, the WARP prototype
has a CFO containment mechanism that enables distributed nodes to steer the CFO
towards ∼ 0 Hz without explicit coordination. To this end, each node reduces its CFO
estimate ∆ f̂ by a small CFO containment factor v before generating an RTx:

∆ f̂ v = ∆ f̂ · (1− v), 0 ≤ v≪ 1 (44)

Since various WARP v3 SDRs have CFOs better than 3 kHz with respect to each other,
as presented in Section 3.5.1, they usually have similar CFO estimates of a received frame.
Thus, if the CFO of a flooding frame is relatively small, all nodes obtain small CFO
estimates, so that the frequency change through the CFO containment is negligible.
In contrast, if a flooding frame has a relatively large CFO, each node reduces its CFO
estimate by a certain amount that is similar to the amounts applied by the other nodes.
Therefore, the nodes cooperatively pull the CFO of a flooding process towards ∼ 0 Hz
either when the CFO tends to grow towards positive or negative values or when a frame
with a relatively large CFO is injected for flooding by a commercial device. The CFO
containment mechanism is validated in testbed experiments presented in Section 4.4.3.

4.2.5 Statistics Log

To observe the temporal performance of the WARP prototype with a large number of
successive CCTs by means of a limited number of nodes, the testbed experiments in
Section 4.5 are conducted in group mode (see Section 4.2.2.3). In each of these experiments,
a WARP SDR with WARPLab [250] triggers a flooding process and records the received
signal of the CCTs, allowing various performance metrics to be computed for each CCT.
However, the signal of a received CCT does not reveal how many and which transmitters
participated in the generation of the CCT since all transmitters sent the same signal while
being synchronized in time and frequency.
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In order to gain more insights into the performance of each individual node during
a flooding process in group mode, the WARP prototype has a logging facility that runs
in real-time on CPU Low, allowing for subsequent computation of statistical metrics.
The logging facility keeps track of the frames received and retransmitted during a
flooding process by means of a bitmap in which each bit indicates whether a flooding
frame with a particular rtx_global_counter value was processed by the individual node.
With this lightweight data structure, a node can write the log with minimal overhead
during the real-time processing of a received flooding frame as follows.

When a flooding frame with a new sequence number is received, the logging facility
initializes two variables with the received rtx_global_counter value, one of which is
kept unchanged during the flooding process, whereas the other one is updated with each
received and retransmitted frame. Upon the reception of a frame, the logging facility
sets the bit corresponding to the rtx_global_counter value of the received frame to one
as well as the bit corresponding to the rtx_global_counter value of its RTx if an RTx
is generated according to the low-level MAC protocol. In addition, it clears any bits
representing rtx_global_counter values that are larger than the value of the currently
received frame and that are smaller than the value of the previously marked frame.
With this, the resetting of bits is carried out incrementally through several function calls,
avoiding to reset the entire bitmap during the reception of the first frame, which would
potentially violate a timing constraint. In addition to recording processing events of Rx
and RTx frames, the logging facility also counts the number of generated retryRTx frames.
After a flooding process, the logging facility provides the following statistical metrics:

• The frame reception rate (FRR) is the fraction of Rx frames received by the node
over the total number of Rx frames of its group. An Rx frame of a group is a
flooding frame with an rtx_global_counter value that cannot be contained in an
RTx frame generated by a node of the group.

• The frame transmission rate (FTR) is the fraction of RTx frames generated by the
node, without retryRTx frames, over the total number of RTx frames of its group.
An RTx frame of a group is a flooding frame with an rtx_global_counter value
that may be contained in an RTx frame generated by a node of the group.

• The frame transmission rate of group (FTR-G) is the fraction of observed RTx
frames retransmitted by any nodes within the group of the node, including the
node itself, over the total number of RTx frames of the group.

Note that a bit corresponding to an RTx frame may be set through two different events.
First, a node sets the bit when a received frame triggers the node to generate an RTx.
Second, a node sets the bit also when it overhears an RTx of other nodes in its group
after it missed the reception of the frame that would have triggered it to generate an RTx.
The logging facility is able to distinguish between these two cases by means of the bit
corresponding to the next higher rtx_global_counter value. If this bit is set, the logging
facility treats the RTx as generated by the node itself, i.e., the RTx is considered for
the calculation of both the FTR and the FTR-G. Otherwise, the logging facility treats
the RTx as generated by other nodes within the same group, i.e., the RTx is considered
for the calculation of the FTR-G only. Also note that the FTR-G reflects the observations
of a particular node and may differ between the nodes of a group. The metrics can be
retrieved by pressing the g key in a terminal connected to the UART.
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4.2.6 Debug Outputs

The WARP prototype can expose runtime information on two debug outputs to support
the validation of the correct interaction between software and hardware.

Besides logical correctness, another important aspect of the WARP prototype is the
adherence to timing constraints. The WARP prototype employs the MAC support core of
the IEEE 802.11 reference design [247] (see Figure 28) to generate an RTx of a received
flooding frame with accurate timing in relation to certain Rx and Tx events. To this end,
the generation of an RTx is configured within the frame_receive() function upon the
reception of a flooding frame and is eventually triggered through a timer running in
the MAC support core. Thus, the execution of frame_receive() must reach certain code
sections in a limited amount of time, as described in Section 4.3. These timing constraints
can be checked by means of the control and status register of the MAC support core,
which can be read by software through wlan_mac_get_tx_ctrl_status() [247].

After reading the control and status register, its contents can be printed to a terminal
via UART in order to inspect the internal state of the MAC support core at the point in
time when the register was read. However, printing debug messages via UART at runtime
inevitably delays the software execution process, so only one timing constraint can be
checked at a time, while the code execution must be considered as retarded afterwards.
Thus, the timing constraints are checked one by one during the development process,
while each trigger frame is transmitted by a WARP SDR with WARPLab [250].

In addition to meeting the timing constraints during the generation of an RTx in
response to a single trigger frame, the timing constraints must also be met during the
generation of successive RTx frames in real-time, as required by the group mode or
when the rtx_rep_per_node value is greater than zero. In particular, the execution of
frame_receive() must not be delayed by any other tasks so that it starts timely when
the PHY Rx core detects a frame reception. Further, the execution of frame_receive()
must finish in time so that the next frame can be received. For instance, if the logging
facility (see Section 4.2.5) did not reset its bitmap incrementally but all at once upon the
reception of the first frame of a flooding process, it could potentially still run when the
next frame arrives. In this case, a node would not be able to generate the next RTx.

To facilitate the inspection of the internal state of a node during real-time processing,
the WARP prototype has a debug mode that can be enabled through the user interface,
as described in Section 4.2.3. By enabling the debug mode, the WARP prototype writes
readings of its internal state at certain points in time into specific locations of the MSDU.
In contrast to printing via UART, this method delays the code execution just marginally
since it requires only a few additional memory accesses. To avoid interference between
nodes with different internal states, the debug mode should only be enabled when
each hop comprises a single node, e.g., with a single node per group in group mode.
A monitor device can capture the successive RTx frames of a real-time flooding process,
decode them, extract the values written into the MSDUs by the respective nodes and
process them further to perform certain checks and to augment evaluation metrics.

Section 4.4 presents experiments conducted in debug mode. In these experiments,
a WARP SDR with WARPLab [250] triggers ping-pong transmissions between two nodes
in group mode and records the successive RTx frames. Each frame generated as a retryRTx
is marked by the debug mode and can thus be highlighted in the plots.
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4.3 Real-Time MAC Processing

The WARP prototype processes a received frame in real-time and decides according to
the low-level MAC protocol whether to generate an RTx immediately after the reception.
In this process, the software and hardware components of the WARP prototype run in
parallel and must be geared to each other. On one side, the PHY Rx core starts to decode
a frame directly upon its detection on a listening RF interface and writes the contents of
the OFDM symbols byte by byte to a dedicated Rx buffer. On the other side, CPU Low
starts to process the available portions of the MPDU while the reception is still ongoing.
In particular, CPU Low parses the IEEE 802.11 MAC header to determine if the frame is
a valid flooding frame and if an RTx should be generated. While the WARP prototype
prepares an RTx in software, it employs the MAC support core of the IEEE 802.11
reference design [247] to trigger the execution of an RTx by means of a hardware timer,
allowing it to achieve accurate time synchronization with respect to a received frame.
Thus, CPU Low must also reach certain code sections in a limited amount of time, e.g.,
before the running hardware timers expire.

This section describes the real-time processing of a received flooding frame with the
low-level MAC protocol and highlights the underlying timing constraints. Section 4.3.1
describes the detection and processing of an incoming frame by the PHY Rx core.
Section 4.3.2 describes how CPU Low processes the MPDU provided by the PHY Rx
core and how it generates an RTx. Section 4.3.3 describes how CPU Low generates a
retryRTx if the auto_retry flag is set in the flooding frame. Section 4.3.4 describes how
CPU Low deals with errors during the frame reception process, e.g., due to a bad FCS.
While some timing-related requirements apply equally for all frames, the severity of
certain timing constraints depends on the duration or the data rate of the flooding frame.
Thus, to ascertain that the WARP prototype works for all MSDU lengths and for all MCS
indices, the timing constraints must be checked under the conditions of two edge cases.
Section 4.3.5 discusses the edge case with the lowest possible latency per hop, which is
44.2 µs and which is achievable with the Non-HT PHY at MCS 5 or higher (see Table 2).
Section 4.3.6 discusses the edge case with the highest PHY data rate that is provided by
the WARP prototype, which is 65 Mbit/s with the HT PHY at MCS 7 [104, Section 19.5].

Figure 32 illustrates the alignment of the software functions that are executed during
the generation of an RTx and of a retryRTx with the waveform of the respective frames.
The waveform is generated by means of a WARP SDR with WARPLab [250] that records
ping-pong transmissions between two nodes close to each other, as shown in Figure 33.
The considered node first receives a flooding frame from the other node, which in turn
triggers the considered node to generate an RTx after a SIFS. Since the considered node
does not overhear an RTx from the other node after its own RTx and since the auto_retry

flag is set in the frame, the considered node additionally generates a retryRTx. The frame
is a Non-HT PPDU at MCS 5 that encapsulates an MSDU of 1 byte, which results in a
frame duration of 28 µs. Note that this example also reflects the edge case with the lowest
possible latency per hop of 44.2 µs that is further discussed in Section 4.3.5.
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Figure 32: Adherence to timing constraints by the software functions: The waveform exemplarily
shows that the considered node receives a flooding frame, generates an RTx, does not
receive an RTx while listening and generates a retryRTx. Time limit 1 refers to enabling
the RTx or re-enabling a previous retryRTx. Time limit 2 refers to copying the MSDU.
Time limit 3 refers to returning from set_up_retryRTx() and from frame_receive().
Time limit 4 refers to returning from update_state(). The illustrated latency per hop
of 44.2 µs can be achieved with a Non-HT PPDU at MCS 5 or higher (see Table 2).
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4.3.1 Rx Processing by the PHY Rx Core

When the WARP prototype is idle, it continuously listens on one or both of its RF
interfaces for incoming frames, according to the antenna selection of the user interface,
as described in Section 4.2.3. Upon the arrival of a frame, the PHY Rx core of the
IEEE 802.11 reference design [247] detects the PHY preamble, as described in Section 2.4.3,
and initiates a frame reception process. In this process, the PHY Rx core estimates the
symbol timing of the incoming frame, as described in Section 2.4.3, and performs a CFO
estimation and correction with respect to the incoming frame by means of the L-LTF,
as described in Section 2.4.4. In addition, the PHY Rx core uses the L-LTF to estimate
the channel state information (CSI) of the incoming frame, as described in Section 2.4.5.
Further, the PHY Rx core detects the PHY format and, in case of a Non-HT PPDU,
retrieves the MCS and the length of the frame from the legacy SIGNAL field (L-SIG),
allowing it to decode the remainder of the PPDU (see Section 2.4.2). At this point in time,
the enhanced CFO estimator in the PHY Rx core starts to run, as described in Section 4.1.1.
After initializing the descrambler by means of the SERVICE field (see Section 2.4.2) and
after checking the validity of the PHY header, the PHY Rx core decodes and writes the
PHY service data unit (PSDU) byte by byte to a dedicated Rx buffer. Furthermore, it sets
a flag in a memory-mapped status register that indicates that an Rx process is ongoing,
besides other flags about its processing state. Additionally, it exposes the number of
PSDU bytes written to the Rx buffer through another memory-mapped register [247].

4.3.2 Rx Processing by CPU Low and Generation of RTx

Up to this point, CPU Low continuously polls the aforementioned status register of the
PHY Rx core to check if an Rx process has started. As soon as the PHY Rx core indicates
that a frame is received and that the PHY header is valid, CPU Low collects several pieces
of information from the PHY and executes the frame_receive() function [247], which
carries out the low-level MAC protocol of the WARP prototype, as illustrated in Figure 32.
Since the frame_receive() function must meet certain timing constraints, its start must
not be significantly delayed by other tasks running on CPU Low, which is particularly
considered in the design of the functions related to the generation of a retryRTx.

The flowchart of the frame_receive() function in Figure 32 shows that CPU Low
first creates a backup of its state variables, which allows CPU Low to restore this state
if the frame turns out to be invalid during the reception process, e.g., due to a bad FCS.
Then, it parses the low-level MAC protocol, which may be realized in one of three
different formats mapped into the IEEE 802.11 MAC header, as described in Section 4.2.2.
To this end, CPU Low has to wait until the PHY Rx core has written the Address 2 field
of the IEEE 802.11 MAC header, which is the last field that is parsed or checked for each
of the three MAC header formats. Note that the MAC header formats are designed to
proceed quickly at this point, i.e., the waiting time would be longer if some of the fields
of the low-level MAC protocol were mapped into IEEE 802.11 MAC header fields that
arrive later, such as the Sequence Control field (see Section 2.4.7).

If the received frame appears to be a valid flooding frame according to its MAC header,
the WARP prototype cancels a potentially pending retryRTx, since a retryRTx should
only be executed when an expected RTx from the one-hop neighbors is not received.
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If an RTx should be generated according to the low-level MAC protocol, CPU Low
configures the state machine B of the MAC support core to generate a transmission from
a specified Tx buffer with certain PHY parameters as soon as postRx_timer1 expires,
but it does not enable the state machine yet. Then, CPU Low writes the MAC header of
the Tx buffer, e.g., with a decremented rtx_global_counter value, and the PHY header.
Figure 32 additionally shows that postRx_timer1 is configured to run automatically
for the duration of a SIFS after the end of the Rx frame, like for the generation of
an acknowledgment (ACK) frame in the original IEEE 802.11 reference design [247].

At this point, CPU Low waits until the Rx process of the PHY Rx core finishes so that
it can check by means of the PHY Rx core if the FCS of the incoming frame is correct.
In case of a very short frame, the Rx process of the PHY Rx core may already be done,
so that CPU Low can proceed immediately, as illustrated in the example in Figure 32.
In case of a longer frame, however, CPU Low has to wait an according amount of time.
Then, CPU Low retrieves the result of the FCS check from the PHY Rx core.

If the FCS is correct and if an RTx should be generated, CPU Low synchronizes
the frequency of the PHY Tx core to that of the Rx frame. Note that the enhanced CFO
estimation in the PHY Rx core, which is presented in Section 4.1.1, has just finished.
CPU Low reads the L-LTF-based CFO estimate and the CPE-based estimate of the residual
CFO from the registers in the PHY Rx core. Then, it applies the CFO containment
procedure described in Section 4.2.4 and writes the resulting values to the corresponding
registers of the frequency shifter in the PHY Tx core, as presented in Section 4.1.2.

Next, CPU Low enables the state machine B of the MAC support core to trigger the
generation of the configured RTx when postRx_timer1 expires. Since this code section
must be reached before postRx_timer1 expires, it marks the first time limit during the
execution of frame_receive(), as shown in Figure 32. In case of the shortest possible
frame duration, postRx_timer1 expires briefly afterwards, so that the PHY Tx core
instantly starts to transmit the PHY preamble of the RTx. In the meanwhile, CPU Low
updates the LEDs to indicate the successful frame reception. In addition, it possibly also
updates the contents of the 7-segment displays, as described in Section 4.2.3.

Since the Tx buffer for the RTx only holds the PHY and MAC headers at this point,
CPU Low further proceeds with copying the MSDU from the Rx buffer to the Tx buffer.
While this copy operation terminates quickly for short frames, as illustrated in Figure 32,
it takes much longer for frames with a larger MSDU size. With this, the MSDU bytes are
written to the Tx buffer right before they are read by the PHY Tx core for transmission.
Consequently, the copy operation must proceed at least as fast as the PHY Tx core reads
data from the Tx buffer i.e., the copying must finish before the transmission of the RTx,
which is marked as the second time limit in Figure 32. Note that the PHY Tx core and
the PHY Rx core use disjoint buffers in fixed memory locations, so the PHY Tx core
cannot simply transmit the contents of an Rx buffer.

If the auto_retry flag is set in the frame, CPU Low further configures a retryRTx,
as described in the subsequent Section 4.3.3. Otherwise, CPU Low only writes the log,
as described in Section 4.2.5. In any case, the frame_receive() function must return
within a SIFS duration after the generated RTx so that the node is ready to receive an RTx
from its one-hop neighbors. This condition is marked as the third time limit in Figure 32.
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4.3.3 Generation of retryRTx

If a retryRTx should be generated according to the low-level MAC protocol, CPU Low
configures postTx_timer1 of the MAC support core after copying the MSDU. As a result,
postTx_timer1 runs for the duration of a SIFS plus the duration of the current flooding
frame plus the duration of another SIFS after the end of the ongoing RTx. With this,
postTx_timer1 expires exactly when the two-hop neighbors of the considered node
should start their reception-triggered RTx. The timer calibration is validated in a testbed
experiment presented in Section 4.4.2.

Furthermore, CPU Low switches its Tx buffers, i.e., it makes the buffer of the ongoing
RTx the secondary buffer that is subsequently used to generate a retryRTx and vice versa.
With this, the preparation of the next reception-triggered RTx does not modify the buffer
of the retryRTx so that the canceled retryRTx can be re-enabled if the preparation of
the next reception-triggered RTx is aborted, as further described in Section 4.3.4.

Next, CPU Low writes the log, as described in Section 4.2.5, and waits for the ongoing
RTx to finish. Then, it executes set_up_retryRTx() as a function call of frame_receive().
In this function, CPU Low determines the rtx_global_counter value of the retryRTx
as the latest rtx_global_counter value reduced by two, as described in Section 4.2.1.4.
Further, CPU Low configures state machine B of the MAC support core to generate
a transmission from the secondary Tx buffer with certain PHY parameters as soon as
postTx_timer1 expires and enables the state machine. Then, it writes the MAC header
of the secondary Tx buffer, according to the determined protocol fields of the pending
retryRTx, and the PHY header. After executing set_up_retryRTx(), CPU Low must still
have enough time in frame_receive() to return within a SIFS duration after the RTx.
As stated in Section 4.3.2, this condition is marked as the third time limit in Figure 32.
It ensures that the node can subsequently receive an RTx from its one-hop neighbors.

During the next Tx slot, which starts directly a SIFS duration after the generated RTx,
the considered node typically receives an RTx from its one-hop neighbors. In this case,
CPU Low proceeds exactly as for the frame that it received just before the generation
of the RTx, i.e., it cancels the configured retryRTx and processes the received frame.
However, sometimes a node might not receive an RTx from its one-hop neighbors,
as described in Section 4.2.1.4. In this case, the configured retryRTx is transmitted and
may contribute to a CCT with CI with the two-hop neighbors of the node.

If the transmission of the retryRTx is triggered, CPU Low executes update_state().
With this, it reduces its local rtx_global_counter value by two and decrements its local
repetition counter, as described in Section 4.2.1.4 and in Section 4.2.1.3, respectively.
If both counters permit, CPU Low schedules another execution of set_up_retryRTx()
right after the ongoing retryRTx. Thus, CPU Low must return from update_state()

before the ongoing retryRTx finishes, which is marked as the fourth time limit in Figure 32.
If another execution of set_up_retryRTx() is scheduled, it is executed in the context
of the run loop of CPU Low. Hence, the checks before executing set_up_retryRTx()

must be performed efficiently in order to avoid delaying the execution of other functions,
as mentioned in the beginning of Section 4.3.2.
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4.3.4 Error Handling

CPU Low modifies its local state variables immediately upon the reception of a frame,
i.e., before the FCS is received, which allows it to reach the code section enabling the
RTx before postRx_timer1 expires, which marks the first time limit shown in Figure 32.
However, a received frame may turn out to be corrupted when the FCS arrives, which
would leave the node in a bad state if not properly handled. Consequently, CPU Low
creates a temporary backup of its local state variables upon executing frame_receive().
If the FCS turns out to be bad, CPU Low rolls back the state variables and restores the
previous frequency synchronization by means of this backup. Further, if a retryRTx was
configured and canceled beforehand, CPU Low re-enables it. Since CPU Low employs
two different Tx buffers, the Tx buffer of the retryRTx was not modified while CPU Low
wrote the MAC header for the unexecuted RTx. The retryRTx must be re-enabled before
postTx_timer1 expires, which as well corresponds to the first time limit in Figure 32.
However, in this case, CPU Low does not necessarily have to return from frame_receive()

before postTx_timer1 expires since a retryRTx follows and since the update_state()

function still has some clearance with respect to the fourth time limit shown in Figure 32.

4.3.5 Critical Path for the Lowest Latency per Hop

To meet the first time limit shown in Figure 32, CPU Low must enable state machine B of
the MAC support core before the relevant timer expires. If the FCS of a received flooding
frame is good, CPU Low must enable the RTx before postRx_timer1 expires. If the FCS
of a received flooding frame is bad and if a retryRTx is configured, CPU Low must
re-enable the temporarily canceled retryRTx before postTx_timer1 expires.

Figure 32 shows the processing of a frame with the lowest possible latency per hop,
which is 44.2 µs and which can be achieved with a Non-HT PPDU at MCS 5 or higher,
resulting in a PPDU duration of 28 µs (see Section 2.4.2 and Table 2). This edge case is
most critical for reaching the first time limit. In particular, the code section in which
CPU Low waits for the PHY Rx core to finish is executed after the end of the received
frame in this case since the DATA field of the PPDU is shorter than the execution time
of frame_receive() up to this code section. Therefore, the critical software execution
paths for the first time limit range from the beginning of the frame_receive() function
to the points at which state machine B is enabled for an RTx or re-enabled for a retryRTx,
respectively. The resulting timing constraints of the RTx and the retryRTx are checked
by means of the debug outputs described in Section 4.2.6, respectively.

4.3.6 Critical Path for the Highest Throughput

To meet the second time limit shown in Figure 32, CPU Low must copy the MSDU bytes
from the Rx buffer to the Tx buffer before the PHY Tx core reads them for transmission.
This copy procedure starts shortly before or after the PHY Tx core begins to transmit
the PHY preamble of the RTx, depending on the frame duration, and must finish before
the PHY Tx core reads the bytes for the last OFDM symbol. This software execution path
is checked with short and long frames at the highest possible PHY data rate of the WARP
prototype, which is 65 Mbit/s with the HT PHY at MCS 7 [104, Section 19.5].



4.4 Functional Validation 113

UART via USB

WARP prototype
group ID: 1

WARP prototype
group ID: 0

Rx: monitoring

Tx: trigger frame

WARPLab

Figure 33: Testbed setup for ping-pong transmissions between two WARP prototype nodes

4.4 Functional Validation

To ensure that the WARP prototype functions properly, testbed experiments are conducted
with ping-pong transmissions between two nodes. Figure 33 shows the testbed setup.
A third WARP SDR that runs WARPLab [250] is connected to a Matlab workspace and
triggers flooding processes in group mode between the two WARP prototype nodes.
In addition, the WARP SDR with WARPLab monitors each triggered flooding process
and transfers the received IQ samples to the Matlab workspace, where they are processed.
The WARP prototype nodes are operated in debug mode, as described in Section 4.2.6,
which allows the identification of frames that are generated as a retryRTx.

The experiments are conducted with an initial rtx_global_counter value of 10 000.
While flooding over 10 000 hops might not be meaningful in practice, this value is applied
here to study the temporal performance of the WARP prototype.

4.4.1 Overcoming Sporadic Interference

The OFDM-based IEEE 802.11 PHYs are susceptible to interference (see Section 2.1.2),
so sporadic interference from other devices may distort a flooding process and may even
lead to an interruption if all nodes are affected, e.g., in a sparse network.

Figure 34 shows the magnitude of IQ samples during a flooding process in group mode.
The experiment is conducted with a Non-HT PPDU at MCS 3 (see Table 2), encapsulating
an MSDU of 1 byte. Furthermore, the auto_retry flag is unset (see Section 4.2.1.4).
Figure 34a shows that the RTx train consistently persists for 18 ms and suddenly stops.
Figure 34b shows the segment around the last frames and reveals that interference sets
in during the idle period between the second last RTx and the last RTx. Even though
the magnitude of the interference is much lower than that of the frame transmissions,
it suffices to distort the last frame reception and to interrupt the flooding process.
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(b) A detailed view of the waveform reveals that the last RTx is affected by interference.

Figure 34: Ping-pong transmissions between two nodes with the auto_retry flag unset (disabled)

Given that the experiments presented in this chapter are conducted on channel 14,
which requires a license to operate IEEE 802.11 networks in Germany, the interference
in Figure 34 is most probably caused by an external device that also uses the 2.4 GHz
Industrial, Scientific and Medical (ISM) band. In particular, Bluetooth devices are found
to cause detrimental interference as shown in Figure 34 and are therefore disabled during
experiments whenever possible. Still, foreign devices may cause interference.

Figure 35 shows the magnitude of the waveform of another experiment in which the
auto_retry flag is set. This experiment is conducted with a Non-HT PPDU at MCS 0
and with an MSDU size of 1 byte. The RTx train of this experiment is uninterrupted, i.e.,
it contains all 10 000 frames. Figure 35 shows a segment of the RTx train in which the
frame at 694.75 ms is a retryRTx according to its debug information. The previous RTx
from the other node is subject to interference, which the retryRTx helps to overcome.
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Figure 35: Ping-pong transmissions between two nodes with the auto_retry flag set (enabled)
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Figure 36: The retryRTx timing is calibrated with sample accuracy with respect to the RTx timing.

4.4.2 Timing Calibration

The WARP prototype triggers the generation of a configured RTx through postRx_timer1,
as described in Section 4.3.2. The timer is configured to run for the duration of a SIFS after
a frame reception with the calibration of the original IEEE 802.11 reference design [247].
In addition, the WARP prototype can generate a retryRTx by means of postTx_timer1,
as described in Section 4.3.3. As a retryRTx should be synchronous in time with an RTx by
the two-hop neighbors of the considered node, postTx_timer1 runs for a SIFS duration
plus the PPDU duration of the flooding frame plus another SIFS duration after an RTx.

Figure 36 illustrates that the calibration of postTx_timer1 achieves sample-accurate
timing in the testbed shown in Figure 33, i.e., a retryRTx is generated with the same timing
as a second reception-triggered RTx. Still, at larger distances between nodes, the timing
of a reception-triggered RTx changes slightly due to the additional propagation delay,
whereas the timing of a retryRTx is fixed. Further, the measured SIFS duration is 16.2 µs,
which slightly exceeds the 16 µs defined by the IEEE 802.11 standard (see Section 2.4.8).
This uncritical deviation might be caused by a small propagation delay and by the
frequency shifter inserted into the signal path of the PHY Tx core (see Section 4.1.2).
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Figure 37: The measured IFS is consistent for 10 000 successive ping-pong transmissions.
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Figure 37 illustrates the measured interframe space (IFS) between 10 000 successive
ping-pong transmissions during a testbed experiment with the setup shown in Figure 33.
The experiment is conducted with a Non-HT PPDU at MCS 0 that encapsulates an MSDU
of 1 byte and that has the auto_retry flag set. With this, the experiment lasts ∼ 0.8 s.
The IQ samples received by the WARP SDR with WARPLab are processed by a decoder
that is based on the Matlab WLAN toolbox [150]. The decoder measures the IFS between
two frames as the time difference between their detected start of frame (SOF) positions
minus the PPDU duration. Further, the decoder identifies retryRTx frames by means of
the embedded debug information, as described in Section 4.2.6, allowing these frames
to be highlighted in the plot. Figure 37 shows that the IFS measurements of RTx frames
consistently range between 16.15 µs and 16.3 µs, while the IFS measurements of retryRTx
frames are within this range, which confirms that postTx_timer1 is properly calibrated.
The IFS resolution of 50 ns corresponds to the employed sampling rate of 20 MS/s.

Note that each occurrence of a retryRTx indicates a preceding reception error of a
WARP prototype node, possibly caused by sporadic interference from a foreign device.
While there are 25 retryRTx frames from the WARP prototype nodes, the Matlab decoder
recovers 9 997 out of 10 000 frames with a correct FCS, indicating a superior performance
of the Viterbi algorithm with soft-decision decoding [158, Section 12.3].

4.4.3 CFO Containment

The CFO containment mechanism presented in Section 4.2.4 is validated in various
testbed experiments to identify a suitable CFO containment factor. On the one hand,
the CFO containment factor should be large enough to contain the CFO when it tends
to drift into one particular direction. On the other hand, the CFO containment factor
should still be small to alter the estimated CFO just marginally.

Figure 38 shows the progression of the CFO of the previous experiment, the measured
IFS of which is shown in Figure 37. The CFO containment is turned off in this experiment.
The CFO is measured in Matlab by means of the enhanced CFO estimation technique
presented in Section 3.6 with respect to the monitoring WARP SDR running WARPLab.
Figure 38 shows that the CFO oscillates in both directions between −1 kHz and 17 kHz.
In other runs, the CFO also takes more negative values and stays within ±50 kHz.
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Figure 38: CFO progression of ping-pong transmissions without CFO containment
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(b) Artificial CFO of trigger frame: −90 kHz

Figure 39: A CFO containment factor of v = 0.001 may suffice to pull the CFO towards ∼ 0 Hz.

Figure 38 is obtained with a Non-HT PPDU at MCS 0 that contains an MSDU of 1 byte,
resulting in a PPDU duration of 64 µs. With this, the PPDU contains 12 OFDM symbols
that can be utilized by the CPE-based estimator of the residual CFO in the PHY Rx core.
Note that the enhanced CFO estimator becomes more accurate with a higher number
of OFDM symbols according to Equation 40. Thus, in ping-pong experiments with a
longer PPDU, there are less short-term variations of the CFO. However, the CFO may
still oscillate in ranges comparable to the ones shown in Figure 38. Further, with slightly
different node positions, the CFO may also drift into one particular direction.

The CFO containment mechanism is assessed in another experiment in which the
trigger frame has an artificial CFO to emulate a frame injection from a detuned device.
This experiment employs a Non-HT PPDU at MCS 0 that contains an MSDU of 161 bytes,
resulting in a PPDU duration of 276 µs. With this, the enhanced CFO estimator can
leverage 65 OFDM symbols. The nodes are positioned as shown in Figure 33, such that
the CFO oscillates randomly in test runs, i.e., it does not drift into one particular direction.
The CFO containment factor is set to v = 0.001, taking effect as expressed in Equation 44.
Figure 39 shows that the CFO is pulled towards ∼ 0 Hz in two different runs in which
the artificial CFO of the trigger frame is set to 90 kHz and to −90 kHz, respectively.

In another experiment, the nodes are slightly moved such that the CFO drifts towards
higher frequencies. In some test runs, the CFO exceeds 100 kHz and causes frame loss.
Figure 40 shows the effects of different CFO containment factors. The setting v = 0.01
provides good performance and is thus selected for the experiments in Section 4.5.
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(a) CFO containment factor: v = 0 (off)
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(b) CFO containment factor: v = 0.001
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(c) CFO containment factor: v = 0.01

0 1000 2000 3000 4000 5000 6000 7000 8000 9000 10000

−0.5

0

0.5

1

1.5

2

frame index

C
FO

(k
H
z)

(d) CFO containment factor: v = 0.1

Figure 40: Comparison of CFO containment factors when the CFO drifts towards higher values:
the CFO containment factor allows balancing the tradeoff between the frequency
synchronization accuracy and a small distance of the CFO progression from ∼ 0 Hz.
A CFO containment factor of v = 0.01 provides a suitable compromise.
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4.4.4 Frequency Synchronization

The frequency synchronization mechanism of the WARP prototype, which consists of
the enhanced CFO estimator in the PHY Rx core (see Section 4.1.1) and the frequency
shifter in the PHY Tx core (see Section 4.1.2), is assessed in another testbed experiment.
The goal is to determine the characteristics of these two components in combination
and to identify parameter regions that are most suitable to achieve CI during a CCT.
In particular, the accuracy of the frequency synchronization is assessed as a function of
the PPDU length in terms of the number of OFDM symbols since the accuracy of the
enhanced CFO estimator in the PHY Rx core depends on it, as expressed by Equation 40.
Further, the accuracy of the frequency synchronization is also assessed in different CFO
regimes with respect to the specified center frequency.

Contrary to the testbed setup shown in Figure 33, the experiment is conducted with
a WARP SDR running WARPLab [250] and a single WARP prototype node as a DUT.
A Matlab script generates trigger frames by means of the Matlab WLAN toolbox [150] and
uses the WARP SDR with WARPLab to transmit them and to record the corresponding
RTx frames from the WARP prototype node. In this process, the PPDU length is swept
from 7 to 32 OFDM symbols in steps of 1 OFDM symbol and then from 36 to 688 OFDM
symbols in steps of 4 OFDM symbols, including the PHY preamble with an equivalent
length of 4 OFDM symbols (see Section 2.4.2). To this end, MCS 5 is employed for a
PPDU length of up to 15 OFDM symbols and MCS 0 for any larger PPDUs, while each
number of OFDM symbols is translated to the corresponding maximum MSDU size.
Note that the enhanced CFO estimator is not affected by the MCS change as the pilot
subcarriers invariably employ binary phase-shift keying (BPSK) [104, Section 17.3.5.10].
For each PPDU length, 1 000 trigger frames are transmitted in close succession.

The RTx frames received from the WARP prototype node, in turn, are processed
with the assistance of the Matlab WLAN toolbox [150] and by means of the enhanced
CFO estimation technique presented in Section 3.6. Since the WARP prototype node
synchronizes in frequency with respect to each trigger frame before generating an RTx,
the CFO of an RTx with respect to its trigger frame should ideally be close to 0 Hz.
Further, since each RTx is generated a SIFS duration after the respective trigger frame,
the oscillator frequencies of both nodes should be stable during each measurement, i.e.,
they may change just slightly due to jitter, if at all (see Section 2.2.2).

Figure 41 shows the characteristics of the CFO as a function of the PPDU length in
terms of the number of OFDM symbols. Figure 41a reveals that the CFO exceeds ±1 kHz
in a few cases with very short PPDU lengths, whereas it declines sharply for increasing
PPDU lengths, confirming that the enhanced CFO estimator in the PHY Rx core is effective.
Figure 41b provides a more detailed view of low absolute CFO values and shows that
the CFO is close to 0 Hz for a wide range of PPDU lengths, indicating a high accuracy.

While deviations of the CFO from 0 Hz can generally be attributed to noise and
interference, the enhanced CFO estimation in Matlab causes a small additional error.
Further, Figure 41b shows that the CFO has a negative bias for short frames and a positive
bias for long frames, which might be caused by quantizations of the signal processing
algorithms running on the FPGA in a static environment. Moreover, the absolute CFO
has a minimum for PPDU lengths of around 220 OFDM symbols and slightly increases
for larger PPDU lengths, which might be caused by phase jitter of the two nodes.
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(a) CFO of an RTx with respect to its trigger frame: full scale
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(b) CFO of an RTx with respect to its trigger frame: detailed view
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(c) CFO-induced phase error of an RTx at the end of the PPDU

Figure 41: Characteristics of the frequency synchronization mechanism of the WARP prototype

Figure 41c shows the maximum phase error caused by the CFO of an RTx, which is
calculated as the measured CFO multiplied by the PPDU duration after the PHY preamble.
This result reveals that CI is best achieved with PPDUs of up to ∼ 250 OFDM symbols.
Note that a higher absolute CFO and a shorter PPDU duration compensate one another.
In CFO regimes of ±60 kHz, the characteristics are almost identical to those in Figure 41.
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Figure 42: Testbed setup for ping-pong transmissions between two groups of five nodes

4.5 Evaluation

To assess the feasibility of CCT-based network flooding with IEEE 802.11 in practice,
testbed experiments are conducted in which multiple WARP prototype nodes generate
successive CCTs with CI by means of the group mode (see Section 4.2.2.3). A key question
of these experiments is whether the synchronization in time and frequency keeps up
over time since each CCT triggers the generation of the respective next CCT and since
each node may introduce a small synchronization error when contributing to a CCT,
so that a synchronization error may possibly propagate and grow over multiple hops.
In order to achieve statistical significance and to observe the temporal progression of
certain performance metrics, the trigger frame of each flooding process is initialized with
an rtx_global_counter value of 10 000 (see Section 4.2.1.2). While the auto_retry flag
is set to overcome interference by foreign devices (see Section 4.2.1.4 and Section 4.4.1),
this feature does not mitigate synchronization errors as each node generates a retryRTx
with the same time and frequency reference as the previous RTx. The CFO containment
factor is set to v = 0.01 on all WARP prototype nodes (see Section 4.2.4 and Section 4.4.3).
Further, the debug mode is disabled on all WARP prototype nodes (see Section 4.2.6)
to make sure that all nodes generate the same waveform when contributing to a CCT.
Each flooding process in group mode is triggered and monitored by a WARP SDR with
WARPLab [250], which facilitates further analysis of the received CCT signals in Matlab.
The performance of each individual WARP prototype node is evaluated by means of the
logging facility (see Section 4.2.5). In addition, commercial devices with Atheros AR928X
wireless network adapters are set up in monitor mode in the same environment to assess
their ability to receive the CCTs by means of Wireshark and libpcap [241, 242].

4.5.1 2 Groups: 1 vs. 5 Transmitters

Figure 42 shows the testbed setup of an experiment with ping-pong transmissions
between two groups of five nodes each. This experiment is designed to compare certain
performance metrics between the cases when only one node per group generates an RTx
at a time and when up to five nodes per group generate each RTx as a CCT with CI.
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The WARP SDR with WARPLab [250] is used to trigger ping-pong transmissions with
10 000 successive CCTs and to record the received CCT signals for analysis in Matlab.
The flooding frame is a Non-HT PPDU that encapsulates an MSDU with 161 bytes, while
the MCS is swept from 0 to 7 in steps of 1 (see Table 2) in successive experiment runs.
Four Acer notebooks and four Asus Eee PC netbooks with Atheros AR928X wireless
network adapters are set up in monitor mode. A device with the ID Acer-03 is placed on
the upper table in Figure 42 at a distance of ∼ 1.5 m from the WARP SDR with WARPLab,
whereas the other seven commercial devices are placed at a distance of ∼ 2 – 3 m from
the WARP prototype nodes in partial LOS, all next to each other.

The experiment is first conducted with one WARP prototype node in each group, i.e.,
only one particular node of each group is turned on while the other nodes are turned off.
Table 12 in Appendix A lists the FRRs of both WARP prototype nodes, showing that each
node receives at least 99.6 % of the frames from the other node in all experiment runs.
When a node misses a frame reception, it generates a retryRTx during its next Tx slot.
With this, each experiment run finishes after 10 000 successive frame transmissions.

Table 13 in Appendix A lists the FRRs of the Matlab decoder that is based on the
Matlab WLAN toolbox [150] and that processes the IQ samples from the WARP SDR
with WARPLab as well as the FRRs of the eight commercial devices in monitor mode.
These FRRs are calculated separately for each group ID and for a reception from any
of both groups. The latter metric emulates a flooding scenario in which a device is
located in between two groups of nodes that successively forward a flooding frame,
so that the device has two chances to receive the same flooding frame. The Matlab
decoder has an excellent reception performance, which can be attributed to both a good
signal quality in proximity to the nodes and to its use of the Viterbi algorithm with
soft-decision decoding [158, Section 12.3]. From the commercial devices, Acer-03 often
has a good reception performance, which can be attributed to its proximity to the nodes.
The reception performance of the other commercial devices varies, especially with an
increasing MCS, despite their seemingly similar conditions with respect to their locations.
Notably, EeePC-02 often has a high FRR for group ID 0 but a low FRR for group ID 1.
Such variations may occur in practical settings due to fading effects.

The experiment is conducted another time with all WARP prototype nodes turned on,
so that each RTx of the flooding frame is generated as a CCT with CI by up to five nodes.
Table 14 in Appendix A lists the FRRs of the individual WARP prototype nodes, showing
that the FRRs are good but reduced in comparison to the FRRs in Table 12 with only one
active node in each group. Due to the redundancy of nodes in each group and with the
help of retryRTx frames, each experiment run finishes after 10 000 successive CCTs.

Table 15 in Appendix A lists the FRRs of the Matlab decoder and of the commercial
devices in monitor mode, showing that there is not a single device whose reception
performance is substantially worse than in the experiment with one node in each group.
In fact, Acer-03, Acer-06, Acer-07, EeePC-02, EeePC-08 and EeePC-12 often have better
FRRs in Table 15 than in Table 13, indicating that these devices benefit from the additional
diversity of the CCTs and that the time and frequency synchronization of the WARP
prototype nodes is sufficiently accurate over a long period to make such gains possible.
The FRRs of the Matlab decoder are very good and are consistently better than the FRRs
of the individual WARP prototype nodes, indicating that the reception performance of
the WARP prototype could be further enhanced through better decoding algorithms.
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(a) Measured CFO of CCTs, obtained with a CFO containment factor of v = 0.01
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(c) Accumulation of ∆ IFS: global time synchronization error with respect to the flooding initiator

Figure 43: Progression of performance metrics in 5x5 ping-pong experiment at MCS 4 over 1.0 s

The signals received by the WARP SDR with WARPLab are further processed in Matlab
to compute performance metrics of the CCTs and to visualize their temporal progressions.
With one node per group, the measured CFO has similar characteristics as in Figure 40c.
Further, the measured IFS typically ranges from 16.2 µs to 16.3 µs, with a few outliers at
16.15 µs and at 16.35 µs, i.e., its characteristics resemble those in Figure 37.

With five nodes per group, the Matlab decoder processes the received signals as
usual and determines a single SOF and a single CFO estimate for each CCT frame.
Figure 43 shows the progressions of the CFO and of the IFS, exemplarily for MCS 4.
Figure 43a reveals that the CFO tends to drift towards negative frequencies in this
experiment and that it is effectively contained at around ∼−6.5 kHz. There are only
a few rather small outliers near the curve. Overall, the CFO progresses quite steadily,
indicating that the nodes successfully keep up the joint frequency synchronization.
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Figure 43b shows that the measured IFS ranges from 16.1 µs to 16.35 µs in most cases,
while there are some outliers that are largely received correctly by the Matlab decoder.
More precisely, 2.2 % of the detected CCT frames in this experiment run have an IFS of
less than 16.1 µs, while 2.1 % of the detected CCT frames have an IFS of more than 16.35 µs.
These outliers indicate that some nodes have a temporary time offset (TO) of up to a few
hundred nanoseconds with respect to each other and that the SOF detector of the Matlab
decoder locks to the signal components of such nodes when processing successive CCTs,
so that the TOs become evident in the IFS measurements. Still, the characteristics in terms
of the density and the deflection of the outliers is quite consistent throughout the entire
experiment run, indicating that the WARP prototype nodes recover from such conditions
by resynchronizing in time with respect to each other.

The mean IFS is ∼ 16.223 µs in the experiment run with one node per group at MCS 4,
whereas it is ∼ 16.207 µs in the experiment run with five nodes per group at MCS 4.
The fact that the mean IFS is slightly smaller in the experiment with CCTs indicates that
the WARP prototype nodes tend to lock their detected SOFs to CCT signal components
that arrive early, which mitigates intersymbol interference (ISI) since the other signal
components become covered by the guard interval (GI) with a cyclic prefix (CP) [243].

Figure 43c shows the deviation of the expected SOF from the measured SOF for each
CCT frame of the experiment run at MCS 4. By denoting the expected average IFS as ˜︁TIFS

and the measured IFS before the k-th RTx as TIFS
k , the SOF deviation of the K-th RTx is:

∑K (∆ IFS) =
K

∑
k=1

(︂˜︁TIFS − TIFS
k

)︂
(45)

This metric is useful to express the error of a global time synchronization mechanism.
Note that CCT-based network flooding facilitates global time synchronization of all nodes
with respect to the initiator of a flooding process, as demonstrated with Glossy [73].
This principle works also with the WARP prototype when the initiator of a flooding
process includes the initial rtx_global_counter value in the MSDU of the flooding frame.
With this, each network node can determine the number K of elapsed Tx slots in the
network by subtracting the received rtx_global_counter value from the initial value.
Consequently, each node can estimate the TO ∆t(K) between the SOF of the received RTx
and the SOF of the Tx of the initial flooding frame as:

∆t̂(K) = K ·
(︂

TPPDU + ˜︁TIFS
)︂

(46)

Figure 43c shows that the estimated TO ∆t̂(K) is accurate to about ±2.3 µs over all
10 000 CCTs in the experiment run at MCS 4. The largest error of ∆t̂(K) in the experiment
with five nodes per group is ±5.3 µs, which occurs in the experiment run with MCS 6.
Note that the accuracy of the global time synchronization mechanism depends on the
accuracy of the measured average IFS ˜︁TIFS and on the variability of the IFS TIFS

k over
different hops, which in turn depends on the propagation delay at each hop and thus on
the network topology. Hence, the global time synchronization mechanism might be less
accurate in practical network flooding over multiple hops with a variable node density
than in the ping-pong experiment with a static per-hop topology.
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4.5.2 Meeting the URLLC Requirement

The 3rd Generation Partnership Project (3GPP) defines the requirement of Ultra-Reliable
Low-Latency Communications (URLLC) as the end-to-end delivery of a 32-byte frame
with a reliability of 1− 10−5 and with a latency of 1 ms [3]. Since this thesis proposes
dURLLC as a similar paradigm for decentralized networks in Chapter 1, this section
explores the feasibility of meeting the URLLC requirement with CCT-based ping-pong
transmissions with WARP prototype nodes. Note that the reliability of a flooding process
can be tuned through repetitive CCTs of the same flooding frame, as described in
Section 1.2.1 and as illustrated in Figure 4. While the low-level MAC protocol provides
the rtx_rep_per_node field to tune the number of RTx repetitions in multi-hop settings,
as described in Section 4.2.1.3, the tuning of the reliability can be emulated by means of
ping-pong transmissions by combining the receptions of a certain number of successive
CCTs and by treating them like RTx repetitions of one particular message.

Another experiment with two groups of five WARP prototype nodes each is conducted,
as illustrated in Figure 42. Each flooding process is triggered and monitored by a WARP
SDR with WARPLab [250] placed in LOS in proximity to the WARP prototype nodes.
In addition, a second monitoring WARP SDR with WARPLab is placed in a neighboring
office at 6 m distance, i.e., behind a concrete wall in strict non-line-of-sight (NLOS).
The MSDU of the flooding frame has 32 bytes, according to the URLLC requirement.
The experiment is conducted for all MCS indices with a Non-HT PPDU (see Table 2).
For each MCS, 100 flooding processes with an initial rtx_global_counter value of 10 000
are successively triggered and recorded, making a total of 1 000 000 CCTs. The execution
in 100 successive experiment runs overcomes a buffer size limitation of WARPLab and
the 16-bit limitation of the rtx_global_counter protocol field in group mode.

The decoding results of the received CCTs are stringed together to obtain a sequence
of 1 000 000 values for each performance metric. The FRR is calculated over this sequence
of decoding results with a variable number of virtual RTx repetitions, which essentially
defines the size of a sliding window. If any of the CCTs within the sliding window are
received correctly, the corresponding position of the sliding window is considered to
result in a successful frame reception. For instance, in case of no virtual RTx repetition,
each CCT from a particular group is counted individually for the FRR of this group.
In case of one virtual RTx repetition, a reception from a group is considered as successful
if the respective CCT or the subsequent CCT generated by this group is received correctly.
The FRR is calculated with virtual RTx repetitions for receptions from each of both groups
as well as for receptions from any of both groups. With this, the FRR for a variable number
of RTx repetitions is emulated by means of a long sequence of CCTs.

Table 16 in Appendix B lists the FRRs of both the LOS and the NLOS receiver for all
MCS settings, without virtual RTx repetitions. For receptions from any of both groups,
the FRR of the LOS receiver exceeds 99.999 % up to MCS 4, while the FRR of the NLOS
receiver exceeds 99.999 % up to MCS 2. Thus, the URLLC reliability requirement can
already be met without additional RTx repetitions when a receiver can overhear the CCTs
from at least two different groups of nodes that successively forward a flooding frame.
Note that in multi-hop network flooding scenarios, each group of nodes that forwards
a flooding frame is in communication range to its respective previous-hop group and its
respective next-hop group, so that the flooding process propagates through the network.
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Device ID
MCS 0 MCS 1 MCS 2 MCS 3

gID 0 gID 1 any gID 0 gID 1 any gID 0 gID 1 any gID 0 gID 1 any

Matlab LOS 1 1 0 1 1 0 1 1 0 1 1 0

Matlab NLOS 1 1 0 2 1 0 2 1 0 3 2 1

Device ID
MCS 4 MCS 5 MCS 6 MCS 7

gID 0 gID 1 any gID 0 gID 1 any gID 0 gID 1 any gID 0 gID 1 any

Matlab LOS 1 1 0 2 2 1 3 3 2 2 4 1

Matlab NLOS 4 2 1 10 5 3 27 33 10 72 23 14

Table 5: Number of RTx repetitions required to meet the URLLC reliability requirement of 1− 10−5

PHY format MCS 0 MCS 1 MCS 2 MCS 3 MCS 4 MCS 5 MCS 6 MCS 7

Non-HT 120.2 92.2 80.2 64.2 60.2 52.2 48.2 48.2

HT-MF 132.2 92.2 80.2 72.2 68.2 64.2 64.2 60.2

Table 6: Latency per hop with a 32-byte MSDU in microseconds, including a SIFS of 16.2 µs

Hence, a monitoring device is typically in communication range of at least two different
groups of nodes, so that it has at least two chances to receive a CCT of a particular
flooding frame. Similarly, if a WARP prototype node misses to receive a flooding frame
from its previous-hop neighbors, it will have a second chance to receive it from its
direct neighbors and a third chance to receive it from its next-hop neighbors if needed.
Therefore, the any selector in Table 16 reflects the reception performance in multi-hop
network flooding scenarios most realistically. Still, in the edge region of a network,
a monitoring device may only receive CCTs from the outermost group of nodes.

Table 5 lists the number of virtual RTx repetitions required in addition to a regular
flooding frame reception in order to meet the URLLC reliability requirement of 1− 10−5.
For the LOS receiver and up to MCS 6, the listed numbers for receptions from one
particular group are greater by one than the respective numbers for receptions from any
of both groups. The FRR of the NLOS receiver is generally better for group ID 1 than
for group ID 0, as visible in Table 16. Thus, the number of additional RTx repetitions
required with the NLOS receiver varies, especially for higher MCS indices.

Given that the any selector reflects the conditions of practical network flooding over
multiple hops most realistically, Table 5 indicates that the URLLC reliability requirement
might typically be met without additional RTx repetitions for up to MCS 2 and with
one additional RTx repetition for up to MCS 4. Note that these results are obtained with
the Viterbi algorithm with soft-decision decoding of the Matlab WLAN toolbox [150],
which outperforms receivers with suboptimal decoding algorithms [158, Section 12.3].

Table 6 lists the resulting latency per hop with a 32-byte MSDU in microseconds for
all MCS indices of the Non-HT and the HT-MF PHY formats, respectively. The URLLC
requirement can be met with a latency per hop of 80.2 µs with Non-HT MCS 2 at NLOS
conditions or with a latency per hop of 60.2 µs with Non-HT MCS 4 at LOS conditions.
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Figure 44: SINR of the first 100 CCTs in 5x5 ping-pong transmissions with a LOS receiver

4.5.3 SINR over the Retransmission Index

The signal quality of a CCT depends on the phase offsets (POs), the time offsets (TOs)
and the carrier frequency offsets (CFOs) of the transmitters with respect to each other,
as described in the analysis in Section 3.4. Since each node synchronizes in time and
frequency with respect to a received frame, which in turn typically arrives as a CCT,
and since each CCT triggers the generation of another CCT until the respective flooding
process terminates, synchronization errors may potentially propagate and grow over time.
While the results of the previous experiments show that the signal quality of successive
CCTs is quite steady for a long period, it is still unclear how the signal quality evolves
right at the beginning of a flooding process and how much it fluctuates.

Figure 44 shows the measured signal-to-interference-plus-noise ratio (SINR) of the first
100 CCTs of 100 runs of ping-pong transmissions between two groups of five nodes each.
These results are obtained from the dataset of the experiment presented in Section 4.5.2,
while the measured SINR values of successive experiment runs are combined over the
respective RTx indices. The SINR characteristics are obtained with MCS 0, but they are
similar also for other MCS indices since the SINR is independent of the employed MCS.
The plot is generated with the boxplot function of Matlab [149].

Figure 44 reveals that the SINR typically ranges around 20 to 25 dB during the first
100 CCTs of a flooding process, indicating that the SINR characteristics of the CCTs
are quite consistent from the start of a flooding process. Further, the fact that the SINR
characteristics are similar for odd and even RTx indices indicates that the signal quality
is equally good for CCTs received from both groups of nodes. Besides receptions with an
SINR in the range of 20 to 25 dB, there are also some data points with a slightly higher
SINR and some data points with a substantially lower SINR. These variations of the SINR
can be explained by the randomness of the POs between the transmitters, so that the
interference of a CCT may by chance be constructive, destructive or anything in between.



128 Software-Defined Radio Prototype – WARP

~1.3 m
WARPLab

Rx: monitoring

Tx: trigger frame

WARP prototype
group ID: 1

WARP prototype
group ID: 0

(a) Group ID 0: 1 node Group ID 1: 9 nodes

~1.3 m

WARPLab
Rx: monitoring

Tx: trigger frame

WARP prototype
group ID: 1

WARP prototype
group ID: 0

(b) Group ID 0: 9 nodes Group ID 1: 1 node

Figure 45: Testbed setup with a variable number of nodes per group: (a) first and (b) last setting

4.5.4 SINR over the Number of Transmitters

Figure 45 shows the setup of an experiment in which the CCT signal quality is assessed
as a function of the number of concurrent transmitters. The experiment is conducted with
nine runs of ping-pong transmissions between two groups of nodes, while the numbers
of nodes in the groups are varied between the successive experiment runs.

The experiment starts with the testbed setup shown in Figure 45a, where the left group
with the group ID 0 consists of a single node and the right group with the group ID 1
consists of nine nodes. The WARP SDR with WARPLab [250] triggers a flooding process
with an initial rtx_global_counter value of 10 000 and records the received CCT signals
for analysis in Matlab. Afterwards, one node from the right group with the group ID 1
is placed on the left side of the table and is assigned to the group with the group ID 0.
Then, another flooding process with 10 000 successive CCTs is triggered and recorded.
The procedure is continued until the left group with the group ID 0 comprises nine nodes
and the right group with the group ID 1 comprises a single node, as shown in Figure 45b.
The flooding frame is a Non-HT PPDU that encapsulates a 32-byte MSDU at MCS 2.

After the experiment, the recorded IQ samples are processed with a decoding script
that is based on the Matlab WLAN toolbox [150]. In this process, each decoded CCT is
assigned to its group ID by means of the rtx_global_counter value in the MAC header.
With this, the resulting dataset comprises up to 5 000 CCTs from each of both groups for
each number of nodes from 1 to 9, respectively. Note that the number of transmitters
that contribute to a CCT is equal to or less than the number of nodes in a group since
some nodes may possibly not transmit. More precisely, if a node misses to receive the
respective previous RTx from the other group and if it has already generated a retryRTx
in the Tx slot before, it does not transmit. Still, due to the good reception performance of
the WARP prototype nodes (see Section 4.5.1) and automatic retries (see Section 4.2.1.4),
the fraction of nodes of a group that contribute to a CCT is typically high.

Figure 46 shows the measured SINR for each number of nodes for each of both groups,
visualized by means of the boxplot function of Matlab [149]. With a single transmitter,
the overall range of the measured SINR values is quite narrow for each of both groups.
This steadiness of the signal quality can be attributed to the static node positions in
combination with the fixed signal power of the respective single transmitter. The median
SINR values are 21.6 dB for group ID 0 and 26.0 dB for group ID 1, the difference of which
can be explained by the different channel conditions of the respective node positions.
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Figure 46: Measured SINR as a function of the number of concurrent transmitters of a CCT

With two nodes in a group, the overall range of the measured SINR values becomes
much wider than with a single transmitter, which applies for both group IDs 0 and 1.
While the majority of the received CCTs have an SINR equal to or less than the respective
level with a single transmitter, there are also some CCTs that have a slightly higher SINR.
Further, with three and more nodes in a group, the range of the measured SINR values
gets even wider than with two nodes. For group ID 0, Figure 46a shows that the SINR
values with four and more nodes are often a little higher than with one to three nodes.
For group ID 1, Figure 46b shows that the SINR values with two and more nodes are
often a little lower than with a single node. In addition, with an 800-byte MSDU and
with a 1500-byte MSDU, the experiment exhibits similar SINR characteristics.

The wider SINR range of the CCTs in comparison to transmissions from a single node
can be explained by the randomness of the POs between the concurrent transmitters.
Note that the PO between two concurrent transmitters can be considered to be random
due to their uncoupled frequency oscillators. Thus, while the frequency synchronization
makes the interference of a CCT coherent, the POs between the concurrent transmitters
can make the interference constructive or destructive by chance.

Generally, the signal quality of a CCT can be both a little better or worse than that of
a transmission from a single node. The characteristics of the CCT signal quality are quite
consistent with an increasing number of transmitters, which makes CCT suitable for
mechanisms in which nodes opportunistically join operations, such as network flooding.
While the SINR of a CCT may be poor by chance due to the randomness of the POs of
the concurrent transmitters with respect to each other, a node typically has at least two
opportunities to receive a message in CCT-based network flooding, so that this effect can
be overcome reliably, as demonstrated in the experiment presented in Section 4.5.2.
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Figure 47: Testbed setup for circular forwarding by four groups of WARP prototype nodes

4.5.5 Circular Forwarding by Four Groups of Nodes

Figure 47 illustrates the setup of an experiment in which four groups of three nodes each
forward a flooding frame in a circular fashion. This experiment is designed to assess
the performance of the WARP prototype under conditions that resemble a CCT-based
network flooding scenario more realistically than the ping-pong experiments on a table.
The distances between the nodes within each group are ∼ 1 – 2 m, which adds diversity
to the channels of the individual CCT signal components. Further, the distances between
the groups of nodes are ∼ 15 – 20 m, allowing for rich multi-path effects. Since each
flooding frame is forwarded in a circular fashion, successive CCTs propagate through
different sections of the office environment, which is another source of diversity.

The WARP SDR with WARPLab [250] is again used to trigger flooding processes and
to record the CCTs on the wireless channel for analysis in Matlab. In this experiment,
the flooding frame is an HT-MF PPDU comprising 69 OFDM symbols, including the
Non-HT PHY preamble with an equivalent length of 4 OFDM symbols (see Section 2.4.2).
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MCS 0 1 2 3

MSDU bytes 164 359 554 749

Table 7: Number of MSDU bytes for an HT-MF PPDU with 69 OFDM symbols

The number of OFDM symbols is translated to the maximum possible number of MSDU
bytes for the selected MCS, as listed in Table 7. With this, the PPDU has the same length
in each experiment run with a different MCS so that the conditions for the frequency
synchronization are identical. Still, the MCS might have an effect on the reception
performance of the WARP prototype nodes and of the commercial monitor devices.
With 69 OFDM symbols, the PPDU duration is 276 µs, so that a flooding process with an
initial rtx_global_counter value of 10 000 lasts ∼ 2.9 s.

Table 17 in Appendix C lists the FRRs of the individual WARP prototype nodes.
Each listed experiment run comprises 10 000 successive CCTs, confirming that network
flooding with the WARP prototype nodes works persistently in the office environment.
However, with an MCS index higher than 3, a flooding process typically stops before the
rtx_global_counter value reaches 0, which can be attributed to a reduced SINR due to
the relatively large distances between the groups of nodes, leading to frame loss.

Table 18 in Appendix C lists the FRRs of the Matlab decoder and of the commercial
devices in monitor mode. Since the WARP SDR with WARPLab is positioned between
the groups with the group IDs 0 and 1, it receives the CCTs from these two groups,
but not from the groups with the group IDs 2 and 3. Further, each of the commercial
monitor devices is placed near one of the four groups, so that it receives CCTs from the
respective previous-hop group, from the group nearby and from the next-hop group.
The good reception performance of the monitor devices indicates that the time and
frequency synchronization of the WARP prototype nodes keeps up accurately over time.
In addition, the FRR is also given for receptions from any of the four groups, which
mimics the reception performance in a real flooding scenario.

Figure 48 shows the progressions of the CFO and of the IFS, exemplarily for MCS 0.
Figure 48a reveals that the CFO tends to drift towards positive frequencies in this
experiment and that it is contained at around ∼ 3 kHz. There are a few gaps on the curve,
which can be explained by the fact that only CCTs from the groups with the group IDs 1
and 0 are received by the WARP SDR with WARPLab.

Figure 48b shows that most of the IFS measurements range from 16.25 µs to 16.45 µs.
The slight increase of the IFS in comparison to Figure 43b can be explained by the larger
propagation delay due to a larger distance between the groups of nodes than in the
5x5 ping-pong experiment on a table. In addition, there are some outliers at ∼ 15.9 µs,
which are likely caused by retryRTx transmissions. The gap between the IFS of retryRTx
frames and RTx frames is rather large in this experiment since the propagation delay is
relatively large and since a retryRTx is generated in the fourth Tx slot after the first RTx.
The timing of retryRTx frames can potentially be enhanced further through a dynamic
calibration by means of propagation delay measurements of the per-hop distance.

Figure 48c shows that the error of the global time synchronization stays within ∼±3 µs.
Note that the gaps of the curve are aligned with the occurrences of the IFS outliers with
a low value, which are likely caused by retryRTx transmissions.
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Figure 48: Progression of performance metrics during circular forwarding at MCS 0 over 2.9 s

4.6 Conclusion

The presented WARP prototype enables CCT-based network flooding in real-time with the
OFDM-based IEEE 802.11 Non-HT and HT PHYs. To this end, it precisely synchronizes
in time and frequency with respect to a received flooding frame to generate an RTx.
With this, multiple nodes can generate a CCT with CI by executing the same procedure,
allowing distributed network nodes to join a flooding process opportunistically.

The WARP prototype is based on the IEEE 802.11 reference design for WARP v3 [247]
and comprises various extensions and modifications. The frequency synchronization
mechanism consists of an enhanced CFO estimator integrated into the PHY Rx core and
a frequency shifter integrated into the PHY Tx core [9]. The enhanced CFO estimator
combines the L-LTF-based CFO estimate from the preamble with the CPE of the pilot
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subcarriers to improve the precision of the CFO estimate, as described in Section 3.6.
Figure 41 shows that the [10 %, 90 %] quantiles of the phase error at the end of a frame are
on average accurate to ∼ [−0.021 π, 0.012 π] for PPDUs with up to ∼ 100 OFDM symbols.
The [10 %, 90 %] quantiles of the relative CFO are accurate to ∼ [−11.8, 14.6]Hz with
220 OFDM symbols and change only slightly for longer frames. While the frequency
synchronization systems listed in Table 1 are reported to be a little more accurate,
the WARP prototype works by means of just a single frame reception.

The time synchronization mechanism employs the preamble-based symbol timing
estimation, as described in Section 2.4.3, and hardware timers of the MAC support core.
Figure 37 shows that the IFS between successive ping-pong transmissions is consistent.

The WARP prototype employs a low-level MAC protocol whose fields are mapped into
the IEEE 802.11 MAC header in three possible formats, allowing commercial devices to
receive flooding frames from a network and to inject frames for flooding into a network.
The initiator of a flooding process can tune the latency, the reliability and the area
coverage by means of the low-level MAC protocol in combination with the MSDU size
and the MCS selection. The WARP prototype processes the low-level MAC protocol
in real-time so that the behavior of a network is defined by the flooding frame itself.
The highest possible PHY data rate with a 20 MHz wide channel is 65 Mbit/s with the
HT PHY at MCS 7. The lowest possible latency per hop is 44.2 µs and can be achieved
with the Non-HT PHY at MCS 5 or higher. With this, certain performance tradeoffs can
be tuned towards specific demands, facilitating the design of dURLLC applications.

The group mode format of the low-level MAC protocol allows a few groups of nodes
to forward a flooding frame repeatedly in a cyclic manner, enabling testbed experiments
in which a limited number of nodes can generate a large number of successive CCTs,
with each CCT triggering the generation of the respective next CCT. In the simplest case,
two groups of nodes forward a flooding frame to each other in a ping-pong fashion.
Various testbed experiments are conducted in group mode to assess the stability and the
temporal performance of CCT-based network flooding with IEEE 802.11.

With five nodes per group, flooding processes with 10 000 successive CCTs can reliably
be triggered for various MCS indices and MSDU sizes. Further, commercial devices often
exhibit better FRRs for CCTs from five nodes than for transmissions from a single node.
These results indicate that the joint synchronization in time and frequency of the WARP
prototype nodes keeps up over a large number of successive CCTs, while each CCT serves
as the reference for synchronization in time and frequency of the respective next CCT.

The feasibility of the 3GPP URLLC requirement, which is defined as the delivery of a
32-byte MSDU with a reliability of 1− 10−5 and with a latency of 1 ms [3], is assessed by
means of 1 000 000 CCTs recorded in a 5x5 ping-pong experiment. Since the reliability
of a message delivery can be increased through repetitive transmissions, the number of
virtual RTx repetitions to obtain an FRR of at least 99.999 % is determined for each MCS.
Since different groups of nodes forward a flooding frame successively in multi-hop
scenarios, a receiver typically has at least two chances to receive it. Thus, the reception
from any of both groups in the 5x5 ping-pong experiment is used to emulate two reception
opportunities of a node in a WMN. Table 5 shows that the URLLC reliability requirement
can be met without additional RTx repetitions with up to Non-HT MCS 2 under NLOS
conditions and with up to Non-HT MCS 4 under LOS conditions. Table 6 shows that
the latency per hop is 80.2 µs with Non-HT MCS 2 and 60.2 µs with Non-HT MCS 4.
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An important prerequisite for meeting the URLLC reliability requirement is that
the flooding process itself propagates persistently through the network. The higher
the number of nodes in a certain area, the higher is the chance that at least one of these
nodes successfully receives a CCT from the previous-hop neighborhood and forwards it.
Figure 46 shows that the signal quality of a CCT in terms of the SINR is quite steady for
an increasing number of concurrent transmitters. Thus, a CCT-based flooding process
propagates most persistently through a network when the node density is high.

Figure 44 shows that the SINR characteristics of successive CCTs are quite consistent
right from the start of a flooding process. This finding reveals that the signal quality
does not deteriorate due to synchronization errors of individual nodes that potentially
propagate further through the network. Instead, the nodes achieve a stable signal quality
while they repetitively resynchronize in time and frequency to the CCTs from each other.
This result is also supported by Figure 43, which shows that the characteristics of the CFO
and of the IFS are quite consistent for 10 000 successive CCTs. Note that the consistency of
the SINR characteristics from the start of a flooding process also confirms the validity of
the experimental design in Section 4.5.2, in which the decoding results of 100 experiment
runs are stringed together to obtain a sequence of 1 000 000 CCTs.

Figure 44 and Figure 46 show that CCTs have a wider SINR range than transmissions
from a single node, which is due to the randomness of the POs between the concurrent
transmitters. While all CCTs are generated with CI through frequency synchronization,
the POs can make the interference of a CCT constructive or destructive by chance.
Still, a missed reception of a CCT with a low SINR can be overcome easily as most nodes
have at least two chances to receive a flooding frame from different groups of nodes.
Further, while the POs may cause a low SINR at a receiver, other receivers may get a
higher SINR for the same CCT due to spatial diversity. Thus, a flooding process can
still propagate persistently through a network. In addition, RTx repetitions can improve
the reliability of flooding and message delivery further. Phase dithering can be employed
in future work to randomize the POs in successive CCTs, as described in Section 2.1.7.3.

CCT-based network flooding also allows for global time synchronization of all network
nodes with respect to the initiator of a flooding process. In testbed experiments with 5x5
ping-pong transmissions, the global time synchronization error does not exceed ±5.3 µs
over 10 000 successive CCTs when the expected IFS ˜︁TIFS is accurate. In practical multi-hop
settings, the accuracy of the global time synchronization depends on the accuracy of
the measured average IFS ˜︁TIFS and on the variability of the IFS TIFS

k over different hops.
A node could measure the average IFS TIFS by flooding a probing frame over a certain
number of hops that is subsequently flooded in reverse direction back to the source.
When the node includes the measured average IFS ˜︁TIFS in the MSDU of a flooding frame,
possibly together with an absolute time reference, all nodes can synchronize in time.
Alternatively, the propagation delay could also be estimated per hop by an integration of
Cooperative Analog and Digital (CANDI) [46], as described in Section 2.3.3.

The experiment presented in Section 4.5.5 demonstrates that CCT-based network
flooding is practically feasible with a hop distance of ∼ 17 m in an office environment.
Moreover, the low-level MAC protocol of the WARP prototype enables commercial
devices to stream a video over multiple hops and to receive it, as discussed in Section 7.3.4.
The FRRs of five receivers in an office environment that is populated with several WARP
prototype nodes around a video source node range from 99,85 % to 99,97 % [166].
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This chapter presents another prototype for concurrent cooperative transmission (CCT)
with coherent interference (CI) by means of synchronization in time and frequency.
The prototype is based on the Asus RT-AC86U wireless router and is created through
firmware modifications, showcasing the feasibility of CCT with commodity hardware.
This approach essentially leverages capabilities of the integrated IEEE 802.11 chip that are
not exposed by the original firmware and that are harnessed through reverse engineering.
In particular, the Asus RT-AC86U prototype leverages registers of its IEEE 802.11 chip
to extract the carrier frequency offset (CFO) estimated during a frame reception and
to tune its carrier frequency by reconfiguring its voltage-controlled oscillator (VCO).
Further, the Asus RT-AC86U prototype repurposes the acknowledgment (ACK) engine of
its IEEE 802.11 chip to generate a retransmission (RTx) of a received flooding frame with
accurate timing. With this, multiple Asus RT-AC86U prototype nodes can synchronize
in time and frequency with respect to each other in order to generate CCTs with CI,
even with up to four multiple input multiple output (MIMO) spatial streams.

In contrast to the prototype presented in Chapter 4, which is based on the Wireless
Open Access Research Platform (WARP) v3, the Asus RT-AC86U prototype extracts four
coarse CFO estimates from each received frame with a quantization step size of 2.3 kHz.
To overcome this limitation, it computes the average CFO of multiple received frames,
which enhances the accuracy of the estimated CFO with respect to a particular sender.
Therefore, a frequency synchronization procedure is executed before generating CCTs,
allowing multiple Asus RT-AC86U prototype nodes to pre-synchronize with respect
to a common frequency reference by means of a couple of tuning frame receptions.
Afterwards, the syntonized nodes can generate CCTs with CI in testbed experiments.
The Asus RT-AC86U prototype particularly allows for ping-pong transmissions between
two groups of nodes by assigning each node to a specified group and by repurposing the
Duration/ID field of the IEEE 802.11 medium access control (MAC) header as a counter.
While this mode of operation resembles the group mode of the low-level MAC protocol
of the WARP prototype, as described in Section 4.2.2.3, the Asus RT-AC86U prototype
does not feature the entire low-level MAC protocol presented in Section 4.2.1.

This chapter is organized as follows. Section 5.1 provides background information
on the design methodology through reverse engineering and firmware modifications.
Section 5.2 describes the Asus RT-AC86U prototype implementation, covering the CFO
estimation during frame receptions and the VCO tuning for frequency synchronization
as well as the utilization of the ACK engine for time synchronization. Section 5.3 presents
functional validations of the Asus RT-AC86U prototype regarding its time and frequency
synchronization mechanisms as well as the stability of its carrier frequency over time.
Section 5.4 presents the evaluation of the Asus RT-AC86U prototype in various testbed
experiments, comprising runs of 10 000 successive CCTs with up to nine concurrent
transmitters and with up to four MIMO spatial streams at 40 MHz channel bandwidth.
Section 5.5 provides concluding remarks.
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5.1 Background on Firmware Modifications

While firmware modifications have the potential to enable features and mechanisms that
are not envisaged by product manufacturers, implementing new features by such means
is an ambitious endeavor. Chip and device manufacturers share detailed documents of
their products only with customers, but they do not disclose them publicly nor do they
offer open-source firmwares, so that the functions of hardware components and their
registers must be reverse-engineered to identify suitable primitives for new features.
However, there is no guarantee that sought-after functions exist or that certain values
are exposed through registers as desired. To increase the chance of success, a thorough
analysis of the extracted firmware as well as the design of custom tools to trigger and
to observe the behavior of a device under test (DUT) under certain conditions is required.

IEEE 802.11 chips can be subdivided into the categories SoftMAC and FullMAC [204].
While both categories of chips process time-critical tasks of the physical layer (PHY) and of
the MAC layer themselves, they differ in how they manage tasks that are less time-critical.
On the one hand, the MAC sublayer management entity (MLME) [104, Section 4.9] of
a SoftMAC chip is implemented as a driver of the host operating system, i.e., the host
processes received frames and the host can transmit arbitrary frames. On the other hand,
a FullMAC chip comprises the MLME within itself and provides an Ethernet bridge
to exchange frames with the host in both directions. Most modern mobile devices
like smartphones are equipped with a FullMAC chip due to certain advantages over
a SoftMAC chip. A FullMAC chip is easier to integrate in a product than a SoftMAC chip
since it readily includes an MLME. In addition, a chip vendor does not have to release
drivers or to disclose code. Further, a FullMAC chip can save energy in comparison to
a SoftMAC chip as it does not employ the central processing unit (CPU) of the host
for management tasks, i.e., the CPU may stay in a sleep state while the FullMAC chip
processes received IEEE 802.11 frames, until application data for the host arrive.

SoftMAC chips have the advantage that they allow new link-layer functions to be
implemented in the device driver employed by the host operating system. For instance,
various Linux device drivers for wireless network interfaces implement the IEEE 802.11s
standard and expose their functionality through the mac80211 driver interface, allowing
wireless mesh networks to be set up without infrastructure, like Freifunk [76, 152, 182].
However, low-latency mechanisms require time-critical functions to be executed quickly
by the IEEE 802.11 chip in order to respond to a received frame in a timely manner.
In particular, in CCT-based network flooding, an RTx of a flooding frame should be
generated a short interframe space (SIFS) duration of ∼ 16 µs after the reception, with
consistent timing. Thus, firmware modifications of the IEEE 802.11 chip are necessary.

The Asus RT-AC86U wireless router is equipped with the FullMAC chips BCM4365E
and BCM4366E from Broadcom for communications through IEEE 802.11a/b/g/n and
IEEE 802.11ac, respectively. The primary goal of prototyping with this device is to facilitate
CCT with CI with IEEE 802.11g/n, allowing for comparisons with the WARP prototype
presented in Chapter 4. However, since the Asus RT-AC86U wireless router readily
supports IEEE 802.11n for both 20 MHz and 40 MHz wide channels in the 2.4 GHz and
in the 5 GHz bands for all modulation and coding schemes (MCSs), another goal is
to explore the feasibility of CCT with CI also with up to four MIMO spatial streams.
To meet these goals, firmware modifications of the BCM4365E chip are required.
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FullMAC chips from Broadcom have a common architecture with components such as
an embedded ARM processor for less time-critical tasks, a D11 core for time-critical MAC
processing as well as digital baseband, analog frontend and radio components [204].
Since CCT-based network flooding requires event processing in real-time, the D11 core of
the BCM4365E chip is particularly relevant for developing the Asus RT-AC86U prototype.
The D11 core comprises a programmable state machine (PSM) that quickly responds
to changes of condition registers set by the PHY engine and that sets special purpose
registers of the PHY engine to handle both frame receptions and transmissions [204].
The D11 core has separate memories for code and data, the latter of which is referred
to as the shared memory since it can also be accessed by external components [204].
The PSM executes the so-called ucode, which resides in the code memory during runtime.
The ucode is contained in the firmware of the embedded ARM processor and is loaded
into the code memory during the initialization of the D11 core [204]. Besides the memories
for code and data, the template RAM is able to buffer in-phase quadrature (IQ) samples
of received frames and of arbitrary signals for transmissions [204].

Nexmon [204] is a firmware patching framework for Broadcom chips that allows
writing firmware patches for the embedded ARM processor in C and for the D11 core
in assembler, while the ucode can be edited by means of a disassembler/assembler.
Nexmon provides various tools for automating the process of firmware analysis and
patching and showcases the potential of modified firmwares with applications such as
a monitor mode for smartphones, reactive jamming and a PHY-based covert channel.
Nexmon is not used to automate the firmware patching of the Asus RT-AC86U prototype,
but it reveals many useful insights into this complicated subject [204].

5.2 Implementation

To facilitate the development process and the operation of the Asus RT-AC86U prototype,
various functions of the BCM4365E chip are exposed to the user space of the device.
These functions are wrapped into shell scripts that may either be called interactively
by a user logged in via Secure Shell (SSH) over Ethernet or by an external controller
that automates tasks across multiple devices. The latter mode of operation particularly
allows the automation of reverse-engineering processes and the execution of experiments.
To speed up command invocations from an external controller in comparison to SSH
and to improve the robustness of control automation over Ethernet, a command server is
employed that listens for incoming commands on a network socket and executes them.

The implementation of the Asus RT-AC86U prototype comprises the following features.
Section 5.2.1 presents the CFO estimation by means of four PHY registers, each of which
exposes a coarse CFO estimate of each received frame. The addresses of these registers
are identified through an automated reverse engineering process that employs a WARP
software-defined radio (SDR) with WARPLab [246, 250]. Section 5.2.2 presents the tuning
of the VCO through a radio register, which allows the carrier frequency to be shifted.
Section 5.2.3 presents the generation of an RTx of a received frame through the D11 core.
Section 5.2.4 describes the integration of these features, which allows multiple nodes
to be pre-synchronized with respect to a common frequency reference so that two groups
of nodes can generate successive CCTs in a ping-pong fashion.
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5.2.1 Rx: CFO Estimation

IEEE 802.11 receiver implementations estimate and compensate the CFO with respect
to the transmitter of a frame to mitigate the impact of intercarrier interference (ICI),
as described in Section 2.4.4. Therefore, there is a chance that the PHY engine of the
BCM4365E chip exposes its CFO estimate of a received frame through some registers.
However, a manual inspection of several PHY registers with an educated guess of some
promising addresses does not reveal any values representing the CFOs of received frames.
Therefore, an automated reverse engineering process is conducted to search the entire
16-bit address space of the PHY engine for registers that expose the CFO.

The automated reverse engineering process is executed in two steps. In the first step,
a dataset with several dumps of the 16-bit address space of the PHY engine is generated,
while each dump is created when the Asus RT-AC86U device receives a trigger frame
that is transmitted with an artificial CFO by a WARP SDR with WARPLab [246, 250].
In this process, the WARP SDR sends a trigger frame repeatedly with different CFOs.
In the second step, the dataset is processed, while each address gets assigned a score that
indicates to what extent the respective sequence of read PHY register values correlates
with the sequence of known CFOs. The addresses with the highest absolute scores are
the most promising candidates for PHY registers exposing the CFO of a received frame.
Both steps are described in detail below, followed by a presentation of the results.

During the first step of the reverse engineering process, a Matlab script controls both
a WARP SDR with WARPLab [246, 250] and an Asus RT-AC86U device over Ethernet.
The Asus RT-AC86U device runs a modified firmware on the BCM4365E chip so that
the D11 core exposes the contents of specified PHY registers after each reception of a
trigger frame, which in turn is detected by means of a specific destination MAC address.
When a trigger frame arrives, the D11 core reads the addresses of the PHY registers from
specific locations of the shared memory and extracts the contents of each PHY register by
calling a routine that selects its address and by reading from a special purpose register.
Then, the D11 core transfers the read values into the MAC service data unit (MSDU) of
the received frame, i.e., it overwrites the MSDU with the read values to expose them.
The D11 core can process up to 108 addresses at a time in this procedure.

To inspect the entire 16-bit address space of the PHY engine through this procedure,
the Matlab script processes successive slices of the address space in a loop of 607 cycles.
In each cycle, the Matlab script first configures the Asus RT-AC86U device by writing the
addresses of the slice into the specific locations of the shared memory of the D11 core.
Further, it starts tcpdump on the Asus RT-AC86U device to capture the trigger frames
with the exposed values from the PHY registers and to store them into a pcap file [241].
Then, the Matlab script uses the WARP SDR to transmit a trigger frame several times,
while shifting the carrier frequency of the individual transmissions through baseband
processing so that the Asus RT-AC86U device is exposed to a sequence of artificial CFOs.
At the end of each cycle, the Matlab script stops tcpdump on the Asus RT-AC86U device
and downloads the generated pcap file, besides a few other operational tasks.

In the second step of the automated reverse engineering process, the values in the pcap

files are extracted with a tool that is based on libpcap [241]. Then, a score is computed
for each address of the PHY engine that indicates to what extent the corresponding
sequence of extracted values correlates with the actual sequence of CFOs.
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Figure 49: CFO estimation through four 8-bit fields of two PHY registers of the BCM4365E chip

The automated reverse engineering process is first executed with a sequence of artificial
CFOs that comprises a sweep from −20 kHz to 20 kHz in steps of 4 kHz, followed by
a sweep from 20 kHz to −20 kHz in steps of 4 kHz, while the physical CFO between
the WARP SDR and the Asus RT-AC86U device is compensated according to an estimate.
Note that a CFO sweep in only one direction would make the score peak also for PHY
registers whose values increase or decrease over time due to other reasons than the CFOs
of the received trigger frames, such as counters. The score is found to peak particularly
for the addresses 0x0152+ k · 0x2000 and 0x0159+ k · 0x2000, k ∈ {0, . . . , 7}.

The automated reverse engineering process is executed another time, while only the
contents of the PHY registers with the aforementioned suspected addresses are dumped.
As the number of suspected addresses is smaller than 108, only a single run is required,
so that all sequences of values are read during the same receptions of trigger frames.
In this run, the artificial CFO is swept from 60 kHz to −60 kHz in steps of 100 Hz.
A manual inspection of the extracted values reveals that the sequences of values at
the addresses 0x0152+ k · 0x2000, k ∈ {0, . . . , 7} are all identical and that the sequences
of values at the addresses 0x0159+ k · 0x2000, k ∈ {0, . . . , 7} are all identical, respectively.
This finding indicates that the three uppermost address bits might not be wired, so that
addresses with an offset of k · 0x2000 effectively point to the same memory resources.
A manual inspection of the two different sequences of values reveals that the lower eight
bits and the upper eight bits of each value are often identical or very close to each other.
This finding indicates that each 16-bit value comprises two different 8-bit CFO estimates.
Thus, the PHY engine of the BCM4365E chip exposes four different 8-bit CFO estimates
upon each frame reception, which can be read from the PHY registers with the 16-bit
addresses 0x0152 and 0x0159. These four CFO estimates have a step size of ∼ 2.3 kHz.

Figure 49 shows the mean value of the four PHY registers, which is still quite noisy.
A multiplication by a scaling factor of 2.3 kHz yields the corresponding CFO estimate.
Applying a moving average over multiple values enhances the CFO estimation accuracy.
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5.2.2 Tx: VCO Tuning

To explore means to tune the carrier frequency of the Asus RT-AC86U wireless router,
various registers are checked manually by writing different values into them while
observing the spectrum of transmitted signals. The firmware of the BCM4365E chip
particularly comprises a channel table that is used to set up the radio through 62 registers
during an initialization procedure. One of these radio registers is found to tune the VCO
of the radio. Measurements with Universal Software Radio Peripheral (USRP) SDRs [229]
and different Asus RT-AC86U devices show that the VCO register can be used to tune
the carrier frequency of transmissions linearly with a quantization step size of ∼ 115 Hz.

5.2.3 Tx: Generation of RTx

To generate an RTx of a received flooding frame a SIFS duration of ∼ 16 µs after the frame
reception and with consistent timing, the respective processing steps must be carried
out by the D11 core. Thus, the ucode is modified such that a received flooding frame
can be identified through a specific destination MAC address. If this address matches,
the received frame is copied to the shared memory of the D11 core during the reception.
The ACK engine of the D11 core is repurposed to retransmit the frame subsequently
from the shared memory. In this process, however, the frame check sequence (FCS) is
found to be correct only if the MAC protocol data unit (MPDU) has at most 255 bytes.
To overcome this limitation, the MPDU is additionally copied from the shared memory
to the template RAM of the D11 core and is then transmitted from there. With this,
an RTx can be generated with a correct FCS also for MPDUs with more than 255 bytes.

To allow for experiments with ping-pong transmissions between two groups of nodes,
the Asus RT-AC86U prototype generates an RTx of a received flooding frame only if
the value in the Duration/ID field of the IEEE 802.11 MAC header is either odd or even,
depending on the group membership of the device, and if this value does not exceed
a preconfigured maximum value. In addition, the Asus RT-AC86U prototype increments
the value in the Duration/ID field before generating an RTx of a received flooding frame.

5.2.4 Integration

The three functional components of CFO estimation, VCO tuning and RTx generation
are integrated into the Asus RT-AC86U prototype to facilitate CCT with CI through
multiple devices. The frequency synchronization mechanism is implemented as a separate
procedure, so that multiple devices have to be pre-synchronized to a common reference
frequency before they can be used to generate CCTs with CI, which is for two reasons.
First, the four PHY registers that expose the CFO estimates of a received frame have
a coarse quantization step size of ∼ 2.3 kHz. In addition to computing an average of these
four values, the accuracy of the CFO estimation can be enhanced further by computing
the average of the CFO estimates of multiple frame receptions from the same sender.
Second, the VCO register is set during an initialization procedure and cannot be altered
by the D11 core during the processing of a received frame. All functions for the device
configuration and the execution of the frequency synchronization are wrapped into shell
scripts that can be called either interactively or by an automated process via Ethernet.
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5.3 Functional Validation

To ensure that the Asus RT-AC86U prototype functions properly and to characterize
its time and frequency synchronization mechanisms, various testbed experiments are
conducted with a WARP SDR running WARPLab [246, 250] and an Asus RT-AC86U
prototype node as a DUT. The two devices are placed in line-of-sight (LOS) at a distance
of ∼ 1 m from each other. Each experiment comprises two essential phases.

First, the frequency synchronization procedure is conducted, i.e., the DUT synchronizes
to the carrier frequency of the WARP SDR while the latter sends multiple tuning frames.
Besides sending with its native carrier frequency, the WARP SDR may also introduce an
artificial CFO to make the DUT tune to a frequency relative to the native carrier frequency
of the WARP SDR. The frequency synchronization procedure is done when the DUT has
successfully received a specified number of tuning frames, i.e., the WARP SDR sends
additional tuning frames if the DUT misses some receptions.

Second, after the DUT has synchronized to the carrier frequency of the WARP SDR,
the WARP SDR sends trigger frames, to each of which the DUT responds with an RTx.
The WARP SDR, in turn, receives an RTx from the DUT by means of a second antenna
and transfers the recorded IQ samples to a Matlab workspace for processing and analysis.
In this process, the WARP SDR may pause for a small amount of time after each reception
of an RTx and before sending the next trigger frame, so that the time span of taking
measurements can be extended while keeping the amount of produced data manageable.
With this, the characteristics of the carrier frequency of the DUT can also be observed
over a long period of time after executing the frequency synchronization procedure.

5.3.1 Frequency Stability

The stability of the carrier frequency of the Asus RT-AC86U prototype is characterized in
a testbed experiment over a time period of ∼ 108 minutes. A DUT is first synchronized to
the native carrier frequency of a WARP SDR by means of 1024 tuning frame receptions.
Then, the WARP SDR periodically sends a data frame that triggers the DUT to respond
with an RTx of the frame. In addition, the WARP SDR sends two request to send (RTS)
frames immediately before each data frame to prevent interference by other devices.
If the WARP SDR does not receive an RTx from the DUT after its data frame transmission,
it instantly retries to trigger a response by the DUT until it receives an RTx. The Matlab
script pauses for one second after receiving the IQ samples of an RTx and before sending
the data frame for the next time. In addition, the transfers of IQ samples over Ethernet
and the data processing in Matlab take ∼ 86 ms. The experiment comprises 6000 such
trigger-response cycles. The experiment is conducted on channel 157 in the 5 GHz band,
i.e., on a 20 MHz wide channel with a center frequency of 5785 MHz.

For the evaluation, the enhanced CFO estimation technique presented in Section 3.6
is employed to obtain an accurate CFO estimate for each RTx received from the DUT.
The data frame is a Non-HT PHY protocol data unit (PPDU) at MCS 4 (see Table 2)
that encapsulates an MSDU of 766 bytes. With this, the PPDU consists of a sequence of
68 orthogonal frequency-division multiplexing (OFDM) symbols plus the PHY preamble
with an equivalent length of 4 OFDM symbols (see Section 2.4.2), so that the enhanced
CFO estimator can leverage the common phase error (CPE) of 68 OFDM symbols.



142 Commodity Hardware Prototype – Asus RT-AC86U

MA-100

0 500 1000 1500 2000 2500 3000 3500 4000 4500 5000 5500 6000

0 10 20 30 40 50 60 70 80 90 100

−2
−1.5
−1
−0.5
0
0.5
1
1.5
2

frame index

time (minutes)

C
FO

(k
H
z)

Figure 50: The initial frequency synchronization remains effective over more than one hour.
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Figure 51: The measured IFS typically ranges from ∼ 18.4 µs to ∼ 18.75 µs, with some outliers.

Figure 50 shows the measured CFOs of the 6000 RTx frames from the DUT with
respect to the native carrier frequency of the WARP SDR. The CFOs of the RTx frames
are randomly scattered by ∼±500 Hz around a mean value, indicating small frequency
variations that may occur on both devices due to oscillator jitter (see Section 2.2.2).
In addition to the CFO measurements of the individual frames, Figure 50 also shows
the moving average of 100 successive CFO values. The moving average starts at −35 Hz,
confirming the effectiveness of the preceding frequency synchronization procedure.
In the course of the experiment, the moving average ranges from −29 Hz to −322 Hz,
indicating that the mean carrier frequency of the DUT is quite stable over a long time.
However, this CFO stability is found to occur only at a constant room temperature.

5.3.2 Timing Consistency

Figure 51 shows the measured interframe space (IFS) values between the 6000 pairs
of trigger frames from the WARP SDR and the respective RTx frames from the DUT,
which are obtained from the dataset of the previous experiment presented in Section 5.3.1.
Most IFS values range from ∼ 18.4 µs to ∼ 18.75 µs, i.e., their spread is narrower than the
guard interval (GI) of 800 ns of the Non-HT PHY. Thus, intersymbol interference (ISI)
can be avoided at least for a few successive CCTs, indicating that CCT-based network
flooding is feasible. The deviation from the specified SIFS duration of 16 µs is uncritical.
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5.3.3 Frequency Synchronization Accuracy

The accuracy of the frequency synchronization of the Asus RT-AC86U prototype depends
on both the accuracy of its CFO estimation mechanism on the receive (Rx) side and
the accuracy of its mechanism to tune the carrier frequency on the transmit (Tx) side.
On the Rx side, each CFO estimate extracted from the four PHY registers during a frame
reception has a coarse quantization step size of ∼ 2.3 kHz, as described in Section 5.2.1.
This limitation can be overcome by averaging the CFO estimates of multiple frames,
i.e., the CFO estimation accuracy can be enhanced by using more tuning frames during
the frequency synchronization procedure. On the Tx side, there are two limitations.
First, the carrier frequency fluctuates by up to ∼±500 Hz around a mean value during
transmissions, as illustrated in Figure 50. There are no means to mitigate this effect.
Second, the mean carrier frequency can only be tuned in steps of ∼ 115 Hz by means of
the VCO register, as described in Section 5.2.2.

The accuracy of the frequency synchronization of the Asus RT-AC86U prototype is
characterized in a testbed experiment in which a DUT is synchronized to a specified
carrier frequency by means of a specified number of tuning frames that are transmitted
by a WARP SDR with WARPLab [246, 250]. The carrier frequency is defined in relation
to the native carrier frequency of the WARP SDR, i.e., the tuning frames are transmitted
with an artificial CFO through baseband processing in Matlab. After the frequency
synchronization procedure, the WARP SDR sends a specified number of data frames,
each of which triggers the DUT to generate an RTx. Since the CFOs of the RTx frames
from the DUT may fluctuate by up to ∼±500 Hz around a mean value, the estimates
of them are averaged to approximate the mean CFO of the DUT. The entire procedure is
repeated a specified number of times to obtain different instances of the mean response
CFO of the DUT after different executions of the frequency synchronization procedure.
This entire procedure, in turn, is executed with a parameter sweep of the artificial CFO
from −5 kHz to 5 kHz in steps of 100 Hz and with different numbers of tuning frames.
The experiment is conducted on channel 157 in the 5 GHz band, i.e., at 5785 MHz.

Figure 52 shows the mean response CFO of the DUT with respect to the native carrier
frequency of the WARP SDR as a function of the artificial CFO of the tuning frames.
Each data point is the mean value of the CFO estimates of 20 RTx frames from the DUT.
Further, each subplot comprises 20 such data points for each artificial CFO.

Figure 52a shows that the mean response CFO values of the DUT are aggregated in
clusters with a distance of ∼ 2.3 kHz from each other when a single tuning frame is used.
The clusters overlap such that applying a particular artificial CFO during the frequency
synchronization procedure may result in a mean response CFO that belongs to one of
up to four clusters. These findings reflect the fact that the PHY registers expose noisy
CFO estimates of a received frame with a large quantization step size of ∼ 2.3 kHz.

Figure 52b shows that when two tuning frames are used, the cluster distances are
halved compared to a single tuning frame. In fact, computing the average of the CFO
estimates of two tuning frames allows the DUT to obtain a CFO estimate that lies in
the middle of the values that can be represented by the encoding of the PHY registers.
Further, the clusters in Figure 52b are narrower than in Figure 52a, so that the range of
the mean response CFO values is also narrower than with a single tuning frame.
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(a) Number of tuning frames: 1
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(b) Number of tuning frames: 2
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(c) Number of tuning frames: 3
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(d) Number of tuning frames: 4

−5 −4 −3 −2 −1 0 1 2 3 4 5
−9
−8
−7
−6
−5
−4
−3
−2
−1
0
1
2
3
4
5
6
7
8
9

Tuning and trigger CFO (kHz)

M
ea
n
re
sp
on
se
C
FO

(k
H
z)

(e) Number of tuning frames: 5
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(f) Number of tuning frames: 6

Figure 52: Mean response CFO with respect to the native carrier frequency of the WARP SDR
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Figure 53: Mean response CFO with respect to the absolute reference frequency

Figure 52 further illustrates the characteristics of the mean response CFO values when
three to six tuning frames are used. The distances between the clusters become narrower
in Figure 52c and in Figure 52d until the clusters merge in Figure 52e and in Figure 52f.
Hence, the ranges of the mean response CFO values become narrower with an increasing
number of tuning frames, i.e., the frequency synchronization becomes more accurate.

To assess the accuracy of the frequency synchronization procedure for a larger number
of tuning frames, the experiment is conducted once again, while the number of tuning
frames is swept exponentially from 1 to 1024 with a ratio of 2 between successive steps.
The artificial CFO is again swept linearly from −5 kHz to 5 kHz in steps of 100 Hz.
For each of these steps, 100 mean response CFO values are collected, each of which,
in turn, is obtained by averaging the CFO estimates of 100 RTx frames from the DUT,
after synchronizing the DUT in frequency with the respective number of tuning frames.

Figure 53 shows the deviation of the mean response CFO values from the respective
artificial CFO to which the DUT is synchronized. For each number of tuning frames,
all steps of the parameter sweep of the artificial CFO are combined, so that the plot
effectively shows the characteristics of the mean response CFO of the DUT with respect
to the absolute reference frequency, while incorporating a range of reference frequencies.
The plot is generated by means of the boxplot function of Matlab [149].

With a single tuning frame, Figure 53 shows that the majority of the mean response CFO
values are accurate to ∼±1 kHz and that most of the values are accurate to ∼±3.9 kHz.
In contrast, with 1024 tuning frames, the majority of the mean response CFO values reach
an accuracy of [−22, 73]Hz, while most of the values are accurate to [−164, 216]Hz.

In other runs of the experiment in which the DUT has an initial CFO of tens of kilohertz
with respect to the WARP SDR, the median of the mean response CFO values may have
a bias of a few hundred hertz after executing the frequency synchronization procedure,
even if a large number of tuning frames is used. As a workaround, the frequency
synchronization procedure can be executed twice in succession.
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Figure 54: Testbed setup for ping-pong transmissions between two groups of five nodes

5.4 Evaluation

To assess the feasibility of CCT-based network flooding with commercial off-the-shelf
IEEE 802.11 devices, testbed experiments are conducted in which two groups of Asus
RT-AC86U prototype nodes generate successive CCTs with CI in a ping-pong fashion.
The experiments are conducted in the same room and under the same conditions as
the ping-pong experiments with the WARP prototype nodes presented in Section 4.5.
The Asus RT-AC86U prototype nodes are configured to generate 10 000 successive CCTs
in each experiment run in order to check if they persistently keep up a CCT-based
flooding process. As each CCT triggers the generation of the next CCT by the other group,
respectively, the temporal progression of performance metrics can be observed.

The experiments presented in Section 5.4.1, in Section 5.4.2 and in Section 5.4.3 are
conducted in the same way as the experiments with the WARP prototype nodes presented
in Section 4.5.2, in Section 4.5.3 and in Section 4.5.4, respectively. For the sake of brevity,
the following subsections only highlight the main differences of the experiments with
the Asus RT-AC86U prototype nodes in comparison to the respective experiments with
the WARP prototype nodes and discuss the results. Furthermore, Section 5.4.4 explores
the feasibility and the performance of CCT with up to four MIMO spatial streams.

5.4.1 Meeting the URLLC Requirement

The Ultra-Reliable Low-Latency Communications (URLLC) requirement of delivering
a 32-byte MSDU with a reliability of 1− 10−5 and with a latency of 1 ms [3] is assessed
in a testbed experiment through CCT-based ping-pong transmissions with two groups of
five Asus RT-AC86U prototype nodes each. The experiment is conducted in the same way
as the corresponding experiment with WARP prototype nodes presented in Section 4.5.2.
While the frequency synchronization of the Asus RT-AC86U prototype is typically less
accurate than that of the WARP prototype, it might be sufficient to generate CCTs with CI
due to the small MSDU size of 32 bytes employed according to the URLLC requirement.
With this, the longest Non-HT PPDU consists of 26 OFDM symbols at MCS 0, including
the PHY preamble with an equivalent length of 4 OFDM symbols (see Section 2.4.2).
The experiment is conducted on channel 157 in the 5 GHz band, i.e., at 5785 MHz.
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Device ID
MCS 0 MCS 1 MCS 2 MCS 3

gID 0 gID 1 any gID 0 gID 1 any gID 0 gID 1 any gID 0 gID 1 any

Matlab LOS 1 1 0 1 1 0 0 0 0 0 1 0

Matlab NLOS 2 1 0 2 2 1 1 1 0 2 5 1

Device ID
MCS 4 MCS 5 MCS 6 MCS 7

gID 0 gID 1 any gID 0 gID 1 any gID 0 gID 1 any gID 0 gID 1 any

Matlab LOS 1 1 0 1 2 0 1 4 0 3 9 1

Matlab NLOS 5 13 2 11 20 5 34 64 26 N/A N/A N/A

Table 8: Number of RTx repetitions required to meet the URLLC reliability requirement of 1− 10−5

Figure 54 shows the testbed setup with five Asus RT-AC86U prototype nodes in each
of both groups. The Asus RT-AC86U device in the middle of the table is used to send
tuning frames during the frequency synchronization procedure so that the surrounding
Asus RT-AC86U prototype nodes synchronize to the reference frequency of this device.
The frequency synchronization procedure is executed twice with 1024 tuning frames at
the beginning of the experiment, while several experiment runs are conducted afterwards.
In each experiment run, the WARP SDR with WARPLab [250], which is in LOS, is used
to trigger a flooding process with 10 000 successive CCTs and to record the received
CCT signals for analysis in Matlab. In addition, a second monitoring WARP SDR with
WARPLab is placed in a neighboring office at 6 m distance in non-line-of-sight (NLOS).
Flooding processes with 10 000 successive CCTs can be successfully triggered in test
runs for all MCS indices with a Non-HT PPDU (see Table 2), confirming that CCT-based
network flooding is feasible with the Asus RT-AC86U prototype nodes. As the Non-HT
PHY format employs a single spatial stream, the Asus RT-AC86U prototype nodes
send the same signal on all four attached antennas, respectively. While the additional
spatial diversity makes the channel state information (CSI) of the CCT signals even more
frequency selective, it apparently does not impede the reception of the CCTs.

The experiment is conducted for all MCS indices with a Non-HT PPDU. For each MCS,
100 flooding processes with 10 000 CCTs are successively triggered and recorded to obtain
1 000 000 CCTs in total. The frame reception rate (FRR) is calculated with a virtual number
of RTx repetitions over these 1 000 000 CCTs to emulate the tuning of the reliability
through RTx repetitions in multi-hop settings, as described in Section 4.5.2.

Table 19 in Appendix D lists the FRRs of both the LOS and the NLOS receiver for all
MCS indices, without virtual RTx repetitions. For receptions from any of both groups,
the FRR of the LOS receiver exceeds 99.999 % up to MCS 6, while the FRR of the NLOS
receiver exceeds 99.999 % for MCS 0 and for MCS 2. Further, Table 8 lists the number of
virtual RTx repetitions required in addition to the first flooding frame reception to meet
the URLLC reliability requirement of 1− 10−5. The fact that the reception performance of
the LOS receiver is slightly better for MCS 2 than for MCS 0 indicates that the accuracy of
the frequency synchronization varies a little across different executions of the experiment.
Still, the results confirm that the URLLC requirement can be met.
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Figure 55: Progression of performance metrics in 5x5 ping-pong experiment at MCS 0 over 1.2 s

Figure 55 shows the progressions of the CFO and of the IFS, exemplarily for an
experiment run at MCS 0. Note that the CFO estimation in Matlab is most accurate for
MCS 0 as the resulting PPDU has the largest number of OFDM symbols (see Section 3.6).
Figure 55a shows that the measured CFO fluctuates by ∼±500 Hz around a local mean
value, which in turn varies by up to ∼±1 kHz over the course of the experiment run.
While the Asus RT-AC86U prototype nodes are expected to cause short-term variations,
the rather slow variations of the local mean value are probably due to oscillator jitter of
the monitoring WARP SDR. Figure 55b shows that the IFS ranges from 18.4 µs to 18.8 µs,
so the IFS spread is narrower than the GI duration of 800 ns of the Non-HT PHY,
which is a prerequisite to avoid ISI. With an accurate estimate of the average IFS ˜︁TIFS,
the global time synchronization error does not exceed ±5 µs, as shown in Figure 55c.
Other experiment runs with MCS 0 exhibit similar characteristics.
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Figure 56: SINR of the first 100 CCTs in 5x5 ping-pong transmissions with a LOS receiver

5.4.2 SINR over the Retransmission Index

To investigate the evolution of the signal quality of successive CCTs over the course of
a flooding process with ping-pong transmissions, the dataset of the previous experiment
presented in Section 5.4.1 is processed according to the method described in Section 4.5.3,
i.e., for each MCS index, the measured signal-to-interference-plus-noise ratio (SINR)
values of all 100 experiment runs are considered jointly over the respective RTx indices.
Figure 56 shows the measured SINR values of the first 100 CCTs of the 100 different
experiment runs of ping-pong transmissions, exemplarily for the experiments conducted
with MCS 0 and with MCS 4, respectively. The plots are generated with the boxplot

function of Matlab [149]. In each of both plots, the characteristics of the SINR are quite
consistent across all RTx indices, which indicates that the CCT signal quality does not
change significantly after the start of a flooding process with ping-pong transmissions.
However, the median SINR is ∼ 15 dB in Figure 56a, while it is ∼ 21 dB in Figure 56b.
This finding cannot be attributed to the MCS itself since the SINR is independent of it.
Instead, this finding indicates that the accuracy of the frequency synchronization varies
a little across the different executions of the experiment with different MCS indices.
Overall, the median SINR ranges from ∼ 15 dB to ∼ 23 dB across the different executions.
The relatively wide range of the whiskers above and below the boxes is due to the
random phase offsets (POs) between the transmitters, as described in Section 4.5.3.
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Figure 57: Testbed setup with a variable number of nodes per group: (a) first and (b) last setting

5.4.3 SINR over the Number of Transmitters

Figure 57 shows the setup of an experiment in which the CCT signal quality is assessed
as a function of the number of concurrent transmitters. This experiment is conducted in
accordance with the experiment with WARP prototype nodes presented in Section 4.5.4.
The frequency synchronization procedure is executed twice with 1024 tuning frames.
Then, nine runs of ping-pong transmissions between both groups of nodes are executed,
while the numbers of nodes in the groups are varied between the experiment runs.
As in Section 4.5.4, the flooding frame is a Non-HT PPDU that encapsulates an MSDU
with 32 bytes at MCS 2, so that each run of 10 000 ping-pong transmissions lasts ∼ 0.8 s.
Figure 58 shows the measured SINR values, visualized by means of the boxplot function
of Matlab [149]. The SINR characteristics in Figure 58 are similar to those in Figure 46,
so the conclusions of Section 4.5.4 also apply to the results of this experiment.
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Figure 58: Measured SINR as a function of the number of concurrent transmitters of a CCT
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Figure 59: Testbed setup for ping-pong transmissions with up to four MIMO spatial streams

5.4.4 Performance Gains through MIMO Spatial Streams

Since the BCM4365E chip supports MCS 0–31 of the HT PHY, the Asus RT-AC86U
prototype is employed to explore the feasibility and the performance of CCT-based
network flooding also with up to four MIMO spatial streams. Note that multiple MIMO
spatial streams are not supported by the WARP prototype presented in Chapter 4 since
the IEEE 802.11 reference design for WARP v3 [247] only supports the Non-HT PHY
and MCS 0–7 of the HT PHY. In addition, the Asus RT-AC86U prototype can operate
the HT PHY with 40 MHz wide channels in the 5 GHz band, allowing the PHY data rate
to be increased by more than a factor of 2 compared to a 20 MHz wide channel.

It is to be expected that accurate synchronization in time and frequency facilitates CCT
with MIMO spatial streams since the superimposed signals can be decoded as usual
when the signal components of the spatial streams interfere coherently with each other.
In this case, the spatial diversity of the concurrent transmitters makes the CSI of each
spatial stream just more frequency selective, which is not an impediment for decoding.

Figure 59 shows the testbed setup of an experiment with two groups of five Asus
RT-AC86U prototype nodes each. In contrast to the testbed setup shown in Figure 54,
two different WARP SDRs with WARPLab [250] are used to transmit the trigger frame
and to monitor the CCTs generated by the Asus RT-AC86U prototype nodes, respectively.
With this, each of both WARP SDRs can process up to four spatial streams by means
of its different antennas and radio frequency (RF) chains. The plain-colored annotation
lines in Figure 59 indicate the assignments of antennas to four different spatial streams
during transmissions, while the multi-colored annotation lines indicate that the antennas
of the monitoring WARP SDR receive different superpositions of the spatial streams.
The frequency synchronization procedure is carried out twice with 1024 tuning frames
at the beginning of each execution of an experiment. The following experiments are
conducted with an HT-mixed format (HT-MF) PPDU with a GI of 800 ns on channel 159
in the 5 GHz band, i.e., on a 40 MHz wide channel at a center frequency of 5795 MHz.
The MCS parameters are listed in Table 20 in Appendix E.
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5.4.4.1 Reception Performance for MSDUs with 32, 128 and 512 Bytes

Testbed experiments with ping-pong transmissions between the two groups of nodes are
conducted with MSDU sizes of 32, 128 and 512 bytes for all MCS indices, respectively.
Each execution of an experiment with a particular MSDU size comprises the frequency
synchronization procedure, followed by 100 runs of 100 successive CCTs for each MCS.
On the one hand, this execution mode allows the FRR to be calculated over 10 000
received CCTs for each MCS. On the other hand, it allows the characterization of other
performance metrics, such as the SINR, over the first 100 CCTs of 100 flooding processes.
The IQ samples from the WARP SDR with WARPLab, which is in LOS, are processed by
a decoder that is based on the Matlab wireless LAN (WLAN) toolbox [150].

Table 21, Table 22 and Table 23 in Appendix E list the FRR of the Matlab decoder for
the experiments with an MSDU size of 32 bytes, 128 bytes and 512 bytes, respectively.
Flooding processes with 100 successive CCTs can be triggered for all MCS indices with
a 32-byte and with a 128-byte MSDU and for most MCS indices with a 512-byte MSDU,
which confirms that CCT works with MIMO spatial streams. While the Matlab decoder
has a poor FRR for some of the MCS indices with a high data rate, these data rates are
substantially higher than the ones used in the previous experiments (cf. Table 2, Table 20).
Notably, the frequency synchronization is sufficiently accurate for generating CI even
with an MSDU size of 512 bytes for various MCS indices, despite certain disturbing
effects on the frequency accuracy, such as oscillator jitter, as described in Section 5.3.
For instance, with an MSDU size of 512 bytes and MCS 0, the PPDU length corresponds
to 90 OFDM symbols of 4 µs each, including the PHY preamble and the SIGNAL field
symbols with an equivalent length of 9 OFDM symbols.

Since frequency synchronization errors translate to phase errors growing over time,
their impact is small when the PPDU is short. Thus, the experiment with an MSDU size
of 32 bytes is best suited to identify performance gains through MIMO spatial streams.
Some of the data rates of the HT PHY are provided through different MCS indices
by means of different combinations of the modulation scheme, the coding rate and
the number of spatial streams (see Table 20). For instance, the MCS indices 3, 9 and 24
represent a PHY data rate of 54 Mbit/s by means of 1, 2 and 4 spatial streams, respectively.
Similarly, the MCS indices 5, 11 and 25 represent a PHY data rate of 108 Mbit/s by means
of 1, 2 and 4 spatial streams, respectively. PPDUs generated with the MCS indices from
one of these sets have DATA portions with an identical number of OFDM symbols,
so that the CCT reception performance can be compared for different numbers of spatial
streams under the same conditions in terms of their exposure to noise and interference.
Table 21 shows that the FRR with MCS 24 is higher than the FRR with MCS 9 and that
the FRR with MCS 9 is higher than the FRR with MCS 3, i.e., at a PHY data rate of
54 Mbit/s, the reception performance is better with a higher number of spatial streams.
The same relation applies also at a PHY data rate of 108 Mbit/s, i.e., the FRR is higher
with MCS 25 than with MCS 11 and the FRR is higher with MCS 11 than with MCS 5.
However, at a PHY data rate of 162 Mbit/s, MCS 19 with 3 spatial streams has a higher
FRR than MCS 12 with 2 spatial streams, whereas MCS 26 with 4 spatial streams has
a slightly lower FRR than MCS 19 with 3 spatial streams.

Most of the FRR comparisons indicate that a higher number of spatial streams offers
a performance gain. Still, practical experimentation also incurs distorting effects, such as
oscillator jitter of the devices and fading, causing performance variations.
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5.4.4.2 Meeting the URLLC Requirement

The URLLC requirement of delivering a 32-byte MSDU with a reliability of 1− 10−5

and with a latency of 1 ms [3] is assessed specifically for the MCS indices {3, 9, 24}
and for the MCS indices {5, 11, 25}, allowing FRR comparisons between one, two and
four spatial streams at the PHY data rates of 54 Mbit/s and 108 Mbit/s, respectively.
Each execution of an experiment with a particular MCS index comprises the frequency
synchronization procedure, followed by 100 runs of 10 000 successive CCTs. Otherwise,
the methodology of the experiment presented in Section 4.5.2 applies.

Table 24 in Appendix E lists the FRRs of the Matlab decoder, which processes the
IQ samples from the monitoring WARP SDR in LOS, without virtual RTx repetitions.
At both PHY data rates of 54 Mbit/s and 108 Mbit/s, the reception performance is
better with a larger number of spatial streams. For receptions from any of both groups,
the FRR exceeds 99.999 % with MCS 9, with MCS 24 and with MCS 25, i.e., the URLLC
reliability requirement is met without additional RTx repetitions with these MCS indices.
Furthermore, Table 9 lists the number of virtual RTx repetitions required in addition to
the first flooding frame reception to meet the URLLC reliability requirement of 1− 10−5.
Still, the better reception performance with spatial streams comes at the expense of
a slightly larger PPDU due to the additional HT long training field (HT-LTF) symbols
that are employed for channel estimation, i.e., while the DATA portions of the PPDUs
with different numbers of spatial streams have the same duration when the PHY data
rates are identical, the entire PPDU durations differ slightly. Table 10 lists the resulting
latency per hop with a 32-byte MSDU for the six MCS indices.

HT PHY at 54 Mbit/s HT PHY at 108 Mbit/s

MCS 3 MCS 9 MCS 24 MCS 5 MCS 11 MCS 25

(NSS = 1) (NSS = 2) (NSS = 4) (NSS = 1) (NSS = 2) (NSS = 4)

Group ID 0 2 2 1 3 2 1

Group ID 1 2 2 1 3 2 1

Any group 1 0 0 1 1 0

Table 9: Number of RTx repetitions required to meet the URLLC reliability requirement of 1− 10−5

at the PHY data rates of 54 Mbit/s and 108 Mbit/s with NSS ∈ {1, 2, 4} spatial streams,
with a 40 MHz wide channel and a GI of 800 ns in the HT-MF PHY format (see Table 20)

HT PHY at 54 Mbit/s HT PHY at 108 Mbit/s

MCS 3 MCS 9 MCS 24 MCS 5 MCS 11 MCS 25

(NSS = 1) (NSS = 2) (NSS = 4) (NSS = 1) (NSS = 2) (NSS = 4)

64 µs 68 µs 76 µs 60 µs 64 µs 72 µs

Table 10: Latency per hop with a 32-byte MSDU in microseconds, including a SIFS of 16 µs,
at the PHY data rates of 54 Mbit/s and 108 Mbit/s with NSS ∈ {1, 2, 4} spatial streams,
with a 40 MHz wide channel and a GI of 800 ns in the HT-MF PHY format (see Table 20)
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5.5 Conclusion

The presented Asus RT-AC86U prototype enables CCT-based ping-pong transmissions
between two groups of nodes with the OFDM-based IEEE 802.11 Non-HT and HT PHYs
in real-time. With this, CCT-based network flooding is demonstrated to be feasible also
with commercial devices by means of a modified firmware.

The Asus RT-AC86U wireless router is converted into a prototype for CCT with CI
through firmware modifications. In particular, the ucode is modified in order to adapt
the real-time response behavior of the embedded BCM4365E chip upon frame receptions.
Section 5.2.1 shows how a modified firmware can be employed to facilitate an automated
reverse engineering process in which a DUT receives frames with an artificial CFO
from a WARP SDR to identify PHY registers of the chip that expose its CFO estimates.
In contrast, the possibility to tune the carrier frequency through the VCO register is
found by trial and error, as described in Section 5.2.2. Generally, technical knowledge and
intuition play an important role in reverse engineering, but custom tools and methods
tailored to specific problems may help to find functionalities that are hard to reveal.

A frequency synchronization procedure is employed to pre-synchronize multiple Asus
RT-AC86U prototype nodes to a common reference frequency by means of multiple
tuning frames transmitted by a particular device. Afterwards, the syntonized nodes
are employed in testbed experiments to generate CCTs with CI while their respective
oscillators run freely. This mode of frequency synchronization is chosen for two reasons.
First, the four CFO estimates of the PHY registers are quantized with a step size of 2.3 kHz.
Thus, multiple tuning frames are employed to enhance the accuracy of the CFO estimation.
The frequency synchronization procedure can be configured to use a specific number of
tuning frames, so that its accuracy can be characterized as a function of this parameter.
Second, the radio registers of the BCM4365E chip can only be set up by the embedded
ARM processor through an initialization procedure, so the VCO register could not even
be written by the D11 core during the processing of a received frame.

The overall accuracy of the frequency synchronization of the Asus RT-AC86U prototype
depends on three factors. First, the CFO estimation accuracy depends on the number of
tuning frames employed to average over the PHY register values with a quantization step
size of 2.3 kHz, as described in Section 5.3.3. Second, the carrier frequency can only be
tuned in steps of ∼ 115 Hz by means of the VCO register, as described in Section 5.2.2.
Third, the free-running oscillator is subject to jitter, so that the carrier frequency fluctuates
by up to ∼±500 Hz during individual frame transmissions, as described in Section 5.3.1.
Still, since the maximum CFO-induced phase error during a transmission depends on
the PPDU duration, CCT with CI is at least feasible with rather short frames.

Figure 51 shows that the measured IFS values of an Asus RT-AC86U prototype node
typically range from ∼ 18.4 µs to ∼ 18.75 µs. Since the spread of the IFS values is narrower
than the GI of 800 ns of the Non-HT PHY, ISI can be avoided in reception-triggered CCTs.

Testbed experiments confirm that two groups of five Asus RT-AC86U prototype
nodes can reliably generate 10 000 successive CCTs with CI in a ping-pong fashion.
In the experiment presented in Section 5.4.1, the FRR of a LOS receiver for a frame with
a 32-byte MSDU is consistently better than 99 % up to Non-HT MCS 6 (see Table 2),
as listed in Table 19. Further, Figure 55 shows that the quality of the measured CFO and
IFS values is consistent during the CCT-based ping-pong transmissions.
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The URLLC requirement of delivering a 32-byte MSDU with a reliability of 1− 10−5

and with a latency of 1 ms [3] is met for receptions from any of both groups up to
Non-HT MCS 6 under LOS conditions and with Non-HT MCS 0 and 2 under NLOS
conditions, respectively. Additional RTx repetitions can be employed to meet the URLLC
reliability requirement also with other parameter combinations, as listed in Table 8.

The SINR characteristics of CCTs generated by the two groups of Asus RT-AC86U
prototype nodes are independent of the RTx index, i.e., the signal quality does not
change significantly during CCT-based ping-pong transmissions, as shown in Figure 56.
Further, the SINR characteristics of CCTs with different numbers of transmitters are
also similar to each other, as shown in Figure 58. With this, the characteristics of CCTs
generated by the Asus RT-AC86U prototype nodes are similar to the characteristics
of CCTs generated by the WARP prototype nodes, so the corresponding conclusions
presented in Section 4.6 also apply to the results of this chapter.

The Asus RT-AC86U prototype is further employed to explore the feasibility and
the performance of CCT-based network flooding with multiple MIMO spatial streams.
Section 5.4.4 presents testbed experiments that are conducted with MCS 0–31 of the
HT PHY on a 40 MHz wide channel in the 5 GHz band, showing that CCT is not only
feasible with multiple spatial streams but that spatial diversity gains can also be exploited.
In particular, Table 21, Table 22 and Table 23 show that a high FRR is achieved with
various MCS indices with up to four spatial streams for frames with MSDU sizes of
32 bytes, 128 bytes and 512 bytes, respectively. For receptions from any of both groups,
for instance, a LOS receiver has an FRR of 99.5 % for CCTs with a 32-byte MSDU at
a PHY data rate of 324 Mbit/s through MCS 28 (see Table 20 and Table 21), which is not
achieved with less than four spatial streams. Besides achieving a higher PHY data rate,
spatial diversity gains also allow for an improved reliability at a given PHY data rate.
The results with a 32-byte MSDU are best suited to identify such gains since the resulting
PPDUs are quite short, so that the impact of CFO-induced phase errors is fairly small.
Considering the PHY data rates of 54 Mbit/s, 108 Mbit/s and 162 Mbit/s, Table 21 shows
that a higher number of spatial streams most often results in a higher FRR.

The URLLC requirement of delivering a 32-byte MSDU with a reliability of 1− 10−5 and
with a latency of 1 ms [3] is also assessed in an experiment with MIMO spatial streams.
Table 24 confirms the result that the reception performance is better with a higher
number of spatial streams at the PHY data rates of 54 Mbit/s and 108 Mbit/s, respectively.
For receptions from any of both groups, the URLLC reliability requirement of 1− 10−5

is met with MCS 9, with MCS 24 and with MCS 25, respectively. Table 9 lists the number
of additional RTx repetitions required to meet the URLLC reliability requirement also
with other parameter combinations. Due to the additional HT-LTF symbols employed for
channel estimation, PPDUs with more spatial streams have a slightly longer duration
and thus a slightly larger latency per hop, as listed in Table 10.

While the Asus RT-AC86U wireless router also supports 80 MHz wide channels,
the corresponding IEEE 802.11ac standard is operated by the BCM4366E chip, so further
firmware modifications are required to enable CCT with an 80 MHz wide channel.

So far, the Asus RT-AC86U prototype supports CCT-based ping-pong transmissions
between two groups of nodes. To enable CCT-based network flooding also over multiple
hops and to support real applications, future work might comprise an integration of
the low-level MAC protocol of the WARP prototype that is presented in Section 4.2.1.





Part III

C O N C U R R E N T C O O P E R AT I V E T R A N S M I S S I O N W I T H
I N C O H E R E N T I N T E R F E R E N C E

This part presents the exploration of CCT with incoherent interference that
results from a lack of accurate synchronization in time and frequency between
multiple senders. Chapter 6 introduces time-variant zero-forcing (TVZF), an
equalization technique that reconstructs interference patterns changing over
time so that a receiver can decode CCTs that would usually cause frame loss.
With this, TVZF increases a receiver’s robustness to synchronization errors
and facilitates CCT schemes with relaxed synchronization requirements.





6
T I M E - VA R I A N T Z E R O - F O R C I N G

Time-variant zero-forcing (TVZF) is an equalization technique that deals with incoherent
interference caused by imperfect frequency synchronization of the transmitters of a
concurrent cooperative transmission (CCT). With this, TVZF relaxes the requirement
for precise frequency synchronization in a CCT, enabling at least two different uses.
First, TVZF enhances the robustness of syntonized CCT systems to incidental frequency
synchronization errors of the concurrent transmitters. In particular, if a receiver detects
different carrier frequency offsets (CFOs) in a received CCT frame, it can apply TVZF to
recover the CCT frame, the reception of which would otherwise fail with high probability.
Second, TVZF facilitates CCT schemes in which the transmitters cannot be wirelessly
synchronized in frequency due to the lack of common frame receptions at all nodes.
Such schemes may comprise but are not limited to the extensive broadcasting scenario
presented in Section 1.2.2. Since TVZF relaxes the requirement for precise frequency
synchronization in a CCT, the concurrent transmitters can ideally operate with the native
frequencies of their respective frequency oscillators. Further, the impact of intersymbol
interference (ISI) in a CCT can be absorbed by the guard interval (GI) of the employed
orthogonal frequency-division multiplexing (OFDM) physical layer (PHY), since it is
filled with a cyclic prefix (CP) [243]. Therefore, TVZF also offers some room for timing
inaccuracies in a CCT, i.e., the time offsets (TOs) between the CCT signal components
may take values within the GI duration reduced by the channel delay spread (CDS),
i.e., up to 800 ns with the IEEE 802.11 Non-HT PHY [104, Section 17.3] (see Section 2.4).
Particularly in case of CCTs triggered over wired connections, such as in the extensive
broadcasting scenario presented in Section 1.2.2, time synchronization errors do not
propagate further since each CCT is triggered separately.

While TVZF is essentially an equalization technique, it comprises several processing
steps on the receiver side to reconstruct the time-variant interference over the entire
bandwidth of an unsyntonized CCT frame. Hence, the term TVZF does not only refer to
the equalization step itself but also to the preceding signal processing steps that facilitate
the zero-forcing equalization according to the reconstructed time-variant interference.

This chapter is organized as follows. Section 6.1 discusses the impact of intercarrier
interference (ICI) in a CCT with imperfect frequency synchronization of the transmitters.
Section 6.2 introduces the system model of TVZF equalization. Section 6.3 presents a
TVZF receiver design with several signal processing steps for unsyntonized CCTs with
the IEEE 802.11 Non-HT PHY (see Section 2.4.2). In particular, Section 6.3.1 introduces
an enhanced symbol timing estimation technique that ensures that the GI covers all CCT
signal components. Section 6.3.2 describes the detection and parameter estimation of
the individual CCT signal components. Section 6.3.3 presents an interpolation-based
technique to estimate the channel coefficients of the individual CCT signal components.
Section 6.3.4 shows how TVZF equalization combines the different pieces of information
from the preceding processing steps. Section 6.4 presents an evaluation of the TVZF
receiver design for the IEEE 802.11 Non-HT PHY in testbed experiments by means of

159
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Wireless Open Access Research Platform (WARP) v3 software-defined radios (SDRs) [246]
with combined parameter sweeps of the TO and the CFO between concurrent transmitters.
The evaluation comprises experiments with two, three and four concurrent transmitters.
Section 6.5 presents testbed experiments with unsyntonized CCTs from Asus RT-AC86U
wireless routers operating at their native carrier frequencies. Section 6.6 explores the
impact of the relative signal power levels of a CCT on the reception performance with
and without TVZF, respectively. Section 6.7 provides concluding remarks on TVZF.

6.1 Intercarrier Interference

OFDM receivers typically estimate and compensate the CFO of a transmitter to avoid
ICI when applying a fast Fourier transform (FFT) on received OFDM symbols [13, 183].
The IEEE 802.11 Non-HT PHY facilitates this operation through the PHY preamble,
as described in Section 2.4.4 [104, Section 17.3.3]. However, in a CCT with multiple
unsyntonized transmitters, the superimposed signal comprises several different CFOs.
As the effects of these CFOs superimpose, the interference of the CCT is incoherent,
which disallows the CFOs to be estimated through conventional processing techniques.
Moreover, even if these CFOs could be estimated correctly, they could not be compensated
altogether through frequency shifting of the received baseband signal. Consequently,
TVZF postpones the CFO and channel estimation steps after the FFT-based demodulation
of OFDM symbols. In doing so, TVZF deliberately introduces a certain amount of ICI.

ICI occurs in OFDM systems when a receiver is tuned to a slightly different carrier
frequency than a transmitter and when it does not compensate for the CFO. In this case,
the orthogonal subcarriers of the transmitter are slightly shifted in the spectrum with
respect to the locations at which the receiver extracts them, so that the zero-crossings
of the subcarriers on the transmitter side are not exactly aligned with the respective
neighboring subcarriers on the receiver side. While a subcarrier on the receiver side still
obtains the largest amount of energy from its corresponding subcarrier on the transmitter
side, all the other subcarriers on the transmitter side also leak a certain amount of energy
into the considered subcarrier on the receiver side since each subcarrier has a larger
bandwidth than the subcarrier spacing [13, 159]. ICI generally increases with a larger
CFO and its effects superimpose in a CCT with multiple transmitters.

The IEEE 802.11 standard requires devices to meet the center frequency of a 20 MHz
wide channel with an accuracy of ±20 parts per million (ppm) [104, Section 17.3.9.5],
i.e., the carrier frequency of a device may deviate from the specified frequency by up
to ∼±50 kHz in the 2.4 GHz band (see Section 2.2.2). Note that such high CFOs would
severely reduce the signal-to-interference-plus-noise ratio (SINR) of a CCT due to ICI.
Nevertheless, some devices may have much more accurate carrier frequency oscillators.
For instance, 6 different Asus RT-AC86U wireless routers are found to have CFOs in the
range from −15 kHz to +10 kHz in the 2.4 GHz band with respect to a WARP v3 SDR.
These devices are not included in Table 4 and reside at the University of Brescia in Italy.
Table 3 shows that the carrier frequencies of 14 different WARP v3 SDRs [246] in the
2.4 GHz band do not deviate by more than ±3 kHz with respect to each other, which can
be attributed to their temperature-compensated crystal oscillators (TCXOs).

The impact of ICI on the SINR of received frames is assessed in simulations with a
single transmitter and with an ideal channel. To this end, IEEE 802.11 Non-HT frames are
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generated with a random payload by means of the custom Matlab encoder that is also
used in several simulations in Chapter 3 and in the testbed experiments in Section 3.4.3.
The CFO between the transmitter and the receiver is tuned to different values while the
receiver’s CFO compensation is disabled. Table 11 shows the average observed error
vector magnitude (EVM) and the corresponding SINR values for various CFO levels.
For instance, a CFO of ∆ f = 5 kHz causes an EVM of 4.68% ≈ −26.6 dB, with small
variations of less than 0.01 % between successive frames. This amount of ICI reflects
excellent conditions and still allows the IEEE 802.11 Non-HT PHY to be operated at its
highest modulation and coding scheme (MCS), i.e., MCS 7 (see Table 2) [104, Table 17-17].
Therefore, a CFO of up to 5 kHz can be considered to introduce a tolerable amount of
ICI that might have less impact than noise and multi-path fading effects in practice.
Particularly the WARP SDRs achieve CFOs below 3 kHz due to their TCXOs (see Table 3),
opening up the potential for unsyntonized CCTs with high data rates. However, also
commercial devices with CFOs of up to 20 kHz might generate unsyntonized CCTs with
moderate data rates that can be decoded by means of TVZF.

CFO 1 kHz 2.5 kHz 5 kHz 10 kHz 20 kHz 48 kHz

EVM 0.92% 2.37% 4.68% 9.33% 19.47% 59.88%

SINR 40.7 dB 32.5 dB 26.6 dB 20.6 dB 14.2 dB 4.5 dB

Table 11: Impact of an uncompensated CFO on the IEEE 802.11 Non-HT PHY

6.2 TVZF System Model

This section extends the PHY-independent CCT system model introduced in Section 3.2 to
describe a CCT with an arbitrary number of concurrent transmitters from the perspective
of a TVZF receiver. To this end, the TVZF system model introduces an index s ∈ {1, ..., S}
to denote the individual senders of a CCT and their respective CCT signal components.
While the S different CCT signal components encode the same data frame, they may
have different TOs and CFOs with respect to each other and with respect to the receiver.
Hence, the TVZF system model uses a notation that assigns an index s to TO and CFO
variables to indicate to which sender of a CCT these variables respectively belong to.
Further, TO and CFO variables have an annotation that indicates whether the respective
values relate to a transmit (Tx) reference or a receive (Rx) reference. For instance, ∆ f Rx

s is
the CFO of a transmitter with index s with respect to a TVZF receiver, whereas ∆ f Tx

s is a
CFO with respect to a common reference of all transmitters of a CCT. The latter notation
expresses the CFOs between concurrent transmitters independently of a specific receiver,
which is useful in the testbed experiments presented in Section 6.4. In these experiments,
the common reference is the native carrier frequency of a WARP SDR [246] that drives
multiple concurrent transmitters, allowing the true CFO ∆ f Tx

s to be accurately adjusted
in software through baseband processing. Moreover, the CFO ∆ f Rx

s can also be expressed
by taking the CFO ∆ f Rx

Tx between the Tx reference and the Rx reference into account:

∆ f Rx
s = ∆ f Rx

Tx + ∆ f Tx
s (47)
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Note that the system model introduced in Section 3.2 is designed to analyze the
interference in a CCT with two concurrent transmitters and does thus not take a specific
receiver into account. Hence, a CFO ∆ f in Chapter 3 corresponds to a CFO ∆ f Tx

2 in
the TVZF system model, while the CFO ∆ f Tx

1 is 0 Hz. Further, a TO ∆t in Chapter 3
corresponds to a TO ∆tTx

2 , while the TO ∆tTx
1 is 0 s. The CFO ∆ f Rx

Tx is not considered
in Section 3.4 since it would affect both signal components equally, so it would be
compensated by a phase tracking mechanism, as described in Section 3.4.2.1.

After computing the FFT of the received OFDM symbols, a CFO causes a phase drift of
all subcarriers over time [159], as expressed by the last exponential factor in Equation 9.
This phase drift translates to a continuous rotation of the received OFDM symbols in
the in-phase quadrature (IQ) plane, as exemplarily shown for the four pilot subcarriers
of an IEEE 802.11 Non-HT frame in Figure 61a. In case of a CCT, a symbol received on
a subcarrier is the result of the superposition of the signal components contributed by all
the concurrent transmitters on this subcarrier. Since the phases of the signal components
drift with different CFOs ∆ f Rx

s , the interference is time-variant and may alter both the
phase and the amplitude of the received symbols over time, as shown for up to four
concurrent transmitters in Figure 61. The vector of the received symbols y(q) can be
expressed as a function of the OFDM symbol index q and the OFDM symbol duration Tc:

y(q) =
S

∑
s=1

(︂
diag(hs) · x(q) · e j 2π ∆ f Rx

s (q−r)Tc + nTx
s

)︂
+ nRx ∀ q ∈ {r, r + 1, ..., Q− 1} (48)

The vector of the transmitted symbols x(q) is identical for all the S senders of the CCT
and contains the symbols Cq(n) from Equation 9 for all used subcarriers with indices n.
The vector hs contains the channel coefficients of the sender with index s at the reference
OFDM symbol that is used for channel training in transmissions with a single sender.
With the IEEE 802.11 Non-HT PHY, the reference OFDM symbol has the index r = 3,
pointing to the second half of the legacy long training field (L-LTF) (see Section 2.4.2),
in accordance with the analysis in Section 3.4.2. The channel coefficients hs drift at the
pace of the CFO ∆ f Rx

s between the sender with index s and the receiver. Note that the
exponential factors depending on the TO ∆t in Equation 9 do not occur in Equation 48,
i.e., the effect of a frequency-dependent phase shift caused by a TO of a particular sender
with index s is implicitly included in the channel coefficients hs. The vector nTx

s denotes
the ICI caused by the sender with index s, and nRx is a vector of noise at the receiver.
TVZF recovers the symbols x(q) of the q-th OFDM symbol by component-wise division:

x̂(q) = diag(hΣ(q))−1 · y(q) ∀ q ∈ {r, r + 1, ..., Q− 1} (49)

This equalization is referred to as time-variant since the vector hΣ(q) varies with the
OFDM symbol index q, i.e., each OFDM symbol has a specific set of channel coefficients:

hΣ(q) =
S

∑
s=1

hs e j 2π ∆ f Rx
s (q−r)Tc ∀ q ∈ {r, r + 1, ..., Q− 1} (50)

The channel coefficients hΣ(q) may appear to be highly frequency-selective, i.e., the
values on neighboring subcarriers can vary widely, as illustrated exemplarily in Figure 63.
While such conditions may typically require more complex equalization techniques,
hΣ(q) is the result of interfering narrow-band subcarriers that are flat-fading according
to their corresponding physical channels. Hence, zero-forcing equalization is applicable.
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Further, the TVZF system model assumes the individual channel components hs and
their corresponding CFOs ∆ f Rx

s to be invariant over the duration of a frame transmission.
The time span during which a channel component hs is virtually invariant is referred to
as its coherence time, which is known to be proportional to the inverse of the Doppler
spread [218]. Hence, TVZF best applies in immobile environments, but it may also work
in scenarios with a moderate amount of mobility. For instance, the channel coherence
time is 1.61 ms at a mobility of 50 km/h [109], potentially allowing for a Non-HT frame
with a PHY service data unit (PSDU) of up to 1182 bytes at MCS 0 (see Section 2.4.6).
Regarding the CFOs ∆ f Rx

s , WARP v3 SDRs [246] and Asus RT-AC86U wireless routers
both have stable carrier frequencies over the duration of a frame, as shown in Section 3.5.
Thus, the requirements of the TVZF system model for unsyntonized CCTs can be met by
both WARP SDRs and commercial devices. The remaining challenge is to estimate the
channel components ĥs and the CFOs ∆ f Rx

s
ˆ for all the S senders of a CCT, for which a

solution is subsequently presented for the IEEE 802.11 Non-HT PHY.

6.3 Receiver Design

This section presents a TVZF-based receiver design that decodes unsyntonized CCTs
with the IEEE 802.11 Non-HT PHY [104, Section 17.3] (see Section 2.4). The TVZF receiver
assumes an unknown number S of transmitters that start transmitting the same frame
approximately at the same time with a TO of up to the length of the GI, which is 800 ns.
Time synchronization at this scale can be well achieved with hardware timers, as shown
in Section 3.1. The TVZF receiver works as follows:

1. Symbol timing estimation: The TVZF receiver determines the start of frame (SOF)
by means of successive interference cancellation (SIC) on the PHY preamble to
detect also weak CCT signal components that arrive early.

2. Detection and parameter estimation of CCT signal components: The TVZF receiver
detects the concurrent transmitters by means of the received superposition of
their signal components and estimates their respective CFOs ∆ f Rx

s
ˆ . To this end, it

applies a Fourier analysis of the received symbol traces on the four pilot subcarriers
in combination with a technique called iterative interference cancellation (IIC).
Optionally, the result of the IIC-based Fourier analysis can be further enhanced
through optimization. In the process, the TVZF receiver also obtains channel

coefficient estimates ĥ
P
s on the four pilot subcarriers for each CCT signal component.

3. Interpolation of channel coefficients: The TVZF receiver generates interpolated

channel coefficients ĥ
ζ
s for each CCT signal component by leveraging the channel

coefficients ĥ
P
s from the previous processing step and the channel coefficients h̃

LTF
Σ

from the L-LTF (see Section 2.4.2). Further, the interpolated channel coefficients ĥ
ζ
s

of the CCT signal components can be jointly optimized by fitting them to h̃
LTF
Σ .

4. TVZF equalization: The TVZF receiver finally reconstructs the time-variant channel
coefficients ĥΣ(q), applies TVZF equalization and continues processing the frame
by symbol demapping, deinterleaving, Viterbi decoding and descrambling.

The four processing steps of the TVZF receiver design are described in more detail below.
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6.3.1 SIC-Based Symbol Timing Estimation

IEEE 802.11 receivers leverage the PHY preamble to detect an incoming frame in a stream
of IQ samples from a radio frequency (RF) interface and to determine the corresponding
SOF through symbol timing estimation, as described in Section 2.4.3. In the common case
of a single transmitter, a signal may propagate on multiple paths from the transmitter to
the receiver, so that the receiver gets multiple slightly delayed copies of the same signal.
In particular, a line-of-sight (LOS) signal component takes a direct path to the receiver,
whereas non-line-of-sight (NLOS) signal components may be reflected several times and
may also be subject to other propagation effects like scattering and attenuation [200].
With this, a LOS signal component arrives earlier and typically with a higher power than
NLOS signal components. Hence, the SOF estimate of a receiver usually points to one of
the earliest arriving signal components. As the OFDM symbols after the PHY preamble
are prepended by a GI with a CP (see Section 2.4.2), the signal components subject to
multi-path propagation effects are typically covered by the GI, so that the OFDM symbols
can be demodulated through an FFT without ISI.

However, to avoid ISI also in a CCT with multiple transmitters, a receiver must
explicitly ensure that all CCT signal components are covered by the GI. Note that a
weak CCT signal component may possibly arrive earlier at a receiver than a strong
CCT signal component since a far transmitter may start sending slightly earlier than a
near transmitter. As the SOF estimate of a conventional receiver design, as described
in Section 2.4.3, points to the strongest CCT signal component, a weaker CCT signal
component might not be covered by the GI and cause ISI. Therefore, the TVZF receiver
design employs an enhanced symbol timing estimation to address such conditions.

A simple method to detect weak early CCT signal components would be to search
also for peak pairs with a low magnitude in the output of the matched filter that detects
occurrences of the long training sequence (LTS) in the received IQ samples. For instance,
a receiver could search for lower peak pairs in a window of up to the length of the GI
before the maximum peak pair. However, this method is found to be rather inaccurate in
practical tests with WARP SDRs. Hence, the TVZF receiver design draws on SIC [233]
to enhance the accuracy of the detection of weak CCT signal components.

Figure 60 illustrates four steps of the SIC-based symbol timing estimation of the TVZF
receiver in a simulation with the Matlab WLAN toolbox [150]. The CCT comprises three
signal components with Tx gains of 0.6, 1.0 and 0.8 and TOs of 0 ns, 200 ns and 400 ns,
respectively, so that the CCT signal component that arrives first has the lowest power.
All three CCT signal components are processed through a simulated TGn Model-B
channel with additive white Gaussian noise (AWGN) at 30 dB signal-to-noise ratio (SNR).
The TVZF receiver first determines the maximum absolute value of the matched filter
output in the region in which the L-LTF is expected. In the topmost graph of Figure 60,
this value is found at sample index 560. Then, the TVZF receiver calculates a dynamic
detection threshold as a certain fraction of this maximum value, shown as a horizontal
red line in the topmost graph of Figure 60. In practical tests with WARP SDRs, a useful
value for this fraction is found to be ∼ 80 %. Since the L-LTF contains two LTS symbols
prepended with a large GI (see Section 2.4.2), the occurrence of a CCT signal component
is expected to generate two peaks with a distance of exactly 3.2 µs. If the TVZF receiver
identifies any such peak pairs that exceed the threshold in both locations, it detects the
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Figure 60: SIC-based symbol timing estimation: the TVZF receiver accurately detects the symbol
timings of three CCT signal components by applying a dynamic threshold on the
matched filter output in combination with SIC. Channel model: TGn Model-B with
AWGN at 30 dB SNR; Tx gains: 0.6, 1.0, 0.8; TOs: 0 ns, 200 ns, 400 ns.

next CCT signal component at the location of the peak pair with the highest magnitude.
In the top graph of Figure 60, this peak pair has the sample indices 560 and 688.

After having detected a CCT signal component, the TVZF receiver removes it from
the received IQ samples through SIC, i.e., it multiplies a clean PHY preamble with the
complex-valued correlation coefficient and subtracts the result from the IQ samples.
Then, the TVZF receiver adapts the dynamic threshold according to the new maximum
value of the matched filter output and continues searching for peak pairs. In this process,
the TVZF receiver accepts an additional CCT signal component only if the largest TO
does not exceed the GI duration. With this, it ensures that weaker CCT signal components
are only considered if they can also be covered by the GI. In Figure 60, the TVZF receiver
detects another peak pair at the sample indices 568 and 696. After that, it detects the
early CCT signal component through the peak pair at the sample indices 552 and 680.

As a termination criterion, the dynamic detection threshold is prevented to fall below
a certain level. Practical tests with WARP SDRs show that the TVZF receiver design
is sufficiently sensitive when the detection threshold does not fall below ∼ 18 % of the
maximum value of the matched filter output of the original IQ samples. In Figure 60, this
fraction is 38 % for the purpose of illustration. Note that there are still small spikes in
the residual IQ samples after three applications of SIC, which can be attributed to the
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TGn Model-B channel taps. In fact, the number of CCT signal components detected by
the SIC-based symbol timing estimation does usually not reflect the actual number of
concurrent transmitters. An estimate of the actual number of CCT signal components
and their corresponding parameters is obtained in the following processing step, while
ISI is avoided by means of the SIC-based symbol timing estimation.

6.3.2 IIC-Based Detection of CCT Signal Components

After determining the SOF, the TVZF receiver removes the GI, computes an FFT of
the received OFDM symbols and extracts the symbol traces of the pilot subcarriers by
reverting the polarity of the fixed binary phase-shift keying (BPSK) sequence that they
encode [104, Section 17.3.5.10]. Figure 61 shows examples of such symbol traces with up
to four concurrent transmitters. The measured symbol traces on the four pilot subcarriers
with the indices P = {−21,−7, 7, 21} are technically time-variant channel coefficients:

h̃
P
Σ(q) ≃

S

∑
s=1

hP
s e j 2π ∆ f Rx

s (q−r)Tc ∀ q ∈ {r, r + 1, ..., Q− 1} (51)

For each of the senders with an index s ∈ {1, ..., S}, the vector hP
s consists of four

channel coefficients hp
s , each of which represents one of the four pilot subcarriers with an

index p ∈ P. Note that all channel coefficients contained in hP
s are equally affected by the

CFO ∆ f Rx
s between the respective sender and the receiver. Further, a channel coefficient

hp
s can be separated into an amplitude ap

s =
⃓⃓
hp

s
⃓⃓

and a phase ϕ
p
s = ̸ hp

s .

Next, the TVZF receiver uses the symbol traces h̃
P
Σ(q) to compute the estimates ∆ f Rx

s
ˆ

and ĥ
p
s for each detected CCT signal component with an index s ∈ {1, ..., Ŝ} and for each

pilot subcarrier index p ∈ P, respectively. To this end, it performs a Fourier analysis of
the symbol traces h̃

P
Σ(q). Note that it may seem unusual to perform a Fourier analysis

on frequency-domain data. The rationale is that h̃
P
Σ(q) is time-variant and changes as

a function of discrete frequencies that shall be estimated. Since there is a chance that
several concurrent transmitters have the same CFO ∆ f Rx

s or very close CFOs, the estimates
denoted as ∆ f Rx

s
ˆ and ĥ

p
s may potentially cover multiple CCT signal components with

indices Ss ⊆ {1, ..., S}. The estimates ∆ f Rx
s
ˆ and ĥ

p
s are correspondingly indexed according

to the number of detected CCT signal components Ŝ:

∆ f Rx
s
ˆ ≃ ∆ f Rx

σ ∀ σ ∈ Ss ∀ s ∈ {1, ..., Ŝ} (52)

ĥ
p
s ≃ ∑

σ∈ Ss

hp
σ ∀ s ∈ {1, ..., Ŝ}

In the Fourier analysis, the TVZF receiver leverages the different realizations of the
CFOs ∆ f Rx

s on the pilot subcarriers by combining the FFTs of the symbol traces h̃
P
Σ(q).

To extract the estimates ∆ f Rx
s
ˆ and ĥ

p
s , it uses a periodogram with a rectangular window

function according to the length Q− r of the symbol traces. In doing so, each CFO is
represented as a sinc pulse in the FFT spectrum. Note that such a sinc pulse is wider for
shorter frames, which has the undesired effect that multiple sinc pulses can overlap in the
FFT spectrum such that stronger CCT signal components mask weaker ones. Therefore,
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Algorithm 1 Detection and parameter estimation of CCT signal components through IIC

1: η ← relative detection threshold (e.g.: 0.18)
2: κ ← number of IIC cycles (e.g.: 4)
3: s← 0 (count of detected CCT signal components)
4: h̃p

Σ(q)← received pilot symbol traces (q = r, r + 1, ..., Q− 1) ∀ p ∈ P
5: H̃p

Σ(j f )← fft
(︂

h̃p
Σ(q)

)︂
∀ p ∈ P

6: θ = η ·max
(︂

∑p∈P

⃓⃓⃓
H̃p

Σ(j f )
⃓⃓⃓)︂

7: G̃p
s+1(j f )← H̃p

Σ(j f ) ∀ p ∈ P

8: while max
(︂

∑p∈P

⃓⃓⃓
G̃p

s+1(j f )
⃓⃓⃓)︂
≥ θ do

9: s← s + 1 (next CCT signal component detected)
10: [ms, ∆ f Rx

s
ˆ ]← max

(︂
∑p∈P

⃓⃓⃓
G̃p

s (j f )
⃓⃓⃓)︂

11: âp
s = 1

Q−r

⃓⃓⃓⃓
G̃p

s (j f )
⃓⃓⃓

f=∆ f Rx
s
ˆ

⃓⃓⃓⃓
∀ p ∈ P

12: ϕ̂
p
s = ̸ G̃p

s (j f )
⃓⃓⃓

f=∆ f Rx
s
ˆ ∀ p ∈ P

13: ĥ
p
s = âp

s e j ϕ̂
p
s ∀ p ∈ P

14: for k = 1→ κ do (IIC optimization of parameter estimates)
15: for l = 1→ s do (for each detected CCT signal component)

16: G̃p
l (j f )← H̃p

Σ(j f )− fft
(︃

∑s
v=1
v ̸=l

ĥ
p
ve j 2π ∆ f Rx

v
ˆ (q−r)Tc

)︃
∀ p ∈ P

17: [ml , ∆ f Rx
l
ˆ ]← max

(︂
∑p∈P

⃓⃓⃓
G̃p

l (j f )
⃓⃓⃓)︂

18: âp
l = 1

Q−r

⃓⃓⃓⃓
G̃p

l (j f )
⃓⃓⃓

f=∆ f Rx
l
ˆ

⃓⃓⃓⃓
∀ p ∈ P

19: ϕ̂
p
l = ̸ G̃p

l (j f )
⃓⃓⃓

f=∆ f Rx
l
ˆ ∀ p ∈ P

20: ĥ
p
l = âp

l e j ϕ̂
p
l ∀ p ∈ P

21: G̃p
s+1(j f )← H̃p

Σ(j f )− fft
(︂

∑s
v=1 ĥ

p
ve j 2π ∆ f Rx

v
ˆ (q−r)Tc

)︂
∀ p ∈ P

22: Return ∆ f Rx
s
ˆ and ĥ

p
s ∀ s ∈ {1, ..., Ŝ} ∀ p ∈ P

the TVZF receiver employs SIC to cancel CCT signal components in h̃
P
Σ(q) after detecting

them, allowing it to detect also weaker CCT signal components. However, when applying
SIC successively, the estimates of the stronger CCT signal components, which are first
detected, are still subject to interference by the weaker CCT signal components, leading
to degradations of all estimates. Hence, the TVZF receiver employs a variation of SIC
that is subsequently referred to as iterative interference cancellation (IIC).

Algorithm 1 gives a formalized description of the IIC-based Fourier analysis of h̃
P
Σ(q).

The TVZF receiver computes an FFT of each of the four pilot symbol traces (lines 4 and 5).
Further, the TVZF receiver defines a relative detection threshold η (line 1) by which it
calculates an absolute detection threshold θ as a function of the sum of the absolute
FFT spectra of the pilot symbol traces (line 6), allowing for variations of the received
signal strength (RSS) across different CCT frame receptions. A lower value of η makes the
detection of CCT signal components more sensitive but may also lead to false detections.
Practical tests with WARP SDRs show that a value of η ≃ 18 % provides an accurate
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detection performance in various settings. Further, the number of IIC cycles κ (line 2) can
be adjusted to tune the tradeoff between processing speed and the parameter estimation
accuracy. The number of detected CCT signal components is initialized to s = 0 (line 3).
The TVZF receiver maintains a set of FFT spectra to detect the next CCT signal component,
which initially contains the original FFT spectra of the pilot symbol traces (line 7).

When the sum of the absolute FFT spectra exceeds the threshold θ (line 8), the TVZF
receiver increments the counter s (line 9) and processes the newly detected CCT signal
component. To this end, it extracts the CFO ∆ f Rx

s
ˆ by means of the location of the maximum

of the combined FFT spectrum (line 10). It further extracts the magnitude âp
s (line 11) and

the phase ϕ̂
p
s (line 12) of the detected CCT signal component for each pilot subcarrier

from the corresponding FFT spectrum at the location of the CFO ∆ f Rx
s
ˆ . The latter two

values are also combined to a complex-valued channel coefficient ĥ
p
s (line 13).

After processing a newly detected CCT signal component, the TVZF receiver optimizes
the parameter estimates of all CCT signal components through IIC to mitigate the
impact of interference by the newly detected CCT signal component. This optimization is
executed κ times (line 14) for each CCT signal component (line 15). For each considered
CCT signal component with index l, the TVZF receiver reconstructs the contributions
of all other CCT signal components and subtracts them from the received pilot symbol
traces (line 16). Then, it refines the CFO ∆ f Rx

l
ˆ (line 17), the magnitude âp

l (line 18), the
phase ϕ̂

p
l (line 19) and the complex-valued channel coefficient ĥ

p
l (line 20).

After κ iterations of IIC (line 14), the TVZF receiver reconstructs all CCT signal
components and subtracts them from the FFT spectra of the received pilot symbol traces
to obtain the set of FFT spectra for the next detection cycle (line 21). When no further
CCT signal components are detected (line 8), Algorithm 1 returns the Ŝ CFOs ∆ f Rx

s
ˆ and

the Ŝ · |P| channel coefficients ĥ
p
s of the detected CCT signal components (line 22). With

this, the symbol traces h̃
P
Σ(q) of the pilot subcarriers P can be reconstructed as:

ĥ
P
Σ(q) =

Ŝ

∑
s=1

ĥ
P
s e j 2π ∆ f Rx

s
ˆ (q−r)Tc ∀ q ∈ {r, r + 1, ..., Q− 1} (53)

To assess the accuracy of IIC, the CFO estimates ∆ f Rx
s
ˆ and the channel estimates ĥ

p
s

are further optimized by fitting them to the received channel coefficient traces h̃p
Σ(q) by

means of the least squares method, i.e., by minimizing the mean square error (MSE):

MSEh =
1
|P| ∑

p∈P

1
Q− r

Q−1

∑
q=r

⃓⃓⃓
ĥ

p
Σ(q)− h̃p

Σ(q)
⃓⃓⃓2

(54)

The MSE is minimized by means of the downhill simplex algorithm in Matlab, which
is also known as the Nelder-Mead method and which works without derivatives [122].
While this optimization is time-consuming and impractical for real-time designs, it allows
assessing the accuracy of the parameter estimation through Algorithm 1. Test runs show
that the optimization leads to rather insignificant improvements in most cases, which
indicates a good estimation performance of IIC. Figure 61 presents the values obtained
through IIC as thin dotted lines, whereas the optimized values are shown as solid lines.
In most regions of the four subplots, the thin dotted lines are hidden behind the solid
lines, which confirms the effectiveness of IIC. Small differences are visible in Figure 61c.
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Figure 61: Symbol traces of the four pilot subcarriers in CCTs with WARP SDRs: the received

symbol traces h̃
P
Σ(q) are analyzed and reconstructed as ĥ

P
Σ(q) through IIC for CCT

frames with Q = 261 OFDM symbols. The optimized symbol trace reconstructions
mostly cover the corresponding IIC-based reconstructions, indicating good estimation
performance of IIC. (a) ∆ f Rx

s
ˆ is the estimated CFO between a single transmitter and

the receiver, whereas (b–d) ∆ f Tx
s are the true CFOs between concurrent transmitters.
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Figure 62: The phase values of the four subcarrier support points can be interpolated in various
ways: in a flat-fading channel, one of the phase paths (a) ζshort

0 , (b) ζ
up
0 , or (c) ζdown

0 is
almost always a good match. A TO ∆tTx

s introduces a frequency-selective phase shift,
causing additional phase rotations by 2π between neighboring support points (d–f).

6.3.3 Interpolation of Channel Coefficients

After detecting the CCT signal components and estimating their respective parameters,

the TVZF receiver uses the channel coefficients ĥ
P
s of the pilot subcarriers as support

points to interpolate and extrapolate the channel coefficients of the data subcarriers.
The difficulty is that the complex-valued channel coefficients around the four support
points can be interpolated in various ways. The TVZF receiver interpolates the amplitude
and the phase linearly and separately from each other as this method yields the best
results in test experiments, as compared to other interpolation methods, such as spline
interpolation in the complex plane. While linear interpolation does not generate smooth
curves, it also does not generate undesired deflections, as spline and cubic interpolation
occasionally do. In addition, the linear interpolation may serve as a starting point for
further optimizations of the channel coefficients of the CCT signal components.

While there is only one possibility to connect the magnitude values of the pilot
subcarrier support points through linear interpolation, the corresponding phase values
can be interpolated in various different ways since the phase is an angular quantity.
Without additional phase rotations by multiples of 2π, a direct connection between two
phase values can take two different directions. Hence, there are 23 = 8 ways to connect
the four pilot subcarrier support points. However, practical tests show that there are three
patterns that almost always match with the channel coefficients of physical channels.
These patterns are subsequently called phase paths and are illustrated in Figure 62a–c.
Figure 62a shows the phase path ζshort

0 which connects two neighboring support points
such that the unwrapped angular distance between them is less than or equal to π.
Figure 62b shows the phase path ζ

up
0 which connects two neighboring support points

such that the unwrapped phase at the higher frequency takes a higher value than the
phase value at the lower frequency. Figure 62c shows the phase path ζdown

0 which connects
two neighboring support points in the opposite direction as ζ

up
0 .
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ζ
Σ

−10 −5 0 5 10
−π

0

π

Baseband frequency (MHz)
ar

g
(ĥ
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Figure 63: Decomposition of superimposed channel coefficients: the TVZF receiver estimates

a channel component ĥ
ζ
s for each CCT signal component. The sum of the channel

components ĥ
ζ
Σ = ĥ

ζ
1 + ĥ

ζ
2 is congruent with the L-LTF-based channel estimate h̃

LTF
Σ .

In addition, a CCT signal component with a TO with respect to the SOF may have a
phase path with phase rotations of a multiple of 2π between the subcarrier support points.
This effect occurs since a TO causes a frequency-dependent phase shift, as expressed
by the second exponential factor of the second CCT signal component in Equation 9.
In particular, a phase rotation of 2π between two pilot subcarriers corresponds to a TO
of ∆t = 228.6 ns, as illustrated in Figure 22b and c. Thus, to address a TO of up to the GI
duration of 800 ns, ⌊ 800ns

228.6ns⌋ = 3 additional phase slopes have to be taken into account.
Note that the fractional part of the division is already covered by the phase path ζdown

0 .
These additional phase slopes are illustrated in Figure 62d–f for the phase path ζdown

0
and are denoted as ζdown

1 , ζdown
2 and ζdown

3 .
The TVZF receiver has to decide which phase path and which phase slope to apply

for each of the Ŝ sets of pilot subcarrier support points ĥ
P
s , respectively, to obtain the

interpolated channel coefficients ĥ
ζ
s for all subcarriers. To this end, it searches through

various combinations of phase paths and slopes and compares the sum of the interpolated

channel coefficients ĥ
ζ
s with the superposition h̃

LTF
Σ from the L-LTF:

MSELTF =
1
52

26

∑
n=−26

n ̸=0

⃓⃓⃓⃓
⃓h̃LTF

Σ [n]−
Ŝ

∑
s=1

ĥ
ζ
s [n]

⃓⃓⃓⃓
⃓
2

(55)

The search space of this procedure grows exponentially with the number Ŝ of detected
CCT signal components. However, since ζdown

i = ζ
up
i+1 holds, the search space can be

reduced to two phase paths with 4 and 5 phase slopes, respectively. Optionally, the

interpolated channel coefficients ĥ
ζ
s can be jointly optimized so that their sum approaches

the superposition h̃
LTF
Σ from the L-LTF by making readjustments at the subcarrier indices

n ∈ {−26,−14, 0, 14, 26} ∀ s ∈ {1, ..., Ŝ} through the downhill simplex algorithm [122].
However, this joint optimization can potentially also lead to degradations.
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Figure 63 illustrates the estimation of the channel components ĥ
ζ
s in a CCT with

two concurrent transmitters in which the second CCT signal component is delayed by
∆tTx

2 = 550 ns with respect to the first one. Figure 63b shows that the phase values of

the estimated channel component ĥ
ζ
1 are quite flat, indicating that the TVZF receiver is

synchronized in time with the earlier CCT signal component. Therefore, the SIC-based
symbol timing estimation, as described in Section 6.3.1, is effective. On the contrary,

Figure 63c shows that the estimated channel component ĥ
ζ
2 has a rather steep phase slope,

indicating that the TVZF receiver recognizes the unknown TO ∆tTx
2 . Figure 63a shows

that the sum of both channel components ĥ
ζ
Σ is congruent with the L-LTF-based channel

estimate h̃
LTF
Σ , indicating good estimation performance of the CCT channel components

and their respective parameters by the TVZF receiver.
In addition to linear interpolation of the separated magnitude and phase values of the

pilot subcarrier support points, the TVZF receiver can also address deep fades occurring
on one or several OFDM subcarriers. Such deep fades particularly occur in environments
with multi-path propagation effects. In contrast to the temporal deep fades of a CCT
analyzed in Section 3.4.2, the spectral deep fades are static and affect a narrow subset
of neighboring subcarriers. Still, a spectral deep fade also causes a phase jump of π in
the channel coefficients of the neighboring subcarriers at lower and higher frequencies.
To model a deep fade, the TVZF receiver interpolates the channel coefficients such that
a zero-crossing with a phase jump of π occurs between two subcarrier support points.
To this end, the TVZF receiver inverts the sign of the magnitude values of specific pilot
subcarrier support points while shifting the corresponding phase values by π. To detect
deep fades in the channel components of a CCT, the TVZF receiver searches through
various combinations with and without a deep fade between any two pilot subcarrier
support points for each of the Ŝ CCT signal components and selects the combination of

channel components ĥ
ζ
s that minimizes the MSE in Equation 55.

Figure 64 illustrates an example of a CCT with two transmitters in which each of
both CCT signal components is processed through a simulated High Throughput Task
Group (TGn) Model-C channel in Matlab [150]. Figure 64c shows that the first channel
component h1 has a deep fade on the subcarrier with index n = 18, i.e., at 5625 kHz,
whereas Figure 64e shows that the second channel component h2 has a deep fade on the
subcarrier with the index n = −4, i.e., at −1250 kHz. The conventional linear interpolation
clearly deviates from the true channel coefficients around the deep fades since it connects
the magnitude of the pilot subcarrier support points directly with each other, whereas
the linear interpolation with deep fades matches better with the true channel coefficients.
The PSDU of the CCT frame has 1536 bytes and is decoded with 9 bit errors by the
conventional linear interpolation, whereas the interpolation with deep fades recovers the
frame correctly without bit errors. While this example shows that the TVZF receiver can
deal with deep fades, it also shows that the interpolation-based channel estimation is not
ideal for frequency-selective fading since the estimated channel coefficients deviate from
the true channel coefficients on some subcarriers. Generally, the TVZF receiver might
work best in flat-fading environments due to the interpolation-based channel estimation
but it can still address deep fades that may occasionally occur also in such environments.
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ζ
Σ)

−10 −8 −6 −4 −2 0 2 4 6 8 10
−
/2−
0
/2

f (MHz)

∠h(f)

(b) arg(h̃LTF
Σ ) and arg(ĥ
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Figure 64: Interpolation-based channel component estimation with and w/o deep fade detection:
each CCT signal component is processed with a simulated TGn Model-C channel.

6.3.4 TVZF Equalization

The TVZF receiver has Ŝ channel estimates ĥ
ζ
s with channel coefficients on all subcarriers

and Ŝ corresponding CFO estimates ∆ f Rx
s
ˆ . It finally combines these estimates to compute

the time-variant channel coefficients for equalization, in accordance to Equation 50:

ĥΣ(q) =
Ŝ

∑
s=1

ĥ
ζ
s e j 2π ∆ f Rx

s
ˆ (q−r)Tc ∀ q ∈ {r, r + 1, ..., Q− 1} (56)

6.4 Testbed Evaluation : CCTs with Controlled TOs and CFOs

To assess the CCT reception performance of the TVZF receiver, testbed experiments
with combined parameter sweeps of the TO and the CFO are conducted with up to four
concurrent transmitters. The Tx antennas are attached to a common WARP SDR [246] to
leverage the shared clock so that the TOs ∆tTx

s and the CFOs ∆ f Tx
s of the senders with

indices s ∈ {1, ..., S} can be precisely tuned in software through baseband processing.
IEEE 802.11 Non-HT frames are generated with the custom Matlab encoder also used for
various simulations in Section 3.4 and for the CCT testbed experiments in Section 3.4.3.
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Figure 65: TVZF testbed setup with two WARP SDRs running WARPLab

The generated IQ samples are transferred to the WARP SDR via Ethernet by means
of WARPLab [250]. To generate strong interference and to avoid the capture effect,
each Tx antenna sends one CCT signal component with the same power. Note that this
method differs from the testbed experiments presented in Section 3.3.3 and Section 3.4.3
in which the CCT signal components are mixed and transmitted on a single antenna.
Using separate Tx antennas ensures that the different CCT signal components propagate
through different physical channels so that the channel components hs may differ.

Figure 65 shows the experimental setup with two WARP SDRs in an office environment.
The Tx WARP SDR has a distance of about 1.5 m, 2 m, 2.5 m and 4 m to the office walls.
The Rx WARP SDR has two antennas, one of which is placed in LOS at a distance of
approximately 1.5 m to the Tx antennas, whereas the other Rx antenna is placed in
NLOS underneath the table in proximity to the Tx antennas. The table is covered with
a conducting antistatic mat to prevent signals from passing directly through the table.
The IQ samples of the received CCT frames are transferred via Ethernet by means of
WARPLab [250] to a Matlab workspace where they are processed by the TVZF receiver.

To compare the CCT reception performance of the TVZF receiver with the reception
performance of commercial devices, three notebooks with an Atheros AR928X wireless
network adapter are set up in the same room at a distance of about two to three meters to
the Tx antennas in LOS. As in Section 3.3.3 and in Section 3.4.3, the IEEE 802.11 Non-HT
encoder writes the CCT parameter settings into the MAC service data unit (MSDU)
so that the receivers can extract these values from correctly received frames, allowing
the frame reception rate (FRR) to be calculated for each CCT parameter combination.

To avoid collisions with other devices, the experiments are conducted on channel 14,
for which a license is required in Germany. In addition, each CCT frame is prepended
with a request to send (RTS) frame to postpone pending transmissions of other devices.
Each CCT frame is a Non-HT PHY protocol data unit (PPDU) that encapsulates an MSDU
with 1500 bytes at MCS 2, i.e., with a PHY data rate of 12 Mbit/s (see Table 2). With this,
each CCT frame has 261 OFDM symbols, including the PHY preamble with an equivalent
length of 4 OFDM symbols (see Section 2.4.2), resulting in a total duration of 1044 µs.

The TOs ∆tTx
s , the CFOs ∆ f Tx

s and the phase offsets (POs) ∆ϕTx
s of the senders with

indices s ∈ {1, ..., S} are precisely controlled in software to systematically assess the
decoding performance of the TVZF receiver. In particular, the first sender with index
s = 1 is the reference, i.e., ∆tTx

1 = 0 s, ∆ f Tx
1 = 0 Hz and ∆ϕTx

1 = 0. Further, the TO ∆tTx
2

of the second sender is swept from −1 µs to 1 µs in steps of 25 ns. The CFO ∆ f Tx
2 of

the second sender is swept from −5 kHz to 5 kHz in steps of 100 Hz in combination



6.4 Testbed Evaluation : CCTs with Controlled TOs and CFOs 175

with the TO sweep. The PO ∆ϕTx
2 of the second sender is drawn randomly from a

uniform distribution in ]−π, π] for each CCT frame to emulate the effect of uncoupled
carrier frequency oscillators. The testbed experiments are conducted with two, three and
four senders, i.e., S ∈ {2, 3, 4}. In case of more than two senders, the CFOs ∆ f Tx

3 and
∆ f Tx

4 are randomly drawn from a uniform distribution in [−|∆ f Tx
2 |, |∆ f Tx

2 |], allowing for
CFOs with different signs. The TOs ∆tTx

3 and ∆tTx
4 are randomly drawn from a uniform

distribution in [0, ∆tTx
2 ]. The combined parameter sweep is repeated 100 times to gain

statistical significance, making a total of 818 100 CCT frame transmissions.
The TVZF receiver is configured to use κ = 64 IIC cycles and a 216-point FFT in

Algorithm 1 to ensure that these parameters do not limit the decoding performance.
Nevertheless, test runs indicate that the TVZF receiver achieves very similar performance
also with much lower values, e.g., with κ = 4 IIC cycles and with a 212-point FFT.
The recorded datasets are evaluated with and without the additional optimizations
described in Section 6.3.2 and in Section 6.3.3 to quantify their effect. Since the additional
optimization is time-consuming, the dataset processing is accelerated by using 80 000
core hours of the Lichtenberg compute cluster at Technische Universität Darmstadt.

6.4.1 Two Concurrent Transmitters

Figure 66 shows various heat maps of the TVZF reception performance for the combined
effects of the TO ∆tTx

2 and the CFO ∆ f Tx
2 in CCTs with S = 2 concurrent transmitters.

Irrespective of the evaluation metric, all heat maps show better performance as brighter
regions with a linear scale, as in Chapter 3.

The FRR metric considers a frame as received if all 1500 bytes of the MSDU are correct.
Figure 66a–c have large regions with a high FRR, which indicates that the TVZF receiver
copes with a large range of parameter combinations of the TO ∆tTx

2 and the CFO ∆ f Tx
2 .

In contrast, Figure 66f shows that the FRR of an Atheros AR928X wireless network
adapter is only high for very small absolute values of the CFO ∆ f Tx

2 . The other two
Atheros AR928X devices perform very similarly. With a TO ∆tTx

2 of up to the GI duration,
the average FRR in Figure 66a, b, c and f is 97 %, 93 %, 92 % and 4 %, respectively.

Figure 66a–c also display vertical dark bands starting at ∆tTx
2 ≃ ±800 ns, indicating

that the TVZF receiver cannot decode CCT frames with a TO exceeding the GI duration.
This characteristic is expected due to ISI. Furthermore, since the maps are equally bright
for positive and negative TOs ∆tTx

2 of up to the duration of the GI, the SIC-based symbol
timing estimation described in Section 6.3.1 is effective when any of both concurrent
transmitters sends first, i.e., it avoids ISI by finding the earlier CCT signal component.

Figure 66a additionally displays a few vertical gray lines, which can be attributed to
the static physical channel characteristics during the experiment, leading to recurring
multi-path propagation effects. Figure 66c has even more such artefacts of vertical gray
lines, which can be explained by a higher frequency selectivity of the NLOS channel.

Moreover, the most dominant vertical gray line in each FRR plot of the TVZF receiver
occurs at a TO of ∆tTx

2 = 0 s. The analysis in Section 3.4.1 shows that a conventional
receiver can achieve the highest tolerable CFO without symbol errors at a TO of ∆tTx

2 = 0 s.
This is because a TO of ∆tTx

2 = 0 s does not introduce a frequency-dependent phase shift
in the second CCT signal component, so that the phase of its channel coefficients is flat or,
in case of a physical channel, at least very similar for several neighboring subcarriers.
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Figure 66: CCT testbed results with S = 2 concurrent transmitters: each data point covers 100
CCT frames at MCS 2 (see Table 2) with a 1500-byte MSDU. Brighter means better.

However, with a CFO ∆ f Tx
2 , the superposition of the CCT signal components may become

subject to a deep fade occurring on several or even all subcarriers at about the same time.
Since the PO ∆ϕTx

2 is random, such a deep fade occurs in a CCT with a certain probability,
depending on the CFO ∆ f Tx

2 and the total number of OFDM symbols Q of the PPDU,
as illustrated exemplarily in Figure 20. When a deep fade occurs, it causes several symbol
errors within the same OFDM symbol, which cannot be recovered by the TVZF receiver.
Therefore, the FRR of the TVZF receiver is moderately degraded at ∆tTx

2 = 0 s.
Figure 66a shows the FRR of the TVZF receiver with the additional optimizations

described in Section 6.3.2 and in Section 6.3.3, whereas these optimizations are disabled
in the results shown in Figure 66b. A comparison of Figure 66a and b shows that the
TVZF receiver achieves very similar FRR characteristics with and without optimization for
large parameter ranges, except for small CFOs of up to roughly ±300 Hz. In particular, the
FRR is reduced in parameter regions with a TO of ∆tTx

2 = k · 228.6 ns, k ∈ {±1,±2,±3}.
Note that these TO values cause a phase shift of a multiple of 2π between two neighboring
pilot subcarriers, as described in Section 6.3.3. An inspection of CCT frame receptions
in these parameter regions with a small CFO ∆ f Tx

2 reveals that the estimation accuracy
of the channel coefficients ĥ

p
s of the detected senders are degraded also when all CFOs

are detected, so that the optimization enhances these channel coefficient estimates.
Moreover, the IIC-based detection of CCT signal components according to Algorithm 1
may sometimes miss one of the two senders when their carrier frequencies are too close.
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Figure 67: CCT testbed results with S = 3 concurrent transmitters: the TO ∆tTx
3 and the CFO ∆ f Tx

3
are drawn randomly such that ∆tTx

3 ∈ [0, ∆tTx
2 ] ∧ ∆ f Tx

3 ∈ [−|∆ f Tx
2 |, |∆ f Tx

2 |].

In this case, the undetected sender causes interference and degrades the TVZF reception
performance. Note that the Atheros AR928X tolerates a slightly larger range of CFOs
around ∆ f Tx

2 ≃ 0 Hz across a wide range of TOs, which might be due to algorithms that
deal with the Doppler effect in mobile scenarios. An integration of such algorithms into
the TVZF receiver may possibly improve the FRR also for small CFOs.

Figure 66d and Figure 66e show the average EVM of the TVZF receiver with and
without additional optimization, respectively. Since the EVM is computed by means
of the demapped symbols, it is independent of the employed modulation scheme and
the forward error correction (FEC). These EVM maps have a homogeneous shade for
wide parameter ranges that corresponds to an SINR of roughly 17 dB. The average
EVMs are very similar for the cases with and without optimization, except for the
narrow range of small CFOs of up to roughly ±300 Hz. Further, there is no visible EVM
degradation towards higher CFOs, which indicates that ICI indeed has a minor effect in
the investigated parameter range. There are also some dark dots in the EVM maps that
do not show up in the FRR maps. Inspections reveal that these dots are caused by a few
corrupted frames that lead to symbol errors with large EVM values.

6.4.2 Three Concurrent Transmitters

Figure 67 shows the performance of the TVZF receiver for CCTs with S = 3 concurrent
transmitters. In particular, the maps in Figure 67a and b show the FRR for both cases with
and without the additional optimizations described in Section 6.3.2 and in Section 6.3.3.
The main difference to CCTs with S = 2 concurrent transmitters is that the FRR is low for
a broader range of small absolute values of the CFO ∆ f Tx

2 . Figure 67c shows that the EVM
is subject to degradations in the same parameter regions. Since the CFO ∆ f Tx

3 is randomly
drawn from a uniform distribution in [−|∆ f Tx

2 |, |∆ f Tx
2 |], the TVZF receiver has to detect

three CFOs that are close to each other when ∆ f Tx
2 takes a low value. If the TVZF receiver

misses the detection of one of the CFOs, the corresponding transmitter causes interference
and degrades the SINR. A comparison of Figure 67a and b shows that the additional
optimizations enlarge the region with high FRR values slightly at the center of the map.
Figure 67d shows that an Atheros AR928X wireless network adapter has similar FRR
characteristics as for S = 2 in Figure 66f. For TOs ∆tTx

2 and ∆tTx
3 of up to the GI duration,

the average FRR in Figure 67a and b is 78 % and 72 %, respectively.



178 Time-Variant Zero-Forcing

−1 −0.5 0 0.5 1

−4

−2

0

2

4

∆tTx
2 (µs)

∆
fTx 2

(k
H

z)

FRR 0% 100%

(a) [LOS] TVZF w/ opt.

−1 −0.5 0 0.5 1

−4

−2

0

2

4

∆tTx
2 (µs)

∆
fTx 2

(k
H

z)

FRR 0% 100%

(b) [LOS] TVZF w/o opt.

−1 −0.5 0 0.5 1

−4

−2

0

2

4

∆tTx
2 (µs)

∆
fT

x
2

(k
H

z)

EVM 0 ≥1

(c) [LOS] TVZF w/ opt.

−1 −0.5 0 0.5 1

−4

−2

0

2

4

∆tTx
2 (µs)

∆
fT

x
2

(k
H

z)

FRR 0% 100%

(d) [LOS] AR928X

Figure 68: CCT testbed results with S = 4 concurrent transmitters: the TO ∆tTx
s and the CFO ∆ f Tx

s
are drawn randomly such that ∆tTx

s ∈ [0, ∆tTx
2 ] ∧ ∆ f Tx

s ∈ [−|∆ f Tx
2 |, |∆ f Tx

2 |] ∀ s∈{3, 4}.

6.4.3 Four Concurrent Transmitters

Figure 68 shows the performance of the TVZF receiver for CCTs with S = 4 concurrent
transmitters. The FRR shown in Figure 68a–b and the EVM shown in Figure 68c are
degraded further in comparison to the experiment with S = 3 concurrent transmitters.
Further, Figure 68d shows the FRR of an Atheros AR928X wireless network adapter.
For TOs ∆tTx

2 , ∆tTx
3 and ∆tTx

4 of up to the GI duration, the average FRR in Figure 68a and b
is 49 % and 46 %, respectively. Nevertheless, these numbers include the degradations at
small CFOs, while the FRR of the TVZF receiver is higher at |∆ f Tx

2 | >∼ 2 kHz.

6.5 Testbed Evaluation : CCTs from Commercial Devices

This section presents a testbed experiment that assesses the performance of the TVZF
receiver for IEEE 802.11 Non-HT with CCTs from three unsyntonized commercial devices.
This particularly allows quantification of TVZF performance metrics for CCT parameter
combinations that occur in a practical implementation. The employed devices are Asus
RT-AC86U wireless routers with Broadcom BCM4365E/BCM4366E chips for IEEE 802.11.
The Asus RT-AC86U devices are configured through a modified firmware to respond to
a specific trigger frame by retransmitting the received frame with a fixed scrambler seed.
Technically, the retransmission (RTx) is triggered through the acknowledgment (ACK)
engine of the devices so that a received trigger frame is retransmitted immediately after
a short interframe space (SIFS), i.e., 16 µs after the frame reception (see Section 2.4.8).
The frequency synchronization features presented in Chapter 5 are not used.

Figure 69 shows the experimental setup with three Asus RT-AC86U devices placed
next to each other at a distance of 1.5 m in LOS to a WARP SDR with WARPLab [250].
To generate a CCT with the three Asus RT-AC86U devices, the WARP SDR sends a
trigger frame so that the three devices concurrently respond with an RTx of the frame.
The WARP SDR simultaneously captures the triggered CCT and feeds the received IQ
samples to a Matlab workspace so that the CCT can be processed by the TVZF receiver.
The experiment is conducted with MCS 0, MCS 2 and MCS 4 (see Table 2) and with
MSDU sizes from 128 to 1280 bytes with a step size of 128 bytes, respectively. For each
parameter combination of the MCS and the MSDU size, 1000 CCTs are triggered to
facilitate the calculation of the FRR and the average bit error rate (BER).



6.5 Testbed Evaluation : CCTs from Commercial Devices 179

WARP trigger frame Tx

WARP CCT Rx

Asus RT-AC86U
concurrent transmitters

MCS 4: 24 Mbit/sMCS 2: 12 Mbit/sMCS 0: 6 Mbit/s

0 512 1024
0

20

40

60

80

100

MSDU size (bytes)

FR
R

(%
)

(a) FRR

0 512 1024
0

2

4

6

MSDU size (bytes)

A
ve

ra
ge

BE
R

(%
)

(b) BER

Figure 69: TVZF testbed setup with three unsyntonized Asus RT-AC86U wireless routers with a
modified firmware: The Asus RT-AC86U devices generate a CCT with different CFOs
by retransmitting a trigger frame from the WARP SDR by means of the ACK engine.

During the experiment, the three Asus RT-AC86U devices exhibit CFOs of roughly
5 kHz, −10 kHz, and −15 kHz with respect to the WARP SDR, with variations of ∼ 1 kHz.
Further, the average TO of the CCTs from the three Asus RT-AC86U devices is 41.2 ns.
This TO estimate is calculated as the difference of the measured CDS for CCTs with three
Asus RT-AC86U devices and the measured CDS for a single Asus RT-AC86U transmitter,
which are 112.4 ns and 71.2 ns, respectively. Due to this precise timing and due to the
equal signal power levels of the concurrent transmitters, the received signal is effectively
subject to a beating effect, periodically causing a deep fade over several or all subcarriers,
as discussed in Section 6.4.1. This effect reduces the FRR for an increasing frame length,
whereas the BER stays at about the same level, as shown in Figure 69. Nevertheless,
the FRR could be increased for larger frames by artificially introducing small TOs between
the three concurrent transmitters, as indicated by the experimental results in Figure 67.
Additionally, more diverse signal power levels may also help to increase the FRR further,
as shown subsequently in Section 6.6.
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6.6 Impact of Relative Signal Power Levels

The testbed experiments in Section 6.4 and in Section 6.5 are conducted under the
assumption that a CCT with an equal power level of the CCT signal components leads to
strong interference, so that a receiver cannot exploit the capture effect (see Section 2.1.2).
Hence, to showcase the enhanced reception performance of the TVZF receiver in relation
to commodity devices, the testbed experiments are conducted with the same Tx power for
each concurrent transmitter. However, an equal power level of all CCT signal components
may not always be realistic in practice since different transmitters may have different
distances from a receiver. Further, also the reception performance of the TVZF receiver
may vary as a function of the relative power levels of different CCT signal components.
Hence, this section quantifies the effect of the relative signal power levels of concurrent
transmitters on the reception performance of the TVZF receiver through simulations.
In addition, simulations are also conducted with a conventional receiver to identify
the ranges of relative signal power levels for which the capture effect can be exploited.
A comparison of these results with and without TVZF equalization also allows the
identification of the ranges of relative signal power levels for which TVZF equalization
enhances the reception performance beyond the capture effect.

6.6.1 FRR Characteristics

The CCT simulations presented in this section are conducted with combined parameter
sweeps of the signal power levels of S = 2 concurrent transmitters. The TO ∆tTx

2 between
both concurrent transmitters is fixed at 300 ns and the CFO ∆ f Tx

2 is fixed at 3 kHz.
Figure 66a shows that the TVZF receiver achieves a good reception performance with
this parameter combination at equal signal power levels, so that the TVZF equalization
should take effect in the CCT simulations. The signal power level of each concurrent
transmitter is adjusted through a gain factor that is swept from 0 to 1 in steps of 0.01.
Each CCT signal component is processed through an AWGN channel that generates an
SNR of 30 dB when the gain factor is 1, while the noise power is kept at a constant level
when the gain factor is swept. Both noisy CCT signal components are added to emulate
the effect of a superposition of a CCT. The resulting superposition of both signals is fed
to the custom Matlab receiver that is also employed for the simulations in Chapter 3.
The receiver processes this signal with and without TVZF equalization, respectively.
When TVZF equalization is disabled, the receiver applies conventional symbol timing
estimation, conventional pilot tracking and zero-forcing equalization (see Section 2.4).
Any differences in the reception performance can be attributed to the TVZF equalization
since the receiver is otherwise identical in both modes of operation.

Since the AWGN channels are flat-fading, the TVZF receiver obtains perfect channel
estimates through interpolation and extrapolation of the pilot subcarrier support points
if the latter are correctly estimated. Thus, the TVZF reception performance is not degraded
by the interpolation-based channel estimation (see Section 6.3.3) and mainly depends
on the SIC-based symbol timing estimation (see Section 6.3.1), the IIC-based detection
and parameter estimation of CCT signal components (see Section 6.3.2) and the impact
of events with destructive interference during a CCT on the remaining decoding steps,
such as symbol demapping and convolutional decoding.
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Figure 70: TVZF disabled: FRR of CCTs with AWGN channels with up to 30 dB SNR

Figure 70 shows the FRR characteristics of the receiver for all MCS indices (see Table 2)
when TVZF equalization is disabled. When both gain factors are zero, the FRR is also zero
as the receiver gets only noise. When the gain factor of only one transmitter increases,
the SNR increases and the signal can be decoded. However, the capture effect allows also
the signal power level of a secondary transmitter to rise to a certain level while the FRR
stays at a high level. Still, an even increasing signal power level of a secondary transmitter
leads to decoding errors due to interference, visible as dark regions in Figure 70.

The minimum ratio of signal power levels for which the capture effect occurs is also
referred to as the capture threshold (see Section 2.1.2). Figure 70 indicates that the capture
threshold increases with a higher MCS (see Table 2), i.e., the dark regions get wider.
More precisely, the capture threshold depends on the modulation scheme rather than the
coding rate. For instance, Figure 70a and Figure 70b have quite similar FRR characteristics
while the respective MCS settings only differ in terms of their coding rates. In contrast,
Figure 70c indicates a higher capture threshold than Figure 70a while the respective
MCS settings only differ in terms of their modulation schemes. The reason is that the
constellation points are denser and that the distance between decision boundaries is
smaller for higher modulation schemes. When the EVM is large enough, symbol errors
can occur since received data symbols may be displaced across decision boundaries.
Due to the TO ∆tTx

2 in the simulations, the phases of the subcarriers of the secondary
transmitter are fanned out into all angular directions (see Section 3.4.2), so that symbol
errors occur on a certain fraction of data subcarriers of each OFDM symbol when the
interference is strong enough. In this case, FEC only takes effect when the symbol error
rate (SER) is low, which only holds for a narrow range of relative signal power levels of
both transmitters. When the gain factor of the secondary transmitter increases further,
the SER also increases, so that FEC cannot recover the CCT frames at a certain point.
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Figure 71: TVZF enabled: FRR of CCTs with AWGN channels with up to 30 dB SNR

Figure 71 shows the FRR characteristics of the receiver for all MCS indices (see Table 2)
when TVZF equalization is enabled. The white regions in Figure 71 are apparently much
wider than in the corresponding plots in Figure 70, confirming that TVZF equalization
recovers CCT frames in parameter ranges in which the capture effect cannot be exploited.
Particularly Figure 71a–d each show large white regions with an FRR of 100 %, except
for a narrow diagonal region in which both concurrent transmitters have roughly the
same power. This indicates that equal signal power levels of concurrent transmitters
pose the most challenging conditions also for the TVZF receiver. The reason is that deep
fades occur under these conditions on certain subcarriers within each OFDM symbol,
which are caused by destructive interference during phase inversions of the CCT signal
components. Still, when the signal power levels are slightly different, the superposition is
not completely canceled when the phases of the CCT signal components become inverted,
so that the TVZF receiver can decode the CCT frames. Furthermore, the dark regions in
Figure 71a and in Figure 71c are thinner than in Figure 71b and in Figure 71d, which
indicates that FEC mitigates the impact of symbol errors in these parameter ranges.

In Figure 71e–h, there are additional dark regions that are not visible in the plots with
a lower MCS and that occur at parameter combinations with unequal signal power levels.
Figure 71e, for instance, shows that the FRR drops from 100 % to 0 % when the gain of a
primary transmitter is 1 and when the gain of a secondary transmitter falls below 0.18.
Further, when the gain of a secondary transmitter falls below 0.11, the FRR rises to 100 %.
These effects occur since the TVZF receiver works with detection thresholds, so that a
weak CCT signal component may not be detected and cause detrimental interference.
In the simulations, both the SIC-based symbol timing estimation (see Section 6.3.1)
and the IIC-based CFO detection (see Section 6.3.2) employ a detection threshold of
0.18 with respect to the strongest CCT signal component. Since the constellation points
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Figure 72: EVM of CCTs with AWGN channels with up to 30 dB SNR

are denser at higher modulation schemes, the interference of an undetected secondary
transmitter can be strong enough to cause symbol errors, i.e., to displace symbols to
wrong constellation points. Further, the dark regions are not symmetric in Figure 71g–h
since the TVZF receiver adapts the detection threshold of IIC dynamically as a function of
the frame length, so that it detects the weak CCT signal component at higher MCS indices.
This finding shows that the FRR characteristics of the TVZF receiver could be further
optimized through fine-tuning of dynamic detection thresholds for both the SIC-based
symbol timing estimation and the IIC-based detection of CCT signal components.

6.6.2 EVM Characteristics

Figure 72 provides a comparison of the EVM performance of the receiver when the
TVZF equalization is disabled and enabled. Note that the EVM reflects the magnitude
of the displacement of received data symbols in the IQ plane and that it is therefore
independent of the employed MCS. Figure 72a shows that the EVM of a conventional
receiver gradually increases with an increasing signal power of a secondary transmitter,
reflecting its susceptibility to interference. In contrast, Figure 72b shows that the EVM
performance follows more complex patterns when the TVZF equalization is enabled.
When there is no interference by a secondary transmitter, the EVM gradually decreases
with an increasing signal power of the primary transmitter, since the SNR increases.
When interference of a secondary transmitter sets in from a signal power level of zero,
the EVM gradually increases until the signal power level of the secondary transmitter
reaches the detection threshold of the TVZF receiver. The EVM values in these border
regions of Figure 72b correspond to the values of the conventional receiver in Figure 72a.
When the signal power level of the secondary transmitter increases further, the TVZF
receiver detects this CCT signal component, causing the EVM to jump to a lower value.
When both CCT signal components are within the detection range of the TVZF receiver,
the EVM only takes large values when both signal power levels are roughly equal. In this
case, the EVM metric is dominated by the impact of destructive interference occurring on
a subset of subcarriers within each OFDM symbol, i.e., the superposition of both signals
is completely canceled on these subcarriers. Otherwise, a comparison of Figure 72a and
Figure 72b clearly shows that TVZF equalization improves the reception performance for
wide ranges of relative signal power levels of concurrent transmitters.
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6.7 Conclusion

TVZF equalization enables a receiver to cope with non-stationary interference in a CCT
when accurate frequency synchronization between concurrent transmitters fails or cannot
be achieved. TVZF is designed to enable CCT-based communication schemes, such as
the network flooding scenario presented in Section 1.2.1 and the extensive broadcasting
scenario presented in Section 1.2.2. Particularly the latter scenario benefits from TVZF
equalization when nodes that are distributed in an extended area cannot synchronize in
frequency through a common frame reception.

The TVZF system model generalizes the system model of the CCT analysis in Chapter 3
for an arbitrary number of concurrent transmitters S. In particular, the TVZF system
model describes a time-variant vector of channel coefficients hΣ(q) as a function of the
channel coefficients hs of the concurrent transmitters with indices s ∈ {1, ..., S} and their
respective CFOs ∆ f Rx

s , while the effects of the TOs ∆tRx
s are implicitly covered by hs.

Thus, to recover a received CCT frame, a TVZF receiver has to estimate these parameters
to reconstruct the time-variant vector of channel coefficients ĥΣ(q) for TVZF equalization.
Still, the procedure for parameter estimation is not prescribed by the TVZF system model,
so custom solutions must be designed for specific PHYs.

This work presents a TVZF receiver design for the IEEE 802.11 Non-HT PHY that
estimates all parameters for TVZF equalization by means of the received superposition
of the signal components of a CCT. To this end, the TVZF receiver applies a SIC-based
symbol timing estimation that ensures that all CCT signal components are covered by
the GI of the OFDM PHY in order to mitigate ISI. Further, the TVZF receiver detects
the CCT signal components with indices s ∈ {1, ..., Ŝ} by processing the pilot symbol

traces with IIC. In this process, it estimates the channel coefficients ĥ
P
s of the four pilot

subcarriers with the indices P = {−21,−7, 7, 21} and the CFO ∆ f Rx
s
ˆ for each s ∈ {1, ..., Ŝ}.

The TVZF receiver further estimates the complex-valued channel coefficients ĥ
ζ
s for

each s ∈ {1, ..., Ŝ} by interpolating the respective pilot subcarrier support points ĥ
P
s

under the constraint of the superposition h̃
LTF
Σ from the L-LTF. Optionally, the IIC-based

parameter estimates ∆ f Rx
s
ˆ and ĥ

P
s and the interpolation-based channel estimates ĥ

ζ
s can

be further optimized by means of the downhill simplex algorithm [122]. The TVZF
receiver combines the parameter estimates of the Ŝ CCT signal components to compute a
time-variant vector of channel coefficients ĥΣ(q) and finally equalizes the received CCT
frame in the IEEE 802.11 Non-HT PPDU format.

The TVZF receiver is evaluated in testbed experiments with WARP SDRs [246] with
combined parameter sweeps of the TO ∆tTx

2 and the CFO ∆ f Tx
2 . In case of more than two

senders, the CFOs and the TOs are randomly drawn from uniform distributions such
that ∆ f Tx

s ∈ [−|∆ f Tx
2 |, |∆ f Tx

2 |]∧ ∆tTx
s ∈ [0, ∆tTx

2 ] ∀ s ∈ {3, 4}. With an absolute TO of up to
the duration of the GI and with a CFO within an interval of [−5, 5] kHz, the average FRR
is 97 %, 78 % and 49 % for S = 2, S = 3 and S = 4 concurrent transmitters, respectively.
Moreover, the reception performance of the TVZF receiver is assessed with CCTs from
three unsyntonized Asus RT-AC86U wireless routers that exhibit CFOs of about 5 kHz,
−10 kHz and −15 kHz with respect to the WARP SDR. The Asus RT-AC86U devices are
configured to generate CCTs through the ACK engine by means of a modified firmware.
The TVZF receiver achieves an FRR of up to 92 % for S = 3 senders in this experiment.
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While TVZF equalization enhances the reception performance of unsyntonized CCTs
in comparison to conventional equalization and commodity devices, there are a few
conditions under which the reception performance of the TVZF receiver is degraded.
First, when the concurrent transmitters are accurately synchronized in time, i.e., with
TOs of ∆tTx

s ≃ 0 s, a beating effect occurs, so that the superposition of a CCT fades
simultaneously on several or all subcarriers, which may cause frame loss in case of a
deep fade. Still, this effect could be mitigated through dithering, i.e., by randomizing
the TOs ∆tTx

s slightly. Second, if multiple concurrent transmitters have similar carrier
frequencies, the TVZF receiver may detect only one CCT signal component and miss
the others. In this case, the IIC-based estimation of the channel coefficients of the pilot
subcarriers and the interpolation-based channel estimation may be inaccurate. Still,
additional optimization enhances the reception performance in this parameter range.
Third, when the power levels of the CCT signal components are roughly equal, phase
inversions of the CCT signal components on certain subcarriers cause deep fades due
to destructive interference, so that an increased number of symbol errors may occur.
Still, the impact of this effect can be mitigated by using an MCS with a low coding rate.
Fourth, the reception performance is degraded with an increasing number of concurrent
transmitters. This effect is compounded by the design of the testbed experiments in
which the CFOs ∆ f Tx

3 and ∆ f Tx
4 are randomly drawn from a uniform distribution in

[−|∆ f Tx
2 |, |∆ f Tx

2 |], enforcing similar carrier frequencies for low absolute values of ∆ f Tx
2 .

Still, experiments with unsyntonized Asus RT-AC86U wireless routers show that the
TVZF receiver can recover CCTs from three devices with an FRR of up to 92 %.

The TVZF receiver design for the IEEE 802.11 Non-HT PHY offers various advantages
over SourceSync [186] (see Section 2.1.7.1), which supports a subset of the CCT-based
communication schemes enabled by the TVZF receiver. In particular, SourceSync applies
interleaving and periodic signaling with a custom OFDM PHY to separate training
symbols from different transmitters so that the respective estimates can be obtained
without interference, which creates additional overhead. In contrast, the TVZF receiver
estimates the number of concurrent transmitters and their respective vectors of channel
coefficients and CFOs only by means of the received superposition of the CCT signal
components. With this, the TVZF receiver allows for a more lightweight operation in
which nodes can opportunistically join a CCT without generating overhead for signaling.
Moreover, while SourceSync deviates from the IEEE 802.11 standard in several ways to
achieve synchronization in time and frequency, the TVZF receiver works with CCTs that
comply with the IEEE 802.11 Non-HT PPDU format.

The TVZF receiver can optionally perform optimizations of the IIC-based parameter
estimates and the interpolation-based channel coefficients through the downhill simplex
algorithm [122], so that CCT parameter regions can be identified in which the TVZF
receiver design can be further enhanced. In this process, the IIC-based parameter estimates
are jointly optimized by means of Ŝ · 9 variables. Further, the interpolation-based channel
coefficients are jointly optimized by means of Ŝ · 5 variables. Therefore, the processing
of a CCT frame with optimization can take up to five seconds on a Core i5 desktop
central processing unit (CPU). To speed up the processing of the datasets with combined
parameter sweeps of the TO ∆tTx

2 and the CFO ∆ f Tx
2 , each of which contains 818 100

CCT frames, 80 000 core hours of the Lichtenberg high-performance computer of the
Technische Universität Darmstadt are used for tests and evaluations.
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When the additional optimization steps are disabled, the TVZF receiver runs much
faster, so that data transfers become the main bottleneck. Still, the IIC-based detection of
CCT signal components requires a certain amount of processing time due to multiple
iterations of interference cancellation and due to computations of multiple FFT spectra.
Further, the interpolation-based estimation of channel coefficients uses an exhaustive
search algorithm to find the best combination of phase paths for the detected CCT
signal components. While the TVZF receiver implementation in Matlab is primarily
designed to assess the feasibility of the devised algorithms in testbed experiments,
optimized designs with parallelized processing in hardware might work also in real-time.
A modified TVZF receiver that executes the interpolation-based channel estimation by
means of deep neural networks (DNNs) in two cascades shows a slightly degraded
FRR in comparison to the receiver design presented in this thesis while speeding up
the channel estimation by five orders of magnitude to 31.9 µs [195, 196]. Similarly, other
processing steps of the TVZF receiver, such as the SIC-based symbol timing estimation
and the IIC-based parameter estimation, may potentially also be carried out by means of
DNNs to facilitate parallelized processing in hardware for real-time implementations.
However, the design of proper system models, the generation of datasets that reflect the
many-faceted characteristics of physical environments and the systematic development
of DNN-based system components is a challenging endeavor [196].



Part IV

D I S C U S S I O N A N D C O N C L U S I O N

Chapter 7 discusses the findings of this thesis and highlights the strengths and
the limitations of the presented solutions. In addition, it gives an outlook on
further advancements through an integration of CCT-based network flooding
and extensive broadcasting with other mechanisms to widen the spectrum of
dURLLC applications. Chapter 8 presents concluding remarks.





7
D I S C U S S I O N

This thesis explores the technical feasibility of concurrent cooperative transmission (CCT)
with orthogonal frequency-division multiplexing (OFDM) and presents practical solutions
that comply with the OFDM-based IEEE 802.11 Non-HT and HT physical layers (PHYs).
This chapter discusses the characteristics of these solutions as well as their mechanisms,
design alternatives and further technological advancements to enable the envisioned
decentralized URLLC (dURLLC) paradigm by means of CCT-based communications.
Section 7.1 discusses the performance characteristics of CCT as well as the performance
achievements of the developed prototypes. Section 7.2 discusses the core technologies and
the key aspects of CCT and highlights their characteristics and performance implications.
Section 7.3 discusses technology extensions that add enhanced functionalities to dURLLC
applications and that optimize the performance of CCT-based communications.

7.1 Performance Characteristics and Achievements

The overarching goal of this thesis is to enable CCT for data dissemination in extensive
areas with an unprecedented performance in terms of latency, reliability and throughput.
Glossy [73] is the state-of-the-art technology for CCT-based network flooding and employs
the IEEE 802.15.4 PHY, which is based on the direct-sequence spread spectrum (DSSS)
modulation technique [107]. However, it has a PHY data rate of only 250 kbit/s [73, 107].
This thesis shows that CCT is feasible with broadband communications through OFDM,
allowing for much higher data rates than with IEEE 802.15.4, so that a given amount of
data can be transmitted in a shorter time, i.e., the latency per hop is reduced significantly.
The prototypes developed in this work particularly enable CCT-based network flooding
with coherent interference (CI) with the OFDM-based IEEE 802.11 Non-HT and HT PHYs
in real-time and are assessed in various testbed experiments. The prototypes are based on
the Wireless Open Access Research Platform (WARP) v3 [246] and on the Asus RT-AC86U
wireless router, as presented in Chapter 4 and in Chapter 5, respectively.

This section discusses the performance characteristics of CCT-based network flooding
in general and the performance achievements of the prototypes of this work in particular.
Section 7.1.1 discusses the signal-to-interference-plus-noise ratio (SINR) characteristics
of CCT with CI, which also have certain implications on other performance metrics.
Section 7.1.2 discusses the characteristics of the communication range of CCT with CI.
Section 7.1.3 discusses the occupancy of the medium by a CCT-based flooding process.
Section 7.1.4 discusses the performance tradeoffs between the latency, the reliability and
the throughput in CCT-based network flooding. Section 7.1.5 compares the performance
of the prototypes of this work with Glossy [73]. Section 7.1.6 discusses the achievability
of the requirements of Ultra-Reliable Low-Latency Communications (URLLC) through
CCT-based network flooding with the prototypes of this work.
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7.1.1 SINR Characteristics of CCT with CI

The CCT signal quality is assessed in testbed experiments with ping-pong transmissions
between two groups of nodes in which the number of nodes per group is swept from
one to nine and vice versa, as presented in Section 4.5.4 and in Section 5.4.3, respectively.
Figure 46 and Figure 58 show that the SINR values of the CCTs typically have a much
wider range than the transmissions from a single node and that the SINR characteristics
are rather independent of the number of nodes in a group. While most of the SINR
values of the CCTs are slightly higher or lower than the values of the transmissions
from a single node, there are also some outliers with a very low SINR, indicating that
destructive interference may occur over a number of OFDM subcarriers in a few CCTs.

In case of a CCT, multiple components of a signal interfere with each other at a receiver,
so that the quality of the superimposed signal depends on the transmission powers and
the path losses of the respective CCT signal components and on the time offsets (TOs),
the phase offsets (POs) and the carrier frequency offsets (CFOs) between the senders as
well as the elapsed time since the start of the frame, as analyzed for the IEEE 802.11 DSSS
PHY in Section 3.3 and for the OFDM-based IEEE 802.11 Non-HT PHY in Section 3.4.
The prototypes presented in Chapter 4 and Chapter 5 generate CCTs with CI, i.e., they
make the mutual interference as invariant as possible over the duration of a frame,
so that the impact of the parameter time is minimized. Furthermore, they accurately
synchronize in time with respect to each other upon each common frame reception.
When the TO ∆t is very small, all OFDM subcarriers fade similarly in a CCT since only
the second summand of the exponent in Equation 10 depends on the subcarrier index n.
This relation may also hold in practice when the physical channel is rather flat over its
entire bandwidth, which may particularly apply under line-of-sight (LOS) conditions.
Furthermore, the PO ∆θ can be assumed to be random in practice since the frequency
oscillators of the distributed nodes are uncoupled. Thus, with time synchronization, i.e.,
with ∆t ∼ 0 s, Equation 10 shows that the interference of a CCT may be constructive or
destructive by chance, due to the randomness of the PO ∆θ. However, the actual time
synchronization accuracy of the prototypes presented in Chapter 4 and Chapter 5 may
vary a little across different CCTs, as indicated by the characteristics of their measured
interframe space (IFS) values shown in Figure 43b and in Figure 55b, respectively.
Therefore, destructive interference over all subcarriers occurs only for a certain fraction
of the CCTs generated by the prototype nodes.

In summary, the CCT signal quality in terms of the SINR takes a wider range of values
than with transmissions from a single node, as shown in Figure 46 and in Figure 58.
Due to the randomness of the POs of the concurrent transmitters in each CCT, a receiver
typically gets different SINR values for successive CCTs and may by chance even get
a very low SINR, which in turn may prohibit the correct decoding of the respective CCT.
Furthermore, different receivers of the same CCT may typically get different SINR
values since the CCT signal components superimpose differently in different locations.
Still, most CCTs are received with high SINR values ranging at a level that is a little
higher or a little lower than the SINR values of the transmissions from a single node.
Due to the employment of multiple nodes and due to repetitive reception opportunities
in CCT-based communication schemes, the impact of occasionally occurring low SINR
values can usually be overcome, so that messages can be received reliably.
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7.1.2 Communication Range of CCT with CI

The communication range of a single node generally depends on its transmission power,
the path loss, the noise at a receiver, the used modulation scheme and the coding rate
of the employed forward error correction (FEC). While the first three parameters affect
the signal-to-noise ratio (SNR) at a receiver, the latter two parameters set a lower limit
on the SNR required by a receiver to decode data below a certain bit error rate (BER).

Some related works on CCT-based relaying discussed in Section 2.1.7 highlight that
a CCT may have an extended communication range in comparison to a transmission
from a single node due to the accumulation of the signal power [68, 94, 114, 133].
While a CCT may also have a reduced gain due to destructive interference, the median
gain is considered to increase with an increasing number of concurrent transmitters [68].

The results of this work, in contrast, indicate that the communication range of a CCT
with CI and with an OFDM PHY may be but is not necessarily extended in comparison to
a transmission from a single node, according to the aforementioned SINR characteristics.
Further, the signal components of a CCT may interfere differently in different locations
due to different propagation delays and channel conditions, so that neighboring nodes get
different SINR values, i.e., they may or may not receive the CCT successfully by chance.
Still, Figure 46 and Figure 58 show that most CCTs have a high SINR in a narrow range,
which is quite independent of the number of transmitters. Therefore, in a dense network,
most of the nodes at a certain distance from the previous hop can be expected to decode
a flooding frame successfully and to forward it, while those active nodes may differ
slightly in successive flooding processes. Consequently, the communication range of
a CCT-based flooding process should be quite consistent across successive hops.

7.1.3 Medium Occupancy of a CCT-Based Flooding Process

In a CCT-based flooding process, a flooding frame is retransmitted by successive groups of
nodes that opportunistically form virtual antenna arrays upon their respective receptions
of the flooding frame, as described in Section 1.2.1. Sometimes a node may by chance
get a very low SINR for a received CCT, according to the SINR characteristics discussed
in Section 7.1.1, and fail to recover the flooding frame correctly. In this case, the node
may get another chance to receive the flooding frame upon the next retransmission (RTx).
If the considered node receives the flooding frame, it contributes to a CCT that is mainly
generated by nodes that are further away than its direct neighbors. With this, the node
occupies the medium locally for another transmit (Tx) slot after its direct neighbors.

Generally, a node may fail to receive a flooding frame a few times in succession
if the conditions are bad and if there are other nodes in its neighborhood that continue
to retransmit the flooding frame. The logical hop distance of a node from the initiator
of a flooding process can thus be shifted by the respective number of failed receptions
until the node receives the flooding frame correctly, i.e., the medium can be additionally
occupied for a corresponding number of Tx slots. These Tx slots may occur in addition
to the additional RTx repetitions of the low-level medium access control (MAC) protocol
presented in Section 4.2.1.3. The additional occupancy of the medium must be considered
to avoid collisions in flooding process pipelining, as further discussed in Section 7.1.4.3.
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7.1.4 Latency, Reliability and Throughput

CCT allows data to be efficiently disseminated in an extensive area, compared to a MAC
that is based on carrier sense multiple access with collision avoidance (CSMA/CA),
as described in Section 1.2. In particular, CCT-based network flooding with OFDM can
minimize the latency per hop in three ways. First, multiple nodes can start transmitting
at the same time. Second, the waiting time for each medium access is kept at a minimum.
Third, high data rates can reduce the transmission duration for a given amount of data.

This section discusses various tradeoffs between the key performance metrics of
CCT-based network flooding, which are the latency, the reliability and the throughput.
The low-level MAC protocol presented in Section 4.2.1 allows such performance tradeoffs
to be tuned to some degree to meet specific requirements of various applications under
the dURLLC paradigm, as introduced in Chapter 1. Since the low-level MAC protocol
can be processed in real-time, as presented in Section 4.3, these tradeoffs can be tuned
without additional signaling, while feedback from within the network may be considered.

7.1.4.1 Latency

The latency of a message delivery is the time span between the start of the transmission
of a flooding frame by an initiator and the successful reception of the flooding frame
by a particular node. Therefore, the latency is calculated as the number of hops required
to reach the considered node multiplied by the latency per hop.

The number of hops depends on the physical distance of the considered node from the
flooding initiator and on the communication range of the CCTs during the flooding process.
The physical distance is typically rather limited in dURLLC applications since data are often
only needed in the proximity of the nodes that generate them, as described in Chapter 1.
The communication range of a CCT depends on the modulation and coding scheme (MCS)
employed by the flooding initiator and on the SINR values at the individual receivers.
The MCS, in turn, defines the PHY data rate and sets a limit for the minimum SINR
required to decode a frame. The SINR values of the CCTs at the individual receivers,
in turn, depend on the employed transmission power and on other factors and can take
a wide range according to the discussion in Section 7.1.1. Still, the communication range of
the CCTs of a flooding process in a dense wireless multi-hop network (WMN) can be
expected to be quite consistent across successive hops, as discussed in Section 7.1.2.

The latency per hop, in turn, is calculated as the sum of the transmission duration
of the PHY protocol data unit (PPDU) and the duration of the subsequent idle period
before the following RTx, the latter of which is a short interframe space (SIFS) of 16 µs.
The PPDU transmission duration, in turn, can be split into a fixed and a variable part.
The fixed part of the PPDU transmission duration comprises the PHY preamble and
the PHY header without the SERVICE field, i.e., the legacy short training field (L-STF),
the legacy long training field (L-LTF) and the legacy SIGNAL field (L-SIG) with a total
duration of 20 µs for an IEEE 802.11 Non-HT PPDU (see Section 2.4.2). The variable part
of the PPDU transmission duration depends on the number of DATA OFDM symbols,
which in turn depends on the length of the PHY service data unit (PSDU) and on the MCS.
With this, the employed MCS has an influence on both the number of hops required
to reach a particular node and on the latency per hop, in addition to its influence on the key
performance metrics reliability and throughput that are discussed subsequently.
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The latency of a CCT-based network flooding process can be tuned by exerting influence
on the number of hops that is required to reach a particular node or on the latency per hop.
While the number of hops can be reduced through a more robust MCS, this also increases
the PPDU transmission duration, so the overall effect on the latency would be unclear
and would have to be investigated further. Nevertheless, the MCS should generally be
selected according to the node density and the overall channel conditions of a WMN.
The number of hops can further be reduced through a higher transmission power.

The latency per hop, in turn, can be reduced by tuning the variable part of the PPDU
transmission duration, which can be achieved by employing a higher MCS or by using
a shorter PSDU in each flooding frame. A higher MCS, however, would also increase
the number of hops, resulting in the unclear tradeoff described above. At the MAC layer,
the PSDU corresponds to a MAC protocol data unit (MPDU), which in turn comprises
a MAC header with a fixed number of octets and a MAC service data unit (MSDU).
The number of octets inserted into the MSDU of a flooding frame, in turn, is under
control of the initiator of a flooding process, so that it can tune the latency per hop
by partitioning the data accordingly. However, while a fragmentation of data reduces
the latency of disseminating each fragment, it also increases the overhead in terms of
additional transmissions of PHY preambles, PHY headers and MAC headers as well as
idle periods, so the key performance metric throughput is reduced by such measures.

The PPDU transmission duration can also be reduced through a wider bandwidth since
more data can be transmitted in parallel, i.e., a given amount of data can be transmitted
in a shorter time while using the same modulation scheme and the same coding rate.
While the IEEE 802.11 Non-HT PHY allows for a 20 MHz wide channel [104, Section 17],
the IEEE 802.11 HT PHY allows for 20 MHz and 40 MHz wide channels [104, Section 19]
and the IEEE 802.11 VHT PHY allows for 20 MHz, 40 MHz, 80 MHz and 160 MHz wide
channels [104, Section 21]. However, since the IEEE 802.11 HT and VHT PHYs employ
larger PHY preambles and headers than the IEEE 802.11 Non-HT PHY, they can reduce
the latency per hop only with a certain minimum size of the MSDU, depending on the MCS.
Similar to employing a wider bandwidth, also multiple input multiple output (MIMO)
spatial streams can be leveraged to attain more parallelism during data transmissions.
The lowest latency per hop that can be achieved by the prototypes of this work is 44.2 µs
with an IEEE 802.11 Non-HT PPDU at MCS 5 or higher, as illustrated in Figure 32.

7.1.4.2 Reliability

The reliability of a message delivery to a particular node is the probability of its success,
which can be approximated empirically by means of the frame reception rate (FRR).
A frame is considered as received correctly if all its bits are recovered without errors.
In CCT-based network flooding, a flooding process itself can be assumed to be persistent
due to the redundancy of nodes at each hop in a dense WMN, as discussed in Section 7.1.6.
Therefore, the reliability of a message delivery primarily depends on the ability of a node
to recover the message by means of the respective CCTs generated by its neighbors.
Note that a node typically has at least two opportunities to receive a flooding frame
since different groups of neighbors may retransmit the frame successively. In addition,
each node may retransmit a flooding frame multiple times, according to a setting of
the low-level MAC protocol described in Section 4.2.1.3. Therefore, the reliability depends
on the probability of a correct frame reception and on the number of reception opportunities.
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In case of a CCT, the success of a frame reception depends on the interference occurring
over time as a function of the TOs, the POs and the CFOs of the concurrent transmitters,
as analyzed in Section 3.4. However, in case of a CCT with CI, the CFO between the
concurrent transmitters is ∆ f ≃ 0 Hz, so that the mutual interference of the transmitters
becomes independent of the OFDM symbol index q, as can be seen in Equation 10.
Thus, the impact of the mutual interference of the transmitters does not change over
the duration of the frame, so that all bits are received under quite similar conditions.
Consequently, the probability of a correct frame reception is the bit reception probability
to the power of the number of bits of the frame, as with a single transmitter.

The number of bits of a flooding frame is a direct function of the number of bytes that
the initiator of a flooding process inserts into the MSDU. Using a smaller MSDU size
thus increases the probability of a correct frame reception during each CCT with CI, i.e.,
it increases the reliability of a message delivery through CCT-based network flooding.
Besides, a smaller MSDU size reduces the key performance metrics latency and throughput.
Note that the URLLC reliability requirement is defined for an MSDU size of 32 bytes [3].

The bit reception probability is complementary to the BER and is a function of the
employed modulation scheme, the employed coding rate and the available channel capacity.
Note that the selected MCS defines a combination of a modulation scheme and a coding rate,
as listed in Table 2 and in Table 20 for the IEEE 802.11 Non-HT and HT PHYs, respectively.
The channel capacity is defined as the maximum mutual information between an input and
an output [158, Section 1.12], which can be increased by employing a wider bandwidth or
by enhancing the SNR at the receiver. Thus, for a given bandwidth, the selected MCS sets
a lower limit on the SNR or, in case of a CCT with CI, the SINR to attain a certain BER.
With this, the bit reception probability can be increased by an underutilization of the available
channel capacity, which can be achieved as follows. First, a more robust MCS can be used.
Second, the bandwidth can be increased. Third, the SINR can be enhanced, e.g., by using
a higher transmission power. In addition, the results presented in Section 5.4.4 indicate
that spatial diversity gains can also be exploited. However, a received CCT with CI has
a wider range of possible SINR values than a transmission from a single node and may
by chance even have a very low SINR in a few cases due to the randomness of the POs
between the concurrent transmitters, as described in Section 7.1.1. For successive CCTs of
a particular flooding frame, the bit reception probability may vary accordingly.

The number of reception opportunities of a flooding frame at a particular node depends
on three factors. First, the considered node may repeatedly receive the flooding frame
from different groups of neighbors that retransmit the flooding frame for the first time in
their respective areas during the respective flooding process. The communication ranges
of these groups of neighbors overlap with each other, so that the flooding frame can
propagate through the network. Hence, the considered node can receive the flooding
frame from at least two groups of neighbors, unless it resides at the network border,
where only one group may retransmit the flooding frame. Second, a few neighbors of
the considered node may fail to decode the flooding frame successfully upon their first
reception opportunities, so that they join the flooding process one or a few Tx slots later,
as described in Section 7.1.3. Since these neighbors lag behind in the flooding process,
their retransmissions of the flooding frame may create additional reception opportunities
for the considered node. Third, each flooding frame can be retransmitted a specified
number of times according to the low-level MAC protocol, as described in Section 4.2.1.3.
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Overall, the reliability is the result of a certain number of reception opportunities, each of
which has a certain probability of a correct frame reception. For a particular CCT with CI,
this probability is typically similar at most nodes in a certain area, but there may also be
nodes with a higher or with a lower probability according to the SINR characteristics
described in Section 7.1.1. Similarly, the probability of a correct frame reception at a particular
node may vary accordingly for successive CCTs with CI.

In addition to these considerations, sporadic interference from external devices may
intermittently distort the reception of a CCT. Section 4.4.1 shows that additional RTx
repetitions can help to overcome such interference in practice. Section 4.2.1.5 discusses
several side effects of the tuning of the reliability through additional RTx repetitions in
a network flooding scenario. The enhancement of the reliability through additional RTx
repetitions is emulated by means of virtual RTx repetitions in the ping-pong experiments
presented in Section 4.5 and in Section 5.4, respectively. These experiments also show
that the Viterbi algorithm with soft-decision decoding [158, Section 12.3] provided by
the Matlab WLAN toolbox [150] has superior performance.

Apart from CI with perfect frequency synchronization, the analysis in Section 3.4.2
shows that the FEC helps to decode CCTs with small CFOs between the concurrent
transmitters, which also contributes to the reliability of a message delivery in practice.
Moreover, Chapter 6 presents time-variant zero-forcing (TVZF), which can recover CCTs
with incoherent interference that conventional receivers are not able to decode.

The prototypes of this work attempt to decode a flooding frame upon each reception
opportunity and receive the flooding frame if they succeed in any of these attempts.
A receiver could potentially enhance its reception performance further by combining
the received CCT signals through maximum-ratio combining (MRC) [133, 160, 212].

7.1.4.3 Throughput

The throughput of a CCT-based flooding process is the number of MSDU bytes disseminated
in a WMN in relation to the time span from the beginning of the respective flooding
process until the point in time at which the next CCT-based flooding process is initiated.
The time span is calculated as the latency per hop multiplied by a certain number of Tx slots.
The latency per hop depends on the number of MSDU bytes and on the PHY data rate, i.e.,
on the selected MCS, as described in Section 7.1.4.1. The number of Tx slots, in turn,
must be selected such that the CCTs generated by successive flooding processes do not
collide with each other, i.e., all nodes must be able to receive the CCTs of a particular
flooding process without interference from a previous or a subsequent flooding process.
The number of Tx slots required between the initiations of successive flooding processes
therefore depends on whether they are initiated by the same node or by different nodes.

If the same node initiates successive flooding processes, it can optimize the throughput
through flooding process pipelining, allowing multiple flooding processes to be in transit.
Each generation of an RTx of a flooding frame occupies two Tx slots, one for the reception
and one for the transmission. The maximum number of CCTs that can be generated by
a node is one plus the number of additional RTx repetitions, as presented in Section 4.2.1.3.
In addition, a node may miss a few reception opportunities, as discussed in Section 7.1.3.
In total, the number of Tx slots required by a node upon the arrival of a flooding process
in its respective area is the number of possibly missed first reception opportunities plus
twice the number of RTx that the node may generate plus one guard slot.
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If different nodes in different locations of a WMN initiate successive flooding processes,
each flooding process should finish before the respective next flooding process starts.
Therefore, the total number of Tx slots is the sum of the number of Tx slots during
which a flooding process propagates throughout the network, as given by Equation 42,
and the number of Tx slots for additional RTx repetitions at the end of a flooding process,
as given by Equation 43. In practice, the nodes may employ a high-level MAC protocol
in order to coordinate the initiations of their respective flooding processes with each other,
as further discussed in Section 7.3.2. Section 4.2.1.5 discusses how the rtx_rep_per_node

and the rtx_global_counter fields of the low-level MAC protocol affect the efficiency of
the channel utilization and thus the throughput. A variation of a high-level MAC protocol
may define only the order in which the nodes initiate their respective flooding processes,
but not the particular points in time at which their flooding processes should start.
This would allow an optimization of the throughput through transmission pipelining, i.e.,
the node that is scheduled next could initiate its flooding process immediately when
the flooding process of the respective previous node has passed by.

Overall, the throughput can be increased by employing a higher PHY data rate by means
of a higher MCS since this reduces the latency per hop, as discussed in Section 7.1.4.1.
In addition, the throughput can be increased by using a larger number of MSDU bytes
in each flooding frame since this reduces the overhead of additional idle periods as
well as of additional transmissions of PHY preambles, PHY headers and MAC headers.
Further, the throughput can be increased by keeping the number of Tx slots of each flooding
process as small as possible. While the number of Tx slots required by each flooding
process depends on the respective scenario, as discussed above, it can be reduced by
reducing the number of additional RTx repetitions. Note that an increase of the throughput
by any of these three means goes at the expense of the reliability.

7.1.5 Comparison with Glossy

Glossy [73] is a remarkable technology that enables fast and reliable network flooding
as well as global time synchronization throughout a wireless sensor network (WSN).
Glossy is implemented for low-power Tmote Sky sensor nodes that are equipped with
an MSP430 microcontroller and a CC2420 radio. An important design criterion of this
underlying hardware platform is its energy efficiency, allowing a device to be powered via
Universal Serial Bus (USB) or by a battery pack. Accordingly, the computational capacities
of such a device in terms of processing power and available memory are rather limited.
In contrast, the solutions devised in this work shall not be subject to such restrictions.
Instead, the prototypes of this work leverage the capabilities of powerful processors,
signal processing algorithms running on a field-programmable gate array (FPGA) and
specialized IEEE 802.11 hardware, as presented in Chapter 4 and in Chapter 5.

Glossy employs the IEEE 802.15.4 offset QPSK (O-QPSK) PHY [107, Section 12],
which is based on the DSSS modulation technique and which has a fixed PHY data rate
of 250 kbit/s in the 2.4 GHz band. The prototypes of this work employ the OFDM-based
IEEE 802.11 Non-HT and HT PHYs, offering different PHY data rates, as listed in Table 2
and in Table 20, respectively. Using a 40 MHz wide channel and 4 MIMO spatial streams,
the PHY data rate of CCTs with CI can be as high as 324 Mbit/s at an FRR of 99.5 %,
as shown in Table 21. This PHY data rate is 1296 times faster than that of Glossy.
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The latency per hop of Glossy [73] is calculated as the processing delay of the radio
at the beginning of a frame reception plus the software execution delay plus the PPDU
transmission duration. The processing delay of the CC2420 radio is 2 µs [40, Section 6.3].
The software delay of Glossy amounts to ∼ 23.5 µs [73, Figure 9]. An IEEE 802.15.4
PPDU consists of a synchronization header, a PHY header and a PSDU [107, Section 12].
The synchronization header, in turn, comprises a PHY preamble consisting of 4 octets
and a start-of-frame delimiter consisting of 1 octet. The PHY header consists of 1 octet.
With this, an IEEE 802.15.4 PPDU contains 6 octets plus a PSDU of up to 128 octets.
The PSDU, in turn, comprises a few protocol fields of Glossy, namely a header field that
is used to identify Glossy frames as well as a footer with a relay counter field and fields
with a received signal strength indicator (RSSI) and a cyclic redundancy check (CRC).
These protocol fields of Glossy occupy 4 octets of the PSDU and roughly correspond to
certain functions of the IEEE 802.11 MAC header in combination with the low-level MAC
protocol presented in Section 4.2.1. Consequently, the latency per hop of an 8-byte MSDU
is 2 µs + 23.5 µs + 576 µs = 601.5 µs. Similarly, the latency per hop of a 32-byte MSDU
is 1369.5 µs, while the latency per hop of a 124-byte MSDU is 4313.5 µs.

With the WARP prototype presented in Chapter 4 using the IEEE 802.11 Non-HT PHY,
the latency per hop ranges from 88.2 µs at MCS 0 to 44.2 µs at MCS 7 for an 8-byte MSDU,
from 120.2 µs at MCS 0 to 48.2 µs at MCS 7 for a 32-byte MSDU and from 244.2 µs
at MCS 0 to 60.2 µs at MCS 7 for a 124-byte MSDU. In comparison to Glossy, the latency
per hop can thus be reduced by a factor of 6.8 to 13.6 for an 8-byte MSDU, by a factor
of 11.4 to 28.4 for a 32-byte MSDU and by a factor of 17.7 to 71.7 for a 124-byte MSDU.

The reliability of Glossy is assessed in a testbed experiment with 92 nodes, while
the initiators of the respective flooding processes are selected randomly [73, Section 7.2].
The maximum hop distance of any node in the network from the initiator is 5 hops and
the PSDU contains 8 octets. The average FRR is 99.6 % with a single RTx per node, while
it increases with additional RTx repetitions per node, reaching 99.999 % at five RTx per
node [73, Figure 15]. The testbed experiments presented in Section 4.5.2, Section 5.4.1
and Section 5.4.4.2 show that the prototypes of this work can reach an FRR of 99.999 %
already with a single RTx per node when a receiver has at least two opportunities to
receive a flooding frame from different groups of nodes that forward it successively.

7.1.6 Meeting the URLLC Requirement

The 3rd Generation Partnership Project (3GPP) incorporates Ultra-Reliable Low-Latency
Communications (URLLC) as one of three main service categories of fifth generation (5G)
cellular networks [3]. This thesis introduces decentralized URLLC (dURLLC) as a similar
paradigm in Chapter 1 and uses the URLLC requirement as a performance benchmark.
The 3GPP states that "reliability can be evaluated by the success probability of transmitting
X bytes within a certain delay, which is the time it takes to deliver a small data packet
from the radio protocol layer 2/3 SDU ingress point to the radio protocol layer 2/3 SDU
egress point of the radio interface, at a certain channel quality" and that "a general
URLLC reliability requirement for one transmission of a packet is 1− 10−5 for 32 bytes
with a user plane latency of 1 ms" [3]. Accordingly, a CCT-based flooding process with
a 32-byte MSDU must reach a destination node within 1 ms after its initiation and the
destination node must receive the flooding frame with a probability of at least 99.999 %.
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A CCT-based flooding process can be expected to be such persistent in a dense WMN
that it does not become a limiting factor in meeting the URLLC reliability requirement,
due to the following reasons. Most CCTs with CI have a high SINR in a narrow range,
while there may be a few cases with a slightly higher or with a lower SINR by chance,
as discussed in Section 7.1.1 and as shown in Figure 46 and in Figure 58, respectively.
These SINR characteristics are rather independent of the number of transmitters of
a CCT, so that the signal quality is quite independent of the node density of a WMN.
Therefore, in a dense WMN, a high fraction of nodes at each hop can receive a particular
CCT correctly and forward the flooding frame as a CCT, as discussed in Section 7.1.2.
Further, the signal quality of CCTs generated by successive hops is quite consistent,
as shown in Figure 44 and in Figure 56, respectively. Moreover, each network node may
have multiple opportunities to receive a flooding frame, as discussed in Section 7.1.4.2.
If the overall conditions of a CCT-based flooding process are such good that an arbitrary
node has an FRR of more than 99.999 % according to the URLLC reliability requirement,
all nodes that contribute to the flooding process effectively experience the same excellent
conditions, so that the persistence of the flooding process itself is even much better.
Consequently, the reliability of a CCT-based flooding process at a particular destination
node depends on the ability of the destination node to receive the flooding frame by
means of the CCTs generated by its respective neighbors, as discussed in Section 7.1.4.2.
The number of CCT reception opportunities, in turn, can be tuned by letting each node
generate additional RTx repetitions after its first RTx, as described in Section 4.2.1.3.

The testbed experiments presented in Section 4.5.2, in Section 5.4.1 and in Section 5.4.4.2
evaluate the achievability of the URLLC reliability requirement with the WARP prototype
presented in Chapter 4 and with the Asus RT-AC86U prototype presented in Chapter 5,
respectively. Each experiment is conducted with 100 runs of 10 000 successive CCTs
generated as ping-pong transmissions between two groups of five nodes each.

The fact that the nodes can generate 10 000 successive CCTs confirms that CCT-based
flooding processes are persistent. Note that the conditions of these flooding processes are
worse than the conditions of a flooding process in a dense WMN, as the generation of
each CCT is triggered through a single CCT reception opportunity at only five nodes.
While the WARP prototype nodes may additionally generate a retryRTx upon a failed CCT
reception to improve the persistence of a flooding process, as described in Section 4.2.1.4,
the Asus RT-AC86U prototype does not have this feature.

Section 4.5.2 describes the methodology that is applied in the testbed experiments
for the systematic evaluation of the achievability of the URLLC reliability requirement.
In particular, the FRR is calculated with a variable number of virtual RTx repetitions
for receptions from each of both groups and for receptions from any of both groups,
the latter of which emulates the conditions of CCT-based network flooding in a WMN.
For receptions from any of both groups in the experiment with WARP prototype nodes,
Table 5 shows that a line-of-sight (LOS) receiver meets the URLLC reliability requirement
without additional RTx repetitions at Non-HT MCS 0–4, while a non-line-of-sight (NLOS)
receiver meets this requirement without additional RTx repetitions at Non-HT MCS 0–2.
The experiments presented in Section 5.4.1 and in Section 5.4.4.2 show that the URLLC
reliability requirement is also fulfilled with CCTs from Asus RT-AC86U prototype nodes
and that CCT with MIMO spatial streams allows spatial diversity gains to be leveraged.
Table 6 lists the latency per hop with a 32-byte MSDU for the Non-HT and the HT PHYs.
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7.2 Core Technology

Enabling the CCT communication paradigm through prototypes and practical solutions
involves various technologies and concepts. This section highlights the core technologies
that enable CCT-based communications in practice and discusses various design decisions,
potential enhancements and their respective performance implications.

Section 7.2.1 highlights the advantages of using the OFDM-based IEEE 802.11 Non-HT
and HT PHYs in this work and discusses the feasibility of CCT with other OFDM PHYs.
Section 7.2.2 highlights the differences between CCT with and without CI and shows
that the devised solutions that enable these modes of operation are complementary.
Section 7.2.3 discusses the time synchronization mechanisms employed in this work.
Section 7.2.4 discusses the frequency synchronization mechanisms used in this work.
Section 7.2.5 discusses the relevance of FEC for attaining a high reliability at a receiver.
The low-level MAC protocol presented in Section 4.2.1 is discussed in Section 7.1.4.

7.2.1 Physical Layer

The prototypes and solutions of this work demonstrate the practical feasibility of CCT
with OFDM by means of the IEEE 802.11 Non-HT and HT PHYs. On the one hand,
retaining compatibility to the IEEE 802.11 PHYs has certain advantages with regard
to the implementation of the developed prototypes. In particular, the WARP prototype
presented in Chapter 4 is based on the IEEE 802.11 reference design for WARP v3 [247],
whereas the Asus RT-AC86U prototype presented in Chapter 5 leverages the capabilities
and some special functions of its integrated BCM4365E chip.

On the other hand, retaining compatibility to the IEEE 802.11 PHYs also has advantages
for conducting experiments. First, commercial devices can be employed to characterize
the synchronization requirements in testbed experiments, as presented in Section 3.3.3
and in Section 3.4.3, respectively. Second, the signal quality of CCTs that are generated by
the prototypes of this work can be assessed by means of the FRRs of commercial devices,
as presented in Section 4.5.1 and in Section 4.5.5, respectively. Third, since commercial
devices can receive the CCTs generated by the prototypes of this work, they can also
be employed as receivers in practical applications. In fact, multiple WARP prototype
nodes can disseminate a video stream over multiple hops, while the video stream can be
injected and received by commercial devices [166]. Fourth, the reception performance of
the TVZF receiver can be compared to that of commercial devices, as shown in Section 6.4.
Fifth, the TVZF receiver can be demonstrated to successfully decode the CCTs generated
by unsyntonized commercial devices, as presented in Section 6.5.

However, retaining compatibility to the IEEE 802.11 Non-HT PHY brings challenges
when decoding a CCT with incoherent interference since the received superimposed
signal is subject to the mutual interference of its CCT signal components, which inhibits
decoding with a conventional receiver. The TVZF receiver presented in Chapter 6 applies
rather complicated processing steps to estimate the number of CCT signal components
and their respective parameters so that it can reconstruct the interference patterns and
equalize a received frame accordingly. While SourceSync [186] also addresses CCT in
IEEE 802.11 networks, it modifies the IEEE 802.11 Non-HT PHY in order to synchronize
the concurrent transmitters in time and frequency, as discussed in Section 2.1.7.1.
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While the IEEE 802.11 Non-HT and HT PHYs are extensively employed in this work,
the devised solutions are not limited to these PHYs and should also work with OFDM
PHYs with a larger bandwidth. The IEEE 802.11 VHT PHY [104, Section 21], which is
part of IEEE 802.11ac, and the IEEE 802.11 high efficiency (HE) PHY [105, Section 27],
which is part of IEEE 802.11ax, both allow for a channel bandwidth of up to 160 MHz.
While these PHYs offer higher data rates, their PHY preambles and PHY headers are
longer than the ones of the IEEE 802.11 Non-HT PHY due to backwards compatibility.
Therefore, the IEEE 802.11 VHT and HE PHYs can only offer performance gains when
an MSDU has a certain minimum size, as discussed in Section 7.1.4.

The IEEE 802.11 HE PHY allows for multi-user MIMO (MU-MIMO) in the uplink (UL),
i.e., multiple nodes can concurrently send to an access point (AP) [105, Section 27.3.3.2].
In this process, an AP coordinates an MU-MIMO UL transmission by broadcasting
a trigger frame, which the respective nodes use for synchronization in time and frequency
before they transmit their respective data by means of their assigned spectral resources.
However, the IEEE 802.11 HE PHY does not facilitate CCT-based network flooding.
Still, since mechanisms for synchronization in time and frequency must be present,
commercial IEEE 802.11ax devices are a reasonable choice for developing a prototype
for CCT-based network flooding through reverse engineering, like shown in Chapter 5.
Regarding the accuracy of the frequency synchronization, the IEEE 802.11ax standard
requires that at least 90 % of the absolute CFO values between response PPDUs and
their respective trigger PPDUs should not exceed 350 Hz in case of HE PPDUs and
2 kHz in case of Non-HT PPDUs [105, Section 27.3.15]. The frequency synchronization
mechanism of the WARP prototype exceeds this requirement, as shown in Figure 41.
Further, the IEEE 802.11ax standard requires that the transmission of a response PPDU
starts within 16 µs ± 0.4 µs after the respective trigger PPDU [105, Section 27.3.15].
The measured IFS values of both prototypes undercut the tolerable range of 0.8 µs,
as visible in Figure 37 and in Figure 51, respectively.

A custom OFDM PHY could be designed to allow for an even lower latency per hop.
Note that the PHY preamble, the PHY header and the SIFS duration of the IEEE 802.11
Non-HT PHY set a lower limit for the latency per hop, as discussed in Section 7.1.4.1.
An OFDM PHY with a shorter PHY preamble, a shorter PHY header and a shorter IFS
would overcome this limitation, while simultaneously enhancing the throughput and
the reliability of CCT-based network flooding as a side effect, as discussed in Section 7.1.4.
However, a prototype that can process the frames accordingly fast would also be required.

7.2.2 Coherent Interference and Incoherent Interference

This work investigates the feasibility of CCT with coherent interference (CI) and with
incoherent interference, respectively. Figure 27 conceptually illustrates the goals of the two
different approaches by means of the FRR characteristics of a receiver, shown as a function
of the TO and the CFO between two concurrent transmitters.

CCT with CI essentially relies on frequency synchronization between concurrent
transmitters, so that the phase relations between the respective transmitters are consistent
throughout the duration of a transmitted frame. With perfect frequency synchronization,
a CCT with CI resembles a transmission from a single node with multiple antennas,
while the respective radio frequency (RF) chains are driven by a common clock source.
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Figure 27a illustrates the goal stated in Section 1.3.2 for the IEEE 802.11 Non-HT PHY,
showing that both the TO and the CFO between two concurrent transmitters must not
exceed certain boundaries to obtain a superimposed signal that can be decoded by
a conventional receiver. In particular, the TO must not exceed the guard interval (GI)
duration to avoid intersymbol interference (ISI) between successive OFDM symbols,
whereas the tolerable CFO generally depends on the frame length and other factors.
In case of nearly perfect time synchronization between the concurrent transmitters, i.e.,
when the TO is smaller than 61.5 ns, as expressed by Equation 15, the tolerable CFO
additionally depends on the PO, which is random in practice, as described in Section 3.4.1.
In case of imperfect time synchronization between the concurrent transmitters, i.e.,
when the TO ranges between 61.5 ns and 800 ns, symbol errors may occur, which, however,
can be corrected to a certain degree through FEC, as described in Section 3.4.2.

CCTs with incoherent interference usually cannot be decoded by conventional receivers.
Figure 27b illustrates the goal stated in Section 1.3.3 for the IEEE 802.11 Non-HT PHY,
showing that an enhanced receiver implementation shall allow for a larger CFO between
concurrent transmitters than a conventional receiver, while the requirement for time
synchronization better than the GI duration of the employed OFDM PHY may remain.
Chapter 6 presents TVZF equalization and a corresponding receiver design as a solution.
With this, CCTs from unsyntonized devices can be received, widening the spectrum of
CCT-based applications towards scenarios in which the transmitters cannot be accurately
synchronized in frequency. The extensive broadcasting scenario presented in Section 1.2.2
is an example falling into this category, unless specialized network equipment with wired
frequency synchronization is employed, as further discussed in Section 7.3.1.

While the two modes of operation of CCT with and without CI are quite different,
especially with regard to the techniques that enable them, they are complementary
to each other rather than mutually exclusive. The FRRs of conventional receivers are
only high for small ranges of low absolute CFO values between concurrent transmitters,
as visible in Figure 25 and in Figure 26. Furthermore, the analysis in Section 3.4 shows
that the tolerable absolute CFO values become smaller with an increasing frame length.
In contrast, the TVZF receiver works best when the absolute CFO between the transmitters
exceeds a certain threshold, as can be seen in Figure 66, in Figure 67 and in Figure 68,
since the iterative interference cancellation (IIC) algorithm presented in Section 6.3.2 can
detect CCT signal components with small CFOs only if the frame is sufficiently long.
In conclusion, the operational ranges of both modes of operation with respect to the CFO
extend and contract in a complementary fashion as a function of the frame length.
Therefore, an enhanced receiver design could employ TVZF in addition to a conventional
processing chain to improve the reception performance if required.

7.2.3 Time Synchronization

A receiver has to acquire an accurate symbol timing of a received frame in order to avoid
ISI during the demodulation of OFDM symbols. The detection of an incoming frame
in a stream of in-phase quadrature (IQ) samples and the symbol timing estimation is
performed by means of the IEEE 802.11 PHY preamble, as described in Section 2.4.3.
The prototypes of this work additionally utilize the acquired symbol timing of a received
flooding frame to generate a reception-triggered RTx with accurate timing.
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The WARP prototype employs a hardware timer that runs automatically after each
frame reception in order to trigger the transmission of an RTx, as described in Section 4.3.2.
In addition, it employs another hardware timer that runs automatically after each frame
transmission to trigger the transmission of a retryRTx, as described in Section 4.3.3.
Further, Section 4.4.2 describes the timing calibration so that a retryRTx is generated with
the same timing as an RTx. The Asus RT-AC86U prototype generates an RTx of a received
flooding frame by means of the acknowledgment (ACK) engine of its IEEE 802.11 chip,
which is also driven by a hardware timer, as described in Section 5.2.3.

The WARP prototype and the Asus RT-AC86U prototype both achieve consistent time
synchronization in experiments in which each frame is transmitted by a single node,
as shown in Figure 37 and in Figure 51, respectively. The timing characteristics of both
prototypes are also consistent in ping-pong experiments with CCTs between two groups
of five nodes each, as shown in Figure 43b and in Figure 55b, respectively.

The TVZF receiver employs an enhanced symbol timing estimator that is based on
successive interference cancellation (SIC) to detect weak CCT signal components that
arrive before CCT signal components with more power, as described in Section 6.3.1.
The TVZF receiver shifts its start of frame (SOF) sample position accordingly so that
the weak CCT signal components are covered by the GI filled with a cyclic prefix (CP).
With this, ISI between the different CCT signal components can be avoided, which is
important to detect them and to estimate their respective CCT parameters accurately.
Figure 60 illustrates the operation of the SIC-based symbol timing estimator.

The SIC-based symbol timing estimator is also integrated into the IEEE 802.11 decoder
that is based on the Matlab WLAN toolbox [150]. The IEEE 802.11 decoder can be
configured to process a received frame twice, once with the symbol timing estimator
of the Matlab WLAN toolbox and once with the SIC-based symbol timing estimator,
so that the effects of these algorithms on the reception performance can be compared.
When processing the datasets of the ping-pong experiments with CCTs between two
groups of five nodes each, which are presented in Section 4.5 for the WARP prototype
and in Section 5.4 for the Asus RT-AC86U prototype, respectively, both decoder settings
produce almost identical results. While the SIC-based symbol timing estimator usually
results in a marginally better SINR, it provides no significant gains for CCT with CI.

7.2.4 Frequency Synchronization

The key feature of CCT with CI is the frequency synchronization of the transmitters.
Since each node estimates its CFO with respect to a transmitter during a frame reception,
multiple nodes can leverage a common frame reception as a reference to synchronize in
frequency with each other so that they can generate a CCT with CI shortly afterwards.
Section 3.6 presents an enhanced CFO estimation technique that leverages the common
phase error (CPE) of the pilot subcarriers to estimate the residual CFO after applying
a fast Fourier transform (FFT) on the received OFDM symbols. This enhanced CFO
estimation technique is integrated into the WARP prototype, as presented in Section 4.1.1.
Since the enhanced CFO estimator uses each OFDM symbol to reduce the impact of noise,
the frequency synchronization mechanism of the WARP prototype is most accurate when
the PPDU is sufficiently long, as can be seen in Figure 41a and in Figure 41b.
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However, Figure 41c also shows that the phase error at the end of a PPDU increases
with an increasing frame length. The reason is that the carrier frequencies of the two
employed WARP v3 software-defined radios (SDRs) [246] may change slightly over
time due to oscillator jitter, as described in Section 2.2.2. Therefore, the CFO between
the two WARP v3 SDRs may differ slightly at the points in time when the WARP
SDR with WARPLab [250] sends a trigger frame and when the device under test (DUT)
generates an RTx. Since such variations of the CFO cannot be mitigated by the enhanced
CFO estimator, the phase error at the end of a PPDU may be larger for longer frames.
To reduce this effect, oscillators with a more stable carrier frequency would be required.
While the WARP v3 has a temperature-compensated crystal oscillator (TCXO) with good
characteristics in terms of frequency accuracy and stability, as presented in Section 3.5.1,
oscillators with an even better short-term frequency stability may exist.

In the testbed experiments with ping-pong transmissions between two groups of
WARP prototype nodes, each CCT serves as a frequency reference for the generation of
the next CCT, so that small synchronization errors can make the CFO drift over time.
The WARP prototype provides a CFO containment mechanism that pulls the carrier
frequency of a CCT-based flooding process towards the specified center frequency of
the selected channel, as presented in Section 4.2.4 and as validated in Section 4.4.3.
The progression of the CFO during an experiment run with ping-pong transmissions
between two groups of five WARP prototype nodes each is shown in Figure 43a.

The Asus RT-AC86U prototype provides a frequency synchronization procedure that
can be executed once before conducting testbed experiments, as described in Section 5.2.
The accuracy of the frequency synchronization depends on the number of tuning frames,
as shown in Figure 53. Further, the carrier frequency is reasonably stable over more
than one hour when the room temperature is also quite stable, as shown in Figure 50.
The progression of the CFO during an experiment run with ping-pong transmissions
between two groups of five Asus RT-AC86U prototype nodes each is shown in Figure 55a.

7.2.5 Forward Error Correction

While CCT with CI can be achieved by means of frequency synchronization mechanisms,
the concurrent transmitters typically still have small CFOs with respect to each other.
Under conditions of a small TO and a small CFO, symbol errors may successively start
to occur on neighboring OFDM subcarriers, as shown by the analysis in Section 3.4.2.
The occurrence of symbol errors on individual OFDM subcarriers is shown in Figure 24.
Such symbol errors can be corrected to a certain degree through FEC.

In Section 4.5.1, the Viterbi algorithm with soft-decision decoding [158, Section 12.3]
of the Matlab WLAN toolbox [150] has a superior reception performance in comparison
to the commercial devices and the WARP prototype nodes. Accordingly, the reception
performances of the WARP prototype and of the TVZF receiver could potentially be
enhanced through an integration of the Viterbi algorithm with soft-decision decoding.

Low-density parity check (LDPC) codes are supported by the IEEE 802.11n/ac/ax
standards and also improve the reception performance, as indicated by Co-BCast [184].
Further, LDPC codes are going to be used by IEEE 802.11bd in vehicular networks [262].
Accordingly, LDPC codes may also facilitate CCT-based communication schemes in
mobile environments, in which CFOs may be introduced due to the Doppler effect [218].
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7.3 Technology Extensions

This work provides solutions to enable CCT with the OFDM-based IEEE 802.11 PHYs.
While the practical feasibility of CCT is shown through various testbed experiments,
the WARP prototype presented in Chapter 4 also allows for CCT-based network flooding
over multiple hops by means of the low-level MAC protocol presented in Section 4.2.1.
Further, it provides a MAC header format that allows commercial devices to inject
flooding frames into a network, in addition to the MAC header format that the WARP
prototype nodes employ for CCT-based network flooding, as presented in Section 4.2.2.
With this, the WARP prototype can enable various real-world dURLLC applications.
However, the dURLLC paradigm may also comprise scenarios in which multiple nodes
have to disseminate their messages in a coordinated fashion or in which pairs of nodes
exchange data over several hops by means of unicast routes, as described in Chapter 1.
This section discusses technology extensions that add support for more complex dURLLC
applications and that aim to optimize the performance of CCT-based communications.

Section 7.3.1 discusses the extensive broadcasting scenario introduced in Section 1.2.2.
Section 7.3.2 discusses a high-level MAC to coordinate CCT-based flooding processes.
Section 7.3.3 discusses CCT-based multi-hop routing to support unicast traffic efficiently.
Section 7.3.4 discusses the streaming of media through CCT-based network flooding.
Section 7.3.5 discusses further performance optimizations of CCT-based network flooding.
Section 7.3.6 discusses security extensions.

7.3.1 Extensive Broadcasting with Wired APs

The extensive broadcasting scenario presented in Section 1.2.2 comprises a centralized
server that has wired connections to several wireless APs, e.g., by means of Ethernet [102].
In certain time intervals, the server obtains data that should be disseminated through
wireless broadcasts in certain areas that exceed the communication range of a single AP.
In this process, the APs should use the spectral resources of the wireless channel most
efficiently, which can be achieved by letting multiple APs send the same data as CCTs,
possibly with a limited number of repetitions to balance reliability and throughput.

To facilitate CCT with CI in this scenario, the APs must be synchronized in time and
frequency with each other, which could be done by means of the Ethernet connections.
Since the Ethernet broadcast frames from the centralized server typically arrive at quite
the same times at the APs, they could serve as a reference for the time synchronization.
Further, synchronous Ethernet (SyncE) could be used to synchronize the APs in frequency,
as described in Section 2.2.6.3. However, SyncE requires specialized network equipment,
so this solution might be considered to be expensive and inflexible.

To achieve CCT with CI through wireless synchronization, the APs could initially
establish synchronization in time and frequency through a CCT-based flooding process.
Afterwards, the APs would be split into two groups that alternatingly broadcast the
data from the centralized server as CCTs. With this, the group that does not transmit
can synchronize in frequency by means of the CCT from the other group, respectively.
However, the scalability of this approach over an extensive area has to be explored.
Alternatively, with receivers that integrate the TVZF equalizer presented in Chapter 6,
this scenario could also be enabled through CCT with incoherent interference.
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7.3.2 High-Level MAC

A CCT-based flooding process extends as a concentric circle around the flooding initiator
and occupies the wireless medium in the respective area for a limited amount of time.
Due to the persistence of repetitive CCTs, a CCT-based flooding process may in fact
impede any other communications on the same frequency channel in its respective area.
Thus, if conventional communications should take place between CCT-based flooding
processes or if different nodes should be allowed to initiate CCT-based flooding processes,
these nodes must coordinate with each other through a high-level MAC protocol.

A decentralized high-level MAC protocol could allow each node to reserve the wireless
medium autonomously within a certain area and for a specified time interval, respectively.
To this end, a node announces its reservations in the flooding frames that it disseminates
throughout the WMN so that all other nodes know when the future CCT-based flooding
processes will arrive, allowing them to suspend their regular communications temporarily.
With this, a reservation resembles a network allocation vector (NAV) [104, Section 10].
To facilitate reservations of the wireless medium through a CCT-based flooding process,
all nodes must acquire a common time reference with respect to the flooding initiator,
which can be provided through the flooding frame itself, as described in Section 4.5.1.
To establish fairness between the nodes in a WMN, certain policies can be implemented
to make each node consider the traffic demands announced by the other nodes.

When making a reservation, a node must take all the reservations of the other nodes
into account to avoid a collision with any other scheduled CCT-based flooding process.
If the size of a WMN is limited and if each node announces its reservations globally,
i.e., to all other nodes, collisions between CCT-based flooding processes can be avoided.
However, if reservations are announced only throughout a limited number of hops,
some nodes may have incomplete information of the reservations in the WMN, so that
they may schedule CCT-based flooding processes that would collide with other ones.
To avoid such impending collisions, all network nodes that forward a flooding frame
with new reservations have to check the validity of these reservations immediately and
possibly issue a collision warning that should quickly propagate back to the flooding
initiator so that the new reservation can be discarded. If multiple nodes detect the same
impending collision, they may synchronously send the same collision warning as a CCT.
However, if neighboring nodes detect different impending collisions, their transmitted
collision warnings themselves may collide. In this case, the particular nodes can detect
their collision as their respective neighbors might not retransmit the collision warnings.
Thus, a node could retry to send a collision warning after a short random backoff time.
Alternatively, a node could piggyback a collision warning on an own flooding frame that
is scheduled early enough to reach the node that tries to make the new reservation.

As opposed to a decentralized high-level MAC, CCT-based flooding processes can also
be coordinated by a centralized controller, like with Low-Power Wireless Bus (LWB) [72].
LWB treats the wireless medium like a shared bus that covers an entire WMN and that
can be accessed by all nodes through CCT-based network flooding (see Section 2.3.1).
Since LWB employs Glossy [73], it can leverage the capture effect during a contention slot
in which the nodes may request new medium allocations. However, since OFDM is more
susceptible to interference than DSSS (see Section 2.1.2), the procedure for requesting
medium allocations would have to be redesigned for an OFDM-based PHY.
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7.3.3 Routing

Some dURLLC applications may have to exchange data only between a pair of nodes
rather than having to disseminate them throughout an entire area via network flooding.
Section 2.3.2 discusses different variations of routing algorithms for WMNs and highlights
OLA Routing On-Demand (OLAROAD) [47, 224] as a CCT-based solution that can
overcome certain limitations of conventional routing algorithms. OLAROAD essentially
constructs a corridor of nodes that forward the data between two nodes through CCTs.
With this, the delivery of a message effectively works like a CCT-based flooding process
in a geographically restricted area. The forwarding nodes are selected according to
their respective distances in terms of the hop count from the two nodes that attempt
to construct the route, so that the corridor width can be flexibly adjusted.

CCT-based routing could well be integrated with a decentralized higher-level MAC
as proposed in Section 7.3.2. With this, a node can disseminate a route request (RREQ)
and receive a route reply (RREP) from the other node while it has the medium reserved.
Furthermore, the RREQ and RREP messages can instantaneously reserve the medium
on the corridor between the two nodes during specified time intervals for data transfers.
The nodes on the corridor check new medium reservations when processing the RREP.
If a node already has a medium reservation for a time interval that is also requested
for the route, it generates a collision warning, similarly as discussed in Section 7.3.2.
However, in this case, a collision warning propagates into both directions so that both
nodes that construct the respective route are informed about the impending collision.
If no collision warning is generated, the route is successfully constructed and reserved,
so that the two nodes can use it for data transfers afterwards. Further, the nodes can
piggyback new medium reservations on the data frames while using the route.

In CCT-based routing, multiple routes can coexist since each route uses the medium
only in a certain area at specific times. Thus, routes in different areas of a WMN can
transfer data simultaneously without interfering with each other. Additionally, routes
may overlap with each other as they are exclusively active during reserved time intervals.
Moreover, CCT-based routing can also be extended to support multicast traffic.

With a larger WMN size and with more nodes, the routes may be longer and the traffic
load may be higher. Since each node may have incomplete information of the medium
reservations in the WMN, reserving the medium might become increasingly difficult.
A better scalability can potentially be achieved by partitioning a WMN into clusters.
With this, each CCT-based flooding process and each CCT-based message delivery is
restricted to its respective cluster so that each medium reservation involves fewer nodes.
If a node repeatedly fails to reserve the medium, another node can transfer one of
its own medium reservations to that node in accordance with certain fairness policies.
Alternatively, all medium reservations within a cluster can be announced globally through
CCT-based network flooding so that all nodes have the same information.

A high-level routing algorithm can be employed to transfer data also between nodes
in different clusters. In such a scheme, several nodes at the border between two clusters
can receive a message from one cluster, buffer it and forward it into the next cluster.
Any node of a cluster that has received a message from another cluster can piggyback
a new medium reservation on one of its own flooding frames in order to schedule another
CCT-based flooding process that shall transfer the buffered message through the cluster.
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Alternatively, the node can also construct a CCT-based route into the area of the cluster
in which the nodes reside that can forward the message into the respective next cluster.
At the start of the newly reserved time interval, all nodes that have the message in
their buffers retransmit it as a CCT so that the message propagates through the cluster.
To ensure that each cluster can forward the message into the respective next cluster,
the clusters must overlap and use different frequency channels so that their CCTs do not
interfere with each other. The routing decisions of the clusters, in turn, could be based
on the geographical cluster locations, which minimizes the routing overhead.

CCT-based routing can leverage the redundancy of nodes to improve the reliability
of a message delivery not only through CCT-based communications within each cluster
but also through the buffering and the forwarding of a message by groups of nodes
between successive clusters in a WMN. With this, CCT-based routing has the potential
to overcome scalability problems of conventional routing algorithms that are based on
a CSMA/CA MAC, as described in Section 2.3.2. Still, there are various design options
for a CCT-based routing protocol, which are the subject of further research.

7.3.4 Media Streaming through CCT-Based Network Flooding

CCT-based network flooding can facilitate the streaming of media like television and
radio programs in an extensive area without a permanently installed infrastructure.
With this, it can be employed to provide media streams in areas in which an installation
of a television tower is not economic, like in remote villages or on secluded islands.
Furthermore, it can also replace or supplement infrastructure-based media broadcasts
in catastrophic scenarios to improve the resilience of information services.

The low-level MAC protocol of the WARP prototype allows an initiator to tune certain
parameters of a CCT-based flooding process, such as the area coverage, the throughput
and the reliability, without additional overhead for signaling, as described in Section 4.2.1.
With this, certain parameters can be changed dynamically, while different media streams
can also be operated with different parameters. Frames that are encoded in the flooding
feed format, which is described in Section 4.2.2.1, may not only be processed by the WARP
prototype nodes themselves but they can also be received by passive commercial devices.
Furthermore, media streams can also be injected by a commercial device by means of
the frame injection format, which is described in Section 4.2.2.2.

The feasibility of media streaming through CCT-based network flooding by means of
the WARP prototype is explored in testbed experiments [166]. A commercial device with
an Atheros AR928X wireless network adapter injects a video stream that is forwarded by
nine WARP prototype nodes over multiple hops throughout an office environment [166].
To mitigate mutual interference between successive flooding processes, the source node
injects them with a waiting time of 3 Tx slots, taking into account that some nodes may
lag behind temporarily when missing reception opportunities of a flooding frame [166],
as discussed in Section 7.1.3. Five receivers with an Atheros AR928X wireless network
adapter are distributed at distances of one to five hops around the source node [166].
With 1380-byte MSDUs at Non-HT MCS 5 and with an rtx_rep_per_node value of 5,
the FRRs of the receivers range from 99,85 % to 99,97 %, which is more than sufficient for
video playback without noticeable artefacts [166].
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7.3.5 Performance Optimizations

Flooding process pipelining is a technique that allows successive flooding processes
to be simultaneously in transit in a WMN, as described in Section 7.1.4.3 and as applied
in the experiments discussed in Section 7.3.4. However, nodes that miss their first
reception opportunities of a flooding frame lag behind in the respective flooding process,
so that the flooding initiator has to wait a certain number of Tx slots to ensure that
successive flooding processes do not interfere with each other, as described in Section 7.1.3.
Still, in a WMN with a high node density, a flooding process is persistent since a high
fraction of nodes can receive a flooding frame successfully upon the first reception
opportunity and forward it further, as discussed in Section 7.1.2 and in Section 7.1.6.
Therefore, the flooding process pipelining could be optimized by letting each node
attempt to detect missed reception opportunities so that it can update its internal state
similarly as upon a successful flooding frame reception but without generating an RTx.
A missed reception opportunity can be detected, for instance, through the reception of
a frame with a valid MAC header according to the low-level MAC protocol but with a bad
frame check sequence (FCS). To ensure that the internal state of each node is consistent
when processing such frames, the MAC header would require a separate checksum.
Alternatively, a node could also keep track of erroneous receptions and their respective
times of occurrence. When the node successfully receives a flooding frame afterwards,
it checks if the previous erroneous receptions appear to belong to the flooding process of
the currently processed flooding frame so that it can decide whether to generate an RTx.
In this way, the medium occupancy of each flooding process can be minimized, allowing
the throughput to be increased by reducing waiting times in flooding process pipelining.

The SINR values of CCTs have a wider range than transmissions from a single node
due to the randomness of the POs between the transmitters, as discussed in Section 7.1.1.
Therefore, successive CCTs that are transmitted by the same nodes may also have
different SINR values at a particular receiver. However, scenarios in which a single
node initiates several flooding processes in close succession, as discussed in Section 7.3.4,
are performed under otherwise largely identical conditions. The signal quality of the CCTs
of successive flooding processes can possibly be optimized by letting the concurrently
transmitting nodes adjust their phases such that they generate constructive interference
at their respective next-hop neighbors. To this end, each node can use each CCT from
its neighbors as feedback to adjust its own phase for the generation of the next CCT.
However, the feasibility of such a mechanism is the subject of future research.

7.3.6 Security

A CCT-based flooding process can temporarily disrupt the communications of other
nodes due to its persistent propagation throughout a WMN with a high node density.
To prevent any misuse of CCT-based network flooding for jamming in an extensive area,
countermeasures are required. The flooding initiator could, for instance, add a timestamp
with a cryptographic signature so that the flooding frame is valid only for a short time.
To decide quickly whether to retransmit a received flooding frame, the signature check
could be executed by specialized hardware in real-time, similarly like the FCS check.
However, security aspects are out of scope of this thesis and require further research.
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C O N C L U S I O N

This thesis proposes decentralized URLLC (dURLLC) as a new communication paradigm
that allows for a quick and reliable exchange of data in the region of their origin without
relying on a centralized infrastructure. To enable dURLLC applications and scenarios,
this thesis explores the practical feasibility of concurrent cooperative transmission (CCT)
with orthogonal frequency-division multiplexing (OFDM) as a means to disseminate data
efficiently in an extensive area, exceeding the communication range of a single node by up
to a few orders of magnitude. In contrast to a medium access control (MAC) mechanism
that is based on carrier sense multiple access with collision avoidance (CSMA/CA),
CCT allows spectral resources to be utilized more efficiently by leveraging interference
instead of trying to avoid collisions. Further, CCT-based network flooding allows waiting
times to be minimized through a reception-triggered low-level MAC.

While Glossy [73] showcases the practical feasibility of CCT-based network flooding,
it works by means of the IEEE 802.15.4 physical layer (PHY) [107], which is based on
direct-sequence spread spectrum (DSSS) technology, providing a data rate of 250 kbit/s.
Broadband communications is the key enabler to enhance the reliability, the latency and
the throughput of CCT-based network flooding, in comparison to the IEEE 802.15.4 PHY.
A larger channel bandwidth essentially enhances the channel capacity, which in turn
allows for a higher PHY data rate and for higher reliability when the channel capacity is
not fully utilized. A higher PHY data rate, in turn, reduces the transmission duration
for a given amount of data, allowing the latency per hop to be reduced.

This thesis explores CCT-based network flooding with the OFDM-based IEEE 802.11
Non-HT and HT PHYs, which are established standards that allow for interactions with
commercial devices. The IEEE 802.11 Non-HT PHY is the most basic OFDM-based PHY
of the IEEE 802.11 standard family, allowing for the lowest latency per hop with a
short MAC service data unit (MSDU) due to its short PHY preamble and PHY header.
Nevertheless, the methods and solutions of this thesis are also applicable with more
recent and custom OFDM-based PHYs, so that the performance can be increased further
through an even larger channel bandwidth or through more compact frame formats.

The analysis of CCT with the OFDM-based IEEE 802.11 Non-HT PHY considers
the phase offset (PO), the carrier frequency offset (CFO) and the time offset (TO) between
the transmitters, as well as the elapsed time, and draws a distinction between two cases.
On the one hand, when the TO is less than 61.5 ns, there is a chance that no symbol
errors occur during a CCT, depending on the initial PO, the CFO and the frame duration.
The PO, in turn, is random as the frequency oscillators of the transmitters are uncoupled.
Further, a CFO changes the phase relation between the CCT signal components over time,
so that the interference of a CCT can potentially become destructive on a large portion of
OFDM subcarriers, which cannot be recovered through forward error correction (FEC).
On the other hand, when the TO ranges between 61.5 ns and the guard interval (GI)
duration of 800 ns, symbol errors successively start to occur on certain OFDM subcarriers
at the pace of the CFO, which can be corrected through FEC up to a certain amount.
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CCT with coherent interference (CI) is the primary approach of this thesis that attempts
to keep the phase relation between the CCT signal components as invariant as possible,
which can be achieved through precise frequency synchronization of the transmitters.
With this, the amount of symbol errors that start to occur after the beginning of a CCT
can be reduced to a minimum. This work comprises two prototypes for CCT with CI,
one of which is based on the Wireless Open Access Research Platform (WARP) v3 [246]
and its IEEE 802.11 reference design [247], whereas the other one is created through
firmware modifications of the Asus RT-AC86U wireless router. The WARP prototype
achieves precise frequency synchronization through a single frame reception by means of
an enhanced CFO estimator that is integrated into the PHY Rx core [9], taking advantage
of the common phase error (CPE) of the four pilot subcarriers, and a frequency shifter
that is integrated into the PHY Tx core [9]. The Asus RT-AC86U prototype synchronizes
in frequency through multiple frame receptions, using a PHY register of the BCM4365E
chip that exposes a coarse CFO estimate of each received frame, as well as a radio register
that can be used to tune the voltage-controlled oscillator (VCO). Both prototypes generate
a reception-triggered retransmission (RTx) of a flooding frame with accurate timing,
similar to how they generate an acknowledgment (ACK) frame, respectively.

Both prototypes are employed in testbed experiments in which two groups of nodes
generate successive CCTs in a ping-pong fashion, while each CCT triggers the generation
of the respective next CCT. These experiments emulate the temporal performance of
CCT-based network flooding for a large number of successive CCTs with a few nodes.
The nodes consistently keep up the synchronization in time and frequency over time,
allowing for experiments with 10 000 successive CCTs for various modulation and coding
scheme (MCS) indices and MSDU sizes. Furthermore, commercial devices often have
a better frame reception rate (FRR) for CCTs than for transmissions from a single node,
which confirms that the CCTs keep up a good signal quality. The measured CFO and
interframe space (IFS) values of both prototypes have a consistent quality.

The signal-to-interference-plus-noise ratio (SINR) values of CCTs have a wider range
than transmissions from a single node, which is due to the randomness of the POs of
the transmitters, so that the interference may be constructive or destructive by chance.
While most CCTs typically have a SINR value that is at a similar level as a transmission
from a single node, a few CCTs may have a higher SINR and a few CCTs may have
a lower SINR at a particular receiver. However, a CCT-based flooding process in a dense
wireless multi-hop network (WMN) is highly persistent due to the redundancy of nodes.
In fact, the SINR characteristics of CCTs barely depend on the number of transmitters,
which makes CCT-based network flooding particularly applicable for dense WMNs.
Moreover, the SINR characteristics of CCTs are quite consistent over the RTx index, i.e.,
successive CCTs have a steady signal quality also after a large number of hops.

The requirement of Ultra-Reliable Low-Latency Communications (URLLC) is defined
by the 3rd Generation Partnership Project (3GPP) as the delivery of a 32-byte MSDU
with a reliability of 1− 10−5 and with a latency of 1 ms [3]. This requirement is assessed
with both prototypes in testbed experiments in which 1 000 000 CCTs are generated in
a ping-pong fashion between two groups of five nodes each, respectively. The reliability is
approximated by the FRR, which is calculated for receptions from each of both groups as
well as for receptions from any of both groups, the latter of which emulates two different
reception opportunities of a node during a CCT-based flooding process in a WMN.
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With CCTs generated by WARP prototype nodes using the IEEE 802.11 Non-HT PHY,
the URLLC reliability requirement is fulfilled without additional RTx repetitions with
up to MCS 2 under non-line-of-sight (NLOS) conditions and with up to MCS 4 under
line-of-sight (LOS) conditions (see Table 2). With CCTs generated by Asus RT-AC86U
prototype nodes using the IEEE 802.11 Non-HT PHY, the URLLC reliability requirement
is fulfilled without additional RTx repetitions up to Non-HT MCS 6 under LOS conditions
and with Non-HT MCS 0 and 2 under NLOS conditions. Additional RTx repetitions allow
the URLLC reliability requirement to be met also with other parameter combinations.
Using a 32-byte MSDU with the IEEE 802.11 Non-HT PHY, the latency per hop ranges
from 120.2 µs at MCS 0 over 60.2 µs at MCS 4 to 48.2 µs at MCS 7.

The Asus RT-AC86U prototype is further used to show that CCT with CI is also feasible
with multiple input multiple output (MIMO) spatial streams. Testbed experiments are
conducted on a 40 MHz wide channel in the 5 GHz band with the IEEE 802.11 HT PHY.
With CCTs of a 32-byte MSDU at a PHY data rate of 324 Mbit/s through MCS 28, i.e.,
with four spatial streams, a LOS receiver achieves an FRR of 99.5 % with receptions
from any of both groups, which is not achieved with less than four spatial streams.
Further, with a fixed PHY data rate, the reliability typically increases with the number of
spatial streams. For instance, at a PHY data rate of 108 Mbit/s and with receptions from
any of both groups, the URLLC reliability requirement can be met without additional
RTx repetitions when using four spatial streams, whereas additional RTx repetitions are
required with less than four spatial streams.

When frequency synchronization between the transmitters of a CCT cannot be achieved,
the interference changes over time, which causes frame loss with conventional receivers.
This work proposes the equalization with time-variant zero-forcing (TVZF) for CCTs with
incoherent interference and presents a TVZF receiver for the IEEE 802.11 Non-HT PHY.
With an absolute TO of up to the duration of the GI and with a CFO within [−5, 5] kHz,
the average FRRs of CCTs with 2, 3 and 4 transmitters are 97 %, 78 % and 49 %, respectively.
However, these parameter ranges also comprise small absolute CFO values, for which
the TVZF receiver underperforms since it may not detect all CCT signal components.
With CCTs from three unsyntonized Asus RT-AC86U wireless routers, the TVZF receiver
achieves an FRR of up to 92 %. Since TVZF equalization complements the characteristics
of conventional receivers, it can be employed as an additional receiver enhancement.

The WARP prototype comprises a low-level MAC protocol that does not only allow for
ping-pong transmissions but also for CCT-based network flooding over multiple hops.
As the WARP prototype processes the low-level MAC protocol in real-time, the behavior
of the WMN nodes can be controlled by the flooding initiator through the flooding
frame without additional signaling, allowing certain performance tradeoffs to be tuned
to support dURLLC applications and scenarios. For instance, the WARP prototype can
facilitate multi-hop video streaming, while commercial devices at distances of up to five
hops from the video source can achieve FRRs from 99,85 % to 99,97 % [166].

A high-level MAC protocol may leverage the global time synchronization feature of
CCT-based network flooding for medium reservations during specific time intervals.
Further, CCT-based routing may draw on the redundancy of nodes to facilitate reliable
communications also over large distances. CCT with a reservation-based high-level MAC
in combination with a reception-triggered low-level MAC is the enabler for seamless
interactions between entities in cyber-physical systems under the dURLLC paradigm.
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This appendix lists the evaluation results of the experiment described in Section 4.5.1.

Group ID Device ID MCS 0 MCS 1 MCS 2 MCS 3 MCS 4 MCS 5 MCS 6 MCS 7

0 W3-a-00134 99.8 99.6 99.7 99.8 99.6 99.6 99.7 99.9

1 W3-a-00259 99.8 99.7 99.8 99.9 99.8 99.9 99.6 100

Table 12: FRR (%) of the WARP prototype nodes in 1x1 ping-pong experiment

Device ID
MCS 0 MCS 1 MCS 2 MCS 3

gID 0 gID 1 any gID 0 gID 1 any gID 0 gID 1 any gID 0 gID 1 any

Matlab 100 100 100 99.8 100 100 100 99.9 100 99.9 100 100

Acer-01 94.9 94.8 100 94.0 92.9 99.9 97.1 97.4 99.9 95.7 94.7 99.8

Acer-03 96.1 86.5 99.1 97.9 90.3 99.6 94.9 85.8 97.1 92.5 83.5 96.4

Acer-06 93.4 92.2 99.7 90.0 90.9 99.3 93.1 91.8 99.2 87.9 93.2 97.9

Acer-07 78.0 80.5 93.4 82.6 86.0 96.7 94.7 94.7 98.8 73.5 72.4 88.6

EeePC-01 97.1 96.5 99.9 97.2 96.5 99.9 96.2 96.8 99.2 96.4 96.6 98.8

EeePC-02 97.1 90.0 99.2 97.5 50.8 98.5 96.0 88.8 97.9 97.0 19.7 97.5

EeePC-08 95.6 96.2 99.1 96.5 93.3 99.4 96.3 96.5 99.0 96.6 96.4 98.8

EeePC-12 88.0 78.7 95.9 80.4 76.5 95.9 79.3 78.6 91.8 78.2 78.3 91.4

Device ID
MCS 4 MCS 5 MCS 6 MCS 7

gID 0 gID 1 any gID 0 gID 1 any gID 0 gID 1 any gID 0 gID 1 any

Matlab 99.9 100 100 100 100 100 99.9 100 100 100 100 100

Acer-01 87.9 87.9 96.0 93.9 93.0 98.5 88.5 88.6 95.7 90.4 89.8 98.2

Acer-03 98.7 96.5 99.5 99.1 98.4 99.7 93.6 87.4 96.6 97.5 94.4 98.9

Acer-06 79.5 79.9 93.7 85.9 83.3 95.6 76.6 75.9 90.3 69.8 85.4 94.2

Acer-07 82.0 78.9 92.8 80.0 78.8 89.7 81.1 79.4 91.8 75.2 60.7 86.5

EeePC-01 95.9 95.9 99.1 95.4 95.5 98.7 94.1 94.5 98.1 94.7 77.5 97.9

EeePC-02 93.9 0.7 94.0 95.0 0.0 95.0 97.9 0.2 97.9 97.5 0.0 97.5

EeePC-08 94.2 95.3 97.6 94.6 84.7 97.5 61.0 95.2 97.0 2.3 0.0 2.3

EeePC-12 74.5 71.1 83.7 69.4 64.6 82.3 82.1 79.3 92.0 71.8 70.9 87.4

Table 13: FRR (%) of monitor devices in 1x1 ping-pong experiment, separated by group ID (gID)
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Device ID
MCS 0 MCS 1 MCS 2 MCS 3

FRR rRTx FTR-G FRR rRTx FTR-G FRR rRTx FTR-G FRR rRTx FTR-G

W3-a-00140 92.7 4.8 98.5 89.0 6.8 97.2 93.8 4.4 99.0 87.7 5.8 95.8

W3-a-00537 89.1 4.3 96.2 88.1 4.8 96.1 91.3 3.9 97.3 83.8 4.5 93.1

W3-a-00551 91.0 5.1 97.7 90.8 6.0 98.3 90.5 5.4 98.0 89.3 7.4 97.9

W3-a-00134 92.1 7.1 99.8 91.4 7.7 99.8 93.2 6.2 99.9 91.9 7.2 99.9

G
ro

up
ID

:0

W3-a-00156 88.6 9.7 99.7 86.7 10.9 99.6 88.9 9.5 99.7 87.0 10.9 99.5

W3-a-00116 93.5 5.6 99.7 89.6 8.3 99.0 96.0 3.6 99.9 91.4 6.3 98.9

W3-a-00130 91.5 6.2 99.2 87.6 7.3 98.4 88.2 6.1 98.4 88.4 7.2 97.6

W3-a-00131 91.7 6.2 98.8 88.6 6.6 97.3 90.4 7.2 98.5 90.3 7.0 98.3

W3-a-00259 95.7 4.0 100 95.7 4.0 100 95.6 4.1 100 95.7 4.0 100

G
ro

up
ID

:1

W3-a-00516 92.5 6.6 99.8 90.1 8.6 99.7 93.0 6.3 100 92.4 6.7 99.8

Device ID
MCS 4 MCS 5 MCS 6 MCS 7

FRR rRTx FTR-G FRR rRTx FTR-G FRR rRTx FTR-G FRR rRTx FTR-G

W3-a-00140 86.0 6.2 95.4 66.7 9.6 85.8 62.2 7.7 77.6 55.7 8.9 75.7

W3-a-00537 65.9 4.7 84.2 71.7 7.0 89.7 58.9 6.3 69.2 61.6 7.9 72.9

W3-a-00551 86.2 7.0 96.0 62.7 10.4 83.5 57.3 10.9 74.4 44.2 10.3 63.4

W3-a-00134 88.3 9.8 99.3 80.0 14.3 98.0 67.0 18.2 92.3 59.0 20.5 91.9

G
ro

up
ID

:0

W3-a-00156 83.2 13.1 99.2 66.4 18.0 95.4 40.9 14.5 73.2 43.5 18.2 84.2

W3-a-00116 89.8 6.9 98.7 78.7 9.4 95.2 76.8 7.9 91.7 72.3 9.4 92.1

W3-a-00130 89.7 7.0 98.8 79.3 7.3 94.6 80.3 7.1 93.0 66.6 7.0 82.9

W3-a-00131 86.8 7.6 96.6 81.0 8.3 93.0 69.7 11.3 85.1 63.1 10.9 78.8

W3-a-00259 94.7 5.0 100 85.9 9.9 99.9 87.6 8.1 99.7 77.9 13.5 99.1

G
ro

up
ID

:1

W3-a-00516 88.6 9.1 99.6 78.4 13.8 97.5 68.9 15.7 93.7 62.8 15.2 88.5

Table 14: Performance metrics (%) of the WARP prototype nodes in 5x5 ping-pong experiment:
Section 4.2.5 gives the definitions of the FRR and the FTR-G metrics. As the experiment
is conducted with two groups of nodes, the FTR is identical to the FRR and is not listed.
The rRTx metric is defined as the fraction of retryRTx frames of a node over the total
number of RTx frames of its group. Thus, the fraction of CCTs to which a particular
node contributed by generating an RTx or a retryRTx is the sum of its FRR and its rRTx.
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Device ID
MCS 0 MCS 1 MCS 2 MCS 3

gID 0 gID 1 any gID 0 gID 1 any gID 0 gID 1 any gID 0 gID 1 any

Matlab 100 99.9 100 100 99.9 100 100 100 100 100 99.7 100

Acer-01 95.0 94.9 99.9 92.1 93.1 99.8 97.1 97.6 99.8 95.7 95.9 99.6

Acer-03 100 100 100 99.4 99.7 99.9 99.9 99.9 100 100 99.8 100

Acer-06 97.1 96.7 100 94.2 94.1 99.7 95.5 94.9 99.6 96.1 96.4 98.8

Acer-07 93.5 94.8 98.6 95.1 95.5 99.7 97.4 97.8 99.6 97.0 97.6 99.5

EeePC-01 97.5 97.4 99.8 96.3 96.9 99.8 96.4 95.7 98.8 96.1 96.8 99.0

EeePC-02 98.4 98.2 99.8 97.6 97.6 99.8 94.5 95.2 98.7 95.9 96.8 99.2

EeePC-08 97.7 97.9 99.9 97.5 98.0 99.9 97.3 97.4 99.4 97.3 97.6 99.2

EeePC-12 99.1 99.6 99.9 94.9 96.3 99.1 98.0 98.8 99.6 85.7 84.0 94.9

Device ID
MCS 4 MCS 5 MCS 6 MCS 7

gID 0 gID 1 any gID 0 gID 1 any gID 0 gID 1 any gID 0 gID 1 any

Matlab 99.8 99.8 100 95.8 98.1 99.5 94.9 94.9 99.7 90.3 90.3 98.9

Acer-01 84.1 85.0 94.6 90.9 92.0 97.2 59.4 59.7 74.5 82.7 80.4 95.0

Acer-03 99.5 99.6 99.9 98.8 97.3 99.9 99.3 98.4 100 98.0 97.0 99.9

Acer-06 78.3 78.6 92.0 86.1 85.8 94.9 79.3 81.0 90.9 83.7 85.5 95.2

Acer-07 84.3 85.6 93.0 89.5 90.3 96.5 86.0 85.3 95.0 85.0 79.0 95.4

EeePC-01 96.0 96.3 98.9 93.0 92.0 97.0 93.0 92.0 98.2 91.3 93.6 98.4

EeePC-02 97.7 98.1 99.3 87.9 90.1 96.4 88.1 87.7 95.5 88.1 93.0 97.8

EeePC-08 96.7 97.2 99.3 92.7 95.1 97.8 94.8 95.7 98.9 91.9 91.4 98.1

EeePC-12 96.8 95.6 98.2 96.6 97.3 99.6 97.3 95.5 99.6 79.6 72.1 89.0

Table 15: FRR (%) of monitor devices in 5x5 ping-pong experiment, separated by group ID (gID)
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This appendix lists the evaluation results of the experiment described in Section 4.5.2.

Device ID
MCS 0 MCS 1

gID 0 gID 1 any gID 0 gID 1 any

Matlab LOS 99.9842 99.9900 99.9998 99.9442 99.9790 99.9994

Matlab NLOS 99.9796 99.9942 100 99.9364 99.9654 99.9998

Device ID
MCS 2 MCS 3

gID 0 gID 1 any gID 0 gID 1 any

Matlab LOS 99.9826 99.9940 100 99.9318 99.9436 99.9998

Matlab NLOS 99.9718 99.9894 99.9998 99.6818 99.9184 99.9958

Device ID
MCS 4 MCS 5

gID 0 gID 1 any gID 0 gID 1 any

Matlab LOS 99.9688 99.9718 99.9996 99.7342 99.7378 99.9958

Matlab NLOS 99.3444 99.9068 99.9884 96.5686 98.1888 99.8856

Device ID
MCS 6 MCS 7

gID 0 gID 1 any gID 0 gID 1 any

Matlab LOS 99.7716 99.3658 99.9868 99.5356 98.2762 99.9898

Matlab NLOS 62.6560 91.8522 96.9834 46.0936 80.9208 90.9330

Table 16: FRR (%) of 1 000 000 CCTs per MCS in 5x5 ping-pong experiment with a 32-byte MSDU,
separated by group ID (gID), used to check the URLLC reliability requirement
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This appendix lists the evaluation results of the experiment described in Section 4.5.5.

Device ID
MCS 0 MCS 1 MCS 2 MCS 3

FTR rRTx FTR-G FTR rRTx FTR-G FTR rRTx FTR-G FTR rRTx FTR-G

W3-a-00537 94.4 1.2 98.6 94.8 0.6 98.4 92.9 1.4 98.6 90.2 1.2 98.2

W3-a-00551 94.8 1.0 98.4 96.8 0.5 98.0 96.7 0.9 98.6 95.8 0.9 98.0

gI
D

:0

W3-a-00140 94.1 0.8 98.6 94.2 0.4 98.1 88.2 1.0 98.6 95.2 1.0 98.4

W3-a-00134 85.6 0.4 97.6 93.0 0.8 97.9 82.4 3.6 97.4 86.2 2.3 95.5

W3-a-00156 94.0 0.3 97.8 94.0 0.2 97.7 89.8 0.3 97.7 89.4 0.3 97.4

gI
D

:1

W3-a-00116 95.7 0.4 97.8 95.5 0.3 97.8 94.2 0.9 97.6 93.1 0.6 97.4

W3-a-00579 75.6 7.2 98.8 67.8 13.1 99.0 48.8 18.3 98.4 12.7 10.3 91.2

W3-a-00130 93.7 0.6 98.2 95.2 0.7 98.4 94.0 1.0 98.4 93.8 1.5 98.0

gI
D

:2

W3-a-00536 92.0 1.2 98.5 92.8 1.5 98.8 84.9 2.4 93.9 85.6 3.6 95.1

W3-a-00131 91.9 0.6 96.1 92.3 1.0 96.7 84.9 0.6 94.6 84.2 0.5 95.3

W3-a-00516 91.1 0.9 98.2 94.2 0.9 98.4 87.9 0.8 97.2 83.2 1.5 97.1

gI
D

:3

W3-a-00259 90.0 0.2 95.2 90.6 0.5 95.7 89.4 0.4 95.0 92.4 0.2 94.5

Table 17: Performance metrics (%) of 4 groups of WARP prototype nodes in an experiment with
circular forwarding: Section 4.2.5 gives the definitions of the FTR and the FTR-G metrics.
Note that the FTR is identical to the FRR of the frames from the previous hop of a group.
The rRTx metric is defined as the fraction of retryRTx frames of a node over the total
number of RTx frames of its group. The fraction of CCTs of a group to which a specific
node contributed by generating an RTx or a retryRTx is the sum of its FTR and its rRTx.

221



222 Evaluation of WARP Prototype : Circular Forwarding

Device ID
MCS 0 MCS 1

gID 0 gID 1 gID 2 gID 3 any gID 0 gID 1 gID 2 gID 3 any

Matlab 98.6 97.9 0.0 0.0 100 98.3 97.5 0.0 0.0 100

Acer-01 93.8 0.0 91.2 90.8 99.9 91.0 0.0 86.8 92.4 99.8

Acer-03 0.0 97.1 97.7 94.2 99.1 0.0 94.4 97.7 94.5 99.1

Acer-06 95.4 96.9 91.9 0.0 99.2 92.1 94.7 90.5 0.0 99.4

Acer-07 91.6 96.3 0.0 97.8 100 90.9 94.8 0.0 94.8 100

EeePC-01 92.0 0.0 91.3 94.4 99.8 87.6 0.0 92.1 94.2 99.7

EeePC-02 0.0 92.4 89.0 13.4 96.1 0.0 93.6 88.6 0.2 96.9

EeePC-08 93.5 94.5 76.4 0.0 98.8 90.7 94.7 55.8 0.0 99.0

EeePC-12 97.5 94.2 0.0 95.9 100 97.6 94.6 0.0 86.4 99.7

Device ID
MCS 2 MCS 3

gID 0 gID 1 gID 2 gID 3 any gID 0 gID 1 gID 2 gID 3 any

Matlab 96.3 96.7 0.0 0.0 99.8 97.4 100 0.0 0.0 100

Acer-01 80.4 0.0 83.1 92.1 99.7 82.1 0.0 89.1 89.0 99.6

Acer-03 0.0 94.8 93.6 83.8 99.0 0.0 96.2 92.4 91.7 99.3

Acer-06 87.0 94.0 66.2 0.0 98.9 87.4 91.5 92.3 0.0 98.7

Acer-07 91.4 92.0 0.0 94.8 100 89.5 89.0 0.0 95.6 100

EeePC-01 62.6 0.0 82.5 93.2 99.1 44.7 0.0 75.3 92.8 98.7

EeePC-02 0.0 89.1 82.4 0.0 95.2 0.0 84.2 83.1 0.0 94.6

EeePC-08 71.5 94.6 24.7 0.0 97.9 59.6 94.1 0.2 0.0 96.5

EeePC-12 97.4 86.5 0.0 39.4 98.6 96.9 86.5 0.0 37.7 98.2

Table 18: FRR (%) of monitor devices in an experiment with circular forwarding by 4 groups of
WARP prototype nodes, separated by group ID (gID)
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This appendix lists the evaluation results of the experiment described in Section 5.4.1.

Device ID
MCS 0 MCS 1

gID 0 gID 1 any gID 0 gID 1 any

Matlab LOS 99.9920 99.9968 100 99.8622 99.9942 100

Matlab NLOS 99.8428 99.9854 100 99.5130 99.2636 99.9976

Device ID
MCS 2 MCS 3

gID 0 gID 1 any gID 0 gID 1 any

Matlab LOS 99.9994 99.9994 100 99.9996 99.9638 100

Matlab NLOS 99.9578 99.9576 99.9998 99.5668 98.8342 99.9954

Device ID
MCS 4 MCS 5

gID 0 gID 1 any gID 0 gID 1 any

Matlab LOS 99.9948 99.9958 100 99.9930 99.9646 100

Matlab NLOS 98.3256 95.6282 99.9310 87.2150 72.8368 96.5120

Device ID
MCS 6 MCS 7

gID 0 gID 1 any gID 0 gID 1 any

Matlab LOS 99.9698 99.7990 100 99.3154 97.4508 99.9804

Matlab NLOS 43.3970 28.5346 59.5114 25.3912 1.7816 26.5922

Table 19: FRR (%) of 1 000 000 CCTs per MCS in 5x5 ping-pong experiment with a 32-byte MSDU,
separated by group ID (gID), used to check the URLLC reliability requirement
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This appendix lists the evaluation results of the experiments described in Section 5.4.4.

Modulation Coding rate NSS = 1 NSS = 2 NSS = 3 NSS = 4

BPSK 1/2
MCS 0 MCS 8 MCS 16 MCS 24

13.5 Mbit/s 27.0 Mbit/s 40.5 Mbit/s 54.0 Mbit/s

QPSK 1/2
MCS 1 MCS 9 MCS 17 MCS 25

27.0 Mbit/s 54.0 Mbit/s 81.0 Mbit/s 108.0 Mbit/s

QPSK 3/4
MCS 2 MCS 10 MCS 18 MCS 26

40.5 Mbit/s 81.0 Mbit/s 121.5 Mbit/s 162.0 Mbit/s

16-QAM 1/2
MCS 3 MCS 11 MCS 19 MCS 27

54.0 Mbit/s 108.0 Mbit/s 162.0 Mbit/s 216.0 Mbit/s

16-QAM 3/4
MCS 4 MCS 12 MCS 20 MCS 28

81.0 Mbit/s 162.0 Mbit/s 243.0 Mbit/s 324.0 Mbit/s

64-QAM 2/3
MCS 5 MCS 13 MCS 21 MCS 29

108.0 Mbit/s 216.0 Mbit/s 324.0 Mbit/s 432.0 Mbit/s

64-QAM 3/4
MCS 6 MCS 14 MCS 22 MCS 30

121.5 Mbit/s 243.0 Mbit/s 364.5 Mbit/s 486.0 Mbit/s

64-QAM 5/6
MCS 7 MCS 15 MCS 23 MCS 31

135.0 Mbit/s 270.0 Mbit/s 405.0 Mbit/s 540.0 Mbit/s

Table 20: MCS parameters of the IEEE 802.11 HT PHY for 40 MHz channel spacing, 800 ns GI and
all numbers of spatial streams (NSS) [104, Section 19.5, Tables 19-31, 19-32, 19-33, 19-34]
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MSDU: 32 bytes

NSS = 1 MCS 0 MCS 1 MCS 2 MCS 3 MCS 4 MCS 5 MCS 6 MCS 7

Group ID 0 100 99.70 99.48 98.86 96.46 96.60 96.52 94.80

Group ID 1 100 99.82 99.40 98.74 97.00 96.58 97.18 94.80

Any group 100 100 100 100 99.90 99.90 99.96 99.74

NSS = 2 MCS 8 MCS 9 MCS 10 MCS 11 MCS 12 MCS 13 MCS 14 MCS 15

Group ID 0 99.96 99.42 99.02 98.72 97.52 94.06 88.76 69.54

Group ID 1 99.98 99.72 99.32 98.84 96.34 71.02 61.88 27.16

Any group 100 100 100 99.96 99.78 98.26 95.60 77.40

NSS = 3 MCS 16 MCS 17 MCS 18 MCS 19 MCS 20 MCS 21 MCS 22 MCS 23

Group ID 0 100 99.86 99.72 99.58 98.46 82.48 62.42 33.28

Group ID 1 99.98 99.90 99.76 99.70 97.24 81.94 60.10 23.44

Any group 100 100 100 100 99.88 97.02 84.72 48.88

NSS = 4 MCS 24 MCS 25 MCS 26 MCS 27 MCS 28 MCS 29 MCS 30 MCS 31

Group ID 0 99.94 99.82 99.54 99.72 94.38 39.68 22.64 1.48

Group ID 1 99.90 99.82 99.14 98.68 88.56 26.26 21.26 2.22

Any group 100 100 100 100 99.54 56.04 39.48 3.66

Table 21: FRR (%) of 10 000 CCTs through 100 runs of 100 CCTs each, with an MSDU of 32 bytes,
a 40 MHz wide channel and a GI of 800 ns in the HT-MF PHY format (see Table 20)
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MSDU: 128 bytes

NSS = 1 MCS 0 MCS 1 MCS 2 MCS 3 MCS 4 MCS 5 MCS 6 MCS 7

Group ID 0 100 100 100 99.80 99.12 98.42 98.68 98.48

Group ID 1 100 100 100 99.84 99.46 98.38 98.84 98.46

Any group 100 100 100 100 100 99.96 100 99.96

NSS = 2 MCS 8 MCS 9 MCS 10 MCS 11 MCS 12 MCS 13 MCS 14 MCS 15

Group ID 0 100 99.98 99.68 99.32 97.70 89.06 85.82 43.98

Group ID 1 100 100 99.88 99.56 93.58 64.78 51.84 19.80

Any group 100 100 100 99.98 99.84 96.18 93.22 55.18

NSS = 3 MCS 16 MCS 17 MCS 18 MCS 19 MCS 20 MCS 21 MCS 22 MCS 23

Group ID 0 99.98 99.96 99.32 99.80 95.44 82.98 54.16 27.54

Group ID 1 100 100 97.76 99.98 92.58 71.50 49.48 22.02

Any group 100 100 99.96 100 99.72 95.08 76.04 43.32

NSS = 4 MCS 24 MCS 25 MCS 26 MCS 27 MCS 28 MCS 29 MCS 30 MCS 31

Group ID 0 100 99.98 99.70 99.52 79.28 28.62 5.02 0.08

Group ID 1 100 100 99.18 99.26 73.64 22.24 7.00 2.82

Any group 100 100 99.98 100 95.18 44.54 11.68 2.88

Table 22: FRR (%) of 10 000 CCTs through 100 runs of 100 CCTs each, with an MSDU of 128 bytes,
a 40 MHz wide channel and a GI of 800 ns in the HT-MF PHY format (see Table 20)
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MSDU: 512 bytes

NSS = 1 MCS 0 MCS 1 MCS 2 MCS 3 MCS 4 MCS 5 MCS 6 MCS 7

Group ID 0 93.82 99.54 98.22 99.74 98.18 98.02 95.60 91.60

Group ID 1 98.76 99.90 99.74 100 99.78 99.88 98.68 95.30

Any group 99.82 100 100 100 100 99.98 99.94 99.70

NSS = 2 MCS 8 MCS 9 MCS 10 MCS 11 MCS 12 MCS 13 MCS 14 MCS 15

Group ID 0 96.06 99.38 94.74 98.74 87.74 53.08 39.38 15.14

Group ID 1 99.60 99.96 99.34 99.22 87.10 34.66 18.80 5.60

Any group 100 100 99.98 99.96 98.64 69.64 51.04 19.96

NSS = 3 MCS 16 MCS 17 MCS 18 MCS 19 MCS 20 MCS 21 MCS 22 MCS 23

Group ID 0 99.70 99.84 96.72 99.68 78.52 35.34 18.64 7.48

Group ID 1 99.98 99.92 95.66 99.88 77.76 39.44 12.56 4.22

Any group 100 100 99.86 100 95.66 60.80 28.88 11.30

NSS = 4 MCS 24 MCS 25 MCS 26 MCS 27 MCS 28 MCS 29 MCS 30 MCS 31

Group ID 0 99.78 99.94 97.76 98.42 47.00 4.56 N/A N/A

Group ID 1 99.94 100 98.18 98.72 44.78 11.66 N/A N/A

Any group 100 100 100 99.96 70.90 15.72 N/A N/A

Table 23: FRR (%) of 10 000 CCTs through 100 runs of 100 CCTs each, with an MSDU of 512 bytes,
a 40 MHz wide channel and a GI of 800 ns in the HT-MF PHY format (see Table 20)

PHY data rate: 54 Mbit/s PHY data rate: 108 Mbit/s

MCS 3 MCS 9 MCS 24 MCS 5 MCS 11 MCS 25

(NSS = 1) (NSS = 2) (NSS = 4) (NSS = 1) (NSS = 2) (NSS = 4)

Group ID 0 98.7022 99.5932 99.9406 96.9796 98.9006 99.7868

Group ID 1 99.1318 99.6394 99.9352 97.7374 99.1626 99.7820

Any group 99.9892 99.9990 100 99.9260 99.9914 99.9992

Table 24: FRR (%) for NSS ∈ {1, 2, 4} spatial streams at PHY data rates of 54 Mbit/s and 108 Mbit/s,
over 1 000 000 CCTs through 100 runs of 10 000 CCTs each, with an MSDU of 32 bytes,
a 40 MHz wide channel and a GI of 800 ns in the HT-MF PHY format (see Table 20)
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