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A B S T R A C T

This dissertation explores the use of interactive systems to support
movement guidance, with applications in various fields such as sports,
dance, physiotherapy, and immersive sketching. The research focuses
on visual, haptic, and visuohaptic approaches and aims to overcome
the limitations of traditional guidance methods, such as dependence
on an expert and high costs for the novice. The main contributions of
the thesis are (1) an evaluation of the suitability of various types of
displays and visualizations of the human body for posture guidance,
(2) an investigation into the influence of different viewpoints/per-
spectives, the addition of haptic feedback, and various movement
properties on movement guidance in virtual environments, (3) an
investigation into the effectiveness of visuotactile guidance for hand
movements in a virtual environment, (4) two in-depth studies of haptic
perception on the body to inform the design of wearable and hand-
held interfaces that leverage tactile output technologies, and (5) an
investigation into new interaction techniques for tactile guidance of
arm movements. The results of this research advance the state of the
art in the field, provide design and implementation insights, and pave
the way for new investigations in computer-supported movement
guidance.
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Z U S A M M E N FA S S U N G

Diese Dissertation untersucht die Verwendung interaktiver Systeme
zur Unterstützung der Bewegungssteuerung mit Anwendungen in
verschiedenen Bereichen wie Sport, Tanz, Physiotherapie und immer-
sives Zeichnen. Die Forschung konzentriert sich auf visuelle, haptische
und visuohaptische Ansätze und zielt auf die Überwindung von den
Einschränkungen traditioneller Guidance Methoden, wie Abhängig-
keit von Experten und hohe Kosten für Anfänger. Die wichtigsten
Beiträge der Arbeit sind (1) eine Evaluierung der Eignung verschiede-
ner Arten von Bildschirmen und Visualisierungen des menschlichen
Körpers für Posture Guidance, (2) eine Untersuchung des Einflusses
von unterschiedlichen Blickwinkeln/Perspektiven, der Darbietung von
haptischen Reizen und verschiedener Bewegungseigenschaften auf
die Bewegungssteuerung in virtuellen Umgebungen, (3) eine Untersu-
chung der Effektivität von visuohaptischer Steuerung für Handbewe-
gungen in einer virtuellen Umgebung, (4) zwei vertiefende Studien
zur haptischen Wahrnehmung am Körper, um das Design tragba-
rer und handgehaltenen Interfaces zu unterstützen, die haptische
Ausgabetechnologien nutzen und (5) eine Untersuchung über neue
Interaktionstechniken für die taktile Steuerung von Armbewegun-
gen. Die Ergebnisse dieser Forschungsarbeit treiben den Stand der
Technik im Bereich voran, liefern Erkentnisse über Design und Im-
plementierung und ebnen den Weg für neue Untersuchungen in der
computerunterstützten Bewegungssteuerung.
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1
I N T R O D U C T I O N

From guiding hand movements while drawing, to an expert demon-
strating complex movements to novices, movement guidance plays an
important role in our lives. Research in this area has the potential to
revolutionize fields such as sports, dance, physiotherapy, immersive
sketching, and various other forms of physical activities. Furthermore,
in the field of Human-Computer Interaction (HCI), body-based inter-
action is foreseen to be the main modality for the next generation of
displays. Although body movements in this case are initiated by users,
users must initially learn how to utilize the interface. Computing
devices can support the user by communicating the possibilities for
interaction. Against this background, the present thesis contributes to
the field of computer-supported movement guidance.

1.1 the need for computer support

Traditionally, a novice learns new movements under guidance of an
expert. This guidance takes many forms, e.g. visually demonstrating a
movement, verbally expressing instructions for moving certain body
parts, and haptically guiding a novice through a movement. While
this approach has proven to be effective, it depends on the availability
of the expert and the novice at the same time and place, is limited
by the attention span of expert/novice, and incurs high costs for the
novice.

To overcome these limitations, a variety of novel approaches for move-
ment guidance have been proposed. There are four basic strands of
research in using computing devices to support movement guidance:
(1) visual, (2) auditory, (3) haptic, and (4) multimodal guidance. Visual
guidance has a long tradition and has been extensively researched.
From video recordings of exercises, to interactive avatars in virtual
reality that demonstrate movements to the user, visual guidance has
proven to be very effective. However, visual guidance requires the

1
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user’s attention to be directed at the display, which can limit the user’s
movements when using a 2D display. Audio-based guidance over-
comes this limitation, but is often error-prone in the communication
of complex movements. Haptic guidance does not require the visual
attention of the user and can provide localized guidance cues directly
on the body. However, compared to visual guidance, haptic guidance
is less explored and is mostly limited to guidance of hand movements.
Finally, multimodal approaches aim to combine visual, auditory, or
haptic approaches to overcome the limitations associated with us-
ing a single type of guidance. Based on the requirements defined
within this thesis, the focus of this dissertation is on visual, haptic,
and visuohaptic approaches.

1.2 research gaps & significance of research

This thesis advances the state of the art in the field of computer-
supported movement guidance with a focus on visual, haptic, and
visuohaptic approaches. In the following, the six main contributions,
the research gaps they address, and their significance is discussed.

The first contribution display types and visualizations for posture

guidance concerns itself with the evaluation of the suitability of vari-
ous types of flat displays and visualizations of the human body for
posture guidance. Currently, users typically posses a diverse set of
displays that include devices such as smartphones, tablets, and desk-
top computers. It was unclear, which of the many devices currently
available to users can be leveraged for guidance. The literature lacked
a systematic evaluation of the influence of display type on posture
guidance. Furthermore, the literature lacked an investigation into the
influence of using different visualizations of the human body. In this
contribution, a systematic evaluation was carried out that shed light
on the suitability of using different displays and visualizations for
posture guidance. The results add to the body of knowledge in the
literature by demonstrating the importance of the factors investigated,
and paves the way for new investigations by researchers, e.g. building
upon this work by including 3D displays, or investigating guidance of
movements instead of static postures. For practitioners, the results are
beneficial for the design and development of guidance systems.
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While the first contribution investigates static postures on flat displays,
the second contribution perspectives in vr for movement guidance

investigates guidance of movements using 3D displays. The transition
from flat displays to head-mounted 3D displays enables a wide range
of new interaction and visualization possibilities. Among the most im-
portant aspects to consider in this context is the choice of perspective
used in a movement guidance system. Different perspectives that can
be used with a 3D display include the first-person and third-person
perspectives. The first-person perspective is analogous to how we
see our bodies in the real world. The third-person perspective is an
out-of-the-body view that is commonly used in games. This contribu-
tion investigates the influence of perspective, as well as other factors
that arise when guiding movements instead of postures. The results
highlight the importance of the choice of perspective for movement
guidance, and provide concrete design guidelines that are beneficial
to researchers and practitioners alike.

The first two contributions investigate movement guidance that is use-
ful for a variety of fields - e.g. dancing, ballet, yoga, and rehabilitation.
Next to these applications, drawing is a field where movement guid-
ance can contribute significantly. haptic assistance for sketching

in vr investigates the use of visuohaptic guidance for drawing in a
virtual 3D environment. In comparison to 2D drawing, 3D drawing
in virtual environments faces challenges such as the limited depth
perception, higher hand-eye coordination required, and the lack of
natural haptic feedback provided by surfaces. To overcome these limi-
tations, approaches in the literature relied on force-feedback devices
that can emulate interactions with physical surfaces where none exist.
However, these devices are grounded, i.e. mounted on a stationary
surface. Thus, users cannot move freely and are typically limited to a
small interaction space. This contribution investigates an alternative
approach, where haptic feedback is provided using vibrotactile and
pneumatic actuators. With this approach, users are not restricted in
their movements. The knowledge gained within this contribution can
be directly leveraged by researchers and practitioners to provide more
effective hand movement guidance in a virtual environment.

The next two contributions in this thesis investigate the influence of
factors such as the spacing and arrangement of tactile actuators on hap-
tic perception to inform some of the main design decisions required
for on-body tactile interfaces. Tactile movement guidance is promising,
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however, work in this domain is sparse and mostly limited to guidance
of hand movements. Among the hurdles that face researchers in this
field is building economic tactile interfaces with respect to the number
of actuators, the associated cost, required control wiring, and weight.
Although most tactile actuators are lightweight and low-cost, using
many actuators to cover a larger surface on the body would lead to
a heavy and expensive setup with complicated wiring. In the field
of haptics, research has shown that by leveraging tactile illusions it
was possible to interpolate between physical actuators to produce
sensations where no actuator exists. Based on this knowledge, spacing

of vibrotactile actuators across the body investigates (1) the max-
imum spacing possible on major body locations where interpolation is
still possible and (2) the minimum spacing where actuators can still be
differentiated. This knowledge can be used to construct interfaces that
are optimal in the number of actuators used and minimize weight,
cost, and required control wiring. Extending this work, stationary

and moving tactile sensations on the palm investigates tactile
interfaces on the palm. The knowledge gained within this contribu-
tion informs the design of wearable (e.g. gloves) and handheld (e.g.
game controllers) tactile devices. Taken together, these contributions
provide knowledge necessary for the construction of tactile output
interfaces that are beneficial to movement guidance, as well as many
other sub-fields within HCI.

While the previous contributions investigate the spacing required
for constructing high-resolution tactile interfaces, the final contribu-
tion tactile vectors for omnidirectional arm guidance leverages
this knowledge to investigate different interaction techniques for arm
movement guidance. Prior work has used single vibrotactile actuators
to communicate a movement direction to the user. This work investi-
gates new concepts where two actuators are used to communicate a
movement direction. The first actuator communicates the start point,
while the second actuator communicates the endpoint of the direction
vector. The knowledge gained within this contribution informs the
choice of interaction technique for tactile movement guidance.
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1.3 research methodology

The main methodology in this thesis is a controlled lab experiment -
also referred to as a user study. User studies are carefully designed,
conducted, and analyzed to answer the research questions and hy-
potheses formulated at the beginning of the research. During the
design of these experiments, factors of interest to vary are determined
(independent variables) and their influence measured using different
metrics (dependent variables). Depending on the number of indepen-
dent variables and their levels, different combinations (referred to as
conditions) of these factors are possible. Other factors that are not
included in the design as independent variables which could poten-
tially influence the experiment are controlled. Furthermore, to prevent
learning effects influencing the results of the user studies, the order of
conditions is varied using a balanced Latin square. A within-subjects
study design where participants experience all the different possible
conditions is employed for all experiments in this thesis.

The typical sequence of events during conducting an experiment is as
follows: (1) participants are welcomed to the lab and asked to provide
consent for the collection of their data and to fill out a demographic
questionnaire, (2) the task is briefly explained before participants start
experiencing the different conditions, and (3) participants are required
to fill out questionnaires either at the end or between conditions that
measure further aspects concerning the user experience. During the
user study, the defined dependent variables are collected by logging
participants’ actions as well as their answers to any questionnaires. To
answer the research questions and hypotheses defined at the beginning
of the experiment, the data is subsequently analyzed using inferential
statistics. The statistical tests are either parametric - e.g. repeated
measures analysis of variance (RM ANOVA) - or non-parametric - e.g.
processing the data with the aligned rank transform (ART) procedure
before conducting a RM ANOVA. The choice of statistical test depends
on the design of the experiment (within-subjects or between-subjects),
the number of independent variables, the number of levels of the
independent variables, and whether the data fulfills the assumptions
required for parametric tests. Qualitative data, such as participants
opinions and comments, are summarized, structured and reported
according to recurrent themes.
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1.4 thesis structure

This cumulative dissertation is structured as follows. Part i, provides
an introduction into the topic, an overview of the current state of the
art based on selected related work, a detailed description of the con-
tributions, a conclusion, and an outlook. Part ii lists the publications
verbatim.



2
S TAT E O F T H E A RT

This chapter begins by defining the requirements for computer-supported
movement guidance. A presentation and discussion of the current state
of the art follows, excluding the contributions of this thesis. Research
gaps are highlighted in the respective sections.

2.1 requirements

This section defines requirements for interaction in the context of
computer-supported movement guidance that are used to inform the
contributions of this thesis.

2.1.1 Intuitive Guidance on a Sensory Level (R1)

Much like an expert demonstrating a movement, the use of computing
devices should allow beginners to quickly grasp information. The
information should be presented in a way that does not require con-
siderable cognitive load to interpret. Minimizing cognitive load has
the advantage of leading to a faster reaction time and allows novices
to become experts with the usage of an interface in a shorter amount
of time.

2.1.2 Localized Body-Related Feedback (R2)

An expert can physically guide a novice through a movement, point to,
or verbally express that the user should pay attention to certain body
parts. This type of localized feedback is required to inform the novice
of shortcomings in their performance of certain movements and to
guide them towards improving the execution of these movements.

7



8 state of the art

Approaches should therefore, whenever possible, use the opportunity
to present on-body localized cues.

2.1.3 Preservation of Self-Agency (R3)

This thesis considers self-agency as an important requirement. Interac-
tion technologies that reduce self-agency should therefore be avoided.
Prominent examples of technologies to avoid are those that rely on
body activation, e.g. exoskeletons [37], soft robotics [9], and EMS [36].

2.1.4 Portability (R4)

Approaches that allow relocation of the user carry several advantages.
They enable a wide variety of application scenarios in a diverse set of
environments, e.g practicing yoga in a park or physical rehabilitation
at home. Interactive systems for movement guidance typically consist
of (1) a sensing component (e.g. a camera) to perceive the state of
the user’s body, and (2) an output component (e.g. visual display) to
give instructions based on the user’s current state. Currently, portable
motion capture can be achieved [57], making the choice of output
technology decisive in whether an interactive system can be made
portable.

2.1.5 Wide Range of Usage Scenarios (R5)

Systems and interaction techniques for movement guidance should
not be limited to a certain set of movements, but should rather be able
to support a wide variety of usage scenarios.

2.1.6 High Accuracy Guidance (R6)

Movement guidance systems and interaction techniques should, simi-
lar to natural interactions with an expert, communicate the movements
to be performed with high accuracy.
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2.2 state of the art

This section provides an overview of prior work, makes research
gaps [RG] explicit, and summarizes how prior work addressed the
requirements defined.

2.2.1 Visual Guidance

A considerable amount of work exists for visual guidance of body
movements [2–4, 7, 8, 12, 14, 15, 21–25, 27, 34, 48, 49, 51, 53, 54, 58,
59]. All interaction techniques proposed in these publications aim at
showing the user how to move, with the main differences being in the
display, perspective, and visualization used.

The approaches either leveraged VR [3, 4, 8, 11, 15, 24–27, 29, 58, 59] or
AR [2, 12, 21–23, 34, 48, 49, 51, 53, 54]. In AR, approaches were either on
2D [2, 12, 48, 49, 53, 54] or 3D displays [21–23]. Although AR typically
refers to head-mounted displays that blend digital information with
the real environment, it can also be achieved with 2D displays. For
example by integrating digital information with the real environment
as captured by the camera feed of a smartphone. 2D displays used by
prior work varied from monitors for desktop computers [34, 53] to
large wall-sized displays [54]. Furthermore, approaches used different
perspectives, with a 2D mirror view of the user being most common [2,
12, 34, 53, 54] and first and third person views being limited to 3D
displays [21–23]. In contrast to 3D displays which are currently mostly
limited to HMDs, there is a diverse set of 2D displays available on the
consumer market, with the smartphone being the most ubiquitous.
However, how well these displays can be used for guidance remains
unclear. Additionally, different visualizations of human postures and
movements have been used by the approaches presented in the litera-
ture. For example, the human body can be visualized using a skeleton,
where only the joint locations and connections between the joints are
displayed. Another possibility is the use of a 3D body model, where
further information is visible, e.g. concerning the body composition.
A comparison between the different display types, as well as between
the different visualization types is missing in the literature.
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[RG1]: How does the choice of display type and visualization
type influence the accuracy and the user experience of a guid-
ance system?

In VR, prior work employed different perspectives for movement
guidance. Among these were the first person [15, 24, 59] and third
person perspectives [25, 26, 59]. The first person perspective displays
to the user a view which is similar to our real world view of our
bodies. Guidance in this case follows using superimposed visual cues
overlayed on top of the user’s body. In contrast, the third person view
displays the user from an outside of the body view, similar to what a
person sees observing the user. Although all these approaches show
promise for guiding movements, it is unclear which perspective to
use for guidance, as no comparison between the different perspectives
exists for movement guidance.

[RG2]: How does the choice of perspective influence the accu-
racy and the user experience of a movement guidance system?

2.2.2 Auditory Guidance

Computer-based auditory guidance of movements is still in the early
stages of development. Particularly, approaches to guiding movements
with audio have been mostly verbal instruction using words [33], audio
cues [40], and sonification [16]. Directions for advancing auditory guid-
ance include investigating spatial auditory cues that communicate dis-
tance and direction for movement guidance. Although promising, this
thesis did not contribute in this direction, as auditory guidance alone
does not fulfill several of the requirements for computer-supported
movement guidance previously defined.
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2.2.3 Haptic Guidance

Similar to auditory guidance, haptic guidance is still in the early stages
of development with respect to computer support. Prior work can be
structured along the type of guidance: either tactile [1, 5, 13, 20, 28, 30,
32, 35, 38, 43–45, 50, 55] or kinesthetic [19, 36, 39, 41, 52].

Among the different tactile output technologies available for move-
ment guidance, mainly vibrotactile interfaces were used. This is due to
the fact that these interfaces are low-cost, lightweight, portable, have
low-power consumption, and are able to leverage tactile illusions in
order to mimic high-resolution tactile output with lower-resolution
devices. However, other technologies exist that can stimulate the skin,
e.g. ultrasonic [56] and pneumatic [10] actuation.

Tactile interaction techniques mainly employed the push and pull
metaphors [20]. According to the push metaphor, a vibration on the
body is interpreted by the user as a pushing force at that location. In
contrast, the pull metaphor pulls the user at the location of the vibra-
tion. It should be noted that prior work differed in the usage of these
metaphors. For example, the target direction for a movement can be
anywhere between tangential and perpendicular to the skin. How to
interpret these cues must be initially learned by the user. Changing the
direction of guidance has been achieved by including several actuators
in the interface to communicate different directions according to a
particular metaphor. These metaphors were also extended to moving
tactile sensations on the body [50]. Generally, guidance with tactile out-
put technologies has been limited mostly to the hand and wrist. While
hand movements are important for interacting with the environment,
they only constitute a part of the movements our bodies are capable
of. The above mentioned and other interaction techniques have not
been extended to guidance of the many possible movements involving
different body parts. A hurdle facing researchers in this context is
the development of high-resolution tactile interfaces that are able to
stimulate arbitrary locations on the body. It is clear that covering an
entire surface of the body with actuators would not be optimal in
terms of cost, weight, and required control wiring. A possible solution
to this problem is the use of tactile illusions that allow interpolating
between physical actuators to produce sensations where no actuator
exists. However, it is critical to understand the spacing requirements
to leverage these illusions. Placing actuators too far apart would lead



12 state of the art

to losing the ability to interpolate between them. Placing them too
close together would again lead to high costs, a heavier interface,
and more control wiring required. An understanding of the spacing
requirements is missing in the literature.

[RG3]: What is the spacing required for vibrotactile actuators
across the body?

Closing this research gap is crucial for the continued development
of research utilizing (vibro)tactile displays for on-body information
transmission in general and movement guidance in particular.

For movement guidance with kinesthetic displays, different approaches
were introduced, e.g. exoskeletons [37], pneumatic actuation [19], and
EMS [36]. In addition to movement guidance, prior work mainly uti-
lized these displays as a means to simulate force feedback as part
of interactions in a virtual/augmented environment. Among these
approaches, EMS proves to be most promising for actuating users due
to the lack of bulky mechanical components (exoskeletons/robotics)
and of tubes that connect to an external air compressor (pneumatic).
However, to be able to guide movements, the interface must take
control of the user’s body to demonstrate the movement. Currently,
research shows that users tend to reject the use of EMS if they lose
agency or perceive a high level of risk with the interface [46]. There-
fore, this thesis does not investigate leveraging kinesthetic displays for
movement guidance.

2.2.4 Multimodal Guidance

Approaches for multimodal guidance have mainly focused on either
visuoauditory [33, 42] or visuohaptic [31, 41] displays. In visuoauditory
displays, demonstration of movements used the visual channel, while
auditory instructions provided feedback to improve users’ imitation
of displayed movements.

Literature about visuotactile guidance is rather sparse. A closer look
at the existing publications in this field reveals that the limited knowl-
edge about economic large-surface tactile surfaces (see RG 3) led to
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Modality Technique/Technology Related Work
Requirements

R1 R2 R3 R4 R5 R6

visual 2D displays [2, 12, 48, 49, 53, 54] Ë � Ë � Ë �

visual 3D displays [3, 4, 8, 11, 15, 21–27, 29, 58, 59] Ë � Ë � Ë Ë

auditory verbal instruction [42] é � Ë Ë é é

auditory audio cues (tactile+audio) [40] é � Ë Ë é é

auditory sonification (visual+audio) [47] é � Ë Ë é é

haptic vibrotactile [1, 5, 13, 20, 28, 30, 32, 35, 38, 43–45, 50, 55] Ë Ë Ë Ë Ë �

haptic exoskeletons [37] Ë Ë � � � Ë

haptic pneumatic [19] Ë Ë � é Ë Ë

haptic EMS [36] Ë Ë é Ë é �

visuoauditory 2D displays + verbal instruction Ë � Ë � Ë é

visuoauditory 3D displays + verbal instruction [33] Ë � Ë é Ë Ë

visuotactile 2D displays + vibrotactile [5, 6, 43] Ë Ë Ë � Ë �

visuotactile 3D displays + vibrotactile Ë Ë Ë � Ë Ë

visuokinesthetic 2D displays + kinesthetic [17, 39, 41] Ë Ë � � Ë Ë

visuokinesthetic 3D displays + kinesthetic [18] Ë Ë � � Ë Ë

Table 2.1: Overview of state of the art with respect to the defined require-
ments. Ëindicates a fulfilled requirement. �indicates partial ful-
fillment of a requirement. éindicates a requirement that is not
fulfilled.

the limited body of research. In particular, tactile guidance in this
context was mainly limited to arm movements, and the usefulness of
vibrotactile guidance as part of visuotactile solutions remained rather
unclear in general, even more so with respect to complex movements
(see, e.g., Bark et al. [5] and Bark et al. [6])

[RG4]: Can tactile cues support users in the context of visuotac-
tile interaction for movement guidance?

Visuokinesthetic interfaces used grounded (i.e. mounted on a station-
ary surface) devices to generate counter forces during guidance of
arm movements [39]. This thesis focuses on visuotactile instead of
visuokinesthetic interaction to avoid reducing the sense of agency.

2.3 conclusion

Table 2.1 shows an overview of the state of the art with respect to
the defined requirements. Considering unimodal approaches to move-
ment guidance, it is clear that an accurate vibrotactile approach sat-
isfies all requirements. It is not clear, however, if such an approach
is possible. This thesis builds the foundation for investigations us-
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ing high-resolution vibrotactile guidance. Considering multimodal
approaches, combining 3D visual displays with vibrotactile feedback
is promising. Moreover, from the perspective of VR versus AR, AR
approaches allow for portability.
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3
C O N T R I B U T I O N S

The previous chapter provided an overview of the state of the art
and outlined important research gaps in the literature. This chapter
summarizes the contributions of this thesis with respect to the defined
research gaps.

3.1 display types and visualizations for posture guid-
ance

The first contribution of this thesis was an investigation into the use
of different 2D displays and visualizations for posture guidance (see
Chapter P1). After the contribution statement, a brief description
of the concept, prototype used, methodology, main findings, and a
discussion of the results follows.

This contribution is based on the following publication:

Hesham Elsayed, Philipp Hoffmann, Sebastian Günther, Martin Schmitz,

Martin Weigel, Max Mühlhäuser, and Florian Müller. “CameraReady:

Assessing the Influence of Display Types and Visualizations on Pos-

ture Guidance.” In: Designing Interactive Systems Conference 2021. DIS

’21. Virtual Event, USA: Association for Computing Machinery, 2021,

pp. 1046–1055. isbn: 9781450384766. doi: 10.1145/3461778.3462026

Contribution Statement: I led the idea generation, experiment
design and execution, the data analysis, and writing of the
publication. Philipp Hoffmann implemented the system used
during the evaluation and helped with the execution of the
experiment under my supervision. Florian Müller assisted me
with his excellent expertise in creating the scripts used for the
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data evaluation. All co-authors helped to improve the conceptual
design and writing of the publication with valuable feedback.

3.1.1 Concept & Prototype

Users constantly interact with a variety of displays. This work investi-
gated how and if these displays can be leveraged to enable posture
guidance. The concept was straightforward: a user stood in front of a
display and saw themselves with a superimposed target posture. After
imitating the posture, the user could move on to the next posture with
a clickable device held in the hand.

To this end, we developed a cross-platform system that displays to
the user the posture to be imitated. The system consisted of a client
application responsible for sending the camera feed to the server and
displaying posture information, and a server application responsible
for determining the current user posture from the feed. The system
was used on a (1) smartphone, (2) tablet, (3) 24" desktop monitor
(4) 55" TV, and (5) 72" large display. Furthermore, three different
visualizations were supported: (1) a skeleton, (2) a silhouette, and (3)
a 3D body model.

3.1.2 Methodology

We conducted a controlled experiment to evaluate the influence of dis-
play and visualization used on the accuracy, efficiency, and usability of
posture guidance. 20 participants were recruited that took part in the
experiment. The independent variables were the display type and the
visualization type. The experiment followed a within-subjects design,
where every participant experienced all conditions in a counterbal-
anced order. The dependent variables measured were the joint angle
error, task completion time (TCT), and answers to a system usability
scale (SUS) questionnaire. TCT was the time measured between the
target posture being displayed to the user and the user signaling suc-
cessful imitation of the posture. SUS is a commonly used questionnaire
to measure the usability of a system. Aspects such as the complexity,
ease of use, and willingness of the users to use the system often, are
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assessed. The result of an SUS questionnaire is a score between 0 - 100,
where a score above 70 indicates an acceptable system [1]. Finally, in a
closing questionnaire, we asked participants which visualizations and
displays they preferred and collected comments on further features.

3.1.3 Main Findings

Regarding the choice of display type, we found that larger displays led
to more accurate guidance and higher usability ratings with very little
differences going from desktop monitors to large displays. However,
contrary to the current state of the art, where smartphones have been
rarely used for posture guidance, they proved to be still usable and
resulted in only a 12% decrease from larger displays.

Regarding the choice of visualization type, we could not find a dif-
ference in the joint angle error between the different visualizations.
However, 3D body models showed higher usability ratings compared
to a skeleton visualization.

3.1.4 Discussion

The aim of this contribution was to investigate the accuracy, efficiency,
and usability of different displays and visualizations for posture guid-
ance. The deciding factor for the accuracy was the screen size which
determines the size of the guidance cues in the user’s visual field.
Based on the experiment setup and the displays used, the size of the
displays in users’ visual fields could be calculated. Table 3.1 outlines
these values. A visual angle of 7° in height and 9° in width proved
to be the size after which little improvement is obtained in terms
of accuracy. This finding informed the minimum size of the display
relative to the user for accurate posture guidance. Taking a broader
view, accuracy of posture guidance on 2D displays appeared to be
limited in general, with average angle errors over 20°. This might be
attributed in part to the missing depth information when using 2D
screens to display 3D information. Efficiency was comparable across
all displays and visualizations. However, usability as measured using
the system usability scale questionnaire increased with an increasing
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Table 3.1: Angle errors, TCT, and SUS scores across all displays and visual-
izations used in the experiment. The table reports the mean values
µ, and the standard deviations σ.

Display
Visual Angle

Visualization
Angle Error TCT SUS

height width µ σ µ σ µ σ

Smartphone 6.94° 3.26° average 24.06° 3.91° 4.03s 1.71s 74.43 17.44

Tablet 5.77° 8.35° average 22.82° 3.94° 4.06s 2.56s 82.21 10.21

Desktop Monitor 6.69° 8.84° average 21.05° 4.54° 3.90s 2.28s 82.12 12.23

TV 11.13° 19.64° average 21.22° 4.49° 4.13s 1.85s 85.19 12.66

Wall-sized Display 22.06° 19.64° average 21.07° 3.88° 4.35s 1.87s 88.32 10.94

skeleton 22.18° 4.26° 4.00s 1.96s 79.16 15.91

silhouette 22.25° 4.47° 4.10s 2.05s 82.95 13.82

3D body model 21.73° 4.22° 4.18s 2.22s 85.15 10.19

display size, even beyond the threshold where little accuracy increase
is obtained.

Taken together, this was the first contribution in the literature to sys-
tematically evaluate the influence of different display types, different
visualization types, and their combinations on posture guidance. The
results shed light on the required minimum display size, the differ-
ences between visualizations, and posture guidance on 2D displays.

3.2 perspectives in vr for movement guidance

The second contribution of this thesis investigated how different per-
spectives influence movement guidance in virtual 3D environments
(see Chapter P2). After the contribution statement, a brief description
of the concept, prototype used, methodology, main findings, and a
discussion of the results follows.

This contribution is based on the following publication:

Hesham Elsayed, Kenneth Kartono, Dominik Schön, Martin Schmitz,

Max Mühlhäuser, and Martin Weigel. “Understanding Perspectives

for Single- and Multi-Limb Movement Guidance in Virtual 3D Envi-

ronments.” In: 28th ACM Symposium on Virtual Reality Software and

Technology. VRST ’22. Tsukuba, Japan: Association for Computing

Machinery, 2022. doi: 10.1145/3562939.3565635

https://doi.org/10.1145/3562939.3565635
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Contribution Statement: I led the idea generation, experiment
design and execution, the data analysis, and writing of the pub-
lication. Kenneth Kartono implemented the system used during
the evaluation and helped with the execution of the experiment
under my supervision. All co-authors helped to improve the
conceptual design and writing of the publication with valuable
feedback.

3.2.1 Concept & Prototype

With 3D displays, several perspectives were introduced in the litera-
ture for guidance. This contribution investigated how the choice of
perspective influenced the accuracy and user experience of movement
guidance. A first person view was analogous to how we see our own
bodies in real life. A third person view showed the user from a posi-
tion behind and above the user, similar the perspective used in games.
In all cases, guidance cues were superimposed over the user’s current
body. Furthermore, the concept in this contribution consisted of two
phases for movement guidance: (1) demonstrate and (2) perform. In
the first phase, the user saw the movement superimposed over their
body. In the second phase, the user was required to replicate the
movement with the correct movement properties, namely the path
and speed. In addition to the visual cues, feedback was provided in
the form of changing the color of body parts and using vibrations at
the wrists and ankles.

We implemented a virtual scene where users were able to see them-
selves from the different perspectives. In addition to the first- and
third-person perspectives, we implemented a variant of the third-
person perspective that further displayed a screen with multiple views
of the user.

3.2.2 Methodology

We conducted a controlled experiment to evaluate the influence of
perspective and various movement properties on the accuracy of
movement guidance. 18 participants took part in the experiment. The
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independent variables were perspective, movement complexity, movement
direction, movement speed, and feedback. In total, the factors resulted in
162 (3 × 3 × 3 × 2 × 3) conditions. Movement complexity referred to the
number of body parts involved in the movement to be performed. This
ranged from one-arm movements to both arms and a leg. Movement
direction referred to the direction in which the body parts moved,
which was either forward, backward, or sideways. Movement speed
was either fast or slow. The addition of feedback was also investigated,
with the following levels: no feedback, haptic feedback, and color
feedback. The experiment followed a within-subjects design, where
every participant experienced all conditions in a counterbalanced
order. The dependent variable measured was the joint angle error.
After performing the experiment, participants were asked to fill out a
survey that contained the following questions:

s1 What is your opinion on using a VR system to learn new move-
ments?

s2 Which would you prefer: a VR system, a TV application or a real
class for learning new movements? Why?

s3 Which perspective did you like the most in VR? Why?

s4 Which feedback did you like the most? Why?

s5 Did you find any aspects frustrating while using VR for motion
guidance? Which?

s6 Are there further features you would like to see in a VR movement
guidance application? Which?

3.2.3 Main Findings

Contrary to posture guidance, we found that a third-person perspec-
tive outperformed a first person perspective for movement guidance.
The main reason for this was the fact that with movement guidance,
time played an important role, while with posture guidance, users
could rotate their heads freely until fully perceiving the posture. Fur-
thermore, we found that multiple views helped users perform move-
ments more accurately, but only with a slight improvement compared
to a third person perspective without multiple views. Regarding move-
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ment complexity, the results indicated that single-limb movements
can be performed more accurately than multiple-limb movements.
Movement direction depended on the movement complexity, where
one-arm movements showed comparable performance for the different
directions, while for both arms and a leg, sideways movements led to
the highest errors and backward movements led to the lowest errors.
Feedback showed comparable performance across all levels. Similarly,
fast and slow movements were comparable.

Concerning the qualitative results, participants expressed willingness
to use VR for movement guidance. In cases where a real class was
preferred, the main reason was the presence of an expert to guide the
user. Otherwise, participants found that VR gave them independence
that would not have been possible in a real class. In line with the quan-
titative results, all participants expressed a preference for using a third
person perspective. Haptic feedback was preferred by the majority
of our participants, however, they found difficulties interpreting the
information communicated by the feedback.

3.2.4 Discussion

The aim of this contribution was to investigate how different per-
spectives and movement properties influenced movement guidance in
virtual environments. Prior work had shown that a first person per-
spective was beneficial for posture and path guidance. This work was
the first contribution to investigate different perspectives for movement
guidance. Contrary to posture and path guidance, where users were
not under time constraints, our findings showed that for movement
guidance a third person perspective should be preferred. Addition-
ally, the angle errors obtained in this contribution are considerably
lower that those in the previous contribution, which demonstrated the
advantage of using 3D displays.

The addition of haptic feedback did not lead to a significant accuracy
increase in the presence of visual guidance, although qualitatively
preferred by the majority of our users. A possible explanation for this
could be the design of the haptic feedback. Haptic cues communicated
inaccurate performance of a movement to the user, but not how to cor-
rect the movement. The design can be improved by providing intuitive
correction information, e.g. using the push and pull metaphors.
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3.3 haptic assistance for sketching in vr

The third contribution investigated whether tactile cues can improve
hand path guidance in the presence of visual guidance (see Chap-
ter P3). After the contribution statement, a brief description of the
concept, prototype used, methodology, main findings, and a discussion
of the results follows.

This contribution is based on the following publication:

Hesham Elsayed, Mayra Donaji Barrera Machuca, Christian Schaar-

schmidt, Karola Marky, Florian Müller, Jan Riemann, Andrii Matvi-

ienko, Martin Schmitz, Martin Weigel, and Max Mühlhäuser. “VRS-

ketchPen: Unconstrained Haptic Assistance for Sketching in Virtual

3D Environments.” In: 26th ACM Symposium on Virtual Reality Software

and Technology. VRST ’20. Virtual Event, Canada: Association for Com-

puting Machinery, 2020. isbn: 9781450376198. doi: 10.1145/3385956

.3418953

Contribution Statement: I led the idea generation, experiment
design and execution, the data analysis, and writing of the
publication. Christian Schaarschmidt implemented the system
used during the evaluation and helped with the execution of
the experiment under my supervision. All co-authors helped to
improve the conceptual design and writing of the publication
with valuable feedback.

3.3.1 Concept & Prototype

Next to artistic movement (e.g. dancing and ballet) and exercises
(phsical rehabilitation, yoga, and tai-chi), drawing is a third major field
where movement guidance can contribute significally. Example use
cases for adults include learning to draw or to construct. In addition,
in comparison to the previous contributions where ex-ante guidance
was investigated, drawing naturally provides ex-post feedback, where
users can see the results of their movements and the accuracy achieved.

https://doi.org/10.1145/3385956.3418953
https://doi.org/10.1145/3385956.3418953
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As to drawings -or arm movements- on a flat 2D surface, it can be
assumed that straightforward visual guidance is highly effective. How-
ever, several challenges arise when drawing in 3D, such as the higher
hand-eye coordination required and the lack of haptic feedback pro-
vided by a physical surface. This is the area that the third contribution
of this thesis examined.

It is worth noting that movement guidance in this context is bene-
ficial to both (1) the standard usage of 3D drawing, e.g. adding 3D
hand-drawings to VR scenes, or sketching artistic and engineering
prototypes in-situ for a real environment using AR, and (2) as a means
for guidance of arm movements that are three-dimensional in nature,
e.g. interaction gestures, artistic, or excercise movements.

The concept of this contribution took inspiration from our interactions
on surfaces in real life and extended this to support movements in
3D in a virtual environment. While moving our fingers or a tool on
a surface we intuitively feel the texture of the surface. To emulate
this feeling, we built a pen that has a vibrotactile actuator embedded
in its tip to generate mid-air textures. Furthermore, at the moment
our fingers touch a surface we feel the pressure resulting from the
contact. We equipped the pen with a pneumatic actuator that inflated
to emulate the pressure resulting from contact with a surface.

We 3D printed a pen with a compartment at the tip to fit a vibrotactile
actuator and a contact spot for the finger on which an inflatable
balloon can be attached. Moreover, we constructed a virtual scene
where the user could see a virtual surface to draw on.

3.3.2 Methodology

We conducted a controlled experiment to evaluate the influence of
tactile feedback on the accuracy of a sketching task in a virtual en-
vironment. 20 participants were recruited for the experiment. The
sketching task was to trace shapes displayed in front of them in a
virtual environment. The independent variables of the experiment
were type of feedback and type of surface. Feedback varied between no
feedback, vibrotactile textures, pneumatic force feedback, a combina-
tion of both types of haptic feedback, and snapping. Snapping referred
to projecting the users’ strokes on the surface. Type of surface varied



34 contributions

between flat and curved surfaces. The experiment followed a within-
subjects design, where every participant experienced all conditions
in a counterbalanced order. The dependent variables measured were
the 2D error (the distance between the drawn shape and the displayed
shape on the drawing surface), depth error (the distance between the
drawn shape and the displayed shape perpendicular to the drawing
surface), 3D error (the distance between the drawn shape and the dis-
played shape), and drawing time (the time measured between the first
point and the last point of the drawn shape). We collected qualitative
feedback on the perceived convenience and confidence ratings while
using the pen. Furthermore, we collected users’ ratings regarding their
willingness to use the pen while sketching in VR.

3.3.3 Main Findings

We found that the addition of tactile feedback reduced users’ 2D er-
rors while tracing shapes on virtual surfaces compared to no feedback
and the state-of-the-art technique snapping. Concerning depth error,
the tactile conditions led to a significant decrease compared to no
feedback. Similarly, the tactile conditions led to a decrease in 3D error
compared to no feedback. However, the addition of the tactile modali-
ties led to a higher drawing time compared to the other conditions.
Taken together, the tactile conditions could provide effective motion
assistance while tracing paths in 3D. Finally, users expressed a high
degree of willingness to use tactile feedback while sketching in a
virtual environment.

3.3.4 Discussion

The aim of this contribution was to investigate whether the addition
of tactile cues could improve path guidance in the presence of visual
cues. Our investigation was the first contribution in the literature to
show that tactile feedback improved sketching in virtual environments.
In addition, it became evident that the design of haptic feedback plays
a critical role in its effectiveness for movement guidance.
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3.4 spacing of vibrotactile actuators across the body

The fourth contribution of this thesis investigated the spacing required
between vibrotactile actuators at various body locations (see Chap-
ter P4). After the contribution statement, a brief description of the
concept, prototype used, methodology, main findings, and a discussion
of the results follows.

This contribution is based on the following publication:

Hesham Elsayed, Martin Weigel, Florian Müller, Martin Schmitz,

Karola Marky, Sebastian Günther, Jan Riemann, and Max Mühlhäuser.

“VibroMap: Understanding the Spacing of Vibrotactile Actuators

across the Body.” In: Proc. ACM Interact. Mob. Wearable Ubiquitous

Technol. 4.4 (Dec. 2020). doi: 10.1145/3432189

Contribution Statement: I led the idea generation, experiment
design and execution, the data analysis, and writing of the
publication. I also implemented the prototypes. All co-authors
helped to improve the conceptual design and writing of the
publication with valuable feedback.

3.4.1 Concept & Prototype

The main goal of this contribution was to determine the spacing re-
quirements for vibrotactile actuators. To achieve this goal, psychophys-
ical experiments were conducted that measure the perception of tactile
sensations on the body. On the one hand, it was important to measure
whether interpolation between actuators was possible with a particular
spacing. This was straightforward to accomplish by asking users what
they felt. On the other hand, it was necessary to measure the perceived
location of a tactile sensation in order to calculate the localization
error. To allow users to accurately input this perceived location, we
combined the use of digital pen and paper attached to the prototype
for direct input on the body. Our prototype consisted of vibrotactile
actuators attached to one side of a piece of cloth and digital paper
attached to the other side. Using a digital pen, users could enter the
location of a vibration in an intuitive way. Our prototype consisted of

https://doi.org/10.1145/3432189
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10 vibrotactile actuators equally spaced on a piece of textile. A second
variant with 6 vibrotactile actuators was used for the wrist due to the
smaller circumference compared to other body parts.

3.4.2 Methodology

We conducted two controlled experiments to determine the spacing re-
quired between vibrotactile actuators across the body. Each experiment
was performed with 24 participants and used the same prototype.

In the first experiment, we quantified the maximum distances possible
for vibrotactile actuators while still preserving the ability to generate
high-resolution tactile output using phantom sensations. Phantom
sensations refer to the tactile illusion where neighboring vibrations on
the skin are not perceived as distinct, but rather at a single location
between the actual vibration locations. The independent variables of
the experiment were the body location and the orientation of the pro-
totype. Body locations included the wrist, forearm, upper arm, back,
stomach, thigh, and leg. The orientations tested included longitudinal
(along the body part) and transverse (around the body part) orienta-
tions. The experiment followed a within-subjects design, where every
participant experienced all conditions in a counterbalanced order. The
dependent variable measured was the threshold distance. To compute
the threshold, we used a one-interval two-alternative forced-choice
paradigm using a one-up one-down adaptive staircase procedure. In
other words, users felt two locations vibrating and were required to
indicate whether they felt a single or two points. For every response
of feeling distinct points, the distance between the vibrations was
decreased. Upon perceiving a single point, a reversal was recorded
and the distance was increased. After six reversals the threshold was
computed to be the average of the reversals.

In the second experiment, we quantified the minimum distances pos-
sible for vibrotactile actuators while still ensuring that they could be
discriminated. The independent variables were body location and ori-
entation of the prototype. Body locations included the wrist, forearm,
upper arm, stomach, thigh, and leg. Orientation was either longi-
tudinal or transverse on the body part. The experiment followed a
within-subjects design, where every participant experienced all con-
ditions in a counterbalanced order. The dependent variable was the
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localization error. The task was to feel a vibration and indicate the
perceived location on the digital paper using the digital pen. The local-
ization error was determined as the distance between the actual and
the perceived locations. The minimum distances for the body parts
were computed to be the upper 95% confidence intervals multiplied by
a factor of two to account for the localization errors of two vibrotactile
actuators.

3.4.3 Main Findings

Wrist Forearm Upperarm Back Stomach Thigh Leg

Longitudinal Transverse Logitudinal Transverse Longitudinal Transverse Longitudinal Transverse Longitudinal Transverse Longitudinal Transverse Longitudinal Transverse

Localization Error

Mean 1.58 cm 1.27 cm 1.90 cm 1.50 cm 2.21 cm 1.75 cm - - 3.16 cm 1.74 cm 2.09 cm 1.72 cm 2.20 cm 1.60 cm

95% CI [1.32 , 1.83] [1.02 , 1.53] [1.65 , 2.16] [1.24 , 1.75] [1.96 , 2.47] [1.50 , 2.0] - - [2.91 , 3.41] [1.48 , 1.99] [1.84 , 2.35] [1.46 , 1.97] [1.95 , 2.46] [1.35 , 1.86]

Threshold Distance
Mean 4.32 cm 4.20 cm 7.35 cm 6.77 cm 7.34 cm 7.05 cm 9.22 7.30 7.87 cm 6.59 cm 7.41 cm 6.58 cm 7.29 cm 6.37 cm

95% CI [3.55 , 5.10] [3.43 , 4.98] [6.57 , 8.12] [6.00 , 7.54] [6.56 , 8.11] [6.27 , 7.82] [8.44 , 9.99] [6.52 , 8.07] [7.09 , 8.64] [5.82 , 7.36] [6.64 , 8.18] [5.81 , 7.36] [6.52 , 8.07] [5.59 , 7.14]

Figure 3.1: Minimum and maximum distances from both experiments.

Figure 3.1 shows the main findings from both experiments. In gen-
eral, locations towards the body extremities showed higher sensitivity
to vibrotactile stimulation. Considering the orientation, participants
showed higher sensitivity when using a transverse orientation, this
resulted in lower minimum and maximum values over body parts in
comparison to a longitudinal arrangement of vibrotactile actuators.
These findings were in line with experiments on touch sensitivity,
however the absolute values for vibrotactile stimulation differed con-
siderably

3.4.4 Discussion

The aim of this contribution was to construct a map of the required
spacing between vibrotactile actuators across body parts and orien-
tations. This was the first systematic investigation in the literature
informing on the required spacing between actuators. Based on this
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knowledge, tactile displays can be constructed and novel interaction
techniques for movement guidance can be investigated. The focus of
this contribution was on stationary sensations, i.e. vibrations that do
not change their position over time. The next contribution extended
this work by also evaluating moving tactile sensations.

3.5 stationary and moving tactile sensations on the

palm

The fifth contribution of this thesis investigated varying the layout
and spacing of actuators on the perception of tactile sensations on
the palm to inform the design of handheld vibrotactile interfaces
(see Chapter P5). After the contribution statement, a brief description
of the concept, prototype used, methodology, main findings, and a
discussion of the results follows.

This contribution is based on the following manuscript:

Hesham Elsayed, Martin Weigel, Florian Müller, George Ibrahim, Jan

Gugenheimer, Martin Schmitz, Sebastian Günther, and Max Mühlhäuser.

Understanding Stationary and Moving Direct Skin Vibrotactile Stimulation

on the Palm. 2023. doi: 10.48550/ARXIV.2302.08820

Contribution Statement: I led the idea generation, experiment
design and execution, the data analysis, and writing of the
manuscript. George Ibrahim implemented the systems used dur-
ing the evaluation and helped with the execution of the experi-
ments under my supervision. All co-authors helped to improve
the conceptual design and writing of the manuscript with valu-
able feedback.

3.5.1 Concept & Prototype

In this contribution, we extended the concept from the previous con-
tribution by measuring localization of vibrations on a 2D surface. A
3D printed grid-shaped prototype printed with flexible TPU filament
allowed the attachment of vibrotactile actuators on the one side. On

https://doi.org/10.48550/ARXIV.2302.08820
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the other side digital paper allowed for entering perceived locations.
The prototype was designed to be used on the palm of the hand. Fur-
thermore, in contrast to the previous contribution, which was limited
to stationary sensations, we included both stationary and moving
sensations.

3.5.2 Methodology

We conducted two controlled experiments which used the same proto-
types.

The first experiment was conducted with 16 participants and aimed
to evaluate the influence of the following independent variables on
the perception of stationary tactile sensations: configuration, X, Y, and
intensity. Configuration was the layout and number of actuators which
varied between four, six, nine, and 15 actuators. X was the location of
the stimulus on the x-axis (width of the palm), which had five levels
corresponding to five columns. Y was the stimulus position on the
y-axis (length of the palm) and had nine levels, resulting in nine rows.
Intensity was controlled by adjusting the amplitude of the vibrations
and varied between 50% of the maximum amplitude of the vibrotactile
actuator and 100%. As the number of distinct points that can be
generated by the prototype was larger than the number of available
actuators, phantom sensations were used to interpolate between the
positions of the physical actuators. The experiment followed a within-
subjects design, where every participant experienced all conditions in
a counterbalanced order. The dependent variables measured were (1)
the euclidean distance between the perceived and actual vibrations,
(2) the deviation along the x-axis, (3) the deviation along the y-axis,
(4) whether the correct location among the 45 possible locations was
selected, and (5) the number of perceived points. The task was to
indicate where a vibration was perceived on the palm and express
whether it was at a single or multiple locations.

The second experiment was conducted with 20 participants and aimed
to evaluate the influence of the following independent variables on
the perception of moving tactile sensations: resolution of the interface
and direction of movement of the sensation. Resolution had 10 levels:
2 x 4, 3 x 6, 4 x 8, 5 x 10, 6 x 12, 7 x 14, 8 x 16, 9 x 18, 10 x 20,
and 11 x 22. The direction was either up, down, left, and right. The
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experiment followed a within-subjects design, where every participant
experienced all conditions in a counterbalanced order. The dependent
variables measured were (1) accuracy (whether the correct direction
was identified), (2) accuracy for horizontal movements, (3) accuracy
for vertical movements, and (4) the task completion time measured
as the time between the end of the vibration and the user’s response.
The task was to feel a moving vibration and indicate the direction of
movement.

3.5.3 Main Findings

The main findings from the first experiment that investigated stationary
tactile sensations could be summarized as follows:

• 9 actuators resulted in comparable localization performance of
stationary sensations as 15 actuators.

• 15 actuators resulted in improved perception of phantom sensa-
tions at a single location.

• 9 and 15 actuators led to more accurate localization at target
location. 4 and 6 actuators led to more frequent localization at
the edges.

• Localizing sensations along the width of the palm was more
accurate than along the length.

• A 3 × 3 resolution could be accurately recognized.

• Lower intensity vibrations resultedd in improved perception of
phantom sensations at a single location.

• Vibrotactile sensitivity on the palm deviated considerably from
touch.

The findings from the second experiment on moving tactile sensations
could be summarized as follows:

• A 2 × 4 resolution resulted in high recognition accuracy.

• A 5 × 10 resolution enabled higher resolution output while still
maintaining high accuracy.
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• Higher vibrotactile sensitivity was observed for moving com-
pared to stationary sensations.

A considerable deviation in absolute values of vibrotactile sensations
and touch stimulation was also observed in the case of moving sensa-
tions.

3.5.4 Discussion

The aim of this contribution was to investigate tactile perception on
the palm to inform the design and usage of palm-based tactile inter-
faces. This was the first contribution in the literature to systematically
investigate the perception of stationary and moving sensations on the
palm. In addition to considerably contributing to the future of palm-
based displays for movement guidance, many application scenarios
for tactile displays can be found which involve using the hands to
interact with the environment. Guidelines for stationary sensations
with palm-based tactile displays can be summarized in the following:

• A smaller (approximately 2:1 ratio) inter-actuator spacing should
be used along the width of the palm than the length.

• A 3 × 3 grid of points could be used for significantly accurate
interactions on the palm.

• Favor the use of a tactile display consisting of nine actuators
with a spacing of 2.5 cm along the width and 5 cm along the
length for accurate interactions.

• A high number (spacing ≤ 2.5cm) of actuators should be used
for expressive interactions.

• Lower intensity vibrations resulted in a higher probability of
perceiving a phantom sensation at a single location.

For moving sensations, we derived the following:

• Accurate interactions with moving sensations can be achieved
with a 2 × 4 resolution.
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• A resolution of 5 × 10 maintained a reasonable recognition accu-
racy. This resolution could be used to generate more expressive
sensations.

3.6 tactile vectors for omnidirectional arm guidance

The sixth and final contribution of this thesis investigated tactile guid-
ance of arm movements based on the required spacing of actuators
(see Chapter P6). After the contribution statement, a brief description
of the concept, prototype used, methodology, main findings, and a
discussion of the results follows.

This contribution is based on the following publication:

Hesham Elsayed, Martin Weigel, Johannes Semsch, Max Mühlhäuser,

and Martin Schmitz. “Tactile Vectors for Omnidirectional Arm Guid-

ance.” In: Augmented Humans 2023. AHs ’23. Glasgow, United King-

dom: Association for Computing Machinery, 2023. doi: 10.1145/3582

700.3582701

Contribution Statement: I led the idea generation, experiment
design and execution, the data analysis, and writing of the pub-
lication. Johannes Semsch implemented the system used during
the evaluation and helped with the execution of the experiment
under my supervision. All co-authors helped to improve the
conceptual design and writing of the publication with valuable
feedback.

3.6.1 Concept & Prototype

This contribution investigated two novel interaction techniques for
tactile guidance of arm movements. The techniques leveraged two
vibrotactile actuators to communicate the start- and endpoints of a
direction vector for movement. In comparison to prior work (push and
pull metaphors), where only a single actuator was used to indicate a
movement direction, these techniques aim to communicate movement
directions with higher accuracy. The first interaction technique - Se-

https://doi.org/10.1145/3582700.3582701
https://doi.org/10.1145/3582700.3582701
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quential Tactile Vectors (STV) - activated two actuators sequentially,
while the second interaction technique - Continuous Tactile Vectors
(CTV) - produced a vibrotactile illusion of movement between the
actuators. In order to support communication of arbitrary movement
directions, a high resolution tactile grid was constructed based on the
spacing requirements of the arm (see Chapter P4). Establishing the
position of the actuators and the arm was achieved using an optical
motion capture system.

3.6.2 Methodology

We conducted a controlled lab experiment to evaluate accuracy of
guidance and the user experience (workload and subjective ratings
for intuitiveness, confidence, and willingness to use) while using the
current state of the art methods push and pull, as well as the new
interaction techniques STV and CTV. The experiment was performed
with 16 right-handed participants. The independent variables of the ex-
periment were guidance method and target. Guidance methods included
push, pull, STV, and CTV. The targets were uniformly distributed
targets on a one-meter radius sphere centered at the midpoint of the
arm. This resulted in a total of 26 targets. The experiment followed a
within-subjects design and conditions were presented in counterbal-
anced order. The dependent variable was the angle error measured
between the target direction and the actual direction of movement of
the participant’s arm. Further user ratings were collected for the differ-
ent guidance methods regarding the perceived workload, intuitiveness,
confidence, and willingness to use of the guidance method.

3.6.3 Main Findings

We found that STV resulted in a lower angle error in comparison
to all other guidance methods. Targets towards the left were more
accurately guided than targets towards the right. Targets upward of
the arm were more accurately guided than horizontal and downward
targets. Guidance of arm movements toward backward targets was
more accurate than forward and sideway movements. Regarding user
ratings of workload, the pull method resulted in lower workload in
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comparison to push, STV, and CTV. For intuitiveness ratings, the pull
method was rated better than push and CTV. Similarly for confidence
and willingness to use ratings, users were more confident and more
willing to use pull as a guidance method in comparison to CTV.

3.6.4 Discussion

This contribution investigated two new interaction techniques for vi-
brotactile guidance of arm movements. This was the first contribution
in the literature to systematically investigate guidance of arm move-
ments with push, pull, STV, and CTV. The findings showed that STV
should be preferred for higher accuracy and that pull should be pre-
ferred to improve subjective user ratings. Furthermore, more accurate
guidance can be achieved for certain movement directions depending
on the guidance method. This information can inform the design of
gesture sets to be used in the context of vibrotactile guidance. Taken
together, this contribution provided valuable insights regarding tactile
movement guidance and paved the way for further novel interaction
techniques.

references

[1] Aaron Bangor, Philip T Kortum, and James T Miller. “An empir-
ical evaluation of the system usability scale.” In: Intl. Journal of
Human–Computer Interaction 24.6 (2008), pp. 574–594.

[2] Hesham Elsayed, Mayra Donaji Barrera Machuca, Christian
Schaarschmidt, Karola Marky, Florian Müller, Jan Riemann,
Andrii Matviienko, Martin Schmitz, Martin Weigel, and Max
Mühlhäuser. “VRSketchPen: Unconstrained Haptic Assistance
for Sketching in Virtual 3D Environments.” In: 26th ACM Sympo-
sium on Virtual Reality Software and Technology. VRST ’20. Virtual
Event, Canada: Association for Computing Machinery, 2020.
isbn: 9781450376198. doi: 10.1145/3385956.3418953.

[3] Hesham Elsayed, Philipp Hoffmann, Sebastian Günther, Martin
Schmitz, Martin Weigel, Max Mühlhäuser, and Florian Müller.
“CameraReady: Assessing the Influence of Display Types and
Visualizations on Posture Guidance.” In: Designing Interactive

https://doi.org/10.1145/3385956.3418953


references 45

Systems Conference 2021. DIS ’21. Virtual Event, USA: Asso-
ciation for Computing Machinery, 2021, pp. 1046–1055. isbn:
9781450384766. doi: 10.1145/3461778.3462026.

[4] Hesham Elsayed, Kenneth Kartono, Dominik Schön, Martin
Schmitz, Max Mühlhäuser, and Martin Weigel. “Understanding
Perspectives for Single- and Multi-Limb Movement Guidance in
Virtual 3D Environments.” In: 28th ACM Symposium on Virtual
Reality Software and Technology. VRST ’22. Tsukuba, Japan: Asso-
ciation for Computing Machinery, 2022. doi: 10.1145/3562939
.3565635.

[5] Hesham Elsayed, Martin Weigel, Florian Müller, George Ibrahim,
Jan Gugenheimer, Martin Schmitz, Sebastian Günther, and Max
Mühlhäuser. Understanding Stationary and Moving Direct Skin
Vibrotactile Stimulation on the Palm. 2023. doi: 10.48550/ARXIV.2
302.08820.

[6] Hesham Elsayed, Martin Weigel, Florian Müller, Martin Schmitz,
Karola Marky, Sebastian Günther, Jan Riemann, and Max Mühlhäuser.
“VibroMap: Understanding the Spacing of Vibrotactile Actua-
tors across the Body.” In: Proc. ACM Interact. Mob. Wearable
Ubiquitous Technol. 4.4 (Dec. 2020). doi: 10.1145/3432189.

[7] Hesham Elsayed, Martin Weigel, Johannes Semsch, Max Mühlhäuser,
and Martin Schmitz. “Tactile Vectors for Omnidirectional Arm
Guidance.” In: Augmented Humans 2023. AHs ’23. Glasgow,
United Kingdom: Association for Computing Machinery, 2023.
doi: 10.1145/3582700.3582701.

https://doi.org/10.1145/3461778.3462026
https://doi.org/10.1145/3562939.3565635
https://doi.org/10.1145/3562939.3565635
https://doi.org/10.48550/ARXIV.2302.08820
https://doi.org/10.48550/ARXIV.2302.08820
https://doi.org/10.1145/3432189
https://doi.org/10.1145/3582700.3582701




4
C O N C L U S I O N A N D O U T L O O K

This thesis advanced the state of the art in the field of movement
guidance. Visual, vibrotactile, and mixed stimuli were investigated.
Knowledge gained within these contributions can be used for many
application scenarios, e.g. sports, dance, physiotherapy, immersive
sketching, and for body-based interaction. The first three contributions
answered fundamental research questions regarding the use of visual
and visuotactile interfaces for movement guidance. The next two
contributions laid the foundation for designing wearable and handheld
tactile interfaces that enable new investigations in the field of tactile
guidance. The final contribution investigated new concepts for tactile
movement guidance.

4.1 achievements

This thesis closed crucial research gaps in the field of computer-
supported movement guidance, providing guidelines for the choice
of display and technology, visualization of guidance information, and
the design and usage of tactile interfaces.

In cases where coarse guidance is sufficient, i.e with the main goal
being to get the user to move their limbs in a specific range of motion,
rather than precise and accurate movements, the usage of common
devices such as a smartphone or a tablet can already be appropriate.
This can be the case in physical rehabilitation. For more demanding
application scenarios, such as golf, baseball, or tennis training, where
precise guidance in terms of posture and technique are required, large
displays or virtual reality technology should be preferred. While using
VR to guide movements involving several limbs, an out-of-the-body
view of the trainee should be used. For even more demanding appli-
cations, such as surgical training, the use of VR technology combined
with tactile feedback can be investigated.

47
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While visual interfaces are dominantly used in research, they are not
always appropriate, e.g. for users with visual impairments, in different
environments where visual cues are difficult due to dust, smoke,
darkness or being underwater, and for activities where the visual cues
can distract the user, such as driving, snowboarding, and climbing.
In these cases, tactile guidance can be an alternative. Research in this
direction was rather sparse, and faced challenges regarding designing
interfaces that are economic in terms of cost, weight, and required
control wiring. This thesis provided concrete guidelines for designing
tactile interfaces that are optimal in this respect and introduced new
concepts for tactile movement guidance. Researchers and practitioners
now have the knowledge of the arrangement, number, and spacing
between actuators required for an effective tactile display on the body.

In addition, this thesis paved the way for a variety of novel directions
for future work. The first contribution assessed the accuracy and us-
ability of different 2D displays and visualizations for posture guidance.
With the influence of these factors now available in the literature, the
scientific community can move forward with novel investigations,
such as the use of smartphone devices or desktop monitors to guide
ergonomic postures of users and prevent injuries.

The second contribution assessed the accuracy and user experience of
different perspectives for movement guidance in VR. New directions
for research include investigating novel perspectives, e.g. by combining
a first-person and third-person view of the user, and investigating the
influence of perspective on coarse and fine-grained movements, e.g.
will a third-person perspective still be better for guiding precise hand
movements? Furthermore, based on the results, researchers now have
the knowledge necessary for improving visuotactile guidance in VR.
Tactile feedback should not only communicate where but also how
the user should correct their movements. A virtual expert that guides
users proved to be a promising research direction (see Section 4.2.1)
for making VR movement training even more attractive to users.

The third contribution assessed visuotactile guidance for 3D drawing
in a virtual environment. This contribution enables novel directions
for research in several domains. For immersive sketching, researchers
can build on this work by evaluating new complex drawing scenarios,
optimizing the tactile feedback, e.g. investigating other tactile textures,
and investigating novel feedback technologies that can influence the
user experience and creativity, e.g. adding thermal feedback. In the
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domain of visuotactile hand movement guidance, the advantage of
tactile feedback in the presence of visual guidance was not clear. With
the knowledge in this contribution, researchers can now investigate
leveraging tactile feedback for novel application scenarios such as
surgical training.

For both tactile and visuotactile movement guidance, investigations
into novel interaction techniques that leverage high-resolution tactile
output on the body (see Section 4.2.2) are enabled by the knowledge
in the fourth and fifth contributions. The sixth contribution is a first
step in this direction that evaluated new concepts for tactile-based
movement guidance.

4.2 future work

In addition to the research directions outlined in the previous section,
starting points for further work are described in the following.

4.2.1 Modeling Expert Knowledge

General quantitative metrics such as angle error and deviation in 3D
position are useful for evaluating the accuracy of movement guidance.
However, beyond the use of these metrics, human experts rely on
their experience to judge the important aspects to be considered in a
movement, such as depth of a squat, or elbow position during a bench
press. Future approaches should therefore attempt to incorporate this
knowledge in the design of interaction techniques and systems for
movement guidance.

4.2.2 Interaction Techniques for Tactile Guidance

Tactile guidance is promising due to the localized feedback and porta-
bility. Future work should investigate further novel interaction tech-
niques enabled by the use of high-resolution tactile feedback.

A possible research direction could be coupling users’ movements to
tactile output on the body. For example by encoding the position of
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limbs via spatial tactile feedback, i.e. depending on the position of a
limb, a particular location on the body is haptically stimulated. This
mapping between body movement and spatial tactile stimulation can
be initially learned by the user through ex-post feedback. After which,
ex-ante guidance can be provided as the user has learned to translate
the location of tactile stimulation to a movement.

Another promising research direction is the use of virtual force to
guide movements. Virtual force is a tactile illusion that results from
asymmetric vibrations on the body that cause a user to perceive a force
in the absence of an actual physical force. Initial investigations have
already been presented in the literature leveraging this illusion [1].

Finally, this thesis provided information on how tactile interfaces
should be designed. Further studies should be conducted to deter-
mine where these interfaces can be best placed on the body, while
minimizing the size of the interface, i.e. only covering surfaces that
are necessary for guidance cues.
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C A M E R A R E A D Y: A S S E S S I N G T H E I N F L U E N C E O F
D I S P L AY T Y P E S A N D V I S UA L I Z AT I O N S O N
P O S T U R E G U I D A N C E

a b

Skeleton Silhouette 3D Body Model

5 Display Types 3 Visualizations

Figure P1.1: We introduce CameraReady, a mobile and cross-platform pos-
ture guidance system. We use CameraReady to evaluate the
influence of (a) five different display types and (b) three visual-
izations on user performance.

abstract

Computer-supported posture guidance is used in sports, dance
training, expression of art with movements, and learning ges-
tures for interaction. At present, the influence of display types
and visualizations have not been investigated in the literature.
These factors are important as they directly impact perception
and cognitive load, and hence influence the performance of par-
ticipants. In this paper, we conducted a controlled experiment
with 20 participants to compare the use of five display types
with different screen sizes: smartphones, tablets, desktop mon-
itors, TVs, and large displays. On each device, we compared
three common visualizations for posture guidance: skeletons,
silhouettes, and 3d body models. To conduct our assessment,
we developed a mobile and cross-platform system that only
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requires a single camera. Our results show that compared to a
smartphone display, larger displays show a lower error (12%).
Regarding the choice of visualization, participants rated 3D
body models as significantly more usable in comparison to a
skeleton visualization.

p1.1 introduction

Traditionally, users learn new movements by following instructions
of an experienced coach. While this approach has proven to be ef-
fective [32], it depends on the availability of the coach and the user
at the same time and place, and is limited by the attention span of
coach/user and high costs. Moreover, during the recent pandemic’s
time, traditional training with a coach becomes even more unlikely.

Recent advances in sensing and actuation technologies have led to the
development of a wide-range of posture guidance applications [1, 3,
15, 17, 19, 21, 25, 29, 36, 42] to alleviate the limitations of the traditional
approach. Sports training [16, 39], physiotherapy [36], martial arts [18],
dance training [8, 30] and interacting with user interfaces [40] have
been supported by digital posture guidance.

Smartphones and tablets carry sensors that can be leveraged, e.g.,
to adjust user balance [14]. While research has investigated mobile
sensors for input [14, 38], it remains unclear if the visual output of such
devices that is limited (e.g., small display size) is suitable for posture
guidance. Desktop monitors and television sets have been shown to
be useful, but commodity devices do not offer the sensing capabilities
required. Immersive displays can be used to visualize movements in
first and third person perspectives. However, transferring movements
learned from VR to the real world is limited [26].

In this work, we assess the influence of display types and visualiza-
tions on user performance. To this end, we present a mobile system
with a simple setup that works cross-platform. We used our system
to conduct a controlled experiment in a lab environment with 20 par-
ticipants, where we used five displays (smartphones, tablet, desktop
monitor, TV, and large display) commonly found on the consumer
market and three visualizations (skeletons, silhouettes, and 3D body
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models) commonly found in the literature. As part of our results, we
identified that posture guidance is more accurate and more usable
using larger displays and that 3D body models are more usable in
comparison to a skeleton visualization.

In summary, the contributions of this paper are two-fold:

• A mobile, cross-platform system for posture guidance. This sys-
tem, called CameraReady, enables scientific research on posture
guidance across a wide variety of devices. We contribute this sys-
tem as an open source framework to accelerate future research
in that domain.

• A controlled experiment to evaluate the influence of display
types and visualizations on user performance. The findings show
that larger displays lead to higher user accuracy in comparison
to a smartphone and have higher usability scores. Furthermore,
the use of a 3D body model as visualization leads to higher
usability scores compared to a skeleton visualization.

p1.2 related work

This work relates to motion guidance, display types, visualizations,
and motion capture systems. In the following, we discuss approaches
for motion guidance and their limitations, the various displays and
visualizations currently used, as well as systems used for motion
capture.

p1.2.1 Motion Guidance

A large body of research exists on supporting users while learning new
movements [1, 17, 19, 25, 36]. Use-cases range from physiotherapy [36],
sports [16, 18, 39] and dance training [8, 30] to learning gestures for
interaction [6, 33, 40]. In the traditional setting, users are supported
by a coach. This enhances the learning experience by targeting these
factors: (1) observational practice, (2) the user’s focus of attention,
(3) feedback and self-controlled practice [32]. However, due to the
limitations of the traditional approach, such as requiring the presence
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Table P1.1: Overview of posture guidance approaches using skeletons ,
silhouettes and avatars for visualizations; life-sized displays

, such as public displays and immersive displays, and desktop
monitors for output; and depth sensors , wearable sensors ,
camera-based and marker-based motion capture for input.



P1.2 related work 59

of both coach and user, high costs for the users, limited attention span
of coach (worsened in a group learning scenario), approaches have
been proposed to overcome these problems. Recordings of training
sessions help users learn new movements at home, but suffer from
a lack of control over feedback and the user’s focus of attention.
Combining sensing technology for input and visual displays for output
has the potential to overcome these issues by providing adequate
feedback and guiding the user’s attention appropriately. In this work,
we assess the influence of display types and visualizations on posture
guidance applications.

p1.2.2 Display Types

This work investigates the effect of display type on posture guidance.
Among the most common display types found on the consumer mar-
ket are (1) smartphones, (2) tablets, (3) desktop monitors, (4) TVs and
(5) large displays. In the following we discuss work done on posture
guidance using these devices.

Smartphones

At present, little or no work is available that utilizes capabilities of
modern smartphones for posture guidance. Research projects use the
smartphones built-in accelerometer and gyroscope sensors, in combi-
nation with audio instructions to help users adjust their posture [14,
38]. This helps, for instance, for rehabilitation by improving balance of
users and hence their stance. Products on the market use smartphones
synchronously with wearable sensors for ergonomics, e.g. UPRIGHT
GO 1. Very little research has been done on using visual input and
output capabilities currently present in modern smartphones. Start-
ups, such as Onyx 2, use the smartphone’s camera to aid users in their
training by providing statistics on simple exercises, but offer no digital
guidance. In this research we use the RGB camera of the smartphone
for tracking the user’s posture. More advanced camera options like
depth-cameras are being introduced in some smartphones, but are not
yet widely available.

1 https://www.uprightpose.com
2 https://www.onyx.fit/
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Tablets

Similar to smartphones, tablets carry accelerometers and gyroscope
sensors that can be used to help users with exercises, e.g. Plankpad 3.
However, tablets cannot be stored in pockets. This limits their use in
applications, such as balance improvement [14] or improvement of
golf swings [38]. On the other hand, tablets offer a larger screen size
that can be used to help users during full-body posture guidance.

Desktop Monitors

Platforms such as YouTube 4 have made workout routines accessible
on all types of displays, e.g. POPSUGAR Fitness 5. They are often
watched on desktop monitors, due to their larger size compared to
mobile devices. While using this approach has little or no hurdles for
many users (a desktop monitor and an internet connection), video
content lacks on user feedback, which is crucial while learning to
perform new movements correctly. Most of today’s desktop monitors
can be easily extended with a webcam for input, which enables the
posture tracking applications envisioned in this paper.

Television Sets

TV sets are suitable for full-body workouts at home due to their
large screen sizes. Similar to desktop monitors, approaches that use
a TV for posture guidance, e.g using video feed of a trainer, lack on
user feedback. Research has, therefore, introduced approaches that
overcome this limitation, e.g. for physiotherapy [36].

Wall-sized & Immersive Displays

As a consequence of the high potential impact of posture guidance
on many of applications, a lot of research has been done looking into
interaction techniques with public displays, virtual and augmented
environments. Public displays help users learn gestures for interac-
tion [40]. VR and AR enable posture guidance using both first and

3 https://plankpad.com/
4 https://www.youtube.com/
5 https://www.youtube.com/channel/UCBINFWq52ShSgUFEoynfSwg
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a b c

Figure P1.2: Visualizations used for posture guidance: (a) skeleton, (b) sil-
houette and (c) 3D body model.

third person perspectives [17, 19]. Currently, transferring movements
learned in VR to the real world [26], as well as the use of different
visualizations is not well understood.

Current approaches for posture guidance are designed for use in a
particular setup with one type of display. Although most approaches
target full-body posture guidance, some approaches, e.g. [17], aim at
guiding only limb movements. With CameraReady, we introduce a
cross-platform system for multiple display sizes that offers full-body
posture guidance, is self-contained, mobile and person independent.

p1.2.3 Visualizations

In the following, visualizations commonly found in the literature are
discussed. An overview of the visualizations and related work can be
seen in Figure P1.2 and Table P6.1, respectively.

Skeletons

A skeleton visualizations offers a simple, abstract representation of
the joints in the human body. Joints are connected by abstract repre-
sentations of bones. By using this body representation, details of body
composition and deformation are lost. These can serve as additional
indicators for depth information, which is important when using a 2D
screen to display a 3D body posture. On the other hand, by abstracting
away information a user could perceive a body posture faster. An
overview of research using skeletons as a visualization for posture
guidance can be found in Table P6.1.
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Silhouettes

A silhouette visualization shows the outline of the human body. Infor-
mation about joint locations, body composition and deformation are
not displayed. This might make perceiving depth information even
more challenging in comparison to a skeleton visualization. Examples
of research using silhouettes can be seen in Table P6.1.

3D Body Models

A 3D body model offers the most detailed representation of the human
body among the mentioned categories. This visualization can be very
realistic, e.g. by matching body composition [28] and deformation [31]
during motion, or less realistic, e.g., by using a virtual avatar Barioni
et al. [5]. It is unclear how the differences between these visualizations
influence posture guidance applications.

p1.2.4 Motion Capture

Approaches for motion sensing can be categorized into (1) marker-
based, (2) markerless, and (3) wearable sensors. Next, advantages and
disadvantages of these categories are discussed.

Marker-based

Marker-based approaches rely on the use of retro-reflective markers
and a set of high speed cameras for precise motion capture. Marker-
based systems are affected by occlusion, not mobile and require the
user to wear markers. Optitrack 6 and Vicon 7 offer marker-based
motion capture systems.

Markerless

Classically, human posture estimation using camera images has been
accomplished by feature engineering and extraction from images [15].

6 https://optitrack.com/
7 https://www.vicon.com/
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More recently, approaches using deep neural networks have been
introduced to overcome some of the problems of hand-crafted features
used by, e.g. depth cameras. Camera-based methods, however, are
affected by occlusion, are computationally demanding and in cases
where a more complex setup, e.g., The Captury 8 is required, mobility
is reduced.

Wearable Sensors

Using wearable sensors, human posture estimation free from occlusion
problems can be achieved [3, 21, 29, 42]. These systems are also usually
highly mobile, but suffer from problems such as drift when using
inertial measurement units (IMU) and require users to wear bulky
equipment. An example provider of motion capture systems with
wearable sensors is Xsens 9.

p1.2.5 Summary

A multitude of display types are available to support the develop-
ment of posture guidance applications. Hurdles that stop the use of
ubiquitous smartphones include the small screen size and limited
computation power. However, little research has investigated the use
of these devices for this purpose. Desktop monitors and TV sets have
been used previously, but are limited in their sensing capabilities. Im-
mersive displays, in particular, VR environments are limited in their
capacity to teach users new movements that are transferable to the real
world [26]. Common to all displays, the influence of the visualization
used is not well understood.

p1.3 cameraready

In the following, we describe our mobile cross-platform system for
posture guidance on various display types. The system is motivated
by three example application scenarios, which we use to elicit five
design requirements. Afterwards, we discuss our implementation, the

8 https://thecaptury.com
9 https://www.xsens.com/
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neural network we use for pose estimation, and evaluate the accuracy
of this approach.

a

b

c

Remote Motion Guidance Ergonomics

MobileTraining

Figure P1.3: Example application scenarios of CameraReady.

p1.3.1 Example Application Scenarios

We present a set of example application scenarios that show the utility
of CameraReady for motion guidance.

p1.3.1.1 Remote Motion Coaching

One of the major disadvantages of traditional coaching is the neces-
sity of physical presence. With CameraReady a coach can remotely
teach users in real-time with the possibility of offering feedback (Fig-
ure P1.3a). In comparison to a pre-recorded video feed of the coach,
this approach allows active support during the learning process. This
also makes it possible to make use of algorithms for automatic classifi-
cation of errors [23].

p1.3.1.2 Computer-supported Mobile Training

In addition to real-time support by a coach, CameraReady can use
automated algorithms to support users in practicing new and previ-
ously learned movements in the comfort of their homes and outside
(Figure P1.3b). This can be used for example while practicing Yoga for
showing correct postures and highlighting errors in the user’s posture.
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In comparison to remote motion coaching, the focus here is not on
supporting a 2-way communication channel between a coach and a
user, but on supporting mobile training scenarios without necessarily
requiring a coach.

p1.3.1.3 Ergonomics

While interacting with displays, ergonomics is a very important fac-
tor [2]. CameraReady can augment the display with information on
incorrect postures and guide users in performing necessary adjust-
ments to prevent short- and long-term injuries (Figure P1.3c).

p1.3.2 Design Requirements

Based on our example application scenarios we extracted the following
five design requirements for our system:

p1.3.2.1 Full-Body Guidance

Most movements in sports, martial arts, and dance require movements
of the full body. Hence, our system needs to give guidance for full-body
postures. In addition, some modes could be supported for specialized
training of a specific body part by ignoring movement of the other
body parts.

p1.3.2.2 Cross-platform

Many people own or have access to a wide variety of digital devices,
including smartphones, tablets, notebooks, and TVs, which can be
used for computer-supported mobile training. The system should work
on a large variety of these devices to allow the user to chose his/her
preferred training setup. For sensing, the system should require no
special equipment, such as optical tracking systems or depth cameras.
Instead, the system should work with a single-camera setup, which is
already included in most commercial devices.
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p1.3.2.3 Self-Contained

The system should consist of a single device and not require a complex
setup, especially in mobile training scenarios. Moreover, it should
avoid attachment of wearable sensors on the user, since the additional
weight might change the body perception and could make some
movements more difficult to execute and learn.

p1.3.2.4 Mobile

The posture guidance system should be mobile to allow for assistance
in many environments, e.g. outside in a park or in a fitness center.
Hence, the system should work on smaller-sized displays and should
be able to work battery operated.

p1.3.2.5 Person Independent

In some of our envisioned setups the device might be shared by mul-
tiple people. For example, a television might be used by all members
of a family and an ergonomics trainer for a machine could support
factory workers. Hence, the system should not be personalized to a
specific user. This also allows multiple users to share the same sys-
tem. For example, a in-person training could use the system to show
the specifics of a posture, before asking the student to imitate the
movement.

p1.3.3 Implementation

Our implementation of CameraReady consists of two parts. First, a
client application running on Android or Windows 10, and second, a
server application running on Windows 10. Client applications were re-
sponsible for sending the camera feed to the server for evaluation and
displaying the visualizations. We used Unity distribution 2019.3.15f1
for compatibility between client-server applications. Unity Neural
Networking Package Barracuda 10 was used for running the neural

10 https://docs.unity3d.com/Packages/com.unity.barracuda@0.3/manual/index.html
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network, uTextureSendReceive 11 for handling camera feed and Unity
Mirror Networking 12 for synchronisation of variables, game object
positions and network messages. We open-source CameraReady to
accelerate future research in the area of visual posture guidance on
Github 13.
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Figure P1.4: (a) Setup used in our neural network evaluation, (b) 3D angle
errors across devices, (c) 3D angle errors per posture, and (d)
3D angle errors for devices and postures combined.

p1.3.4 Neural Network Evaluation

We used a neural network implemented by Yukihiko Aoyagi 14 for
real-time (up to 60 fps) pose estimation. This approach uses Mo-
bileNetV3 [20]. We chose this network over OpenPose [7] as it detects
human postures in 3D without requiring a setup with multiple cam-
eras. We further conducted an evaluation of the performance of this
network on 3D joint angle error. To do so, the postures used during
the experiment were performed while wearing retro-reflective markers
and being tracked by an Optitrack V100:R2 motion capture system.
Additionally, the devices used during the experiment captured images
of the postures. A total of 60 postures and images were collected: 20

per smartphone, tablet, and webcam. Estimation of the neural net-
work was compared to ground truth data collected from Optitrack.
Figure P1.4a shows the setup and Figure P1.4b-d show the results
of our evaluation. The neural network had an average error of 5.57°
over all joints, postures and devices used making it comparable to a
Microsoft Kinect [37].

11 https://github.com/BarakChamo/uTextureSendReceive
12 https://mirror-networking.com/
13 https://gitlab.com/ph-industries/CameraReady
14 https://github.com/digital-standard/ThreeDPoseTracker
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p1.4 experiment

We conducted a controlled lab experiment to investigate the influence
of different visualizations and display types on the accuracy, efficiency
and usability of posture guidance. In particular, we aim to answer the
following hypotheses:

H1 Larger displays lead to higher user accuracy.

H2 Larger displays lead to lower task completion time (TCT).

H3 Larger displays lead to higher usability ratings.

H4 Visualizations with a higher level of detail lead to higher user
accuracy.

H5 Visualizations with a higher level of detail lead to lower TCT.

H6 Visualizations with a higher level of detail lead to higher usability
ratings.

p1.4.1 Participants

We recruited 20 participants (13 Male, 5 Female, 1 Diverse and 1

participant did not specify) aged between 21 and 43 years (M = 25.25,
SD = 5.30). 15 participants are practicing or had prior experience
with posture training exercises. Participation in our experiment was
voluntary and no compensation was offered. There were some sweets
in the lab, if participants wanted to have some.

p1.4.2 Design

We used a within-subject design with display type (smartphone, tablet,
desktop monitor, TV, and large display) and visualization type (skele-
tons, silhouettes and 3D body models) as independent variables. We
counterbalanced the order of display type and visualization type using
a 5x10 and a 3x6 balanced Latin square. Displays were shown in the
order determined by the 5x10 balanced Latin square. Within each
display condition, the order of visualizations was taken from the 3x6
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Figure P1.5: Postures used in our experiment.

Latin balanced square. Remaining visualization combinations were
transferred to the next display condition. By using this approach,
we conducted the experiment with 20 participants instead of 30. For
each combination of levels of independent variables, participants per-
formed 20 postures from a baseline dataset [12] in randomized order.
Figure P1.5 shows the postures. This resulted in a total of 300 postures
per participant.

p1.4.3 Procedure

To prevent the spread of COVID-19, all materials used in the ex-
periment were disinfected and the lab was aired for a minimum of
30 minutes between participants. After welcoming and obtaining in-
formed consent from our participants, we collected their demographic
data. Then, we explained the task and provided a brief overview of
the procedure. The task was to stand at a particular location look-
ing at a display and imitate the visible posture. After each condition,
participants filled out a System Usability Scale (SUS) questionnaire.
Finally, participants filled out a questionnaire asking for their favorite
display type and visualization and their reasoning. The questionnaire
also asked for feedback and comments on the overall experience and
suggestions for improving the system.

p1.4.4 Apparatus

We used a Zotac Magnus EN1060K all-in-one computer with an
NVIDIA GeForce GTX 1060 graphics card while running our exper-
iment. During the experiment participants had to signal that they
are ready to start, and confirm that they performed the required pos-
ture. Interactions of the participants with the system were performed



70 display types and visualizations for posture guidance

by pressing any button on a Logitech Presenter R400. We used five
commonly available devices to represent the five display types:

• Smartphone: Google Pixel 3 with a 5.5" screen (2,280 x 1,080).
We used the ultra wide front camera with a focal length of
2.03mm (2448 x 3264). The phone was placed 1.20m away from
the participant. This distance was determined from pilot tests as
the distance where a 1.80m tall person is fully visible with limbs
stretched.

• Tablet: Microsoft Surface Pro 4 with a 12.3" screen (2,736 x 1,824).
We used the built-in Intel AVStream 2500 camera (2560 x 1440)
with a x0.62 wide lens to increase field of view. Participants
stood 2.0m away from the tablet, in order to be fully visible.

• Desktop monitor: HP 24" display (1920 x 1080) and a Logitech
QuickCam Pro 9000 (1600 x 1200) with a 3.7mm focal length.
3.5m distance was required between participants and the web-
cam.

• TV: We used a NEC Multisync UN551VS 55" display (1920 x
1080) for the TV condition, and a Logitech QuickCam Pro 9000

was used for input.

• Large display: We used two NEC Multisync UN551VS 72" ver-
tically stacked for the large display condition and a Logitech
Quickcam Pro 9000 was used for input.

p1.4.5 Data Analysis

We analyzed the recorded data using a two-way repeated measures
ANOVA with display type and visualization type as the two independent
factors. We tested the data for normality with Shapiro Wilk’s test
and found no significant deviations. Where Mauchly’s test indicates a
violation of the assumption of sphericity, we corrected the tests using
the Greenhouse-Geisser method and report the ϵ. When significant
effects are revealed, we use Bonferroni corrected pairwise t-tests for
post-hoc analysis.
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p1.5 results

This section details on the results of varying our independent variables
display type and visualization type on the dependent variables error, Task
Completion Time (TCT), and SUS scores.
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Figure P1.6: Error, TCT, and SUS scores of users across visualizations and
displays used. Error bars are the standard errors.

p1.5.1 Error

We analysed the average 3D joint angle error of participants after
imitating postures. A 2-way repeated measures ANOVA showed a
significant main effect of visualization (F1.75,31.52 = 3.94, p < .05, ϵ = 0.88

, η2 = 0.005) and display (F1.58,28.44 = 5.26, p < .05, ϵ = 0.40 , η2 = 0.10).
Post-hoc tests revealed no significant differences between skeletons
(M = 22.18°, SE = 4.26°), silhouettes (M = 22.25°, SE = 4.47°) and 3D
body models (M = 21.73°, SE = 4.22°); while confirming significant
differences between smartphone (M = 24.06°, SE = 3.91°) and desktop
monitors (M = 21.05°, SE = 4.54°, p < .01), TVs (M = 21.22°, SE = 4.49°,
p < .05) and large displays (M = 21.07°, SE = 3.88°, p < .01). We found
no interaction effects between visualization and display (F3.00,53.92 = 2.62,
p > .05).

p1.5.2 Task Completion Time (TCT)

We measured TCT as the time participants took to transition from a
neutral to the displayed posture. A 2-way repeated measures ANOVA
showed no significant main effects for both visualization (F2,36 = 1.42 , p
> 0.05) and display (F4,72 = 0.60, p > 0.05). Participants were on average
quicker with skeletons (M = 4.00s, SE = 1.96s), than silhouettes (M =
4.10s, SE = 2.05s) and 3D body models (M = 4.18s, SE = 2.22s). The
desktop monitor display had the lowest TCT on average (M = 3.90s,



72 display types and visualizations for posture guidance

SE = 2.28s), followed by smartphone (M = 4.03s, SE = 1.71s), tablet (M
= 4.06s, SE = 2.56s), TV (M = 4.13s, SE = 1.85s), and large displays (M
= 4.35s, SE = 1.87s).

p1.5.3 System Usability Scale (SUS)

After each condition, we assessed usability of our system by asking
participants to fill out a SUS. A SUS score ranges from 0 - 100, with
higher scores showing higher usability. We found significant main ef-
fects for visualization (F1.48,16.33 = 5.37, p < .05, ϵ = 0.74 , η2 = 0.06) and
display (F1.55,17.10 = 6.41, p < .05, ϵ = 0.39 , η2 = 0.164) on SUS scores.
Post-hoc tests showed a significant difference between skeletons (M =
79.16, SE = 15.91) and 3D body models (M = 85.15, SE = 10.19, p < .05).
Usability of smartphone (M = 74.43, SE = 17.44) compared to tablet (M
= 82.21, SE = 10.21, p < .05), TV (M = 85.19, SE = 12.66, p < 0.01), and
large display (M = 88.32, SE = 10.94, p < 0.001) was also significant. No
interaction effects between visualization and display (F3.25,35.80 = 2.57, p
> .05) were found.

p1.5.4 User Feedback

In the final questionnaire, we asked participants which visualizations
and displays they found most appealing and collected comments on
additional features from our users.

p1.5.4.1 Preferences & Perceptions

A 3D body model was favoured by 40% of our participants as they
found posture to be "easy to recognize" (P12), "clearer in comparison
to other visualizations" (P5), and "most visible" (P10). 30% of the par-
ticipants preferred skeletons as they "covered the least of my body
and allowed me to estimate how I was positioned" (P1), had a "good
mixture between transparency and overlay" (P3) and other visualiza-
tions had "a different shoulder position" (P2). Remaining participants
preferred silhouettes as they were "most visible" (P16) and offered the
"easiest (way) to see what to do" (P11). Large displays were the favorite
display type by 90% of our users as they "made the recognition of the
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displayed poses effortless" (P1), were "similar to an expert showing
you an exercise" (P3), and offered an improvement in comparison
to other displays "the smaller the screen size the harder to read the
pose" (P15). The remaining 10% of our users preferred the use of TV
as it was "very pleasant to use" (P13).

p1.5.4.2 Suggested Features

In the end, we asked participants if they would like to see additional
features in a posture guidance. Participants suggested a "color-coded
avatar to show how well which joint imitates the shown pose" (P1) and
using colors to clarify in the skeleton visualization "if joints are in
front or behind other joints" (P2). One participant suggested a "trans-
parency function to see your own pose better" (P3). The participants also
expressed a need for "a display of the progress" (P13). The progress
could be used as a "verification that the pose is well done" (P6) and "to
see how many positions are still remaining [to increase motivation]" (P5).
Participants further suggested combining progress indication with
"visuo-auditory feedback to show that you have taken the right posture" (P5).
Participants proposed multi-view visualisations since "poses that use
depth are difficult to imitate" (P14). For example, "a second display that
shows the pose from the side" (P14) might be useful. Moreover, partici-
pants suggested "animations how to get to a certain pose" (P20). Lastly,
participants suggested the use of a female avatar "for a better alignment
of posture" (P5).

p1.6 discussion

In this section, we discuss quantitative and qualitative results of our
experiment. In general, our results show the feasibility of posture
guidance using all displays and visualizations presented in this paper.
We observed significant differences in usability scores and user accu-
racy across devices and visualizations. In addition to our quantitative
results, users expressed clear preferences to larger devices.
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p1.6.1 Display Types

We found that larger devices were rated as more usable by participants.
Therefore we can accept H3. Regarding accuracy of imitating postures,
larger devices such as desktop monitors, TVs, and large displays
showed lower errors in comparison to a smartphone (12.51%, 11.80%
and 12.43%, respectively). These results support H1 when comparing
a smartphone to other devices. However, when comparing tablet, desk-
top monitor, TV and large display we cannot support H1. Contrary
to our hypothesis, smartphones can be used for full body posture
guidance. Although lower than large displays, smartphones received a
SUS score of 74 and had comparable TCT. TCT was comparable across
all displays, hence we cannot support H2.

p1.6.2 Visualizations

Considering the influence of visualization on posture guidance, we
found no significant differences that show superiority of a particu-
lar visualization. Our initial hypothesis (H4) was that more detailed
visualizations lead to lower error, which was not reflected in our
quantitative results but was mentioned by our participants. Depth
information (i.e., how body parts are relatively arranged) was not
clear to participants when using skeletons and silhouettes. Moreover,
SUS scores showed 3D body models to be more usable than skele-
tons, hence we can accept H6. Regarding TCT, all visualizations had
comparable performance. Therefore, we cannot support H5.

p1.6.3 Subjective Preferences

In line with related work, users expressed the need for multi-view
visualizations [36], color coding of misaligned body parts [19], and
audio instructions [1]. Participants further commented on useful fea-
tures, e.g., addition of transparency of the visualization to make a
person’s own posture more visible, color coding depth information,
and animating the visualization to see the motion required.
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p1.7 limitations

We are confident that our result provide valuable insights into the
influence of different visualizations and display types on the accuracy
and efficiency of posture guidance systems. However, design as well
as the results of our experiment impose some limitations and starting
points for future work.

p1.7.1 Real-World Applicability

In this paper, we investigated the accuracy, efficiency and usability
of posture guidance systems in a lab setting. We chose this approach
to focus on the mere influence of the factors and to exclude external
influences. While we are convinced that our results make a strong
contribution to the future of such systems, we also acknowledge that
other settings might yield other results. Therefore, further work is
necessary to understand how these results are transferable to in-the-
wild settings.

p1.7.2 Real-Time Feedback

CameraReady uses various visualizations for posture guidance. This
guidance is currently limited to static postures that communicate the
target posture to the user. Future work should, therefore, investigate
the addition of live feedback to further support the user, as well as
animations that make the transition between postures more intuitive.

p1.7.3 Recognition Accuracy

Lastly, we used a neural network for mocap. This approach is not as
precise as a marker-based system, however opens the door to a variety
of interesting application scenarios in HCI. We are confident that this
limitation will will be solved by advances in the area of computer
vision.
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p1.8 conclusion

We presented CameraReady, a mobile system with a simple setup that
works cross-platform. We have assessed the feasibility of our system in
a controlled lab experiment, using different visualizations found in the
literature and various displays found on the consumer market. Our
results indicate that CameraReady can be used for posture guidance
across different screen sizes and visualizations. While larger displays
and a 3D body model visualization show highest usability scores,
other devices and visualizations also proved to be usable in terms of
our participants’ SUS scores and accuracy.
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P2
U N D E R S TA N D I N G P E R S P E C T I V E S F O R S I N G L E -
A N D M U LT I - L I M B M O V E M E N T G U I D A N C E I N
V I RT UA L 3 D E N V I R O N M E N T S

Figure P2.1: We evaluate three perspectives for motion guidance in VR: first-
person, third-person, and multi third-person. The movement
was first demonstrated by the system, before the users replicated
the movement while seeing the steps of the motion.

abstract

Movement guidance in virtual reality has many applications
ranging from physical therapy, assistive systems to sport learn-
ing. These movements range from simple single-limb to complex
multi-limb movements. While VR supports many perspectives
– e.g., first person and third person – it remains unclear how
accurate these perspectives communicate different movements.
In a user study (N=18), we investigated the influence of per-
spective, feedback, and movement properties on the accuracy of
movement guidance. Participants had on average an angle error
of 6.2° for single arm movements, 7.4° for synchronous two arm
movements, and 10.3° for synchronous two arm and leg move-
ments. Furthermore, the results show that the two variants of
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3pp1pp Multi-3pp

Figure P2.2: Illustration of the camera positions used by the different per-
spectives evaluated in our user study.

third-person perspectives outperform a first-person perspective
for movement guidance (19.9% and 24.3% reduction in angle
errors). Qualitative feedback confirms the quantitative data and
shows users have a clear preference for third-person perspec-
tives. Through our findings we provide guidance for designers
and developers of future VR movement guidance systems.

p2.1 introduction

Movement guidance plays a vital role in many domains, ranging from
sports training or physical therapy to dancing support. Traditionally,
users train with a coach, who observes their movements and offers
guidance in the form of visual (e.g., demonstration of a movement),
auditory (e.g., instructions for moving certain body parts) and tactile
(e.g., physical guidance through a movement) information. While this
approach has proven to be effective [15], it depends on the availability
of the coach and the user at the same time and place, and is limited
by the attention span of coach/user and high costs. Moreover, during
the recent pandemic’s time, traditional training with a coach becomes
even more unlikely.

To overcome these limitations, research has proposed a variety of
approaches. Among the earliest, is the use of video tutorials for move-
ment guidance [4]. However, this approach is very limited as it is hard
to accurately decode movement information from a prerecorded video,
and the user receives no feedback on their performance.

With the advent of virtual reality (VR) and low cost sensing solutions,
new interaction techniques became possible, e.g. the ability to show the
user movements from different perspectives. Research has shown that
VR is a more effective medium for movement instruction compared to



P2.1 introduction 85

video based approaches [11]. Furthermore, for posture guidance [11]
and path guidance [21], a first person perspective was shown to
outperform other perspectives. However, posture and path guidance
overlook the time dimension, users can look around frequently and
take their time while performing the movements without adversely
affecting the accuracy. In contrast, most real-world movements are
performed with time playing an important role. Therefore, it remains
unclear how users perform using different perspectives for movement
guidance under time constraints.

The primary research question we investigate in this paper is how the
perspective influences the accuracy of timed movements in virtual 3d
environments (see Figure P6.1). Therefore, we conducted a controlled
user study with 18 participants. We varied the perspective (1pp, 3pp,
and Multi-3pp) and movement complexity (one arm, two arms, and
two arms + leg) to understand their influence on different movements.
We also varied movement direction (backward, forward, and sideways)
and speed (fast and slow) to cover a large set of typical movements.
Each condition was performed without real-time feedback on the
participants performance, with visual or with haptic feedback.

Our results show that for movement guidance, a third person perspec-
tive with multiple views outperforms a first person perspective (24%
decrease in average joint angle error). Furthermore, by increasing the
body parts involved in the movement (i.e., the movement complexity),
the ability of users to replicate the movement correctly decreases. The
angular error increases from 6.2° for single arm movements to 7.4°
for synchronous two arm movements and to 10.3° for synchronous
two arm and leg movements. We further collected qualitative feed-
back through a survey. Users found VR to be a viable alternative for
movement guidance and expressed clear preferences to using a third
person perspective over a first person perspective.

In summary, the main contributions of this paper are:

1. Findings from a controlled user study comparing three perspec-
tives for single- and multi-limb movements in VR.

2. Qualitative results from a survey investigating subjective prefer-
ences for VR movement guidance systems.

3. A set of design recommendations based on our findings to help
designers of VR movement guidance systems.



86 perspectives in vr for movement guidance

p2.2 related work

To contextualize our research and contributions, we describe the cur-
rent state of the field in the following.

p2.2.1 Perspectives in Virtual 3D Environments

Prior work has mainly used two types of perspectives for guidance in
virtual reality: first-person and third-person perspective.

p2.2.1.1 First-Person Perspective

The first-person perspective is the same as our real-world view of our
bodies. Guidance in this case consists of visual cues superimposed on
our view of our bodies. Although this perspective has been shown to
be more effective than other perspectives for posture guidance [11],
it also leads to constant head rotation in order to perceive guidance
cues [21]. We hypothesize that for movement guidance, these constant
head rotations would lead to a decreased accuracy as users are under
time-constraints while performing the movement.

p2.2.1.2 Third-Person Perspective

Commonly used in games, the third-person perspective shows an
out-of-the-body view of the user. Two main types of third-person
perspective were studied for guidance applications: mirror perspective
(e.g., YouMove [2] and Physio @Home [17]) and a from behind view
of a person as commonly found in games (e.g., the work by Yu et
al. [21]). In our pilot tests, we found that the distance of visualization
from the user influences the quality of guidance. The farther away a
visualization was, the harder it was to perceive the movement. We
therefore decided to use a third-person perspective from behind and
above the user as it enabled placing the visualization close to the
user. A mirror perspective would have to be placed farther away as
the range of motion to the front is greater than to the back in the
movements investigated. A view from behind also enabled executing
the movements without mirroring them. We further used a skeleton
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visualization to reduce occlusions of the body that can make forward
movements not visible.

p2.2.2 Movement Guidance

Prior work on movement guidance can be grouped into (1) posture
guidance, (2) path guidance, and (3) movement guidance.

p2.2.2.1 Posture Guidance

Guidance of key frames in body movements is an important aspect of
movement guidance and hence has been the subject of several research
papers. OneBody [11] investigated the use of VR in comparison to
video and Skype for remote posture guidance. Findings showed that
using the first person perspective users could imitate target postures
more accurately compared to Skype and prerecorded video. How-
ever, users also required the longest time to complete postures using
a first person perspective. YouMove [2] was a system for posture-
and movement guidance. Using an augmented mirror, users could
see the target postures overlaid over their reflection. An evaluation
showed that YouMove improved short-term retention compared to
video demonstration. CameraReady [8] evaluated the use of different
displays and visualizations for posture guidance. Larger displays led
to lower errors and a 3d body visualization was rated to be more
usable than a skeleton visualization.

p2.2.2.2 Path Guidance

A step closer to movement guidance, path guidance focuses on guiding
users along a predefined path in three-dimensional space. The main
difference to movement guidance is that there are no time constraints
on the movement. LightGuide [16] introduced the use of projected
visualizations on the body for hand guidance. Results showed that
users are 85% more accurate using these projected visualizations
compared to guidance from animated videos. In a series of user
studies, Yu et al. [21] investigated the effect of different perspectives on
path guidance in VR. Findings showed that a first person perspective
outperforms other perspectives. However, a third person perspective



88 perspectives in vr for movement guidance

led to significantly lower values for head rotation, indicating that with
first person perspective, users had to keep moving their heads left
and right constantly to perceive the path accurately. OctoPocus3D [5]
investigated feedforward and feedback for executing gestures in three-
dimensional space. Findings showed that concurrent feedback is useful
at the beginning, but as users execute the gestures more frequently it
becomes unnecessary.

p2.2.2.3 Movement Guidance

EGuide [6] investigated visual appearances and guidance techniques
for mid-air arm movements. Findings showed that for continuous
guidance, a realistic arm model resulted in higher accuracy compared
to an abstract arm model. Hülsmann et al. [12] investigated showing
users their own bodies, as well as showing users a superimposed body
of the teacher from the front and side while performing squats. Results
showed that users performed better with a superimposed visualization
of skilled performance and that different views lead to different kinds
of improvement. de Kok et al. [14] developed a closed loop system for
multi-modal feedback while learning movements. Movements of users
are automatically evaluated by the system and corrective instructions
are given to the users in real-time. Han et al. [10] introduced AR-Arm,
a movement guidance system for upper limb motions from the first-
person perspective. Although all these approaches have demonstrated
movement guidance in VR, an evaluation of the influence of different
perspective and movement characteristics is still missing in the liter-
ature. In our work, we systematically evaluate the affect of varying
the perspective used as well as the movement on the accuracy of VR
movement guidance.

p2.3 concept

In the following, we describe and motivate the used concepts for the
evaluated movement guidance.



P2.3 concept 89

p2.3.1 Perspectives

This paper evaluates three perspectives (see Figure P6.1) and compares
their influence on single- and multi-limb movement guidance.

p2.3.1.1 First-Person Perspective (1pp)

First-person shows the user’s own body as a stick figure. The advan-
tage of this perspective is that the user does not need to translate
the movement, since they are already shown in the correct location.
However, checking the accuracy of multiple limbs requires head move-
ment.

p2.3.1.2 Third-Person Perspective (3pp)

Third-person shows a stick figure 0.7 m in front of the user (see Fig-
ure P2.2b). This distance was chosen to ensure the whole stick figure
is in view without requiring head movements. Hence, we expect this
perspective to perform better for multi-limb movements, where the
user can not view all body parts. In contrast to a human trainer, where
the trainer movements are mirrored to allow for eye contact between
student and trainer, we decided to have the stick figure facing in the
same direction as the user to ease the interpretation of the movements.

p2.3.1.3 Third-Person Perspective with Multiple Views (Multi-3pp)

Multi third-person is similar to the third-person condition, but shows
two additional third-person views 3.75 m behind the third person view.
The two additional perspectives show the user from both sides to give
additional information about movements (see Figure P2.2c). We expect
these views to help with forward and backward movements that are
difficult to interpret in a third-person perspective.

Although 1pp and 3pp could be combined into a single perspective
(similar to the multiple views in Multi-3pp), we make the distinction
between 1pp and 3pp to focus on the mere influence of each per-
spective on its own. An interesting direction for future work can be
investigating the combination of 1pp and 3pp.
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p2.3.2 Phases of Movement Training

The movement training consists of two phases: demonstrate and perform.
The phases are inspired by interactions with human trainers (e.g., in a
fitness course).

p2.3.2.1 Demonstrate

The first phase shows the movement to the user. The movement is
performed with the correct timing to help the user to understand
the speed of the movements. Although this phase is similar to a
demonstration by a human trainer, it differs in the perspective. Instead
of viewing the mirrored movement on another human, the system
uses the capabilities of a virtual environment to show the movement
either as an overlay on the user, as a non-mirrored third-person or
from multiple perspectives.

p2.3.2.2 Perform

In the second phase the user performs the movement without demon-
stration. However, to guide the user’s movements there are visible key
frames along the movement path (see Figure P6.1). The guides are
automatically extracted from the movement to ensure even spacing
along the movement path. These visual guides disappear, when the
user’s body moves close enough (5 cm) to the position. In addition,
we evaluated two types of feedback during this phase.

p2.3.3 Feedback

We evaluate movement guidance without and with two feedback
modes in the perform phase. These modes were added to better
understand the influence of visual and haptic feedback during multi-
limb movements, since they might ease the adjustment of multiple
body parts and hence lead to more accurate movements.
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Figure P2.3: The nine different movements used in our evaluation. The lev-
els of the two independent variables Movement Complexity and
Movement Direction are illustrated.

p2.3.3.1 None

The baseline condition shows the the keyframes without additional
feedback based on the user’s movement.

p2.3.3.2 Color Feedback

The color condition shows keyframes and changes the color of the VR
stick figure’s body parts depending on how close these body parts
are to their optimal path. If the distance between a body joint and the
same joint in the optimal movement exceeds 15 cm, the joint is colored
red.

p2.3.3.3 Haptic Feedback

The haptic condition shows key frames and gives vibrotactile feedback
on each of the body parts depending on how close they are to their
optimal path. The haptic stimulus was calibrated for each user and we
used a linear mapping between the euclidean distance to the optimal
path (distances beyond 15 cm are mapped to 100% and distances under
15 cm stopped the vibration).
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p2.4 user study

Our user study investigates the influence of different perspectives,
movement types, and feedback on the accuracy of movement guidance
in VR. In particular, the quantitative part of our user study aims to
answer the following hypotheses:

h1 Users are more accurate with 1pp for movements involving one
arm.
Motivation: prior work on posture guidance showed that for
upper limb postures, 1pp was more accurate than 3pp. However,
since our study investigates movement guidance, we hypothesize
that one arm movements will not require frequent head rotations
and hence will be more accurate using 1pp.

h2 Users are more accurate with 1pp for forward movements.
Motivation: we based this hypothesis on the fact that users were
more accurate with 1pp for visible postures and paths from prior
work [11, 21].

h3 Users are more accurate with 3pp and Multi-3pp for movements
requiring multiple body parts.
Motivation: we hypothesize that due to frequent head rotations
necessary to perceive multi-limb movements accurately with
1pp, 3pp and Multi-3pp will be more accurate.

h4 Users are more accurate with Multi-3pp than 3pp.
Motivation: we hypothesize that the addition of side views in
Multi-3pp will enable users to see errors in their movements
more easily, as was shown in prior work [12] for other perspec-
tives.

h5 Users perform movements requiring fewer body parts more accu-
rately.
Motivation: we hypothesize that multi-limb movements require
higher coordination efforts from users and hence result in higher
movement errors.

h6 Users are more accurate with haptic feedback than color feedback
and no feedback.
Motivation: haptic feedback can be instantaneously localized and
does not require visual attention to the body part. Hence, we
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hypothesize that haptic feedback will be more effective than
color and no-feedback in correcting errors.

h7 Users perform slow movements more accurately than fast move-
ments.
Motivation: we hypothesize that slow movements can be more
easily replicated than faster movements.

p2.4.1 Participants

We recruited 18 (13 male, 5 female) participants aged between 21 and
27 years old (µ = 23.89, σ = 1.94). Three of our participants had previ-
ous experiences with VR. One participant had previously explored a
museum in VR, and the remaining two used VR for gaming purposes.
None of our participants had previous experience with movement
guidance in VR. Participation in our experiment was voluntary, and
no compensation was offered.

p2.4.2 User Study Design

In our user study, we varied the perspective (1pp, 3pp, and Multi-
3pp), movement complexity (one arm, two arms, and two arms + leg),
movement direction (forward, sideways, and backward), movement speed
(slow and fast), and feedback (none, haptic, and color). This resulted in
162 (3 × 3 × 3 × 2 × 3) conditions. We used a balanced Latin-square
to counterbalance the variable perspective. The order of the remaining
variables was randomized. In total, we collected from each participant
162 movements.

p2.4.3 Procedure

After obtaining informed consent from the participants, we collected
their demographic data. Then, we explained the task and provided a
brief overview of the procedure. The task was to replicate a movement
after observing it in VR.
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Every trial started with the participant standing in a neutral pose
with hands to the side. Upon pressing the trigger button of the Vive
controller, a movement is visualized for the participant to observe.
Pressing the trigger button again signals that the participant is ready
to start. A guiding visualization is displayed and the participant can
start moving. Upon completing a movement, the participant presses
the trigger button once again to indicate that the movement is finished.
When to press the trigger button was explained to the participants
at the beginning, and 2-3 test movements were performed to get
the participants familiar with our system that were not recorded.
Participants were instructed to replicate the movements in the same
speed in which they are displayed.

Upon completing all movements in a certain perspective, participants
took a small break of 5–10 minutes. After completing all movements,
we collected qualitative feedback by asking participants to fill out a
survey with the following questions:

s1 What is your opinion on using a VR system to learn new move-
ments?

s2 Which would you prefer: a VR system, a TV application or a real
class for learning new movements? Why?

s3 Which perspective did you like the most in VR? Why?

s4 Which feedback did you like the most? Why?

s5 Did you find any aspects frustrating while using VR for motion
guidance? Which?

s6 Are there further features you would like to see in a VR movement
guidance application? Which?

The total duration of the experiment was approx. 60 minutes.

p2.4.4 Apparatus

We conducted the experiment on a i7 dual core 3.6 GHz, 16 GB RAM
desktop PC with a NVIDIA GeForce GTX 970 graphics card. We used
an HTC VIVE headset and Microsoft Kinect v2. Although not as
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accurate and precise as marker-based systems, the Microsoft Kinect v2

is accurate and depending on the joint, moderately precise [20]. The
virtual environment was running on the same desktop computer and
updated tracking information at 60 Hz.

Haptic feedback was generated using the built-in linear resonant actu-
ators (LRAs) in the HTC Vive controllers. In addition to the controllers,
haptic feedback was required for stimulation of the legs. We used two
EAI C2 [3] linear actuators attached to the ankles. The actuators were
set to 200 Hz and vibrated at full intensity with a maximum peak to
peak displacement of 0.8 mm. They were placed directly under the
outer side of the ankle (i.e., under the Lateral Malleolus bone), as
vibrations on the bone were sometimes perceived as uncomfortable by
the participants.

p2.4.5 Dependent Variables

We recorded the joint angle errors of the participants while performing
movements. The joint angle error was computed frame by frame for
all joints involved in the movements (i.e., the shoulders, elbows, hips,
and knees) and averaged over joints and frames to produce a single
value per movement. The following formula was used to calculate the
joint angle denoted by θ:

θ = arccos
(

a · b
|a||b|

)

Where a and b are the vectors connecting the three joints, e.g., for the
shoulder a is the vector connecting the shoulder to the spine and b
is the vector connecting the shoulder to the elbow. We recorded the
3d positional accuracy (euclidean distance), but decided against using
it for further analysis, as it was sensitive to participants’ body sizes
and full body translations, e.g., a participant stepping forward while
performing a movement.
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Figure P2.4: Joint angle errors for all independent variables. Error bars are
the 95% confidence intervals. All significant effects are shown (*
≤ 0.05, ** ≤ 0.01, and *** ≤ 0.001).

p2.4.6 Data Analysis

We tested the data for normality using the Shapiro-Wilk test and
found significant deviations. We therefore decided to use the Aligned
Rank Transform (ART) [19] procedure to process our data. We then
performed an ANOVA to compute the F-score and p-value of main and
interaction effects as suggested by Wobbrock et al. [19]. As the ART
procedure can inflate Type I errors for post-hoc pairwise comparisons,
we used ART-C [7] for post-hoc testing with Bonferroni corrections.

p2.5 quantitative results

We analyse the angle errors from our study and discuss the main (see
Figure P2.4) and interaction effects (see Figure P2.5).

p2.5.1 Main Effects

The analysis showed a significant (F192.49,2 = 2734, p < .001) main
effect of the variable perspective on the joint angle error. We found that
1pp (µ = 9.37 °, σ = 4.62 °) resulted in the highest joint angle errors,
followed by 3pp (µ = 7.51 °, σ = 3.51 °), and Multi-3pp (µ = 7.09 °,
σ = 3.51 °). Post-hoc tests confirmed significant differences between
1pp and 3pp (p < .001), 1pp and Multi-3pp (p < .001), and 3pp and
Multi-3pp (p < .001).

We found a statistically significant (F737.45,2 = 2734, p <.001) main
effect of the variable movement complexity on the joint angle error of
participants. Movements involving the use of one arm (µ = 6.23 °,
σ = 2.90 °) resulted in the lowest joint angle errors, followed by two
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arms (µ = 7.40 °, σ = 3.47 °), and finally two arms and a leg (µ = 10.35 °,
σ = 4.42 °). Post-hoc tests confirmed significant differences between
one arm and two arm (p < .001) movements, one arm and two arms
plus leg (p < .001), and between two arms and two arms plus leg
(p < .001).

Further, we found a significant (F147.43,2 = 2734, p <.001) main effect of
the variable movement direction on the joint angle errors of participants.
Backward (µ = 7.19 °, σ = 3.58 °) movements resulted in lowest joint
angle errors, followed by forward (µ = 7.74 °, σ = 3.59 °) and sideway
(µ = 9.05 °, σ = 4.63 °) movements. Post-hoc tests confirmed all pair-
wise differences as significant (p < .001).

We found no significant main effects for the variables feedback (F1.18,2 =
2734, p >.05) and speed (F0.36,1 = 2734, p >.05). Figure P2.4 summarizes
the results.
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Figure P2.5: Joint angle errors for two-way interactions between the indepen-
dent variables. Error bars are 95% confidence intervals.

p2.5.2 Interaction Effects

Figure P2.5 displays the two-way interactions.

p2.5.2.1 Movement Direction * Perspective

We found a significant (F7.60,4 = 2734, p <.001) interaction effect be-
tween the variables perspective and movement direction. For 1pp, back-
ward and forward movements were comparable, whereas for 3pp and
Multi-3pp, backward movements were significantly more accurate
than forward movements.
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p2.5.2.2 Movement Direction * Movement Complexity

We found a significant interaction effect (F37.53,4 = 2734, p <.001) be-
tween the variables movement complexity and movement direction. Back-
ward movements were significantly more accurate than forward move-
ments only for movements with two arms and a leg. For movements
with one arm and two arms, no significant difference was found
between backward and forward directions.

p2.5.2.3 Movement Direction * Feedback

We did not find a significant (F0.50,4 = 2734, p >.05) interaction effect
between the variables feedback and movement direction.

p2.5.2.4 Feedback * Perspective

Our analysis did not reveal a significant (F0.42,4 = 2734, p >.05) interac-
tion effect between the variables perspective and feedback.

p2.5.2.5 Movement Complexity * Perspective

Our analysis did not reveal a significant (F1.17,4 = 2734, p >.05) interac-
tion effect between the variables perspective and movement complexity.

p2.5.2.6 Movement Complexity * Feedback

We did not find a significant (F1.02,4 = 2734, p >.05) interaction effect
between the variables feedback and movement complexity.

p2.5.2.7 Speed * Perspective

We found a significant (F3.70,2 = 2734, p <.05) interaction effect between
the variables perspective and speed. For 1pp, fast movements had a
higher joint angle error than slow movements. On the other hand,
for 3pp and Multi-3pp, fast movements had a lower joint angle error.
Post-hoc testing did not confirm these differences as significant.
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p2.5.2.8 Speed * Movement Direction

Our analysis revealed a significant (F36.97,2 = 2734, p <.001) interac-
tion effect between the variables movement direction and speed. Fast
movements were significantly more accurate than slow movements
for backward and forward directions. For the movement direction
sideways, slow movements were significantly more accurate than fast
movements.

p2.5.2.9 Speed * Movement Complexity

We found a significant (F4.87,2 = 2734, p <.01) interaction effect between
the variables movement complexity and speed. One arm slow movements
were more accurate than fast movements, while two arm fast move-
ments were more accurate than slow movements. Post-hoc tests did
not confirm these differences as significant.

p2.5.2.10 Speed * Feedback

We did not find a significant (F0.83,2 = 2734, p >.05) interaction effect
between the variables feedback and speed.
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Preferences: Real Class, TV, or VR

Real Class (9) VR (7) TV (2)

Preferences: 1pp, 3pp, or Multi-3pp

Multi-3pp (10)

Preferences: Haptic Feedback (HF), Color Feedback (CF), or No Feedback (NF)

HF (13) CF (3) NF (2)

3pp (8)

Figure P2.6: Users’ qualitative preferences.

p2.6 qualitative results

In the following, we detail on the results of our survey.

p2.6.1 Opinions on Using VR to Learn Movements

The majority of participants (16) expressed a positive attitude towards
using a VR system to learn new movements. They found it "very
interesting" (P1, P4, P5, P10, P12), "engaging and fun" (P1, P10, P15),
and it to be "a good idea" (P8, P9, P11, P13). Some participants expressed
that the usefulness of the system depended on the perspective being
used: "pretty useful from the third person perspective" (P7), "it is kinda hard
to watch the movement, especially in the first person point of view. With the
third person’s point of view it is easier to see the movement" (P15), and that
"the third person perspective is easier to follow." (P9). Two participants
expressed negative attitudes towards learning new movements with
a VR system. They found it "quite tiring" (P6) and it to be "not very
effective" (P14).

p2.6.2 Preferences: Real Class, TV, or VR

Nine participants expressed preferences for learning new movements
in a real class. P1 thought that "an expert would be monitoring my ac-
tions and provide a more accurate feedback". Similarly, P7 thought that
a real class provides "quick and easier instruction from a person" and
P8 expressed that with a real class it is "easier to follow the movement
and someone to correct the movement if I did it wrongly". The remaining
participants all expressed similar thoughts, with the presence of an



102 perspectives in vr for movement guidance

expert to support them being the main reason why they would prefer
a real class. Seven participants chose a VR system for learning new
movements. P3 appreciated the independence associated with VR: "I
can learn the movements myself". P9 appreciated the flexibility: "with
VR I can do it at home and whenever I like". The remaining participants
expressed similar thoughts, with independence being the main reason
why they prefer a VR system. Lastly, two participants expressed pref-
erences towards a TV system. The main reason was that with a TV, a
headset is not required: "no need for a heavy headset to wear on the head"
(P10).

p2.6.3 Preferences: Perspectives in VR

Ten participants preferred the use of Multi-3pp, while the remaining
8 participants all chose 3pp with no one choosing 1pp. The main
reason users gave for not choosing 1pp was that 3pp and Multi-
3pp were "clearer" (P1, P5, P13, P14) and allow users to "observe the
full movement" (P4, P7), whereas 1pp caused "neck pain" (P1, P10)
and required "constant shifting from looking left to looking right" (P1).
Participants appreciated the ability to see themselves from "different
angles" (P12) in Multi-3pp. Furthermore, P8 expressed "if I am not sure
from the 3rd person perspective, the other views makes it clear". On the other
hand, P13 expressed that with 3pp "no distraction compared to third
person with multiple view". Similarly, P1 expressed that the multi-views
can sometimes feel "redundant", however, they are "nice to have".

p2.6.4 Preferences: Feedback

13 participants preferred haptic feedback, 3 participants chose color
feedback, and 2 participants preferred no feedback. Arguments for
haptic feedback included: "enabled me to respond quickly" (P6), "I can
feel it directly" (P18), "don’t need to see it, I can just feel it" (P16), and
"I can feel the feedback instantly" (P10). P15 further expressed that the
haptic feedback felt more "fun...it feels more like playing games instead of
learning a new movement". The main argument for color feedback was
the ability to "see the feedback directly" (P12). Participants that preferred
no feedback expressed that "I did not understand the feedback and what
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was it telling me" (P8) and "other types of feedback are not very clear"
(P14).

p2.6.5 Frustrating Aspects

We asked participants if they found any aspects frustrating while
using VR for movement guidance. Nine participants expressed that
movement guidance with 1pp was frustrating. P18 expressed "first
person perspective is really tiring as I have to look around multiple times to
see the movement". Similarly, P15 expressed "the first person POV, it’s
hard to see the backside, i need to look around so much, pain to my neck".
Three participants commented on the VR headset being "quite heavy"
(P4, P16) and that it is "not portable" (P5).

p2.6.6 Further Features in a VR Movement Guidance Application

Further features that participants wanted to have in a VR movement
guidance application were: mirrored perspective as it "might be more
natural to the users, it is also a more common perspective when following
an instructor in a real class." (P1), better tracking, adding audio to the
experience, being able to choose scenery, having the option to change
the skeleton to look like a real instructor, and adding more movements,
e.g., jumping, walking, and side steps.

p2.7 discussion

In this section, we discuss quantitative and qualitative results of our
user study. In general, we found that 3pp and Multi-3pp lead to
significantly more accurate execution of movements compared to 1pp.
This was also reflected in the qualitative results, where 10 participants
chose Multi-3pp as their preferred perspective and the remaining
participants choosing 3pp.
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p2.7.1 Quantitative Results

We hypothesized at the beginning in H1 and H2 that users would
be more accurate using 1pp for one arm movements and forward
movements, respectively. However, our results showed that for all
levels of movement complexity (one arm, two arms, two arms and a
leg) as well as all levels of movement direction (forward, backward,
and sideways), 3pp and Multi-3pp were more accurate than 1pp.
Therefore, we cannot support H1 & H2. An observation that we
could make explaining this result is that regardless of the movement
complexity and the direction, users had to nevertheless look around
to make sure that there is no visual information that they missed.
This led to higher errors using 1pp, even for one-arm movements and
movements forward.

In H3, we hypothesized that users would be more accurate for multi-
limb movements with 3pp and Multi-3pp. Our results confirm this
and hence we can accept H3. In H4, we hypothesized that Multi-3pp
would lead to lower errors in comparison to 3pp. Our results confirm
that Multi-3pp resulted in significantly lower errors in comparison
to 3pp and 1pp, and hence we can accept H4. Our findings further
show that multi-limb movements result in higher errors compared to
single-limb movements, and therefore we can accept H5.

In H6, we hypothesized that haptic feedback would lead to lower
errors in comparison to color and no-feedback. However, our results
show that performance of participants was comparable over all feed-
back types and no significant differences were found. Therefore, we
cannot support H6. A possible reason for the lack of improvement of
haptic and color feedback in comparison to no-feedback was provided
by our participants, where they stated that the feedback is useful to
find out if a deviation from the target movement is being made, but it
does not inform the user in which direction the error is being made.
Hence, participants were unsure how to correct their movements after
being notified by the different feedback types.

Regarding the speed of movement, we hypothesized that fast move-
ments would be harder to execute than slow (H7). Our results showed
that users executed fast and slow movements comparably, and hence
we cannot support H7.
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p2.7.2 Subjective Preferences

In general, our participants expressed positive attitudes towards move-
ment guidance in VR. However, 9 of our participants (50%) preferred
a real class over movement guidance in VR, with the main reason
being the presence of an expert that monitors and corrects movements.
Therefore, future systems for movement guidance in VR should focus
on supporting the interaction between an expert and the user, either
using automated algorithms [13] for error correction or by supporting
a two-way communication channel between expert and student in VR.
This approach has the potential of combining the best of training in a
real-class (presence of expert) and training in VR (independence).

In line with the quantitative results, all our participants expressed
preference to either Multi-3pp (56%) or 3pp (44%). Hence, to improve
the user experience of movement guidance systems in VR, a third-
person perspective should be used.

Regarding the choice of feedback, haptic feedback was preferred by
the majority of our participants (72%). Although the use of haptic
feedback did not lead to a significant improvement in our quantitative
results, it was preferred by participants over color and no-feedback,
as it enabled them to respond quickly, did not require their visual
attention, and felt more fun. To improve the user experience, future
movement guidance systems should include haptic feedback and if
possible encode the direction of correction required, e.g., using the
push and pull metaphors [9], so that users are certain about what the
feedback is communicating and the correction required.

p2.8 design recommendations

Based on our results, we derive four design recommendations for
designers, developers, and researchers of motion guidance systems.



106 perspectives in vr for movement guidance

p2.8.1 Third-Person Perspectives for Movements

Both third-person perspectives (3pp and Multi-3pp) performed sig-
nificantly better than the first-person perspective (1pp) for movement
guidance. Third-person perspectives lead to an angle error reduction
19.9% or 24.3% compared to the first-person perspective.

p2.8.2 Additional Views increase Accuracy

We recommend adding multiple views for best accuracy, because
Multi-3pp resulted in the least angle errors overall. The two additional
views significantly reduced angle errors by 5.3% (-0.4°) compared to a
third-person perspective without additional views.

p2.8.3 Single-Limb Gestures for Precise Input

New interaction possibilities that use movement gestures as an input
modality are constantly being introduced by researchers, e.g., for
interaction with public displays [18] or mid-air gestures [1]. The study
shows that a lower movement complexity leads to significantly more
accurate movements. We recommend to use single-limb movement
gestures whenever precise input is required (-15.8% compared to two
arms and -39.8% compared to two arms and leg).

p2.8.4 Improve User Experience with Haptics

Despite no significant effect on the movement errors, the qualitative
feedback revealed 13 of 18 participants (72%) preferred haptic feedback
over no feedback or color feedback. Therefore, we recommend adding
haptic feedback to communicate errors to improve the user experience
of motion guidance systems.
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p2.9 conclusion

In this paper, we investigated different perspectives, movement proper-
ties, and feedback on VR movement guidance. Our work extends prior
work on posture [2, 8, 11], path [5, 16, 21], and movement guidance [6,
12, 14]. Our findings show that for timed movements, a third-person
perspective should be preferred as it increases the accuracy of the user
while replicating movements. It was also qualitatively preferred by our
users. Furthermore, our results showed that the addition of multiple
views led to a significant accuracy increase and that single-limb move-
ments were more accurately replicated in comparison to multi-limb
movements. Based on our quantitative and qualitative findings, we
derive a set of design recommendations for VR movement guidance
systems.
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P3
V R S K E T C H P E N : U N C O N S T R A I N E D H A P T I C
A S S I S TA N C E F O R S K E T C H I N G I N V I RT UA L 3 D
E N V I R O N M E N T S

Figure P3.1: (a) VRSketchPen recreates the feeling of (b) contact pressure and
(c) textures of surfaces, which allows users to have a more realis-
tic experience when (d) drawing in VR. VRSketchPen also uses
the unconstrained haptic feedback interaction technique, that
allows users to draw in both flat and curved surfaces without
snapping the stroke to a virtual canvas.

abstract

Accurate sketching in virtual 3D environments is challenging
due to aspects like limited depth perception or the absence of
physical support. To address this issue, we propose VRSketch-
Pen – a pen that uses two haptic modalities to support virtual
sketching without constraining user actions: (1) pneumatic force
feedback to simulate the contact pressure of the pen against
virtual surfaces and (2) vibrotactile feedback to mimic textures
while moving the pen over virtual surfaces. To evaluate VRS-
ketchPen, we conducted a lab experiment with 20 participants
to compare (1) pneumatic, (2) vibrotactile and (3) a combination
of both with (4) snapping and no assistance for flat and curved
surfaces in a 3D virtual environment. Our findings show that
usage of pneumatic, vibrotactile and their combination signif-
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icantly improves 2D shape accuracy and leads to diminished
depth errors for flat and curved surfaces. Qualitative results
indicate that users find the addition of unconstraining haptic
feedback to significantly improve convenience, confidence and
user experience.

p3.1 introduction

Recent advances in inexpensive, high-quality Virtual Reality (VR)
headsets, such as HTC-VIVE and Oculus Rift, have promoted the inter-
est of architects, artists, and designers to use immersive 3D sketching
in their everyday activities [16, 42]. Most commercial systems, such
as TiltBrush [26] and Quill [20], use 3D freehand drawing to create
strokes by following the user’s hand movements with a six degree
of freedom (6 DOF) input device. Besides the flexibility and speed of
this technique [75], users also have the advantage of being immersed
inside the drawing and of sketching directly in 3D space [35]. This
helps them create and visualize 3D shapes in a body-centric space. On
the other hand, users need to project their shapes using perspective
grids and scaffolding when drawing 3D shapes using pen and paper
or a tablet.

Despite the stated advantages of immersive 3D sketching, one prob-
lem of sketching in 3D is lower accuracy compared to sketching with
pen and paper [3, 77]. Some of the challenges that affect the user
accuracy are the absence of physical support [3], higher cognitive [8]
and sensorimotor demands [77], and the depth perception issues asso-
ciated with stereo displays [6, 9, 60]. These challenges make correctly
positioning a stroke in 3D space difficult. There have been different
attempts to improve user accuracy while sketching in virtual envi-
ronments, including the use of novel metaphors to create strokes [28,
36], beautification [5, 22], and surface snapping [2, 4, 5, 28, 42, 45].
However, these solutions constrain user actions, which can adversely
influence the final sketch [48, 72].

To address the accuracy of sketching in virtual 3D environments, such
as the absence of a physical surface and limited depth perception,
we designed VRSketchPen – a tool for immersive 3D sketching that
combines two types of haptic feedback in a new interaction technique
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called unconstrained haptic assistance (see Figure P3.1). The first type of
feedback is pneumatic force feedback to simulate the contact pressure
of the pen against virtual surfaces. The second one is a vibrotactile
feedback to mimic textures while moving the pen over virtual surfaces.
Unconstrained haptic assistance reduces the user’s stroke-control errors
without projecting the strokes to a virtual canvas by including the
feeling of haptic textures. With VRSketchPen, we aim to enhance
the user motor-control when sketching in VR, while maintaining the
fluidity and expressiveness of the 3D freehand drawing interaction
technique.

To evaluate VRSketchPen for sketching in a virtual 3D environment,
we conducted an experiment with 20 participants where we compare
pneumatic, vibrotactile and a combination of both with snapping
and no assistance for flat and curved surfaces. We discovered that
unconstrained haptic assistance made users draw more accurately in 3D
than without assistance. Moreover, users could draw more accurately
on curved surfaces than with snapping.

p3.2 related work

Designing user interfaces to fix the inaccuracies of immersive 3D
sketching compared to 2D sketching [3, 28, 77] has been an open area
of research for decades. In this paper, we focus on user interfaces that
emulate sketching on a physical surface to prevent the problems of
sketching mid-air [3] and the depth perception problems of stereo dis-
plays [6, 9, 60]. This section refers to related work on surface-snapping
and physical-object interfaces, as well as interfaces for rendering force
feedback and haptic textures.

p3.2.1 Surface-Snapping Interfaces

Surface-snapping interfaces provide users with a virtual canvas where
they can draw. These systems project strokes sketched by users on the
virtual canvas to remove depth-related errors. Some user interfaces
let users change the virtual canvas position manually [16, 28]. Others
use strokes or gestures to move the drawing plane [42, 43, 52, 80]. The
third set of user interfaces use predefined heuristics to automatically
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change the canvas position. For example, Multiplanes [5] uses the
controller pose and previously drawn strokes. Finally, some interfaces
use previously drawn strokes or shapes as canvases [2, 26, 28, 42, 53].

Although surface-snapping interfaces improve user accuracy, they can
make the drawing less expressive [13]. They also constrain the user
creativity [48, 72], as they limit the way users can create a stroke or
make users re-position the drawing surface before sketching a new
stroke. VRSketchPen on the other side allows users to experience un-
constrained movements while maintaining expressiveness and fluidity
in their interactions.

p3.2.2 Physical-Object Interfaces

In these user interfaces, users depend on a physical surface that
passively provides haptic feedback, e.g. touch devices like mobile
phones and tablets [2, 11, 16, 17, 34, 45–47, 65, 80], and large screens [15,
42, 43, 59]. User interfaces on these devices translate the position of
the physical surface into the virtual environment by using virtual
canvases. Altering the position of the virtual canvas can be achieved
by moving the device or by using 3D navigation methods to change
viewpoint. Afterwards, users sketch using the touch capabilities of
the device. However, when using touch devices, users can not feel the
shape of the sketched object or its texture. Another limitation with
mobile devices and tablets is that users need to keep the device stable
with one hand while sketching, which can be tiring [32, 45]. Other
user interfaces use 3D printed shapes that users can trace over [37, 74].
Nevertheless, this approach requires users to carry specific objects for
each shape they want to sketch.

p3.2.3 Force-Feedback Interfaces

Providing force sensations in user interfaces is currently accomplished
using different technologies. For instance using pneumatic actua-
tors [30, 62, 71], electrical muscle stimulation (EMS) [50, 51] and
mechanical actuators [10, 29]. However, using mechanical actuators,
such as exoskeletons [78], requires heavy components that lead to
fatigue in a use case such as sketching.
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In the context of 3D sketching, force feedback devices allow users to
touch virtual objects like surfaces [23, 39, 53] or virtual canvases [24,
52]. For example, Mohanty et al. [52] use a force feedback pen to snap
the tip to a virtual canvas. Force feedback devices also give users
more control over their stroke [40, 41, 66]. For example, Drawing on
Air [40] and Dynamic Dragging [41] use haptic feedback to help users
create smooth transitions between curves. However, most of these
user interfaces use a fixed force feedback device like the Touch [70] or
the Phantom [69] that keeps users standing in the same place. Using
VRSketchPen provides two types of haptic feedback, to feel both the
shape of an object and its texture, while allowing users to walk inside
the virtual environment by not fixing the system to a single position.

Many user interfaces for 3D sketching that use a force feedback device
have not been evaluated. Only Mohanty et al. [52] and Keefe et al. [41]
have done quantitative evaluations of the effect of haptic feedback
on 3D sketching. Mohanty et al. [52] evaluated the effect of snapping
on a plane using haptic feedback, and Keefe et al. [41] evaluated the
effect of haptic feedback on the user stroke control. Finally, work that
evaluates how haptic feedback emulates the sensation of painting with
water-colors on physical objects [53] is outside the scope of this work,
because we focus on 3D sketching in mid-air.

We extend prior work by evaluating the effect of different types of
haptic feedback on 3D sketching.

p3.2.4 Haptic Rendering of Textures

Moving our fingers on a surface results in vibrations that help us
experience textures. Such experiences are also possible when interact-
ing using a tool [44]. A large body of work investigates how textures
of different materials can be generated [14, 61, 68]. For example, by
recording vibration data of different materials, movement of a pen on
a flat surface can be experienced to have different textures [14]. Co-
optimization of surface and styli can be applied to closely match the
haptic perception of a digital tool with the perception of a traditional
one [56]. Strohmeier et al. [67] apply haptic textures to mid-air interac-
tions with different motion to vibration mappings, such as mapping
changes in rotation to vibrations. Other works relied on actuating the
tip of a brush for generating textures and impact force [53], and a
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controller with an actuated wheel for textures [76]. However, these de-
vices are heavy and can lead to fatigue in a use-case like 3D sketching
where users do not have a physical surface to rest their hand on.

p3.3 vrsketchpen

We present VRSketchPen (Figure P3.2), a tool for immersive 3D sketch-
ing that uses a haptic feedback pen to help users sketch accurate
shapes without constraining their actions. VRSketchPen consists of
two parts: (1) a new haptic feedback pen that can emulate contact
pressure and textures, and (2) a new interaction technique called un-
constrained haptic assistance. With VRSketchPen we aim to help users
sketch more accurately without sacrificing expressiveness by using
haptic feedback to reduce control-errors when drawing in 3D [41, 73].
Especially those related to the lack of a physical surface [3], the high
sensorimotor demands of controlling a 6-DOF device [77], and depth
perception issues [6, 9, 60]. To achieve this, VRSketchPen’s hardware
implementation goes hand in hand with our proposed interaction
technique unconstrained haptic assistance.

Unconstrained haptic assistance uses 3D freehand drawing combined
with ungrounded haptic feedback to emulate the speed and expres-
siveness of sketching with pen and paper. In contrast to snapping, our
interaction technique assists the users without altering their strokes.
This allows users to express their ideas freely and does not limit
user creativity like other CAD systems do [49]. Finally, unconstrained
haptic assistance avoids breaking the design flow by removing the
conscious engagement generated through constant interaction with
the user interface, e.g. turning the snapping function on/off [54].

p3.3.1 Design Considerations

The design of VRSketchPen was informed by seven parameters:
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Figure P3.2: (a) VRSketchPen (b) used in the precision grip and (c) as a 3D
model.

p3.3.1.1 Familiarity

Most people learn how to use a pen in their infancy [21]. Furthermore,
the pen remains a widely used tool in the office and by artists. Finally,
for interactions in a 3D environment, pens have better performance
than controllers in today’s VR and AR systems [55]. Therefore, we
designed VRSketchPen as a pen-like device.

p3.3.1.2 Grip type

The design of our pen-like device encourages users to hold the pen
using their fingers. Zhai et al. [81] found that using the finger muscles
to grip the input device has better performance than using the wrist or
elbows muscles. Users can hold the pen using the precision grip, where
users grip the pen with their thumb and index finger (Figure P3.2b).
The precision grip prevents errors when making a stroke using a
pen on paper [21, 25, 64]. Moreover, the pen supports other grip
types, for example, the three or four fingers grips used in Japanese
calligraphy [19].

p3.3.1.3 Size & shape

We carefully choose the size and shape of our device to help users
draw more accurately, as pen design affect the user 2D drawing [27].
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Design of our pen was similar to Goonetilleke et al. [27], to prevent
affecting comfort and accuracy, without increasing sketching time.

p3.3.1.4 Weight

Lightweight pens increase the user’s dexterity, as the weight of a
pen affects user interaction [27, 55]. For example, a lightweight pen
prevents user fatigue when using the precision grip [55]. Finally, we
aim for a balanced weight distribution to avoid decreasing the user
performance [55].

p3.3.1.5 Contact and Texture Feedback

Similar to real-world interactions, it is important to receive feedback
on when the pen contacts a virtual surface and feeling a feedback on
the pen’s movements. Visual feedback is not enough to communicate
these cues [44]. Similar to [68], VRSketchPen emulates textures and
contact force resulting from contact with a surface.

p3.3.1.6 Avoiding Haptic Overstimulation

Constant haptic stimulation fatigues the user [38]. To avoid this issue,
our system only gives feedback when the user is attempting to sketch
on the virtual surface (i.e., is close to it). If the pen is not in proximity
to the system, no haptic signal is given.

p3.3.1.7 Unconstrained Sketching

3D environments enable the user to draw a wide variety of objects.
While 2D surfaces can assist the user in sketching [5], snapping all
strokes to a virtual surface limits the user’s expressiveness. For exam-
ple, a user might want to deviate from a predefined shape to draw
an expressive fur on a 3D animal character, while staying close to
the animal’s body. In our work, we aim to assist the user drawing
on virtual 2D surface without limiting expressiveness or constraining
strokes to be on a surface.
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Figure P3.3: The unconstrained haptic assistance interaction technique combines
vibrotactile and pneumatic feedback.

p3.3.2 VRSketchPen Implementation

p3.3.2.1 Pen Design

We designed a custom pen-like device (Figure P3.2a). The diameter
of the pen-shank is 14 mm, and the length is 105 mm. The pen also
has four legs to add the retro-reflective tracking markers, whose size
is 9.5 mm. The frame of the pen was printed using PLA filament and
weighs 20 g. For generating vibrations, we use a single lightweight
vibrotactile actuator (17 g) fitted inside a compartment at the tip of the
pen. In total, the pen weighs 37 g. Figure P3.2(c) shows the 3D model
and the printed pen. The 3D model of the pen is also available in the
paper’s supplementary material.

p3.3.2.2 Vibrotactile Actuator

We use a high-fidelity vibrotactile actuator (EAI C2
1) for rendering

texture using localized high displacement vibrations (Figure P3.2a).
The EAI C2 tactor is a linear resonant actuator that provides strong
localized vibrations by using a moving contractor shielded by a pas-
sive housing. Signals to the tactor were sent using an EAI universal
controller connected to a desktop computer. Vibration latency with
our setup was 50 ms.

1 C-2 tactor from Engineering Acoustics, Inc. (www.eaiinfo.com/product/c2/, Re-
trieved: 25.08.2020)

www.eaiinfo.com/product/c2/
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p3.3.2.3 Pneumatic Actuator

For pressure feedback, we use a small balloon as an inflatable pneu-
matic actuator. It is attached at the location where the index finger
contacts with the pen (Figure P3.2a). Our handheld prototype is con-
nected to an external compressor and solenoid valve to keep VRS-
ketchPen lightweight. The used air compressor (Einhell TH-AC 200/24

OF) is capable of providing up to 8 bar in pressure. Airflow from the
compressor to the balloon is regulate by a solenoid valve. We used
a normally closed (U.S. Solid JFSV00051) solenoid valve that is con-
trolled using a micro-controller. Response time for the pneumatic
actuator was 50 ms and inflates completely after 85 ms.

p3.3.2.4 Tracking

To ensure accurate representation of the haptic stimulation, we tracked
the pen using a marker-based motion capture system (Optitrack
V100:R2). The pen is fitted with retro-reflective markers for track-
ing.

p3.3.3 Unconstrained Haptic Assistance

Our proposed interaction technique is activated depending on the
distance to a virtual surface (Figure P3.3). The haptic assistance is
activated if the distance between the tip of the pen and the virtual
surface is less than 1 cm (surface-zone). We identified this value in
our informal tests before running the user study. The feedback is the
same, no matter if the tip is in front or behind the surface.

While activated, the pneumatic actuator indicates contact to the surface.
In this state, the user feels pressure from the pneumatic actuator and
texture feedback through the vibrotactile actuator, while moving the
pen parallel to the surface (i.e., sketching on it). For our vibrotactile
textures we use a granularity of 2 pulses per cm, 50% maximum
vibration amplitude of the EAI C2 tactor and a frequency of 120 Hz.
We chose these values based on prior work exploring the parameter
space for generating textures [68] and our pilot tests.
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To avoid fatiguing the user, once the tip of the pen leaves the surface-
zone, the pneumatic actuator deflates and the vibration feedback
stops.

p3.4 experiment

Our experiment aimed to evaluate the utility of VRSketchPen when
sketching planar and non-planar strokes commonly used when design-
ing 3D objects [63, 77]. We designed a task to evaluate VRSketchPen’s
utility, i.e. the combination of pneumatic force-feedback and vibrotac-
tile textures, and how it improves user accuracy when sketching in
both flat and curved surfaces.Based on prior work, we hypothesized
the following outcomes:

h1 VRSketchPen reduces depth inaccuracies.

h2 VRSketchPen improves 2D sketching accuracy.

h3 VRSketchPen improves 3D sketching accuracy.

h4 VRSketchPen increases the sketching time, since participants re-
quire more time to process the haptic signals.

h5 VRSketchPen improves users’ convenience, confidence and en-
gagement ratings.

p3.4.1 Methodology

In this section, we describe our experiment design, the procedure we
used, our participants, apparatus, and dependent variables.

p3.4.1.1 Participants

We recruited 20 participants (10 female) aged between 21 and 77 years
(M = 30.72, SD = 13.71). Three of the participants had experience with
sketching in VR, namely drawing on presentation slides in VR, from
gaming and a previous research project. None of the participants had
experience with snapping and haptic feedback for sketching before
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the experiment. Participation in our experiment was voluntary, and
no compensation was offered.

p3.4.1.2 Experiment Design

Throughout the experiment we used two surface types (flat and
curved), and five levels of assistance type (vibrotactile, pneumatic,
vibrotactile and pneumatic, snapping and no assistance), resulting in
ten (5×2) experimental conditions. We used a balanced Latin-square to
counterbalance the variables surface type and assistance type in a within
subjects design. For each combination of the levels of independent
variables participants sketched three shape types (triangle, rectangle
and circle) performing two repetitions for each shape. The order of
the shapes was randomized. This resulted in a total of 60 strokes per
participant.

p3.4.1.3 Procedure

After obtaining informed consent from the participants, we collected
their demographic data. Then, we explained the task and provided a
brief overview of the procedure. The task was to trace a shape (triangle,
rectangle, or circle) in a single stroke.

Every trial started with the participant standing in front of a virtual
surface displaying the shape to be drawn. Our participants were
instructed not to move during our study, to prevent variables like
participant’s movement patterns influencing the results.

There was no formal training phase. As soon as the participant felt
comfortable with the environment and location of the virtual surface,
they were shown the first shape. After finishing sketching a shape, the
participant manually switched to the next trial. Upon completing all
shapes in a condition, which is the combination of one surface type
and an assistance type, our participants filled out a short questionnaire
with 3 5-point Likert-scale questions. We consider this time as resting-
time. Afterwards, the experiment continued with the next condition.
The total duration of the experiment was approximately 45 to 60

minutes.
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Figure P3.4: The setting of the experiment: (a) the physical setting, and (b)
the participant view during the experiment.

p3.4.1.4 Apparatus

We conducted the experiment on a i7 dual core 3.6 GHz, 16 GB RAM
desktop PC with a NVIDIA GeForce GTX 970 graphics card. We used
an HTC VIVE headset [33] and an Optitrack V100:R2 motion capture
system with six cameras (sub-millimeter accuracy) for tracking the
pen at 100 Hz. The virtual environment was running on the same
desktop computer and updated the position of the pen at 60 Hz.
We provided participants with a 2.5m x 2.5m drawing area free of
obstacles. VRSketchPen was used in four operating modes depending
on the experiment condition:

1. Vibration VRSketchPen renders vibrotactile textures to emulate
movement on a virtual surface.

2. Pneumatic VRSketchPen provides pneumatic force-feedback to
simulate impact force with a virtual surface.

3. Combined VRSketchPen renders both vibrotactile texture and
force-feedback.

4. No haptic feedback.

Virtual Environment: Unity version 2018.3.11f1 was used to create the
virtual environment. It consisted of open space with no spatial refer-
ence except for a ground plane and the virtual surface that displays the
current shape. The surface location was centered in the physical space
available to our users, and its position remained constant throughout
the experiment. The surface was either curved or flat, depending on
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the experiment condition (Figure P3.5). The curved surface was a
cylinder with a radius of 25 cm. The flat surface extended through the
entire scene with a size of 10 m x 10 m.

p3.4.1.5 Shapes

Participants drew three geometrical shapes that are commonly used
when designing objects: a triangle, a square and a circle (Figure P3.5).
These shapes are difficult to draw freehand without errors like waves
in the strokes, non-matching corners, deviation from the drawing
plane, and corrective movements [77]. For instance, even experienced
designers have difficulties in precisely visualizing perspective transfor-
mations [63]. Based on their difficulty, they have been used to evaluate
3D sketching interfaces before [3, 18, 77].

The triangle base was 37 cm and its height 31 cm. The square had a
side length of 37 cm. The circle had a 20 cm radius. Each shape was
displayed in the middle of the surface, at a height comfortable for the
participant. The position of the surface remained constant during the
study.

p3.4.1.6 Scoring

For each drawn shape the 3D coordinates of the VRSketchPen and
timestamps at the running frequency of the virtual scene (60 Hz)
were logged. Similar to Arora et al. [3], the data was pre-processed
using a median filter with a window size of 100ms to filter out high
frequency noise. The data is then approximated using piecewise linear
approximation and resampled to 100 equidistant points.

To test our hypothesis, we used the following dependent variables:

• Depth Error: the average distance in the z-direction (perpendic-
ular to the surface) between the participants’ drawn shape and
the shape displayed on the surface.

• 2D Error: the average two-dimensional error on the virtual sur-
face between the participants’ sketched shape and the shape
displayed. It shows how well a user can control their arm move-
ment without considering depth.
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Figure P3.5: Participants sketched a triangle, a rectangle and a circle on flat
(left) and curved (right) surfaces.
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Figure P3.6: Average 2D, 3D, depth errors, and task completion time for each
experimental condition.

• 3D Error: the average three-dimensional error between the par-
ticipants’ drawn shape and the shape displayed on the surface.

• Drawing Time: the time between the first and last point in the
sketch.

• Convenience, confidence and engagement (5-point Likert scale):
the participants’ subjective estimations of their perceived conve-
nience, confidence and engagement.

p3.5 results

We evaluated the recorded data using a 2-way repeated measures
ANOVA, followed by Bonferroni corrected pairwise t-tests where
significant effects were present. We further report the eta-squared
η2 as an estimate of the effect size and use Cohen’s suggestions to
classify the effect size as small, medium or large [12]. For the Likert
questionnaires, we performed an Aligned Rank Transformation as
suggested by Wobbrock et al. [79]. We tested the data for normality
with Shapiro Wilk’s test and found no significant deviations. Where
Mauchly’s test indicated a violation of the assumption of sphericity,
we used the Greenhouse Geisser method and report the ϵ.
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p3.5.1 2D Error

The analysis showed a significant (F4,32.51 = 98.87, ϵ=.43, p < .001) main
effect of the assistance type on the 2D error with a medium (η2=.09)
effect size. We found that pneumatic (M = 0.45 cm, SD = 0.08 cm), the
combined method (M = 0.46 cm, SD = 0.07 cm), and vibration feedback
(M = 0.46 cm, SD = 0.07 cm) resulted in the lowest 2D error rates,
followed by snapping (M = 0.49 cm, SD = 0.07 cm) and no assistance
(M = 0.51 cm, SD = 0.06 cm). Post-hoc tests confirmed significant
differences between no assistance and all other conditions (p < .001),
vibration and snapping (p < .001), pneumatic and snapping (p < .001)
and combined and snapping (p < .001).

Second, the analysis showed a significant (F1,19 = 841.8, p <.001) main
effect for the surface type on the 2D error with a large (η2=.81) effect
size between flat (M = 0.41 cm, SD = 0.04 cm) and curved (M = 0.54 cm,
SD = 0.02 cm) surfaces.

Finally, we found statistically significant interaction effects for assis-
tance type * surface type (F4,24.05 = 5.95, ϵ=.32, p <.05) with a small
(η2=.01) effect size. We found that pneumatic, combined, and vibra-
tion methods performed significantly better than snapping (p < .01)
and no assistance (p < .001) on both flat and curved surfaces using a
pairwise t-test. However, we did not observe statistically significant
differences among pneumatic, combined, and vibration methods (p >
.05). Figure P3.6 depicts the 2D error for all conditions.

Conditions using VRSketchPen showed an improvement in terms of
2D error, hence, we accept H1.

p3.5.2 Depth Error

We found a statistically significant (F3,40.62 = 108.68, ϵ=.71, p <.001)
main effect of the assistance type on the depth error of participants
with a large (η2=.31) effect size. We found that the pneumatic feedback
(M = 0.68 cm, SD = 0.05 cm) and a combined method (M = 0.71 cm,
SD = 0.09 cm) resulted in the lowest depth errors, followed by vibra-
tion (M = 0.70 cm, SD = 0.10 cm) and no assistance (M = 0.83 cm,
SD = 0.10 cm). Post-hoc tests confirmed significant differences be-
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Figure P3.7: A circle, rectangle, and triangle sketched by one participant
using five different assistance types.

tween combined and none (p < .001), vibration and none (p < .001),
pneumatic and none (p < .001) and combined and pneumatic (p <
0.01).

Further, we found a significant (F1,19 = 27.66, p <.001) main effect of
the surface type on the depth error of participants with a large (η2=.23)
effect size between flat (M = 0.78 cm, SD = 0.11 cm) and curved
(M = 0.68 cm, SD = 0.07 cm) surfaces.

We could not find significant (F3,30.6 = 1.37, p >.05) interaction effects
between the two factors. Figure P3.6 depicts the depth error for all
conditions.

Compared to no assistance, VRSketchPen reduced depth errors, hence,
we accept H2.

p3.5.3 3D Error

We found a significant (F4,35.77 = 955.45, ϵ=.47, p <.001) main effect of
the assistance type on the 3D error of participants with a large (η2=.88)
effect size. We found the lowest 3D error with snapping (M = 0.49 cm,
SD = 0.07 cm), followed by pneumatic (M = 0.90 cm, SD = 0.05 cm),
vibration (M = 0.92 cm, SD = 0.09 cm), combined (M = 0.93 cm,
SD = 0.06 cm) and none (M = 1.05 cm, SD = 0.08 cm). Post-hoc tests
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confirmed significant differences between no assistance and all other
conditions (p < .001), as well as between snapping and the haptic
conditions (p < .001).

We could not find a significant main effect for the surface type (F1,19 =
4.10, p > 0.05) between flat (M = 0.84 cm, SD = 0.23 cm) and curved
(M = 0.87 cm, SD = 0.17 cm) surfaces.

Further, we found significant (F4,30.65 = 10.05, ϵ=.40, p < .001) interac-
tion effects between assistance type and surface type with a small (η2=.02)
effect size. We found that snapping had a significantly lower 3D er-
ror in comparison to pneumatic, combined, and vibration methods,
as well as no assistance for both flat and curved surfaces (p < .001).
We did not observe any significant differences between pneumatic,
combined, and vibration methods for both types of surfaces (p > .05),
but all three of them performed significantly (p<.001) better than no
assistance. Figure P3.6 depicts the 3D error for all conditions.

Conditions using VRSketchPen did not result in an improvement
compared to snapping, hence, we cannot support H3.

p3.5.4 Drawing Time

The analysis indicated a significant (F4,21.23 = 104.62, ϵ=.28, p <.001)
main effect of the assistance type on the drawing time of participants
with a large (η2=.31) effect size. We found that users were faster with
snapping (M = 12.27 s, SD = 1.90 s), than none (M = 14.96 s, SD = 2.60 s),
pneumatic (M = 17.77 s, SD = 3.21 s), vibration (M = 18.28 s, SD = 4.69 s)
and combined (M = 18.82 s, SD = 5.05 s). Post-hoc tests confirmed
significant differences between snapping and all other conditions (p <
.001) and between none and all haptic conditions (p < .001).

The analysis could not confirm a significant (F1,19 = 2.50, p > .05) main
effect for the surface type between flat (M = 16.61 s, SD = 4.52 s) and
curved (M = 16.23 s, SD = 4.31 s) surfaces.

Finally, we found significant interaction effects for assistance type *
surface type (F4,22.52 = 18.14, ϵ=.30, p <.001) with a medium (η2=.08)
effect size. We found that snapping had a significantly lower draw-
ing time for both types of surfaces in comparison to other methods
(p < .001). Additionally, we found that a combined method had sig-
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Figure P3.8: Participant answers to our questionnaire.

nificantly lower drawing time compared to vibration (p < .001) and
pneumatic (p < .01), but on the curved surface, the combined method
was significantly slower than vibration (p < .001) and pneumatic (p <
.001) methods. Figure P3.6 depicts the drawing time for all conditions.

Compared to conditions using no haptic feedback, VRSketchPen re-
sults in an increased drawing time, hence, we accept H4.

p3.5.5 Convenience

Assistance type had a significant effect on the perceived convenience
(F4,76 = 14.94, p < .001). Post-hoc tests showed that compared to no
assistance, combined (p < .001), pressure (p< .001), vibration (p <
.001) and snapping (p < .001) were rated more positively. In addition,
snapping was rated more convenient than combined (p < .05), pressure
(p < .05) and vibration (p < .01). Surface type (F1,19 = 0.15, p > .05) and
the interaction between factors (F4,76 = 1.23, p > .05) was not significant.

p3.5.6 Confidence

Participants’ confidence ratings were significantly affected by assis-
tance type (F4,76 = 15.70, p < .001). Snapping was rated most positively
compared with vibration (p < .01), pressure (p < .05), no assistance
(p < .001), and combined (p < .01). Pressure (p < .001), vibration (p <
.001) and combined (p < .001) resulted in significantly higher confi-
dence ratings than no assistance. No significant effects were found for
surface type (F1,19 = 3.20, p = .09) nor for the interaction between the
variables (F4,76 = 0.86, p > .05).
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p3.5.7 Engagement

We asked our participants if they would like to use this combination
of surface and assistance type when sketching in VR. The type of as-
sistance had a significant effect on participants’ ratings (F4,76 = 14.99, p
< .001). The condition with no assistance was rated by our participants
as least enjoyable in contrast to pressure (p < .001), vibration (p < .001),
their combination (p < .001) and snapping (p < .001).

Convenience, confidence and engagement are improved using VRS-
ketchPen, hence, we accept H5.

p3.6 discussion

In this section, we discuss quantitative and qualitative results of our
experiment. In general, we found that the addition of haptic feedback
in VRSketchPen helped participants sketch on virtual surfaces without
the need to constrain user actions. Pneumatic feedback resulted in
lowest 2D and depth errors. Snapping resulted in fastest execution
time and performed best for 3D error. While different types of surfaces
showed comparable results for 3D error and drawing time, differences
were observed for 2D and depth errors.

p3.6.1 VRSketchPen Accuracy

In the following, measures related to accuracy are discussed.

p3.6.1.1 2D Sketching Accuracy

VRSketchPen’s haptic assistance types (pneumatic, vibrotactile and a
combination) improve 2D sketching accuracy by helping users control
their arm movement in two dimensions. These results indicate that
haptic assistance types in VRSketchPen are valuable additions to
devices for sketching on virtual surfaces.

We further noted, that the snapping technique showed a lower 2D
error than no assistance, indicating that when removing depth devia-
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tion in visual output, users can focus more on controlling their arm
movement.

p3.6.1.2 Depth Sketching Accuracy

When using VRSketchPen, depth errors made by users were reduced
in comparison to no assistance when drawing on flat and curved sur-
faces. We also identified that users made fewer errors with pneumatic
assistance than with VRSketchPen’s combination of pneumatic and
vibration assistance (Figure P3.6). This indicates that for depth per-
ception emulating contact force provides better cues than combining
pneumatic with vibrotactile textures. A possible reason could be user
specific preferences, e.g., P4 expressed "I liked the balloon; the vibrations
were too strong for me.". Given that depth error with the snapping
technique is always zero, we compare VRSketchPen to no assistance.
These results complement previous work [3] and show that haptic
feedback reduces depth perception errors when sketching on virtual
surfaces.

p3.6.1.3 3D sketching accuracy

Our results show that VRSketchPen enriches the interaction with a vir-
tual surface and provides motion assistance in 3D space that reduces
users’ 3D errors compared with no assistance. However, given no
depth errors for the snapping technique, 3D error with VRSketchPen
was still higher than snapping, however snapping sacrifices expres-
siveness by contstraining user actions, which is not the case for VRS-
ketchPen. For example, compared with no assistance, VRSketchPen
reduces depth-perception errors by 18%, and motor control problems
by 11.8%. This makes our proposed interaction technique useful for
design applications, where expressiveness and unconstrained user
strokes are valuable [1].

p3.6.2 Drawing Time

When considering time participants took, we found that users were
slower in their sketches when using VRSketchPen compared to snap-
ping and no assistance. The combination of haptic modalities was
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faster on flat surfaces than curved surface. However, when using
curved surfaces we observed that participants were faster using a
single haptic modality than their combination. We suspect that dif-
ferences in drawing time between assistance and surface types will
become minimal with training [31].

p3.6.3 Subjective Preferences

Compared to no-assistance, users’ perceived ratings of convenience,
comfort and confidence were significantly higher when using VRS-
ketchPen. Although snapping was subjectively perceived as more
convenient and participants felt more confident using it, they, never-
theless, expressed a high willingness to use VRSketchPen for sketching
in VR. We assume that this can be explained by the two following
reasons: (1) preference of the snapping technique due to visual out-
put removing depth inaccuracies and (2) novelty effect when using
VRSketchPen.

p3.6.4 Sketching on Flat and Curved Surfaces

Sketching on flat surfaces reduces 2D error in comparison to curved
surfaces. On the other hand, sketching on curved surfaces reduces
depth error compared to flat surfaces. For 2D error, we assume that
this difference is caused by the nature of the surface and participants’
prior experience drawing in two dimension, e.g., using pen and paper.
For depth, we suspect that participants concentrated more on the
changing depth of the surface throughout the sketch, which resulted
in lower overall depth errors.

With respect to the 3D error and drawing time, we did not observe
differences between the two types of the surfaces. In comparison to
previous work [3] that identified significant difference in sketching
time between curved and flat surfaces. In our experiment we focused
on the sketching accuracy, and so users were required to take their
time while sketching which lead to slower drawing time, but therefore
more precise.
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p3.7 limitations and future work

The main limitation of our user study is that participants only drew
geometrical 2D shapes, even if participants drew on curved surfaces.
In the future, we will evaluate VRSketchPen in complex drawing sce-
narios, where our participants move and draw complex 3D shapes.
Yet, we expect that our results extend to complex shapes, as our results
show that haptic assistance help the user’s motor control and prevents
depth perception errors. We only evaluated one vibrotactile texture
in our study. Future works should extend this by investigating and
comparing various textures for sketching, since prior work has shown
that vibrotactile parameters can change the perception of virtual sur-
faces [68]. Another limitation with VRSketchPen is that the hardware
is not self-contained, and right now restricts the movement of the
user to two meters. However, future versions of VRSketchPen can use
tiny position trackers based on existing VR systems [58] and a small,
mobile air compressor as in Squeezeback [57], to provide mobility.
Finally, beautification of pen strokes or widgets inside the VE can
further assist the user in drawing more accurately.

p3.8 conclusion

In this paper, we presented VRSketchPen, a pen that combines two
types of haptic feedback, extending previous work [41, 52], to produce
a realistic feeling of experiencing a virtual surface. VRSketchPen en-
ables a new interaction technique called unconstrained haptic assistance
that helps users reduce motor and depth errors when drawing in
3D without constraining user actions. Our work extends the work by
Barrera et al. [7] to include haptic feedback. VRSketchPen has better
accuracy than no assistance, and in some aspects is comparable to
snapping which is considered the state of the art for improving user
accuracy. This makes VRSketchPen a viable option for sketching in VR.
Especially when working on a new concept where an interface that
does not constrain the user is needed. For example, future applications
of VRSketchPen might include the use of haptic brushes in 3D sketch-
ing systems that not only change the visual aspect of a stroke, but
also how they feel when the user draws with them. Involving other
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senses when drawing opens creative new possibilities for current 3D
sketching systems.
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P4
V I B R O M A P : U N D E R S TA N D I N G T H E S PA C I N G O F
V I B R O TA C T I L E A C T UAT O R S A C R O S S T H E B O D Y

abstract

In spite of the great potential of on-body vibrotactile displays
for a variety of applications, research lacks an understanding
of the spacing between vibrotactile actuators. Through two ex-
periments, we systematically investigate vibrotactile perception
on the wrist, forearm, upper arm, back, torso, thigh, and leg,
each in transverse and longitudinal body orientation. In the first
experiment, we address the maximum distance between vibra-
tion motors that still preserves the ability to generate phantom
sensations. In the second experiment, we investigate the percep-
tual accuracy of localizing vibrations in order to establish the
minimum distance between vibration motors. Based on the re-
sults, we derive VibroMap, a spatial map of the functional range
of inter-motor distances across the body. VibroMap supports
hardware and interaction designers with design guidelines for
constructing body-worn vibrotactile displays.

p4.1 introduction

Vibrotactile displays on the body are increasingly used in situations
where interaction with visual or audio displays is not possible or
recommended, e.g., while driving, holding conversations, riding a
bike, and countless other forms of physical activities [5, 7, 44, 59].
Prior research in HCI studied haptic feedback for many applications,
ranging from navigation [16], motion coaching [50, 55], passive motor
skill learning [53], driving [21, 28], and human-robot interaction [1].
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Depending on the use-case, haptic feedback is proposed on many
different body locations, e.g., upper arm [3, 4, 58], forearm [37, 38, 45,
47, 51, 70], wrist [7, 14, 30, 31, 35], stomach [28], thigh [56], legs [9],
and feet [61].

Although a multitude of systems and application scenarios using
vibrotactile actuators are proposed, the HCI community still lacks
a systematic understanding of the required spacing of vibrotactile
actuators. This is crucial to the effectiveness of vibrotactile feedback
and can have a huge effect on the haptic perception, as the amount of
mechanoreceptors and the thickness of the human skin varies across
the body [26].

This paper aims to systematically study the accuracy of vibrotactile
perception and the illusion of phantom sensations on different body
parts (see Figure P6.1). Phantom sensations are a tactile illusion where
the perceived location of a vibration is controlled by two or more
neighbouring tactors [2]. Phantom sensations have been commonly
used in HCI to generate high resolution tactile sensations using a low
resolution tactile display. From these findings, we derive VibroMap, a
first attempt to map vibrotactile perception across different body parts
from an HCI perceptive.

In particular, this paper contributes the findings of two controlled
experiments:

• A first experiment on phantom sensations at different body lo-
cations. Our findings detail on the maximum distance of two
physical tactors that still allows for continuous vibrotactile feed-
back to allow for an efficient tactor placement.

• A second experiment on the perceived accuracy of vibrotactile
stimulation on different body parts. These findings help to un-
derstand the minimum distance between two tactors without a
loss of precision in the haptic perception.

These findings are combined together in the form of VibroMap. Vi-
broMap is a map of the ideal tactor spacing across the human body
(see Figure P4.6). It provides an understanding on the minimum and
maximum distance of tactors across body locations. HCI researchers and
practitioners can use this map as a design guideline to gain insights
into the perception on different body parts in order to design efficient
future haptic devices and user studies.
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Figure P4.1: Locations studied in our experiments

p4.2 related work

Our work aims to systematically investigate the spacing of vibrotactile
actuators on the body. Therefore, we discuss in this section prior work
using vibrations as an interaction modality, the human body’s ability
to resolve spatial tactile stimulation and work leveraging phantom
sensations to generate continuous vibrotactile stimulation.

p4.2.1 On-body Vibrotactile Interfaces

On-body computing opens up a wide variety of opportunities for
interaction, e.g., leveraging the skin as a platform for interaction [20, 63,
64], using electrical muscle stimulation to move users’ limbs [36] and
providing feedback for prosthetic limbs [34]. Vibrotactile interfaces
on the body for output are particularly attractive as they are not
restricted to body locations that are visible, which leads to their use
across a diverse range of body locations, e.g., on the hand [17–19, 33,
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42], wrist [7, 30, 31, 35], forearm [37, 38, 45, 47, 51, 70], upperarm [3, 4,
58], back [23, 41, 60], stomach [28], thigh [56] and lower leg [9]. Their
usage spans a wide range of interaction scenarios, such as speech
communication [46, 67, 70], affective communication [43], progress
monitoring [7], learning gestures [19], spatial guidance [18, 33], motion
guidance [51, 56] and navigation [13, 15, 24].

Table P4.1: Body locations for vibrotactile feedback in related work ↕ indi-
cates a longitudinal arrangement, ⟳ indicates a transverse ar-
rangement, ⊞ indicates a grid and ◦ indicates a single actuator.
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While a large body of work explored vibrotactile interfaces (see Ta-
ble P4.1) that are limited to a particular body location, prior work has
also explored vibrotactile interfaces spanning across body locations.
In OmniVib [3], recognition rate of vibrotactile notifications across the
palm, upperarm, waist and thigh using a mobile phone form factor are
investigated. Karuei et al. [25] investigated the influence of movement
and visual load on the detection rate and reaction time of vibrations at
different body locations. Spelmezan et al. [56] investigated full-body
vibrotactile patterns for physical activities. Meier et al. [40] investi-
gated vibrotactile feedback on several body locations for pedestrian
navigation. In this work, we aim to gain a systematic understanding
of the effect of inter-actuator distance across body locations. Thus, we
contribute VibroMap, a map of the minimum and maximum inter-
actuator distances for vibrotactile actuators across body locations.

p4.2.2 Spatial Acuity of the Human Body

Spatial acuity of the human body’s sense of touch is investigated in
previous research [54, 62, 65]. Results of earlier studies by Weber and
Ross [62] with a metal compass show that spatial acuity varies across
body regions, with the tongue being most sensitive followed by the
fingers, toes and forehead; and that spatial acuity increases when the
stimulus is oriented along the transverse rather than the longitudinal
body axis. Weinstein [65] extended upon this by investigating two-
point discrimination thresholds, i.e., the distance at which two stimuli
applied to the skin are detected as distinct; and localization errors
across a larger number of body locations. The findings of these studies
show that spatial acuity of touch varies across the body. Sensitivity
to touch stimulation has been shown to be higher at the limbs, e.g.
the fingertips and lower going towards the body center, e.g. forearm,
upper arm and back [54].

In contrast to touch stimulation, vibration propagates for larger dis-
tances on the skin, which makes localization of vibrations harder [12].
For designs using closely-spaced tactors, vibrotactile localization accu-
racy on the skin is important. If vibrotactile actuators are placed too
close to each other that their signals cannot be distinguished, infor-
mation will be lost. Prior work investigated vibrotactile localization
accuracy on body locations, such as the arm [12] and the torso [11].
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Figure P4.2: (a) cross-section of vibrotactile strip with input, (b) experimental
setup and (c) vibrotactile strips used in our experiments

These studies however measure discrete identification of a vibration
location in a set of candidate locations, e.g., 6, 8, or 12 locations on
the torso [11]. In this work, we aim to provide a map of continuous
vibrotactile localization accuracy across body locations.

p4.2.3 Vibrotactile Phantom Sensations

Phantom sensations refer to one of many tactile illusions [29], where
the perceived location of a vibration is controlled by varying intensity
(funneling) or time delay (saltation) between two (1D phantom sen-
sations) or more (2D phantom sensations) neighbouring vibrotactile
actuators [2, 42]. Phantom sensations are extremely useful for HCI ap-
plications as they enable rendering high resolution spatial vibrotactile
stimuli using a low resolution grid of tactors [8, 22, 23, 48]. Mango [49],
an authoring tool for creating vibrotactile patterns, uses direct manip-
ulation of phantom sensations for designing and rendering expressive
2D patterns. In Tactile Brush [23], an algorithm is proposed and vali-
dated that uses phantom sensations and apparent motion to generate
high resolution 2D vibrotactile strokes. While prior work investigated
the control parameters for rendering phantom sensations, such as
interpolation models, a systematic understanding of the effect of inter-
tactor distance across the body needs to be investigated. As this has a
direct influence on the design of vibrotactile displays. With VibroMap
we investigate maximum inter-tactor distance across body locations
while preserving the ability to generate phantom sensations.
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p4.3 experiments

To better understand the maximum and minimum spacing between
vibration motors, we conducted two controlled experiments to mea-
sure vibrotactile perception across body parts. The maximum distance
is defined to be the biggest distance, where generating phantom sensa-
tions is possible. The minimum distance is defined to be the distance,
where distinguishing between 2 vibrotactile actuators is possible. We
conducted 2 psychophysical experiments to measure these values
at different body locations. This section details on the participants,
apparatus, locations and analysis both studies have in common.

p4.3.1 Participants

We recruited 24 voluntary participants between 21 and 34 years old
(12f, 12m; mean age 25.9 y; median age 27 y). None of the participants
had experience with haptic feedback on the body beyond every day
use of smartphones.

p4.3.2 Apparatus

To study the perception of vibrations with different spacings, we built
a textile stip (microfiber polyester cloth) with eccentric rotating mass
(ERM) vibration motors (see Figure P4.2). The tactors have a diameter
of 10 mm and were placed with a distance of 2 cm between each other.
There are two versions of the strips, differing only in their length
and the amount of tactors: one with 10 tactors and one with 6 tactors
attached. The strip with 6 tactors was used on the wrist to account
for the smaller area. The tactors are powered with 3 V, which leads
to a maximum rotation speed of 12.000 rpm (200 Hz) and a maximum
current draw of 60 mA. The experiments were controlled and logged
on a computer that sends the tactor intensities over Serial connection
to an ESP32 microcontroller. The ESP32 sends these commands over
I2C to a custom PCB to control the individual tactors.

Clothing influences the perception of vibrations, e.g., it can dampen
the vibration. We standardized the clothing worn in the experiments
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to control for these effects by asking participants to wear a morphsuit
(Polyester 91%, Elastane 9%). The strip was attached on top of the suit
and centered on the location using an adhesive bandage.

In one experiment, participants were asked to mark the location of
the vibration. For precise measurement of the input, we used a Neo
smartpen 1 as an input device. The pen localizes its tip position on
NeoLab paper attached on the top of the textile strip. Location of touch
events on the paper were transmitted to the computer over Bluetooth.
A clear coating on top of the NeoLab paper prevented abrasion and
visible marks of prior inputs. A cross-section of the complete strip is
shown in Figure P4.2a.

p4.3.3 Design

We evaluate participants’ perception of vibrotactile stimuli on 7 body
locations: the wrist, forearm, upper arm, stomach, back, thigh and lower
leg. All locations are evaluated in two orientations: arranged along the
transverse and longitudinal body axis. Both experiments follow a within-
subject design with body location and orientation as independent
variables. In experiment 2, we excluded the back location, since all
body locations need to be reachable by the participants’ hands.

To keep experiment time short and avoid excessive switching of loca-
tions, we used a 6x6 balanced latin square for counterbalancing body
location (without wrist) and alternate starting or ending with the wrist
condition between participants. Switching to the 6 tactor strip used for
the wrist increased experiment time due to plugging and unplugging
of motor connections to the board. By starting or ending with the wrist
condition this change had to be done only once during the experiment.
We expect this not to have an influence on our results.

p4.3.4 Procedure

Participants were welcomed into the lab and given a brief explanation
of the purpose of the experiment and the procedure. Once participants
agreed to take part in the experiments, participants were asked to

1 https://www.neosmartpen.com/en/neosmartpen-m1/
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fill a short demographic questionnaire and to wear the morphsuit.
For each condition the experiment started by placing the vibrotactile
strip on the body. A calibration procedure was performed to find the
voltage at each tactor where a stimulus becomes perceptible for the
user. The driving voltage was increased gradually using the keyboard
until a vibration became perceptible by the user. To ensure a quicker
tactor response we used a 5ms overdrive cycle at 70% maximum
voltage. This procedure was performed for all tactors on the strip.
During the experiment all vibrations were performed at double the
voltage from the calibration procedure, we ensured that vibrations
were clearly perceived by participants. After successful completion of
the calibration procedure, the participant proceeded with the task.

p4.3.5 Data Analysis

We analyzed the recorded data using a two-way repeated measures
ANOVA with body part and orientation as the two independent fac-
tors. For the Likert questionnaires, we performed an Aligned Rank
Transformation as proposed in [66]. We tested the data for normality
with Shapiro Wilk’s test and found no significant deviations. Where
Mauchly’s test indicates a violation of the assumption of sphericity,
we corrected the tests using the Greenhouse-Geisser method and re-
port the ϵ. When significant effects are revealed, we use Bonferroni
corrected pairwise t-tests for post-hoc analysis. We further report the
eta-squared η2 as an estimate of the effect size. As an estimate of the
influence of the individual factors, we report the estimated marginal
mean (EMM) as proposed in [52].

p4.4 experiment 1 : maximum distance for phantom sen-
sations

In experiment 1 we investigated the maximum threshold distance
between vibration motors, where participants could still experience
phantom sensations. Using a larger distance between tactors results in
losing the ability to generate continuous vibrotactile stimuli between
the motors. We therefore used the lower 95% confidence interval as
the maximum distance.
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p4.4.1 Research Questions

We aim to answer the following research questions with our experi-
ment:

RQ 1 How do 2-point thresholds differ between touch and vibration?

RQ 2 How does stimulus orientation affect 2-point thresholds for
vibration?

p4.4.2 Task

In line with related work [23, 32], we used a one-interval two-alternative
forced-choice paradigm using a one-up one-down adaptive staircase
procedure to determine thresholds for phantom sensations. Partic-
ipants start by feeling the first and last tactor (18 cm apart) on the
strip vibrating simultaneously. The participants are asked if they feel
vibration at a single position or more than one position. For every
response of feeling distinct vibration points the distance is decreased
until the participants respond with feeling a single vibration point,
at this point a reversal occurs and distance is increased. We used a
constant step size of 2 cm. After 6 reversals a measurement of threshold
distance was taken to be the average of the reversals.

For every body location and orientation we conducted 2 series of trials,
resulting in a total of 28 trials per participant. After completing a body
location, participants answered questions regarding their experiences
on a 7 point Likert scale.

p4.4.3 Dependent Variables

In addition to the questionnaire, we used threshold distance as a de-
pendent variable. Threshold distance is the maximum distance where
the participants still perceive two neighbouring vibrations at a single
location.
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Figure P4.3: Average threshold distance of phantom sensations for each body
location and orientation (a), body location (b), and orientation
(c). Error bars are the standard errors. Data tables are displayed
below each plot.

p4.4.4 Results

This section presents the results for threshold distance using the tested
body locations (see Figure P4.3(b)), orientations (see Figure P4.3(c))
and their combination (see Figure P4.3(a)). Analysis procedures are
described in section P4.3.5.

p4.4.4.1 Body Location

A 2-way repeated measures ANOVA showed a significant main effect
of body location on threshold distance (F3.89,89.39 = 22.48, p < .001,
ϵ = .648 , η2 = 0.252). Post-hoc tests revealed significant differences
between wrist and all other body locations (p < .001), forearm and
back (p < 0.05), back and thigh (p < 0.05) and back and leg (p < 0.01).

We found a larger threshold distance going from wrist to all other body
locations, from thigh to back, as well as a larger threshold distance of
the back location compared to the forearm. All of these differences
were significant. In connection to RQ1, these results demonstrate that
the relative 2-point thresholds follow a similar pattern to touch, i.e
increasing thresholds going to less sensitive body locations, however
vibration thresholds show a larger absolute value [65]. An overview
of the results can be found in Figure P4.3(b).

p4.4.4.2 Orientation

A 2-way repeated measures ANOVA showed a significant main effect
of the orientation of vibrotactile stimulation (F1,23 = 15.27, p < .001, η2
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Figure P4.4: Participant's questionnaire answers about vibrations on different
body locations and orientations on a 7-point Likert-scale.

= 0.035). Post-hoc tests confirmed the significantly lower threshold dis-
tance using the transverse orientation in comparison to the longitudinal
orientation (p < .001).

Regarding RQ2 (How does stimulus orientation affect 2-point thresh-
olds for vibration?), our tests show that a longitudinal orientation
always results in a significantly larger threshold distance in compari-
son to the transverse orientation. An overview of the results can be
found in Figure P4.3(c).

p4.4.4.3 Body Location x Orientation

A 2-way repeated measures ANOVA revealed no significant interaction
effects between body location and orientation (F6,138 = 1.60, p > .05).
An overview of the results can be found in Figure P4.3(a).

p4.4.4.4 Questionnaire

Participants were asked questions relating to the importance, com-
fort and confidence experienced using the different locations and
orientations. The questions and participants'answers are depicted in
Figure P4.4.

Importance. We asked participants to rate how important they find the
different body locations for haptic feedback. Analysis of participants’
answers showed a significant effect for body location (F6,138 = 4.82, p <
.001) and no significant effects for orientation (F1,23 = 0.00, p > .05) as
well as no interaction between body location and orientation (F6,138 =
1.40, p > .05). Post-hoc tests reveal significantly higher ratings of wrist
(p < .01), forearm ( p < .01) and upper arm (p < .05) in comparison to
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the stomach location. Similarly, we found significantly higher ratings
of the wrist (p < .05) and forearm (p < .05) in comparison to the back
location.

Comfort. We further asked participants how comfortable they found
the different body locations. Our analysis showed both location (F6,138

= 6.17, p < .001) and orientation (F1,23 = 6.30, p < .05) as well as
their interaction (F6,138 = 2.34, p < .05) to be significant. For the body
location, post-hoc tests showed that participants found the forearm (p
< .001), leg (p < 0.01), thigh (p < .01), upper arm (p < .001) and wrist (p
< .001) more comfortable than the stomach. Regarding the orientation,
our participants found the transverse orientation to be significantly
more comfortable than a longitudinal orientation (p < .05).

Confidence. Participants were lastly asked to rate how confident they
were with their answers. Our analysis showed that body location
(F6,138 = 3.45, p < .01) as well as orientation (F1,23 = 7.76, p < .05) have
a significant effect on participants’ ratings. We could not find any
interaction effects between the two factors (F6,138 = 1.24, p > .05). For
the body location, post-hoc tests revealed significantly higher ratings
for forearm (p < .05) in comparison with the stomach location. For
the different orientations, participants’ were more confident using
the transverse orientation (p < .05) in comparison to the longitudinal
orientation.

p4.5 experiment2 : minimum tactor distance

Experiment 2 investigates the minimum distance to use when placing
vibrotactile actuators on the body. We use the upper 95% confidence
interval as the localization error for a vibrotactile actuator. The mini-
mum distance between 2 actuators, that does not lead to confusion is
then the upper 95% confidence interval multiplied by a factor of 2 to
account for the localization errors of both actuators.

p4.5.1 Research Questions

In this experiment, our goal is to answer these research questions:
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Figure P4.5: Average localization error for body location and orientation (a),
body location (b) and orientation (c). Error bars are the standard
errors. Data tables are displayed below each plot.

• RQ3 Are localization errors for vibration different than touch?

• RQ4 How does stimulus orientation affect localization error?

p4.5.2 Task

Participant’s task was to indicate using the digital pen the location
of vibration. The input was collected from the participants’ after
experiencing the vibration, so that the pen touching the surface does
not influence the participants’ perception of the vibrations. Participants
were instructed to perform a light press on the paper which was
also controlled visually by the experimenter. A light press avoids (1)
markings being made by the pen despite the tape coating and (2) that
the participant feels where the pen is located in comparison to the
vibration locations previously felt. Every tactor on the vibrotactile
strip is vibrated twice, resulting in 20 trials (12 at the wrist) per body
location and orientation for a total number of 224 trials per participant.

p4.5.3 Dependent Variables

We measured localization error as our only dependent variable. Local-
ization error is the absolute distance between where the participant
feels the vibration and the location of vibrotactile actuator.
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p4.5.4 Results

This section details on the results for localization error using the tested
body locations (see Figure P4.5(b)), orientations (see Figure P4.5(c))
and their combination (see Figure P4.5(a)). Analysis procedures are
described in section P4.3.5.

p4.5.4.1 Body Location

A 2-way repeated measures ANOVA reveals a significant effect of
body location on localization error (F3.60,82.70 = 10.79, p < .001, ϵ = .719

, η2 = 0.159). Post-hoc tests showed significant differences between
wrist and upper arm (p < .01), wrist and stomach (p < .001), wrist
and thigh (p < .05), wrist and leg (p < .05), forearm and stomach (p <
.001), upper arm and stomach (p < .05), stomach and thigh (p < .01)
and stomach and leg (p < .01). Similar to touch, body locations which
have been shown to be more sensitive to touch stimulation resulted
in lower localization error with vibrotactile stimulation. Significant
differences supporting this have been found between wrist and all
other locations except forearm, between forearm and stomach, upper
arm and stomach, thigh and stomach and between leg and stomach.
For RQ3, we can infer that localization errors follow a similar trend,
but demonstrate larger absolute error values. [10, 65] The results are
illustrated in Figure P4.5(b).

p4.5.4.2 Orientation

A 2-way repeated measures ANOVA showed this effect to be signifi-
cant (F1,23 = 117.71, p < .001, η2 = 0.147). Post-hoc tests confirmed the
significantly lower localization error using the transverse orientation in
comparison to the longitudinal orientation (p < .001).

Participants were significantly more accurate in localizing vibrations
with a transverse orientation in comparison to a longitudinal orien-
tation. With regards to RQ4, we can infer that localization errors are
reduced using the transverse body axis. The results are illustrated in
Figure P4.5(c)
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p4.5.4.3 Body Location x Orientation

A 2-way repeated measures ANOVA revealed a significant interaction
effect between body location and orientation (F5,115 = 8.27, p < .001, η2

= 0.060). Post-hoc tests confirmed significant differences between wrist
transverse and all other body locations in longitudinal orientation (p
< .05), stomach longitudinal and all 13 other combinations of body
location and orientation (p < .001), leg longitudinal and leg transverse
(p < .01), forearm transverse and each of upper arm longitudinal (p <
.01) and leg longitudinal (p < .01), and wrist longitudinal with upper
arm (p < .05) and leg (p < .05) in longitudinal orientation. Significant
differences found between orientations at the same body location
for leg and stomach indicate a more prominent difference at these
locations. The results are illustrated in Figure P4.5(a)

Wrist Forearm Upperarm Back Stomach Thigh Leg

Longitudinal Transverse Logitudinal Transverse Longitudinal Transverse Longitudinal Transverse Longitudinal Transverse Longitudinal Transverse Longitudinal Transverse

Localization Error

Mean 1.58 cm 1.27 cm 1.90 cm 1.50 cm 2.21 cm 1.75 cm - - 3.16 cm 1.74 cm 2.09 cm 1.72 cm 2.20 cm 1.60 cm

95% CI [1.32 , 1.83] [1.02 , 1.53] [1.65 , 2.16] [1.24 , 1.75] [1.96 , 2.47] [1.50 , 2.0] - - [2.91 , 3.41] [1.48 , 1.99] [1.84 , 2.35] [1.46 , 1.97] [1.95 , 2.46] [1.35 , 1.86]

Threshold Distance
Mean 4.32 cm 4.20 cm 7.35 cm 6.77 cm 7.34 cm 7.05 cm 9.22 7.30 7.87 cm 6.59 cm 7.41 cm 6.58 cm 7.29 cm 6.37 cm

95% CI [3.55 , 5.10] [3.43 , 4.98] [6.57 , 8.12] [6.00 , 7.54] [6.56 , 8.11] [6.27 , 7.82] [8.44 , 9.99] [6.52 , 8.07] [7.09 , 8.64] [5.82 , 7.36] [6.64 , 8.18] [5.81 , 7.36] [6.52 , 8.07] [5.59 , 7.14]

Figure P4.6: VibroMap shows the ideal tactor spacing for different body parts.
It combines the minimum and maximum distances from both
experiments.

p4.6 discussion and implications

In this section, we summarize the main findings of our experiments
and discuss their implications on vibrotactile interfaces.

p4.6.1 Summary

In general, locations towards the body extremities showed higher sen-
sitivity to vibrotactile stimulation, and hence smaller localization error
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between vibration actuators. This is evident by the increasing mini-
mum distance going from wrist, forearm and upper arm to stomach
and similarly from thigh and leg to stomach. Considering the maxi-
mum distance between vibrotactile actuators where the generation of
phantom sensations is still possible, a similar trend is observed. Loca-
tions at the limbs show a higher sensitivity to vibrotactile stimulation
and therefore a smaller maximum distance. This is evident by the de-
creasing maximum distance possible going from back and stomach to
other body locations. With regards to orientation, participants showed
higher sensitivity when using a transverse orientation, this resulted in
lower minimum and maximum values over body parts in comparison
to a longitudinal arrangement of vibrotactile actuators. These findings
are in line with experiments on touch sensitivity, however the absolute
values for vibrotactile stimulation differ considerably, as shown in
Figure P4.7. Qualtitatively, our participants rated wrist to be signifi-
cantly more important and more comfortable than stomach. However,
in comparison to other body locations wrist was not rated significantly
higher and was rated comparably to forearm and upper arm.

p4.6.2 Design Implications for Vibrotactile On-Body Interfaces

The results of our experiments provide valuable information on the
required spacing between vibrotactile actuators at various body lo-
cations. In the following, we discuss implications for the design of
on-body vibrotactile interfaces based on our results.

p4.6.2.1 Favour Distal Over Proximal Placement

An important question faced by designers of wearable devices is where
to place these devices on the body [69]. For vibrotactile devices our
results show that distally (going away from the torso) placing vibration
motors should be preferred over a proximal (going towards the torso)
placement. Participants perceived vibrotactile stimulation on the wrist,
forearm and upperarm to be significantly more important than on
the stomach. Participants further rated the wrist and forearm to be of
higher importance than the back.
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With regards to comfort, our participants rated the wrist, forearm, up-
per arm, leg and thigh as a more comfortable location for vibrotactile
feedback than the stomach.

In line with the participants’ ratings, results of localization error show
a clear trend and significant differences. Distal locations such as the
wrist have shown a higher localization accuracy compared to proximal
locations (e.g. the stomach). The body locations in ascending order
of localization error are: wrist, forearm, leg, thigh, upper arm and
stomach.

p4.6.2.2 Favour Transverse Over Longitudinal

If given the choice between a transverse and a longitudinal arrange-
ment of vibrotactile actuators on the same body part, our results show
that a transverse orientation should be favoured for delivering accu-
rately localized vibrotactile stimulation. Since for each body part, a
transverse arrangement resulted in higher accuracy in comparison to
a longitudinal arrangement. However, a transverse orientation (e.g
on the forearm) is not necessarily more accurate than a longitudinal
orientation (e.g on the wrist) of another body location.

Using a transverse orientation consistently resulted in significantly
lower localization errors across body locations. Our participants fur-
ther reported higher confidence ratings when using a transverse ar-
rangement of vibrotactile actuators. We expect this to be of particu-
lar relevance for applications such as navigation and motion coach-
ing where directions encoded spatially need to be accurately distin-
guished.

p4.6.2.3 Design for the Correct Mechanoreceptor

Results of both our experiments show considerable deviation of lo-
calization and two-point thresholds for vibrotactile stimulation in
comparison to touch stimulation. These differences could arise due
to the mechanoreceptors in the skin targeted by touch (Merkel disc)
and vibration (Pacinian corpuscle) that are different in the size of
their receptive fields. They could also be due to the nature of stimula-
tion, where vibrations cause displacements that propagate for larger
distances on the skin [12].
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Figure P4.7: Comparison of localization and two-point distance thresholds
for vibrations and touch as reported by [65]. Error bars are the
standard errors.

In experiment 1, thresholds for phantom sensations were consistently
larger than reported values for two-point discrimination of touch
stimulation [39]. For instance, two-point thresholds for simultaneous
touch stimulation on the forearm and thigh are ≈ 2 cm in comparison
to 7 cm for simultaneous vibrotactile stimulation.

Additionally, the localization error was always larger for vibrations
than touch stimulation across all tested body locations [65]. For exam-
ple, a touch has a localization error of 1 cm on the forearm and thigh
in comparison to ≈ 2 cm for vibrotactile stimulation. Figure P4.7 com-
pares two-point thresholds and localization for touch and vibrations.

These findings necessitate that designers abstain from using values on
the human body’s spatial acuity to touch stimulation when designing
vibrotactile interfaces. Relying on information on touch acuity results
in degraded recognition rates for spatial patterns due to a denser than
required placement of vibrotactile actuators. Instead designers should
base their decisions regarding spacing of vibrotactile actuators on
information obtained specifically for vibrotactile stimulation.

p4.7 limitations and future work

In this section, we mention limitations relating to our approach for
deriving VibroMap and outline directions for future work.

Although we systematically investigated the perception of vibrations
on major parts of the human body, a few locations such as the hand,
head and shoulder were excluded. We excluded these body locations,
as due to their complex geometries and properties such as hair on
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the head, they required significant changes to our experimental setup.
These locations are promising for vibrotactile interfaces and should
be systematically evaluated in future work. Moreover, we also investi-
gated a single intensity level, varying intensity can lead to changes in
threshold distances.

A second limitation that has to be mentioned is the granularity of
VibroMap. We used a coarse-grained representation of the human
body that assumes no variance in vibrotactile perception within body
parts. Although this is in line with related work on spatial acuity
of the human body [39], we plan to investigate in future work how
vibrotactile perception varies on the human body in a more fine-
grained manner.

Lastly, there are many different vibrotactile actuators available. In our
experiments, we chose to use eccentric rotating mass (ERM) vibrotac-
tile actuators as they are most commonly used in HCI research (e.g.,
[3, 68]). They are also cheap and widely accessible due to their use
in phones. However, ERM actuators are controlled only by varying
input voltage with no precise control over the frequency of the vibra-
tion. Future work should investigate the effect of using other types
of vibrotactile actuators (e.g. LRA and piezos), the influence of the
vibration frequency and important factors beside frequency, e.g rythm
[6] on the spacing of vibrotactile actuators.

p4.8 conclusion

A systematic exploration of the spacing required for vibrotactile in-
terfaces on the body is required in the HCI community given the
amount of research using vibrations as a modality for interaction. We
conducted two controlled experiments in which we explored the mini-
mum and maximum spacing necessary for correctly discriminating
between vibrotactile actuators and ensuring the ability to generate
phantom sensations. Based on the results, we discussed implications
for the design of vibrotactile interfaces to be worn on the body.
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T H E PA L M

User Study 1: Stationary Sensations User Study 2: Moving Sensations 

Recognition Accuracy
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Figure P5.1: We investigate stationary and moving tactile sensations on the
palm that inform the design of haptic interfaces.

abstract

Palm-based tactile displays have the potential to evolve from sin-
gle motor interfaces (e.g., smartphones) to high-resolution tactile
displays (e.g., back-of-device haptic interfaces) enabling richer
multi-modal experiences with more information. However, we
lack a systematic understanding of vibrotactile perception on
the palm and the influence of various factors on the core design
decisions of tactile displays (number of actuators, resolution,
and intensity). In a first experiment (N=16), we investigated the
effect of these factors on the users’ ability to localize stationary
sensations. In a second experiment (N=20), we explored the
influence of resolution on recognition rate for moving tactile sen-
sations. Findings show that for stationary sensations a 9 actuator
display offers a good trade-off and a 3 × 3 resolution can be
accurately localized. For moving sensations, a 2 × 4 resolution
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led to the highest recognition accuracy, while 5 × 10 enables
higher resolution output with a reasonable accuracy.

p5.1 introduction

From navigation [60] and skin reading [29] to movement guidance [15,
32] and haptic learning [16, 30], research proposed palm-based vi-
brotactile displays as a promising output modality for a diverse set
of use-cases. These interfaces are especially applicable in situations
where multi-modal interaction is beneficial, where interaction with
video and audio displays is infeasible or not recommended – e.g.,
while driving or riding a bike – or where subtle interaction is required
– e.g., while holding a conversation. Research has started to explore
how to encode information via vibrotactile patterns, that are either
stationary at a fixed location or moving over time between various
spatial locations.

One of the most promising locations for applying vibrotactile patterns
is the palm due to high sensitivity and the frequency with which
we use our hands to interact with the environment. Fundamental to
the design of palm-based tactile displays is their resolution. Research
has investigated the spatial acuity (2-point discrimination and point
localization) [31] of the human body to touch at various locations,
including the palm. However, prior work has shown that vibrotactile
sensations have a different spatial acuity than touch [12]. This dif-
ference occurs because vibrations (1) activate the Pacinian corpuscle
mechanoreceptors [42] with larger receptive fields and (2) propagate
larger distances on the skin [9], making them harder to localize. Thus,
given that vibration is a commonly used modality in haptics research,
we currently lack information on the perception of stationary and mov-
ing tactile sensations. This information is necessary for the design and
usage of palm-based tactile displays.

In this paper, we contribute important insights on stationary and
moving vibrotactile sensations on the palm. In a first experiment,
we investigated the influence of the layout and number of actuators,
intensity, and resolution on the localization error and perception of real
and phantom stationary sensations. Based on the results, we determined
that a 3 × 3 resolution can be accurately localized on the palm. Nine
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vibration motors with a bigger (approximately 2:1 ratio) spacing along
the length of the palm than the width should be used. We further
observed that increasing the number of actuators to 15 resulted in a
significant increase in correct perception of phantom sensations at a
single location.

In a second experiment, we investigated moving sensations. In par-
ticular, we explored the influence of the resolution of the display
and direction of movement on the recognition accuracy and reaction
time of users. We observed that a 2 × 4 resolution can be used for
accurate interactions with moving sensations (recognition accuracy >
95%). While a 5 × 10 resolution can be used where more expressive
tactile sensations are required (recognition accuracy > 85%). Based
on the findings of our two experiments, we contribute a set of design
guidelines for vibrotactile output on the palm.

Taken together, the main contributions of this paper are:

1. Findings from a controlled user study investigating perception
of stationary tactile sensations.

2. Findings from a controlled user study investigating perception
of moving tactile sensations.

3. A set of design guidelines based on our findings to improve
future vibrotactile displays on the palm.

p5.2 related work

This work relates to prior research in measuring the spatial acuity of
the palm, leveraging vibrotactile illusions, and work on stationary and
moving tactile sensations on the palm.

p5.2.1 Spatial Acuity of the Palm

Various aspects of vibrotactile perception have been investigated on
the body, for example temporal aspects of perceiving vibrations as
distinct [37], the effect of the number of actuators on perceived in-
tensity [8], and parameters effecting perception of patterns on the
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body [10]. In the following, work related to vibrotactile spatial acu-
ity of the palm is discussed. Research [54, 55] has shown that the
spatial acuity of the sense of touch varies across the body, with the
palm being among the most sensitive body parts, superseded only
by the fingertips [31]. Ever since the seminal work of Weber [53] on
touch, spatial acuity has been measured by two-point discrimination
thresholds. These refer to the minimum distance required between two
simultaneous stimuli for them to be perceived as distinct. However,
this wealth of knowledge cannot be used to inform the core design
decisions of vibrotactile displays (e.g., spacing of actuators), as prior
work has shown that spatial acuity of the body to vibrotactile stimula-
tion is fundamentally different than touch [12]. This is mainly due to
vibrations activating mechanoreceptors with a larger receptive field
(Pacinian corpuscle) [42] and the fact that vibrations propagate for
larger distances on the skin [9].

To overcome this, recent research has investigated vibrotactile percep-
tion on major body locations, e.g., forearm, upper arm, thigh, stomach,
back, and leg [12]. Findings show that the spatial acuity of the body
to vibrotactile stimulation follows a similar trend to touch regarding
the sensitivity of body locations, however, with considerably different
absolute values. To the best of our knowledge, a systematic inves-
tigation of vibrotactile perception on the palm remains unexplored.
The palm is a prime location for vibrotactile feedback due to high
sensitivity and the frequency with which we use our hands to in-
teract with the environment. Therefore, this work is concerned with
measuring vibrotactile perception on the palm—localization error of
stationary vibrations and recognition rate of moving sensations across
resolutions—to inform the main decisions associated with the design
and usage of palm-based tactile displays. Although several factors
affect vibrotactile perception, e.g. body site, choice of actuator, and
actuator mounting conditions, prior work has identified that the main
factors that affect localization at a particular body site to be the number
and spacing of actuators [49].

p5.2.2 Vibrotactile Illusions

Tactile illusions have proven to be useful in HCI applications due
to their ability to generate sensations where no physical actuator is
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present, thus rendering high resolution spatial vibrotactile stimuli
using a low resolution grid of actuators. The three most common
tactile illusions are phantom sensations [1, 35], cutaneous rabbit [13, 33,
39, 50], and apparent tactile motion [5, 22, 48]. Although all of these
illusions can generate robust sensations, only phantom sensations have
the ability to produce stationary and moving sensations. Therefore, in
this work we use phantom sensations to increase the resolution of
palm-based vibrotactile displays.

Also known as the funneling illusion, phantom sensations refer to the
illusion where the perceived location of a vibration is controlled by
varying intensity between two (1D phantom sensations) or more (2D
phantom sensations) neighbouring vibrotactile actuators [1, 35]. Tactile
interfaces have leveraged phantom sensations to generate expressive
patterns. Mango [44], an authoring tool for creating vibrotactile pat-
terns, uses direct manipulation of phantom sensations for designing
and rendering 2D patterns. In Tactile Brush [20], an algorithm is pro-
posed and validated that uses phantom sensations and apparent tactile
motion to generate high resolution 2D vibrotactile strokes.

p5.2.3 Stationary Sensations on the Palm

There is a vast literature on work that has leveraged vibrotactile
sensations on the body, e.g., on the hand [14–16, 26, 35], wrist [6, 24,
25, 27], forearm [28, 29, 38, 41, 45, 62], upperarm [2, 3, 51], back [20,
34, 52], stomach [23], thigh [50] and leg [7]. This section outlines the
most relevant related work that focuses on stationary sensations on the
palm.

p5.2.3.1 Layout & Number of Actuators

Palm-based tactile displays have taken many shapes, e.g.: spherical
handles [43], square/diamond arrangements [40], and grids [2, 35,
60, 61]. The number of actuators ranged from one [59] to 30 [4] with
inter-actuator spacing varying depending on the display. In our work,
we systematically investigate the influence of the layout and number
of actuators on the perception of stationary sensations.
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p5.2.3.2 Resolution

Typically, prior work used a resolution that is defined by the number
of real actuators on the palm [2, 40, 61]. However, approaches also
exist that extend the resolution by leveraging phantom sensations [35,
43]. It is unclear, what the maximum resolution is, where accurate
localization of stationary sensations is still possible. In our work, we
systematically investigate the interdependency between localization
accuracy and resolution and the extent to which phantom sensations
can overcome the limits of physical resolution.

p5.2.4 Moving Sensations on the Palm

In addition to stationary sensations, many approaches in the literature
were introduced that focus on evaluating the utility of moving tactile
sensations [2, 19, 36, 47, 56–58].

Prior work has used many different resolutions for generating moving
sensations on the palm, ranging between grids of four [47] to 12

actuators [19, 56–58]. Recognition rates of moving sensations vary from
70-80% [2, 56, 58] up to above 90% [2, 19, 57], depending on the
number of patterns, actuators, and inter-actuator spacing. While most
work focuses on discriminating between a set of distinct patterns [2,
19, 47, 56–58], some approaches were aimed at providing a display for
continuous sensations [36].

In this paper, we aim to systematically investigate the influence of
resolution on the vibrotactile perception (recognition rate) of users.
This information is missing in the literature and is critical for the usage
and design of palm-based vibrotactile displays.

p5.3 user study 1 : stationary tactile sensations

Spatial acuity of touch is different from that of vibrations [12]. To
get a better understanding of how we perceive vibrotactile stationary
sensations on the palm, this user study aimed to answer the following
research questions:
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Figure P5.2: Independent variables of user study 1: configuration, target X
(XT), and target Y (YT).

rq1 How does the choice of configuration (number and layout of
actuators) influence the localization accuracy and perception of
vibrations? Prior work used many different configurations. It is
unclear, how the choice of configuration effects the localization
accuracy and perception of vibrations on the palm.

rq2 How does the intensity of vibration affect the localization accu-
racy and perception of vibrations? We hypothesized that higher
intensity vibrations increase localization error due to a wider
area of propagation on the skin.

rq3 The number of actuators and phantom sensations can increase
the tactile resolution. How does the choice of resolution influence
the localization accuracy? Prior work has utilized one resolution
per configuration. It is unclear, how the choice of resolution
influences the localization accuracy.

In this section, we describe our study design, the procedure, our par-
ticipants, apparatus, dependent variables, and data analysis methods.

p5.3.1 User Study Design

Throughout the user study we varied the following four independent
variables:

configuration : The number of vibration motors in the palm-based
tactile display. Configuration has 4 levels: 4, 6, 9, and 15 vibra-
tion motors. Figure P5.2 illustrates the placement of the vibration
motors in the grid. We chose grids as they are most frequently
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used [2, 35, 60, 61] and because they enable the use of 2D phan-
tom sensations [35]. The number of actuators was systematically
varied by adding rows and columns.

intensity : The intensity of the vibrations with 2 levels: 0.5 (0.5 ·
Amplitudemax of the EAI C2 tactor) and 1.0 (vibrations with
maximum amplitude of the EAI C2 tactor). All vibrations were
performed at a fixed frequency (200 Hz [35]) and lasted one
second.

xt : The stimulus position of the tactile sensation on the x-axis. Xt has
5 levels translating to 5 columns as shown in Figure P5.2. We
chose 5 columns along the width of the palm based on prior
work [35].

yt : The stimulus position of the tactile sensation on the y-axis. Yt has
9 levels translating to 9 rows as shown in Figure P5.2. We chose
9 rows based on related work [35] and to keep the same spacing
as the x-axis. Depending on the configuartion, Xt, and Yt, the
stimulus was either a real or phantom sensation. For generating
phantom sensations, we used the same approach as Park and
Choi [35] as described in the next section.

The user study contained a total of 360 (4 × 2 × 5 × 9) conditions
and followed a within subjects study design. We used an 8 × 8 bal-
anced latin square to counterbalance the variables configuration

and intensity. For each combination of these independent variables,
participants experienced 45 vibration locations (5 × 9). The order of
these locations was randomized and each location was repeated only
once, resulting in a total of 360 trials per participant.

p5.3.2 Generation of Phantom Sensations

To generate 1D and 2D phantom sensations we used an algorithm [35]
that controls the intensities of four actuators arranged in a grid to
interpolate between them. The vibration intensity of an actuator i is
calculated using the following equation.

Intensityi = Intensitytarget(1 −
dx

i
Dx )(1 −

dy
i

Dy )
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Figure P5.3: Apparatus used in user study 1: (a) 3D model of vibrotactile
grid, (b&c) the grid from both sides, and (d) the smartpen used
for input on the digital paper.

where dx
i and dy

i are the horizontal and vertical distances from the
target point to actuator i, respectively. Intensitytarget is the target in-
tensity of the phantom sensation. The algorithm is used to calculate
the intensities of all four actuators involved in the generation of a 2D
phantom sensation. In case of 1D phantom sensations, the actuators
not involved in the generation of the sensation are inactive as dx = Dx

or dy = Dy.

p5.3.3 Apparatus

The prototype consisted of three parts: vibrotactile actuators, 3D
printed case with smartpen paper attached to the backside, and a
smartpen. We printed our prototype grids with a Prusa i3 MK3S+
using thermoplastic polyurethane (TPU) filament. The grids contained
holders for attaching EAI C2 vibration motors [17]. Furthermore, the
EAI C2 tactor featured a small contact spot (7.6 mm diameter) en-
closed within a larger rigid cylindrical housing (30.5 mm diameter)
that prevented the spread of vibration [49]. For input, we used a Neo
Smartpen M1. A clear coating on top of the NeoLab paper prevented
abrasion and visible marks of prior inputs. Five bands of Velcro tape
on the sides of our prototypes allowed attachment on participants’
palms while ensuring that all vibration motors are in contact with the
skin. Figure P5.3 shows a prototype used in our experiment.

The prototype was connected to an i7 dual core 3.6 GHz 16 GB RAM
desktop PC, which ran the software used in our user study. The
software consisted of a C# project that received data from the smartpen
over Bluetooth and controlled the vibration motors over USB.
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p5.3.4 Procedure

After obtaining informed consent from the participants, we collected
their demographic data. Then, we explained the task and provided a
brief overview of the procedure. The task was to indicate the location
of the vibration using the digital pen.

At the beginning, we asked participants to wear noise cancelling
headphones playing white noise to prevent the sound of vibrations
influencing their answers. Each trial started with the participant in a
seated position with their hands resting on the armrest of the chair
and their palm side up. All participants were right-handed and hence
wore the grid on their left palm and held the pen in their right hand.
After experiencing a vibration, the experimenter asked the participant
if the vibration was at one location or more than one location. The
experimenter explained to the participants that they should indicate
after the number of perceived points after each trial before starting the
experiment. Communication about the number of perceived points
was accomplished using hand gestures so that participants were not
required to remove the headphones after each trial. All stimuli were tar-
geted at one location using real and phantom sensations. Participants
were instructed to indicate a location in the middle if they perceived
more than one vibration. Participants were further instructed to wait
until the vibration was over before using the pen.

Participants took a break (approximately five minutes long) every
90 vibrations. This resulted in four breaks and a total duration of
about 60 minutes for conducting the user study.

p5.3.5 Dependent Variables

The following dependent variables were measured:

euclidean distance : The euclidean distance between the per-
ceived and target location of the vibration.

x deviation : The deviation on the x-axis between the target and
perceived location.
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y deviation : The deviation on the y-axis between target and per-
ceived location.

accuracy : The accuracy of localizing target location. A response is
considered correct when the closest point is the target location.

number of perceived points : The number of vibrations perceived
by the user (binary: either one point or two or more points)

p5.3.6 Participants

We recruited 16 right-handed participants (12 male and 4 female)
aged between 20 and 32 years old (µ = 23.19, σ = 2.88). None of the
participants had prior experience with vibrotactile feedback beyond
the everyday use of smartphones and game controllers and no sensory
processing disorders were reported by our participants.

p5.3.7 Data Analysis

After visually confirming that the data follows a normal distribution,
we used four-way repeated measures (RM) ANOVAs with the factors
configuration, intensity, Xt, and Yt to compute the F-score and p-
value of main and interaction effects. Where Mauchly’s test indicated
a violation of the assumption of sphericity, we used the Greenhouse
Geisser method. We further report the generalized eta-squared η2

g as
an estimate of the effect size and use Cohen’s suggestions to classify
the effect size as small, medium or large [11]. If significant effects were
found, we used pairwise t-tests with Tukey adjustment for post-hoc
analysis. Furthermore, we report the estimated marginal mean (EMM)
with 95% confidence intervals as proposed by Searle et al. [46].

p5.4 user study 1 : results

In the following, we report the results of our first user study as detailed
in the prior section. We label key observations with [MF-#] for main
effects and [IF-#] for interaction effects. The recorded location data is
visualized in Figure P5.4.
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Figure P5.4: Error ellipses for (a) 4 motor, (b) 6 motor, (c) 9 motor, and (d)
15 motor configurations based on the mean and covariance
of point clouds at the different locations defined by Xt and Yt

(σ = .5).

Figure P5.5: Illustration of the influence of the factors configuration (a = 4

motor, b = 6 motor, c = 9 motor, and d = 15 motor), Xt, Ytand
the interactions configuration:Xt and configuration:Yt on
the euclidean distance. Error bars are the standard error.
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p5.4.1 Euclidean Distance

To get an understanding of the influence of the factors on the general
localization accuracy of users, we measured the euclidean distance be-
tween target locations (Xt and Yt) and perceived locations. Figure P5.5
shows the results. Our analysis revealed no significant four-way and
three-way interaction effects. We found two significant two-way inter-
actions. In the following, we report the main effects and significant
interaction effects.

p5.4.1.1 configuration

[MF-1] The analysis showed a significant (F1.54,23.09 = 45.53, p < .001)
main effect of the factor configuration on the euclidean distance
with a medium (η2=.10) effect size. We found that the 15 motors

configuration (EMM = 1.28cm [1.16cm, 1.40cm]) resulted in the
lowest errors, followed by the 9 motors configuration (EMM =
1.41cm [1.30cm, 1.52cm]), the 6 motors configuration (EMM =
1.54cm [1.45cm, 1.63cm]), and finally the 4 motors configuration

(EMM = 2.12cm [1.93cm, 2.31cm]). Post-hoc tests confirmed signifi-
cant differences between the 4 motors configuration and all other
configurations (p < .001) and between the 6 motors and 15 motors

configurations (p < .001).

p5.4.1.2 intensity

We could not find a significant main effect for the factor intensity

(F1,15 = 1.16, p > 0.05) on the euclidean distance between 0.5 intensity

(EMM = 1.60cm [1.50cm, 1.71cm]) and 1.0 intensity (EMM = 1.57cm
[1.49cm, 1.65cm]).

p5.4.1.3 Xt

[MF-2] Our analysis revealed a significant (F2.95,44.23 = 11.13, p < .001)
main effect of the factor Xt on the euclidean distance with a small
(η2=.02) effect size. The euclidean distance was lowest for Xt at the
edges of the vibration grid, Xt= 1.0 (EMM = 1.40cm [1.25cm, 1.54cm]),
Xt= 6.0 (EMM = 1.45cm [1.29cm, 1.62cm]) and higher for locations in
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the middle: Xt= 2.25 (EMM = 1.62cm [1.53cm, 1.70cm]), Xt= 3.5 (EMM
= 1.70cm [1.57cm, 1.82cm]), and Xt= 4.75 (EMM = 1.77cm [1.68cm,
1.87cm]).

p5.4.1.4 Yt

[MF-3] The analysis revealed a significant (F4.42,66.26 = 41.98, p < .001)
main effect of the factor Yt on the euclidean distance with a medium
(η2=.12) effect size. Similar to Xt, the lowest euclidean distances were
at the top and bottom edges of the vibration grid: Yt= 1.5 (EMM
= 1.06cm [0.88cm, 1.23cm]) and Yt= 11.5 (EMM = 0.97cm [0.83cm,
1.12cm]). Rows in the middle showed higher euclidean distances:
Yt= 2.75 (EMM = 1.43cm [1.33cm, 1.54cm]), Yt= 4.0 (EMM = 1.88cm
[1.75cm, 2.01cm]), Yt= 5.25 (EMM = 1.94cm [1.80cm, 2.08cm]), Yt= 6.5
(EMM = 1.84cm [1.66cm, 2.01cm]), Yt= 7.75 (EMM = 1.88cm [1.71cm,
2.04cm]), Yt= 9.0 (EMM = 1.83cm [1.70cm, 1.96cm]), and Yt= 10.25

(EMM = 1.46cm [1.35cm, 1.57cm]).

p5.4.1.5 configuration : Xt

[IF-1] The analysis showed a significant (F5.74,86.07 = 2.30, p < .05)
interaction effect between the factors configuration and Xt with
a small effect size (η2=.01). The euclidean error depended on the
combination of configuration and Xt, with configurations using a
lower number of actuators (4 and 6) showing significant differences (p
< .05) as Xt changes, and configurations using a higher number of
actuators (9 and 15) showing comparable performance (p > .05) across
changing Xt.

p5.4.1.6 configuration : Yt

[IF-2] The analysis revealed a significant (F24,360 = 9.12, p < .001)
interaction effect between the factors configuration and Yt with a
medium effect size (η2=.06). The euclidean distance was significantly
lower at the top and bottom edges of the grid for all configurations.
However, for configurations using a lower number of actuators (4,
6, and 9), significant differences (p < .05) were observed in the range
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1.5 < Yt< 11.5, whereas the configuration with the highest number
of actuators (15) showed comparable performance (p > .05).

p5.4.2 X Deviation

To get a better understanding of the influence of the factors on users’
ability to localize sensations along the width of the palm, we analyzed
the deviations in the x-axis between the target and perceived locations.

p5.4.2.1 Configuration

[MF-4] The analysis revealed a significant (F2,30.05 = 21.06, p < .001)
main effect of the factor configuration on the recorded X deviation
with a small (η2=.02) effect size. We found that the 9 motors con-
figuration (EMM = 0.64cm [0.58cm, 0.71cm]) resulted in the lowest
errors, followed by the 15 motors configuration (EMM = 0.66cm
[0.58cm, 0.74cm]), the 6 motors configuration (EMM = 0.77cm
[0.70cm, 0.83cm]), and finally the 4 motors configuration (EMM =
0.86cm [0.78cm, 0.94cm]). Post-hoc tests confirmed significantly de-
creasing X deviation going from a lower number of actuators (4,6)
to a higher number of actuators (9,15) (p < .001). X deviation was
comparable for the configuration pairs (4,6) and (9,15).

p5.4.2.2 Intensity

The analysis showed no significant (F1,15 = 0.26, p > .05) main effect of
the factor intensity on the X deviation. 0.5 intensity (EMM = 0.73cm
[0.66cm, 0.79cm]) showed comparable X deviation to 1.0 intensity

(EMM = 0.74cm [0.67cm, 0.80cm]).

p5.4.2.3 Xt

[MF-6] The analysis revealed a significant (F2.84,42.61 = 23.51, p < .001)
main effect of the factor Xt on the X deviation with a medium (η2=.10)
effect size. The X deviation was lowest for Xt at the left Xt= 1.0 (EMM
= 0.48cm [0.36cm, 0.60cm]) and right Xt= 6.0 (EMM = 0.50cm [0.37cm,
0.64cm]) edges of the vibration grid. Locations in the middle showed



192 stationary and moving tactile sensations on the palm

higher X deviation: Xt= 2.25 (EMM = 0.83cm [0.78cm, 0.88cm]), Xt=
3.5 (EMM = 0.84cm [0.71cm, 0.98cm]), and Xt= 4.75 (EMM = 1.00cm
[0.93cm, 1.07cm]). Post-hoc confirmed signficantly rising X deviation
going from the edges (Xt= 1.0, Xt= 6.0) towards the middle (Xt= 2.25,
Xt= 3.5, Xt= 4.75) (p < .001).

p5.4.2.4 Yt

We could not find a significant (F4.67,70.09 = 1.71, p > .05) main effect
of the factor Yt on the recorded X deviation. Comparable values for
X deviation were observed across all levels: Yt= 1.5 (EMM = 0.68cm
[0.62cm, 0.75cm]), Yt= 2.75 (EMM = 0.70cm [0.64cm, 0.75cm]), Yt= 4.0
(EMM = 0.75cm [0.68cm, 0.82cm]), Yt= 5.25 (EMM = 0.75cm [0.69cm,
0.82cm]), Yt= 6.5 (EMM = 0.79cm [0.69cm, 0.89cm]), Yt= 7.75 (EMM =
0.74cm [0.65cm, 0.83cm]), Yt= 9.0 (EMM = 0.73cm [0.65cm, 0.81cm]),
Yt= 10.25 (EMM = 0.74cm [0.65cm, 0.83cm]), and Yt= 11.5 (EMM =
0.70cm [0.62cm, 0.79cm]).

p5.4.3 Y Deviation

To get a better understanding of the influence of the factors on users’
ability to localize sensations along the length of the palm, we analyzed
deviations in the y-axis between target and perceived locations.

p5.4.3.1 Configuration

[MF-7] The analysis showed a significant (F1.66,24.87 = 37.23, p < .001)
main effect of the factor configuration on the Y deviation with a
medium (η2=.09) effect size. The 4 motor configuration resulted in
the highest Y deviation (EMM = 1.75cm [1.56cm, 1.93cm]), followed by
the 6 motor configuration (EMM = 1.15cm [1.07cm, 1.24cm]), the 9

motor configuration (EMM = 1.11cm [1.01cm, 1.21cm]), and finally
the 15 motor configuration (EMM = 0.94cm [0.84cm, 1.04cm]).
Post-hoc tests confirmed significant differences between the 4 motor

configuration and all other configurations (p < .001), between 6

and 15 (p < .001), and between 9 and 15 (p < .05).
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p5.4.3.2 Intensity

We could not find a significant main effect for the factor intensity

(F1,15 = 3.85, p > 0.05) on the Y deviation between 0.5 intensity (EMM
= 1.27cm [1.19cm, 1.34cm]) and 1.0 intensity (EMM = 1.21cm [1.15cm,
1.27cm]).

p5.4.3.3 Xt

We could not find a significant main effect for the factor Xt (F3.05,45.81

= 1.22, p > 0.05) on the Y deviation. We observed comparable Y
deviation for Xt= 1.0 (EMM = 1.19cm [1.09cm, 1.29cm]), Xt= 2.25

(EMM = 1.21cm [1.13cm, 1.29cm]), Xt= 3.5 (EMM = 1.27cm [1.20cm,
1.34cm]), Xt= 4.75 (EMM = 1.27cm [1.20cm, 1.35cm]), and Xt= 6.0
(EMM = 1.24cm [1.13cm, 1.36cm]).

p5.4.3.4 Yt

[MF-8] The analysis showed a significant (F4.22,63.30 = 44.96, p < .001)
main effect of the factor Yt on the Y deviation with a large (η2=.16)
effect size. Y deviation was lowest at the top Yt= 1.5 (EMM = 0.62cm
[0.43cm, 0.81cm]) and the bottom Yt= 11.5 (EMM = 0.48cm [0.33cm,
0.62cm]) rows of the grid. Rows in the middle showed higher Y de-
viation values: Yt= 2.75 (EMM = 1.11cm [0.98cm, 1.23cm]), Yt= 4.0
(EMM = 1.58cm [1.45cm, 1.72cm]), Yt= 5.25 (EMM = 1.63cm [1.49cm,
1.77cm]), Yt= 6.5 (EMM = 1.48cm [1.30cm, 1.66cm]), Yt= 7.75 (EMM =
1.57cm [1.42cm, 1.72cm]), Yt= 9.0 (EMM = 1.54cm [1.42cm, 1.67cm]),
and Yt= 10.25 (EMM = 1.12cm [1.02cm, 1.23cm]). Post-hoc tests con-
firmed significantly rising Y deviation from the top and bottom (Yt=
1.5, Yt= 11.5), to the next two rows (Yt= 2.25, Yt= 10.25) (p < .01), and
between Yt= 2.25, Yt= 10.25 and all other rows in the middle (p < .05).

p5.4.4 Accuracy

We analyzed the accuracy of localizing the target positions. To get a
better overview, we further filtered the data to measure the accuracy of
reducing from 5 columns to 3 and 2 equally spaced columns. Similarly,
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Figure P5.6: Localization accuracy of stationary sensations on the palm across
different resolutions. Error bars are the standard errors. Results
from post-hoc pairwise comparisons are shown (* ≤ 0.05, ** ≤
0.01, *** ≤ 0.001)

Resolution

(X*Y)
F df p η2

g
configuration (EMM [lower CL, upper CL])

4 6 9 15

2x2 1.00 2.54, 38.12 .393 .041 97.7% [94.0%, 100%] 96.1% [92.1%, 100%] 98.4% [96.2%, 100%] 99.2% [97.6%, 100%]

2x3 9.08 1.58, 23.70 .002 .273 84.1% [76.6%, 91.6%] 93.6% [88.6%, 98.7%] 96.3% [93.1%, 99.6%] 98.3% [96.4%, 100%]

2x5 33.46 2.32, 34.80 .001 .455 48.6% [42.7%, 54.5%] 71.8% [64.8%, 78.9%] 69.6% [61.2%, 78.0%] 80.0% [73.6%, 86.5%]

2x9 11.09 2.64, 39.55 .001 .322 29.3% [25.3%, 33.3%] 37.5% [34.1%, 40.9%] 38.7% [33.9%, 43.5%] 46.0% [39.8%, 52.1%]

3x2 3.78 2.36, 35.41 .026 .137 81.6% [73.5%, 89.7%] 82.7% [74.7%, 90.7%] 93.2% [89.5%, 96.9%] 88.6% [83.7%, 93.5%]

3x3 11.47 2.23, 33.43 .001 .296 68.6% [59.1%, 78.1%] 79.6% [71.2%, 88.1%] 90.6% [86.6%, 94.6%] 87.4% [82.1%, 92.7%]

3x5 31.50 2.68, 40.16 .001 .441 40.8% [35.1%, 46.5%] 61.2% [53.7%, 68.8%] 64.1% [57.4%, 70.7%] 70.0% [62.8%, 77.3%]

3x9 14.63 2.37, 35.61 .001 .332 23.6% [19.6%, 27.6%] 31.0% [27.3%, 34.7%] 34.3% [29.8%, 38.8%] 40.3% [34.1%, 46.5%]

5x2 9.12 2.39, 35.78 .001 .237 48.1% [41.5%, 54.7%] 52.1% [45.7%, 58.5%] 62.0% [55.5%, 68.5%] 63.0% [57.5%, 68.6%]

5x3 17.74 2.09, 31.35 .001 .335 40.0% [33.2%, 46.9%] 48.3% [42.0%, 54.6%] 58.8% [52.5%, 65.2%] 60.4% [54.2%, 66.5%]

5x5 31.79 2.40, 36.05 .001 .463 23.9% [19.8%, 27.9%] 36.3% [31.7%, 40.8%] 43.8% [37.2%, 50.5%] 47.9% [41.9%, 53.9%]

5x9 32.82 2.02, 30.35 .001 .481 13.3% [10.7%, 16.0%] 19.9% [17.9%, 22.0%] 25.6% [22.1%, 29.1%] 28.7% [24.0%, 33.3%]

Table P5.1: Results of RM-ANOVAs for the factor configuration on the
dependent variable accuracy.

reducing from 9 rows to 5, 3, and 2 equally spaced rows. For each res-
olution, we conducted a RM-ANOVA with the factors configuration

and intensity. The factor intensity did not have a significant effect
on the accuracy of any of the resolutions. Table P5.1 summarizes the
results of the RM-ANOVAs for the factor configuration. Figure P5.6
visualizes the accuracy across varying resolution and the post-hoc
tests.
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a b c d4 Motors 6 Motors 9 Motors 15 Motors

Figure P5.7: Probability of perceiving a single point for the factors config-
uration (a = 4 motor, b = 6 motor, c = 9 motor, and d = 15

motor), Xt, and Yt. Error bars are the standard errors.

p5.4.5 Number of Perceived Points

We analyzed the binary dependent variable number of perceived
points. Therefore, we used a logistic mixed model, estimated with
ML and BOBYQA optimizer, with the fixed effects configuration,
intensity, Xt, and Ytwhile including the participant as a random
effect. The explanatory power [21] of the model was substantial R2 =

0.31 and the part related to the fixed effects alone -marginal R2- was
0.18. We computed the 95% confidence intervals and p-values using
the Wald approximation. Figure P5.7 visualizes the results.

p5.4.5.1 configuration

[MF-9] The analysis revealed a significant (χ2(3) = 100.47, p < .001)
main effect of the factor configuration on the number of perceived
points. The 15 motor configuration resulted in the highest prob-
ability (EMM = 65.7% [56.3%, 74.1%]) of perceiving vibration at a
single location, followed by the 6 motor configuration (EMM =
56.8% [46.9%, 66.2%]), the 9 motor configuration (EMM = 55.2%
[45.3%, 64.7%]), and finally the 4 motor configuration (EMM =
44.5% [35.1%, 54.5%]). Post-hoc pairwise contrasts confirmed all dif-
ferences to be significant (p < .001) except between the 6 and 9 motor

configurations.
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p5.4.5.2 intensity

[MF-10] The analysis showed a significant (χ2(1) = 14.75, p < .001)
main effect of the factor intensity on the number of perceived points
between 0.5 intensity (EMM = 58.6% [48.9%, 67.6%]) and 1.0 inten-
sity (EMM = 52.8% [43.1%, 62.3%]).

p5.4.5.3 Xt

[MF-11] The analysis showed a significant (χ2(4) = 372.676, p < .001)
main effect of the factor Xt on the number of perceived points. The
right Xt= 6.0 (EMM = 74.6% [66.2%, 81.5%]) edge resulted in the
highest probability of perceiving a single point, followed by the left
Xt= 1.0 (EMM = 68.3% [59.0%, 76.3%]) edge, and columns in the
middle: Xt= 2.25 (EMM = 49.5% [39.7%, 59.4%]), Xt= 4.75 (EMM =
48.3% [38.5%, 58.3%]), and Xt= 3.5 (EMM = 35.2% [26.6%, 44.8%]).
Post-hoc tests confirmed all pairwise contrasts as significant (p < .001)
except the pair Xt= 2.25 and Xt= 4.75 (p > .05).

p5.4.5.4 Yt

[MF-12] The analysis showed a significant (χ2(8) = 359.388, p < .001)
main effect of the factor Yt on the number of perceived points. The
bottom part of the grid resulted in the highest probability of perceiving
a single point Yt= 11.5 (EMM = 81.2% [73.8%, 86.9%]) and Yt= 10.25

(EMM = 71.2% [61.8%, 79.0%]). Followed by the rows at the top: Yt=
1.5 (EMM = 65.5% [55.6%, 74.3%]) and Yt= 2.75 (EMM = 58.3% [47.9%,
68.0%]). Finally, we observed comparable performance for the rows in
the middle: Yt= 4.0 (EMM = 38.9% [29.6%, 49.2%]), Yt= 5.25 (EMM =
43.9% [34.0%, 54.3%]), Yt= 6.5 (EMM = 48.0% [37.8%, 58.4%]), Yt= 7.75

(EMM = 43.0% [33.2%, 53.4%]), and Yt= 9.0 (EMM = 44.4% [34.4%,
54.8%]). Post-hoc tests confirmed significantly rising probability of
one point perceived between the middle rows and the top rows (p <
.001) and between the top rows and the bottom rows (p < .001).
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p5.5 user study 1 : discussion

In the following, we discuss the findings from the first user study.

p5.5.1 configuration

In general, localization accuracy increased as the number of actuators
increased ([MF-1], [MF-4], [MF-7]). Observing spatial error metrics
measured in our experiment, the usage of 9 actuators with a spacing
of 2.5 cm along the width of the palm and 5 cm along the length is
enough for accurate stationary sensations. Although euclidean dis-
tance was lowest using 15 actuators, the results of using 9 actuators
were comparable, with no significant difference. Reducing to 6 ac-
tuators, however, results in a significant increase in euclidean errors
(20%) in comparison to 15 actuators ([MF-1]). Moreover, the additional
column of actuators using 9 actuators decreases the X deviation signif-
icantly compared to configurations with a lower number of actuators,
while being comparable to the configuration with 15 actuators ([MF-
4]). Although the Y deviation is significantly lower with 15 actuators
compared to 9 actuators ([MF-7]), this only results in a significant
decrease in localization accuracy for the 2 × 5 resolution (Figure P5.6).
For all other resolutions, localization accuracy with 9 actuators was
comparable to 15 actuators.

insight-1 9 actuators result in comparable localization performance
of stationary sensations as 15 actuators.

Regarding the perception of phantom sensations at a single location,
results indicate that a 15 motor configuration results in significantly
higher probability of perceiving phantom sensations at a single loca-
tion than all other configurations ([MF-9]). Although the probability
of perceiving a single point is relatively low (65%), this can be due
to the fact that by asking the participants if they perceived a single
point or multiple points, it is implied that multiple points can occur
and participants are more inclined to say multiple points if they are in
doubt. We calculated the probability of perceiving a single point with
real sensations (always caused by a single actuator), and observed a
probability of 75% of users expressing that they felt a single point.
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insight-2 15 actuators result in improved perception of phantom
sensations at a single location.

p5.5.2 Xt & Yt

We observed a systematic behaviour, where participants tend to lo-
calize vibrations closer to the edge of the device, leading to higher
localization accuracies of locations at the edges and lower localization
accuracies for locations in the middle ([MF-2], [MF-3], [MF-6], [MF-8]).
A possible explanation for this behaviour is that with a lower number
of actuators, phantom sensations are not perceived correctly at a single
location and instead are perceived at the positions of the actuators
generating them which are typically at the edges of the device (see
Section P5.5.1, [insight-2]). We observed interaction effects supporting
this ([IF-1], [IF-2]), where lower number of actuators show significant
differences between locations at the edges and locations in the middle,
and higher number of actuators show comparable performance across
all locations – indicating correct perception of phantom sensations at
target location.

insight-3 9 and 15 actuators led to more accurate localization at tar-
get location. 4 and 6 actuators led to more frequent localization
at the edges.

Furthermore, results show that the X deviation values are consid-
erably lower than the Y deviation values. This indicates that users
could localize stationary sensations along the width of the palm more
accurately than along the length. This is in line with prior work on lo-
calization accuracy of vibrotactile sensations on other body parts [12],
where a transverse orientation resulted in better localization than a
longitudinal orientation.

insight-4 Localizing sensations along the width of the palm is more
accurate than along the length.

Lastly, we analyzed users’ ability to correctly localize stationary sen-
sations with varying resolution. Observing the relationship between
resolution and accuracy, it is clear that there is a trade-off between
high accuracy and the number of distinct locations that can be lo-
calized as defined by the resolution. Typically, an application would
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require high accuracy (> 90%) of localizing stationary sensations while
still maintaining a reasonable resolution. A 3x3 resolution allows for
identifying 9 different locations and maintains a high accuracy of
localization (91% for the 9 motor configuration, see Figure P5.6).

insight-5 A 3 × 3 resolution can be accurately recognised.

p5.5.3 intensity

Intensity of the vibrations does not seem to have an influence on
participants’ ability to localize stationary tactile sensations. However,
we observed a significant increase in the probability of perceiving a
single point when using a lower intensity ([MF-10]). This is due to
the fact that by increasing the intensity of the vibration, the positions
of the actuators become more pronounced which affects the perception
of phantom sensations.

insight-6 Lower intensity vibrations result in improved perception
of phantom sensations at a single location.

p5.5.4 Comparison Between Touch and Vibrotactile Stimulation

A two-point discrimination threshold of approximately 0.8 cm was
observed for touch on the palm [31]. Our findings show that for suc-
cessful two-point discrimination of vibrotactile stimulation, a spacing
of approximately 2.8 cm is required. This is calculated based on the
upper CL of the euclidean distance with 15 actuators multiplied by
two, to account for localization error of two locations. These values
deviate considerably, highlighting the importance of basing design
decisions for vibrotactile displays on vibrotactile perception.

insight-7 Vibrotactile sensitivity on the palm deviates considerably
from touch.



200 stationary and moving tactile sensations on the palm

Figure P5.8: Study 2 evaluates 10 resolutions for moving tactile sensations
with a 15 motor configuration. Each moving phantom sensation
starts at the center motor and moves one step on the virtual
resolution grid in one of four directions.

p5.6 user study 2 : moving tactile sensations

Based on the results of the first user study, we conducted a second
user study to investigate moving tactile sensations. In particular, we
aimed to answer the following research questions:

rq1 How does the resolution effect recognition accuracy of users?
Prior work explored a variety of resolutions for moving sensa-
tions [19, 47, 56–58]. It is currently unclear, what the limits for
accurate perception are.

rq2 How does the resolution influence reaction time of users? We hy-
pothesized that higher resolutions are more difficult to perceive
and and hence lead to higher reaction times.

In the following, we detail on the study design, the procedure, appa-
ratus, participants, dependent variables, and data analysis methods.

p5.6.1 User Study Design

We varied the resolution of the vibrotactile grid and the direction of
the sensation in a within-subject study design. Figure P5.8 illustrates
these independent variables. Resolution had 10 levels: 2 × 4, 3 × 6,
4 × 8, 5 × 10, 6 × 12, 7 × 14, 8 × 16, 9 × 18, 10 × 20, and 11 × 22. We
aimed to cover a wide spectrum in resolution for a better under-
standing of users’ performance. Direction had 4 levels: right, left,
up, and down. All sensations started at the middle actuator as shown
in Figure P5.8 and moved a distance equivalent to one cell in the re-
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spective resolution. The speed of the sensation was fixed at 0.5cm/s.
We informally tested the influence of speed in pilot tests and found no
difference in perception in the range 0.1-2cm/s. Inter-actuator spacing
was fixed at 2.5 cm, which resulted in robust 1D phantom sensations
from extensive pilot tests and based on prior work [36].

This resulted in a total of 40 (10 × 4) conditions. We used a 10 × 10
balanced latin square to counterbalance the variable resolution. For
each resolution, we randomized the order of appearance of the
variable direction. Each condition was repeated three times, resulting
in a total of 120 trials per participant

p5.6.2 Procedure

Similar to the first user study, participants were welcomed to the lab,
given a brief overview of the task, asked to sign an informed consent,
and to fill out a short demographic questionnaire.

Participants wore noise cancelling headphones playing white noise
throughout the experiment. The vibrotactile grid was attached to
their dominant hand. At the beginning, a few (< 10) test trials were
conducted to familiarize the participant with the task that were not
recorded. Afterwards, participants began the experiment. The task was
to feel a vibration and indicate if it was moving and in which direction.
The participants experienced sensations that moved in the directions

up, down, right, and left. However, an additional response was
possible of feeling a point (Figure P5.8) to indicate if they could not
determine the direction.

Participants took a break (approximately five minutes long) after
completing five different resolutions. In total, the experiment lasted
about 20 minutes.

p5.6.3 Apparatus

We used the 15 motor configuration (for better perception of phan-
tom sensations) throughout the experiment with the same hardware
as the first user study. A pop-up window after each sensation was
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displayed to the users for inputting their response as shown in Fig-
ure P5.8.

p5.6.4 Dependent Variables

We recorded the following dependent variables:

accuracy : whether the correct direction was identified.

x accuracy : whether the correct direction was identified for left
and right.

y accuracy : whether the correct direction was identified for up and
down.

task completion time (tct): the time between the end of the
vibration and the user’s response.

p5.6.5 Participants

We recruited 20 participants (15 male, 4 female, and 1 identified as
gender variant), aged between 21 and 32 years old (µ = 23.75, σ = 2.69).
19 of our participants were right-handed and one participant was left-
handed. Participants reported no prior haptic feedback experience
beyond the use of everyday smartphones and game controllers. All
our participants reported no sensory processing disorders.

p5.6.6 Data Analysis

For the analysis of the binary dependent variable accuracy, we used
a logistic mixed model, estimated with ML and BOBYQA optimizer,
with the fixed effects resolution and direction, and including the
participant as a random effect. For computing the confidence intervals
and the p-values, we used the Wald approximation.

For the analysis of the continuous variable task completion time, we
used a two-way RM-ANOVA with the factors resolution and di-
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Figure P5.9: Accuracy and TCT for the factors resolution and direction.
Error bars are the standard error. Results from post-hoc pairwise
comparisons are shown (* ≤ 0.05, ** ≤ 0.01).

rection, to compute the F-score and p-value of main and interaction
effects. We used the same method for spherecity correction (Green-
house–Geisser) and report the generalized eta-squared as in the first
user study. For post-hoc tests, we used pairwise t-tests with Tukey
adjustment.

Similar to the first user study, we report the EMMs with the 95%
confidence intervals.

p5.7 user study 2 : results

This section reports the results of the second user study investigating
moving tactile sensations. Key observations are labelled with [MF-#]
for main effects and [IF-#] for interaction effects.

p5.7.1 Accuracy

We analyzed the accuracy of users in identifying the direction of
tactile sensation on the palm. Figure P5.9 illustrates the results. The
explanatory power of the model was substantial R2 = 0.34 and the
part related to the fixed effects alone (marginal R2) was 0.27.

p5.7.1.1 Resolution

[MF-13] Our analysis revealed a significant (χ2(9) = 86.96, p < .001)
main effect of the factor resolution on the probability of correctly
perceiving the moving sensation. The highest accuracy was achieved
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by the 2 × 4 resolution (EMM = 96.2% [92.4%, 98.1%]), followed by
5 × 10 (EMM = 85.4% [79.0%, 90.1%]), 4 × 8 (EMM = 85.3% [79.0%,
90.0%]), 3 × 6 (EMM = 83.2% [76.1%, 88.5%]), 6 × 12 (EMM = 69.7%
[61.1%, 77.2%]), 8x16 (EMM = 66.4% [57.5%, 74.2%]), 10 × 20 (EMM =
56.4% [47.0%, 65.3%]), 7 × 14 (EMM = 56.0% [46.8%, 64.8%]), 9 × 18
(EMM = 53.3% [44.1%, 62.2%]), and 11 × 22 (EMM = 35.6% [27.4%,
44.7%]). Post-hoc tests are summarized in Figure P5.9.

p5.7.1.2 Direction

We could not find a significant main effect of the factor direction

on accuracy (χ2(3) = 1.97, p > .05). The accuracy was comparable
between the directions up (EMM = 79.9% [73.9%, 84.7%]), down

(EMM = 74.2% [66.6%, 80.7%]), left (EMM = 71.3% [64.0%, 77.7%]),
and right (EMM = 64.8% [57.0%, 71.8%]).

p5.7.2 X Accuracy

We analyzed the accuracy of users for the directions right and left.
The explanatory power of the model was R2 = 0.38 and the marginal
R2 was 0.26.

p5.7.2.1 Resolution

[MF-14] Our analysis revealed a significant (χ2(9) = 79.67, p < .001)
main effect of the factor resolution on the X accuracy. The 2 × 4
resolution resulted in the highest X accuracy (EMM = 95.5% [90.0%,
98.1%]), followed by 5× 10 (EMM = 89.9% [82.0%, 94.6%]), 4× 8 (EMM
= 84.3% [74.7%, 90.8%]), 3 × 6 (EMM = 73.4% [61.4%, 82.6%]), 6 × 12
(EMM = 63.5% [50.6%, 74.7%]), 8 × 16 (EMM = 61.6% [48.6%, 73.1%]),
7 × 14 (EMM = 53.1% [40.1%, 65.7%]), 9 × 18 (EMM = 50.1% [37.4%,
62.9%]), 10 × 20 (EMM = 46.3% [33.8%, 59.3%]), and 11 × 22 (EMM
= 27.6% [18.1%, 39.8%]). Figure P5.10 displays the result of post-hoc
pairwise comparisons.
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Figure P5.10: X accuracy and Y accuracy for the factor resolution. Error
bars are the standard error. Results from post-hoc pairwise
comparisons are shown (* ≤ 0.05, ** ≤ 0.01, *** ≤ 0.001).

p5.7.2.2 Direction

We could not find a significant effect of the factor direction on the
X accuracy between left (EMM = 72.3% [63.2%, 79.8%]) and right

(EMM = 65.5% [55.7%, 74.1%]) (χ2(1) = 0.16, p > .05).

p5.7.3 Y Accuracy

We analyzed the accuracy of users for the directions up and down.
The explanatory power of the model was R2 = 0.33 and the marginal
R2 was 0.26.

p5.7.3.1 Resolution

[MF-15] Our analysis revealed a significant (χ2(9) = 85.25, p < .001)
main effect of the factor resolution on the Y accuracy. The 2 × 4
resolution resulted in the highest Y accuracy (EMM = 97.1% [91.4%,
99.0%]), followed by 3 × 6 (EMM = 90.3% [83.1%, 94.6%]), 4 × 8 (EMM
= 87.2% [79.1%, 92.4%]), 5 × 10 (EMM = 80.9% [71.5%, 87.7%]), 6 × 12
(EMM = 75.8% [65.7%, 83.7%]), 8 × 16 (EMM = 71.3% [60.7%, 79.9%]),
10 × 20 (EMM = 65.7% [54.3%, 75.6%]), 7 × 14 (EMM = 59.0% [47.8%,
69.3%]), 9 × 18 (EMM = 56.4% [45.2%, 67.0%]), and 11 × 22 (EMM
= 43.2% [32.4%, 54.7%]). Figure P5.10 shows the result of post-hoc
pairwise comparisons.
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p5.7.3.2 Direction

We could not find a significant effect of the factor direction on the X
accuracy between down (EMM = 74.2% [66.5%, 80.6%]) and up (EMM
= 79.8% [73.9%, 84.6%]) (χ2(1) = 1.66, p > .05).

p5.7.4 Task Completion Time (TCT)

We analyzed the time between the end of the stimulus and users’
response.

p5.7.4.1 Resolution

We could not find a significant main effect of the factor resolution

on the TCT (F3.25,61.69 = 0.52, p > .05). TCT was comparable across
resolutions. The highest TCT was observed for 11 × 22 (EMM =
1.52s [1.21s, 1.83s]) and 3 × 6 (EMM = 1.52s [0.92s, 2.13s]), followed by
4 × 8 (EMM = 1.48s [0.91s, 2.05s]), 9 × 18 (EMM = 1.45s [1.15s, 1.76s]),
2 × 4 (EMM = 1.34s [1.05s, 1.62s]), 7 × 14 (EMM = 1.30s [1.09s, 1.49s]),
6× 12 (EMM = 1.29s [1.10s, 1.49s]), 8× 16 (EMM = 1.28s [1.07s, 1.50s]),
10 × 20 (EMM = 1.26s [1.06s, 1.46s]), and 5 × 10 (EMM = 1.25s [0.99s,
1.52s]).

p5.7.4.2 Direction

We could not find a significant main effect of the factor direction on
TCT (F2.17,41.30 = 0.79, p > .05). TCT was comparable for the directions

up (EMM = 1.31s [1.06s, 1.55s]), down (EMM = 1.37s [1.18s, 1.56s]),
left (EMM = 1.46s [1.22s, 1.70s]), and right (EMM = 1.35s [1.16s,
1.53s]).
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p5.8 user study 2 : discussion

In the following, we discuss the findings of our second user study.

p5.8.1 resolution

In general, findings from our second user study show that more fine-
grained resolutions are possible for moving sensations in comparison
to resolutions for vibrotactile point localization. This is consistent with
related work on touch [31], where the localization of successive stimuli
on the skin was better than simultaneous stimuli.

Our findings (MF-13) show that a 2 × 4 resolution results in 96.2%
correct recognition rate of the four directions up, down, right, and
left. This is equivalent to a motion of 2.5 cm on the palm. On the
other hand, although a 5 × 10 resolution resulted in a significant
decrease in recognition accuracy ([MF-13], [MF-15]) compared to a
2 × 4 resolution, we still observed a 85.4% recognition rate of the
four directions investigated in the user study. With this resolution,
tactile motion equivalent to 1.0 cm can be accurately recognized. These
results apply to tactile motion generated with 1D phantom sensations.
While 1D phantom sensations are frequently used in the literature,
further work is required for determining appropriate resolutions for
2D phantom sensations and other tactile illusions.

insight-8 A 2 × 4 resolution results in high recognition accuracy
(96.2%).

insight-9 A 5× 10 resolution enables higher resolution output while
still maintaining high accuracy (85.4%).

p5.8.2 direction

Findings from the first user study unveiled a higher localization ac-
curacy along the width of the palm in comparison to the length. This
effect does not seem to apply to moving sensations. We found com-
parable recognition rates for vertical and horizontal directions across
resolution.
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p5.8.3 Comparison Between Touch and Vibrotactile Stimulation

Typically, spatial acuity is measured by two-point discrimination
thresholds. However, experiments were also conducted that measured
the perception of successive spatially distributed stimuli [31] – similar
to motion on the skin. Results show that for touch on the palm, suc-
cessive stimuli (0.5 cm threshold) are discriminated more easily than
simultaneous stimuli (0.8 cm threshold). This trend is present in our re-
sults on vibrotactile stimulation, however, with considerably different
absolute values (1 cm to 2.5 cm for moving and 2.8 cm for stationary).
This is further confirmed by the high recognition accuracies we ob-
served for moving sensations with a length well below the localization
accuracy of stationary sensations.

insight-10 Higher vibrotactile sensitivity was observed for moving
compared to stationary sensations.

p5.9 applications of palm-based tactile displays

Stationary and moving tactile sensations on the palm have many po-
tential applications in the future (see Figure P5.11). These include
high-resolution tactile feedback in video games and VR controllers
to create more immersive experiences by simulating the exact contact
points and shapes. The handlebar of a bicycle and the steering wheel
of a car could embed haptic actuators to give precise feedback of the
surrounding (e.g., by communicating the exact location of other cars
through vibrations) or navigation (e.g., by drawing the exact path
the user needs to take on the user’s palm through a moving sensa-
tion). Finally, traditional input devices such as mouse or pen input
could be improved by haptic gestures that allow for a more expressive
and higher resolution tactile output. These applications can benefit
from the knowledge gained by our experiments by implementing the
following design implications.
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a b c d

Figure P5.11: High-resolution palm-based tactile displays are applicable to
many situations and can be embedded in a diverse set of
devices, e.g., (a) VR controllers, (b) bicycle handlebar, (c) car
steering wheel, and (d) computer mouse.

p5.10 design guidelines for palm-based tactile displays

In this section, we outline design guidelines derived based on the
findings of our controlled user studies. These guidelines are aimed at
two main interaction requirements: accurate and expressive sensations.
An example application where accurate interactions are required is
pedestrian navigation [60] or generally for accurate communication of
a discrete set of instructions [2]. For these situations, accurate sensations
are required.

On the other hand, more expressive interaction is required for applica-
tions such as the communication of social touch [18] or generally for
the communication of a more diverse set of continuous sensations [20]
with more relaxed accuracy constraints. An example of this type of
interaction in the context of stationary sensations would be augment-
ing videos on handheld displays with vibrotactile feedback. An object
appears on the scene and the user can feel it at the correct location on
the hand. In this case, discrete identification of a set of locations would
not be the best approach. A tactile display with the ability to generate
higher resolution sensations should be preferred.

For stationary vibrotactile sensations, we derive the following design
guidlines (DG):

dg-1 A smaller (approximately 2:1 ratio) inter-actuator spacing should
be used along the width of the palm than the length. [insight-4]

dg-2 A 3 × 3 grid of points can be used for significantly accurate
interactions on the palm. [insight-5]
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dg-3 Favor the use of a tactile display consisting of nine actuators
with a spacing of 2.5 cm along the width and 5 cm along the
length for accurate interactions. [insight-1, insight-4]

dg-4 A high number (spacing ≤ 2.5cm) of actuators should be used
for expressive interactions. [insight-1, insight-2, insight-3]

dg-5 Lower intensity vibrations result in a higher probability of
perceiving a phantom sensation at a single location. [insight-6]

For moving tactile sensations we derive the following guidelines:

dg-6 Accurate interactions with moving sensations can be achieved
with a 2 × 4 resolution. [insight-8]

dg-7 A resolution of 5 × 10 maintains a reasonable recognition ac-
curacy. This resolution can be used to generate more expressive
sensations. [insight-9]

p5.11 limitations

The design and results of our experiments impose some limitations
and directions for future work.

p5.11.1 Choice of Actuator

Different vibrotactile actuators have been introduced and used by the
literature, e.g. eccentric rotating mass (ERM) [12] and linear resonant
actuators (LRA) [17]. These actuators differ in the mechanisms with
which they produce vibrations on the skin. While LRAs vibrate per-
pendicular to the skin surface, ERMs rotate along the skin surface.
We used an LRA actuator, known for its ability to produce localized
sensations. Future work should investigate if and how much the choice
of actuator affects perception.
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p5.11.2 Hand Pose

The human hands are capable of a wide variety of poses and grips. We
evaluated a flat hand pose in our user studies. Furthermore, our par-
ticipants had to reduce the spacing between their fingers to make sure
that actuators were in contact with the skin. While our results provide
a valuable baseline for future research, further work is required to
investigate how the hand pose affects perception.

p5.11.3 Interface Size

We chose our prototype size based on prior work on back-of-device
(smartphone) tactile interfaces and on the average hand size. While
this allowed us to conduct our user studies with all our participants,
our prototype covered only parts of the hand. The palm was always
fully covered and depending on the hand size, the base of the fingers.
Future devices should be tailored to users’ hand sizes.

p5.11.4 Real-World Applicability

In our work, we investigated the perception of stationary and moving
tactile sensations in a lab setting. We chose this approach to focus on
the mere influence of the factors and to exclude external influences.
While we are convinced that our results make a strong contribution
to the future palm-based tactile displays, we also acknowledge that
other settings might yield other results. Therefore, further work is
necessary to understand how these results are transferable to in-the-
wild settings.

p5.12 conclusion

This work explored the perception of vibrations on the palm. In a
first user study, we evaluated the localization accuracy and perception
of real and phantom stationary sensations. Our findings show that a
9 actuator display with a 3× 3 grid of points can be localized accurately.
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For better perception of phantom sensations, a display consisting of
at least 15 actuators should be used combined with lower intensity
vibrations. In a second controlled user study, we investigated the
recognition accuracy of moving tactile sensations. Findings show that a
2× 4 resolution leads to accurately perceived moving sensations, while
a 5× 10 resolution enables higher resolution output while maintaining
high recognition rates. Based on the results, we derive and describe
a set of design and usage guidelines for future palm-based tactile
displays.
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Figure P6.1: Motion guidance interaction techniques developed in this paper.
We introduce (a) sequential tactile vectors (STV) and (b) continu-
ous tactile vectors (CTV). (c) shows an example prototype used
to conduct the user study.

abstract

We introduce and study two omnidirectional movement guid-
ance techniques that use two vibrotactile actuators to convey
a movement direction. The first vibrotactile actuator defines
the starting point and the second actuator communicates the
endpoint of the direction vector. We investigate two variants of
our tactile vectors using phantom sensations for 3D arm motion
guidance. The first technique uses two sequential stimuli to
communicate the movement vector (Sequential Tactile Vectors).
The second technique creates a continuous vibration vector us-
ing body-penetrating phantom sensations (Continuous Tactile
Vectors). In a user study (N = 16), we compare these two new
techniques with state of the art push and pull metaphors. Our
findings show that users are 20% more accurate in their move-
ments with sequential tactile vectors.

221



222 tactile vectors for omnidirectional arm guidance

p6.1 introduction

In recent years, a line of research investigated augmenting humans
with on-body vibrotactile feedback for motion guidance [1, 5, 11, 13,
32]. Vibrotactile displays have been shown beneficial, for instance, to
teach novice users violin [16], choreographed dance [3, 24], to sup-
port with practicing and learning sports (e.g., snowboarding [29],
rowing [25], and tennis [20]), and for various forms of physical reha-
bilitation such as gait retraining [17] and stroke rehabilitation [12].

Prior work [7, 10, 19, 27, 29] identified two main interaction techniques
for vibrotactile motion guidance: push and pull. Both communicate
a direction with a single actuator: In the push metaphor, vibrations
on the user’s body push the user in a particular direction. The pull
metaphor pulls the user in the direction of the vibration. While useful
and intuitive, these interaction techniques are limited in the accuracy
of communicated directions as the interpretation of a pulling/pushing
sensation can vary greatly. Primarily because it is difficult to interpret
a direction from a single actuator, leading researchers to encode one
direction per actuator [16, 19]. This is even more difficult for vibro-
tactile guidance in 3D as the space of possible movements expands
greatly compared to 2D guidance.

To overcome these limitations, we propose increasing the precision
and space of feasible directions by using two vibrotactile actuators to
communicate movement directions, i.e., spanning a vector between
two vibration points. We introduce two novel interaction techniques for
tactile motion guidance: Sequential Tactile Vectors (STV) and Continuous
Tactile Vectors (CTV). In STV, consecutive activations of actuators create
the required direction vector of the motion (see Figure P6.1a). The first
actuator communicates to the user the starting point of the vector and
the second actuator communicates the end point. Taken together, they
can be interpreted as a movement vector in 3D space. Similarly, CTV
also uses two actuators to communicate a direction vector. However,
instead of sequential activation, the actuators vibrate at the same
time with changing intensities to elicit a body-penetrating phantom
sensation [14]. This gives the impression of one stimulus moving in
the direction of the vector (Figure P6.1b). The start and end points
of STV and CTV are not limited to physical actuators. Instead, the
techniques utilize phantom sensations [23] to increase the resolution
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Table P6.1: Overview of approaches in related work.
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of the display and create vectors starting and ending from virtual
actuators.

We compare the two interaction techniques in a user study to push
and pull as a baseline for current state of the art from prior work. We
quantitatively analyse the accuracy of users’ movements using the
different guidance methods and collected qualitative feedback through
a NASA-TLX and a questionnaire. The results show that using STV
users are 20% more accurate in their movements in comparison to
push, pull, and CTV. Subjective quantitative results further support the
viability of STV and show a clear user preference for pull over push.

In summary, this paper contributes two novel interaction techniques
for omnidirectional movement guidance: STV and CTV. These tech-
niques aim to expand the possible guidance space by enabling move-
ments in more directions than possible with a single vibration and by
increasing the accuracy of the feedback. In a user study we compare
STV and CTV with the state of the art in movement guidance, i.e. the
push and pull metaphor for tactile guidance of 3D arm movements.
The findings of our user study show a high accuracy for the STV
technique.

p6.2 related work

To better contextualize our research and contributions, we outline exist-
ing research on tactile motion guidance. Many technologies have been
used for Human-Computer Integration [21, 22]. This work focuses
on the use of wearable vibrotactile displays for movement guidance.
Table P6.1 provides an overview of the different approaches.
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p6.2.1 Pull

Jansen et al. [10] used five vibrotactile actuators arranged around the
arm to guide wrist rotations. In this work, the authors identified two
basic interaction techniques for tactile motion guidance: push and pull.
Using push vibrations are interpreted to push the user in the direc-
tion of the vibration. Conversely, vibrations using the pull interaction
technique pull the user along the direction of the vibration. Jansen et
al. measured reaction times to vibrotactile stimuli and concluded that
pull should be favoured over push. Günther et al. [7] proposed and
evaluated a vibrotactile glove that uses push and pull for spatial guid-
ance in 3D. Findings of the user study indicated that pull resulted in a
lower number of errors while guiding users to spatial targets, and was
prefered by the majority of users over push. Weber et al. [32] used six
vibrotactile actuators arranged around the wrist to guide translations
of the hand following the pull interaction technique, and rotation in
two directions. Similarly, Jin et al. [11] introduced VT-Ware, a wearable
wrist device with six actuators that was used to guide users in six
directions and two rotation directions. For directional guidance the
authors use the pull interaction technique. Rotational guidance was
achieved by using the cutaneous rabbit illusion to produce moving
tactile sensations along the required rotation. In work by Salazar et
al. [27], motion path efficiency using push and pull were compared
and the findings showed improvements with pull, however, with no
statistical significance. Aggravi et al. [1] used pull with four actuators
around the wrist for motion guidance in human-robot teams. Tsai et
al. [31] compared a similar setup to force-feedback guidance from
a haptic device. In HapticHead [13], Kaul et al. used 22 vibrotactile
actuators arranged in concentric ellipses around the head for spatial
guidance, where actuators pull the user towards the target.

p6.2.2 Push

Spelmezan et al. [29] used vibrotactile actuators placed across the
body to guide users during physical activities into performing a par-
ticular movement instuction from a discrete set of 10 instructions. The
authors stated that the interpretation of a vibration as either push
or pull is a matter of preference and decided to use push. Salazar et
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al. [26] conducted a user study to evaluate the use of vibrotactile cues
around the wrist for hand movement guidance in two dimensions.
The authors used phantom sensations to be able to generate cues at
all locations around the wrist with six vibrotactile actuators. In their
work, Salazar et al. [26] used the push interaction technique. Lieber-
man and Breazeal [15] used push with eight vibrotactile actuators
(four arranged around the wrist and four around the upper arm)
to aid with performing complex 5 degrees of freedom arm motions.
In MusicJacket [16], van der Linden et al. used the push interaction
technique with seven actuators placed on the arm and torso to guide
violin bowing techniques. Kapur et al. [12] presented a wearable tac-
tile interface that uses magnetic motion tracking and eight vibration
motors to provide feedback to apraxic stroke patients through a series
of desired movements. They decided to use push as it is similar to a
therapist pushing the patient’s arm to perform the correct motion.

p6.2.3 Other interaction techniques

Besides push and pull, approaches were introduced that rely on mov-
ing tactile sensations for guiding movements. Marquardt et al. [18]
developed a vibrotactile glove and forearm prototype that uses 27

actuators to guide hand movements and postures. Patterns were used
to trigger movements such as pinching (vibrations from the back of
the hand to the fingertips), forward (vibrations from forearm to fin-
gers), and backward (vibrations from fingers to forearm) movements
of the hand. In a similar approach, McDaniel et al. [19] introduced
the "follow me" interaction technique, where the user is required to
follow the movement of the tactile sensation, e.g vibrations from the
back of the forearm to the front indicate bending the elbow. The au-
thors compared the use of moving tactile sensations according to the
"follow me", push and pull approaches for guidance of fundamental
arm movements, and concluded that the naturalness of the interaction
technique depended on the movement to be performed. Although
these approaches are promising, reaction times of users depends on
the duration of the vibrotactile stimuli and can reach 2.5 s to 4.5 s for
stimuli with longer durations [19], rendering them unsuitable for real-
time motion guidance. On the other hand, vibrotactile stimuli with
shorter duration demonstrated reaction times of about 500 ms [30],
making them more appropriate for real-time guidance. In this work,



226 tactile vectors for omnidirectional arm guidance

a b cReal to Real Phantom to Real Phantom to Phantom

Figure P6.2: Tactile vectors for directional guidance: (a) using only real tac-
tors, (b) using a combination of phantom and real tactors, and
(c) using phantom sensations.

we therefore focus on interaction techniques that stimulate the user
for short periods of time (1 s) to elicit faster reaction to feedback. Most
similar to our work, Schönauer et al. [28] introduced the use of se-
quential activations to communicate eight directions, however, no user
study was conducted to validate their approach. In this work, we
introduce the concept of tactile vectors based on phantom sensations
that can generate up to 2,652 directions with 15 physical actuators,
thus enabling omnidirectional guidance in 3D. Figure P6.2 shows the
different guidance possibilities developed in our work.

Prior work primarily focuses on the push and pull metaphors. How-
ever, there is no clear favorite in the community: some researchers
use pull while others use push. In our work, we quantitatively and
qualitatively compare the use of push and pull. Moreover, we intro-
duce two new interaction techniques: STV and CTV. In contrast to the
state-of-the-art these techniques allow for omnidirectional movement
guidance by expanding the range of possible directions communicated
through haptic feedback.

p6.3 interaction techniques for vibrotactile motion

guidance

This section contributes two new interaction techniques – Sequential
Tactile Vectors (STV) and Continuous Tactile Vectors (CTV) – for vibro-
tactile motion guidance. We describe their fundamental mechanism
and detail on the chosen parameterization used in our implementation.
Finally, we provide details on the parameters for the baseline tech-
niques (pull and push). STV and CTV are visualized in Figure P6.1.
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p6.3.1 Sequential Tactile Vectors (STV)

The Sequential Tactile Vectors interaction technique uses two vibra-
tions to convey a movement direction (see Figure P6.1a). The two
vibrations are activated sequentially: the first vibration defines the
starting point and the second vibration defines the endpoint of the di-
rection vector in which the user should move. Both vibrations together
produce a direction vector in which the person should move the body.

p6.3.2 Continuous Tactile Vectors (CTV)

The Continuous Tactile Vectors interaction technique uses body-penetrating
phantom sensations [14] to create omnidirectional vibration cues. The
vectors are created through the same start- and endpoints as in STV.
However, instead of sequential vibrations, CTV creates a single con-
tinuous stimuli moving from the start point towards the endpoint.
CTV can create the same vectors as STV, but is perceived differently.
We evaluate both techniques to better understand which tactile vector
stimuli is preferred by participants and leads to a higher movement
accuracy.

p6.3.3 Tactile Vector Types

This work investigates three types of sequential and continuous tactile
vectors (shown in Figure P6.2):

real → real The most straight-forward possibility to create a se-
quential tactile vector is by vibrating a physical actuator and
afterwards a second physical actuator (Figure P6.2a). Hence,
both perceived vibrations are real, i.e., created by physical actua-
tors. Although Schönauer et al. [28] described this concept for
motion guidance, its accuracy has not been evaluated.

real ↔ phantom We extend the idea of tactile vectors by adding
a variation using one real vibration and one vibration through
phantom sensation (Figure P6.2b). This variation has the po-
tential to increase the resolution of tactile vectors. It can create
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Figure P6.3: An unwrapped tactile grid with 15 actuators attached. The
yellow points indicate the position of the vibrations created
through phantom sensations.

vectors to arbitrary points between two or more physical actua-
tors. Inverting this variation (Phantom to Real) allows for tactile
vectors between a phantom sensation (start-point) and real vi-
bration (endpoint).

phantom → phantom Tactile vectors can consist of two vibrations
created through phantom sensations (Figure P6.2c). This allows
for a wider variety of direction vectors, since both start- and
endpoint can be placed anywhere between two or more real
actuators.

For best usage of STVs and CTVs, we recommend choosing the pair
of supported (real and phantom) vibrations that span the vector with
the lowest deviation from the target vector.

p6.3.4 Implementation of Tactile Vectors

Both techniques (CTV and STV) are implemented and evaluated on a
3D printed vibrotactile grid with 15 vibrotactile actuators (C-2 tactors
from Engineering Acoustics). We extend the real actuators using phan-
tom sensations to include virtual actuators placed in the middle of
each pair of neighbouring physical actuators. This created 52 vibration
points that could be chosen as start- or endpoint of the tactile vector
(see Figure P6.3). In total, this allows for 2,652 possible tactile vectors.
However, we limit the combinations of actuators to those placed at
least 10 cm apart, because our pilot tests showed: (1) actuators that
were too close to each other were difficult to distinguish and (2) close
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a b c

Figure P6.4: Experimental setup: (a) neutral pose used during our experi-
ment, (b) vibrotactile grid with wrist trackable, and (c) pointer
used for calibrating the position of the tactors.

actuators created unintentional phantom sensations for continuous
tactile vectors. The chosen 10 cm threshold exceeds the maximum
distance for producing a phantom sensation [6].

For STV, each vibration (i.e., start- and endpoint) lasted 0.5 s. The
physical actuators vibrated with 200 Hz at 10 dB over Sensation Level
(SL). SL is the intensity at which a vibration became perceptible, as de-
termined during our calibration. Phantom sensations were generated
using a linear model.

For CTV, we use a linear function for the amplitudes of the actuators
to generate body penetrating sensations. The first actuator starts at
full intensity (10 dB over SL) and decreases linearly over 1 s to 0 dB,
while the second actuator increases from 0 dB to 10 dB over SL. Similar
to the other interaction techniques, the frequency of vibration was
constant at 200 Hz and the amplitudes of the actuators were updated
at 100 Hz.

p6.3.5 Baselines: Pull and Push

Depending on the mental model of the user vibrations can be inter-
preted in different ways [7, 29]. Hence, we chose the pull and push
interaction techniques as baseline interaction techniques. In our im-
plementation, we actuate the real or phantom actuator that pushes
or pulls the arm at the midpoint (midpoint of the middle row of
motors) towards the target direction for one second (200 Hz at 10 dB
over SL). For example, a push stimulus communicates the direction
vector going from the position of the actuator to the midpoint of the
arm. In contrast, a pull stimulus communicates the direction vector
from the midpoint of the arm to the position of the actuator.
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p6.4 user study : evaluation of vibrotactile motion guid-
ance techniques

To evaluate the interaction techniques introduced in this paper, we
conducted a controlled user study that is described in the following.
In particular, our user study aims to address the following hypotheses:

h1
stv/ctv

: STV/CTV results in higher accuracy in guiding arm move-
ments compared to push and pull.

h2
stv/ctv

: STV/CTV reduces workload compared to push and pull.

h3
stv/ctv

: STV/CTV is more intuitive than push and pull.

h4
stv/ctv

: STV/CTV results in higher confidence ratings compared
to push and pull.

h5
stv/ctv

: Willingness to use of STV/CTV is higher than push and
pull.

p6.4.1 Participants

16 right-handed individuals (11 male and 5 female) between 21 and
70 years old (M = 37.8) participated in our user study. Participation
was voluntary, with no compensation offered. 14 of our participants
had no experience with vibration based motion guidance. The remain-
ing participants participated in prior experiments with vibrotactile
feedback for purposes other than motion guidance.

p6.4.2 Experimental Design

Throughout our experiment we varied the guidance method (pull,
push, sequential tactile vectors, and continuous tactile vectors) and
target. The targets were defined as equidistant points on a sphere with
an angle of 45°. The sphere had a radius of one meter and was centered
at the midpoint of the arm. The midpoint of the arm was defined to
be in the center of the middle row of tactors in the grid. We group the
targets in our analysis along the x, y, and z axes. Figure P6.5 shows the
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Figure P6.5: Targets used in our experiment

a b

Figure P6.6: The Figure shows (a) example movements as measured by the
motion capture system and (b) the normalized direction vectors
of the computed best fit lines.

distribution of the targets in the sphere and their division along the
main axes. We used a 4 × 4 balanced latin square to counterbalance
the variable guidance method in a within subjects design. For each
guidance method, the order of targets was randomized. Participants
performed three repetitions resulting in a total of 312 movements per
participant.

p6.4.3 Procedure

After obtaining informed consent from the participants, we collected
their demographic data. Then, we explained the task and provided a
brief overview of the procedure. The task was to move the arm in the
direction indicated by the vibrations.

At the beginning of the experiment, we calibrated the position of the
vibrotactile actuators relative to the position of the wrist. Each actua-
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tor in the grid was activated and its position was recorded using the
pointer in Figure P6.4c. The experimenter could choose which actuator
to activate using a graphical user interface and then subsequently
record the position when the tip of the pointer is in contact with the
actuator. Furthermore, SL thresholds were determined for each actua-
tor by increasing vibration amplitude until the participant indicated
perceiving a vibration. Every trial started with the participant standing
in a fixed location indicated by markings on the floor with their hands
resting on a tripod (see Figure P6.4).

After finishing performing a movement, the participants returned their
arm to the neutral position with their hands on the tripod. Upon reach-
ing the neutral position, there was a 5 seconds pause followed by the
next trial. To reduce the amount of questionnaires, upon completing
all targets in a guidance method, our participants filled out a short
questionnaire with three 7-point Likert-scale statements followed by
filling out a NASA-TLX. We consider this time as resting time. The
total duration of the experiment was approximately 80 minutes.

p6.4.4 Apparatus

We used a Prusa MK3 for printing the wearable grids using thermo-
plastic polyurethane (TPU) filament. The experiment was conducted
on a i7 dual core 3.6 GHz, 16 GB RAM desktop PC with a NVIDIA
GeForce GTX 970 graphics card. The vibrotactile actuators used were
the C-2 tactors from Engineering Acoustics, Inc. The tactors were con-
trolled by a tactor control unit connected to the desktop PC over USB.
Additionally, an Optitrack V100:R2 motion capture system with six
cameras (submillimeter accuracy) was used for tracking the markers
placed at the wrist and the participants’ movements.

p6.4.5 Dependent Variables

Our main evaluation metric is the angle error. This is the angle between
the target movement and the movement actually performed by the
user. To obtain the movement vector of the user, we compute a best fit
line with orthogonal regression based on the tracked points from our
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Figure P6.7: Angle error for the targets. All error bars indicate the standard
error. Statistical significance of post-hoc pairwise contrast test
are marked with asterisks (∗ = p < .05, ∗∗ = p < .01, ∗ ∗ ∗ = p <
.001).

motion capture system. The angular difference in degrees between the
target vector and movement vector is the angle error.

Additionally, we measured participants’ ratings on a 7-point Likert-
scale for each guidance method to the following three statements:

• Interacting with the system was intuitive.

• I am confident I could follow the direction cue correctly.

• I would like to use this type of guidance for movement guidance.

Finally, we collected participants’ answers to a NASA-TLX question-
naire.

p6.4.6 Data Analysis

We tested the data for normality with Shapiro Wilk’s test and found
no significant deviations. The recorded data was analyzed using a
2-way repeated measures ANOVA, followed by Bonferroni corrected
pairwise t-tests where significant effects were present. We further
report the eta-squared η2 as an estimate of the effect size and use
Cohen’s suggestions to classify the effect size as small, medium or
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= p < .01, ∗ ∗ ∗ = p < .001).

large [2]. For the Likert questionnaires, we performed an Aligned
Rank Transformation as suggested by Wobbrock et al. [33]. For the
analysis of the NASA-TLX questionnaires, we used the raw method,
indicating an overall workload as described by Hart [8].

p6.4.7 Results

In the following, we present the results of our user study in terms of
the measured angle error, NASA-TLX, and questionnaire responses.
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p6.4.7.1 Angle Error

We calculated the R2 over all movements and participants to estimate
how well the best fit lines represent the measured data from partici-
pants. The average R2 value indicated a good fit of 0.98. Figure P6.6
shows example movements of a participant and the computed best fit
lines.

We found that STV (M = 34.58°, SD = 5.33°) resulted in the lowest
angle errors in comparison to pull (M = 42.16°, SD = 6.43°), push
(M = 43.96°, SD = 5.87°), and CTV (M = 44.19°, SD = 12.03°). The
analysis showed a significant (F3,45 = 6.19, p < .001) main effect of the
guidance method on the angle error with a small η2=.038 effect size.
Post-hoc tests confirmed significant differences between STV and pull
(p < .05), STV and push (p < .001), and between STV and CTV (p <
.05).

For a more meaningful analysis of the effect of target, we clustered the
targets along the x, y, and z axes to compare the following movement
directions: (1) left, center and right (grouping along the x-axis), (2)
up, horizontal and down (grouping along the y-axis), and (3) forward,
sideway and backward (grouping along the z-axis). Figure P6.7 depicts
the results.

Our analysis of targets left (M = 38.79, SD = 3.48), center (M = 41.09,
SD = 6.13) and right (M = 43.77, SD = 7.67) revealed a significant (F2,30

= 5.60, p < .01) main effect of target on the angle error with a medium
η2=.103 effect size. Post-hoc tests confirmed significantly lower angle
errors for targets to the left in comparison to targets to the right (p <
.01).
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For the grouping up (M = 37.08, SD = 6.25), horizontal (M = 44.41,
SD = 6.02) and down (M = 42.53, SD = 6.53), our analysis showed a
significant (F2,30 = 10.1, p < .001) main effect of target on the angle error
with a large η2=.197 effect size. Post-hoc tests confirmed significant
differences between up and down (p < .05), and up and horizontal (p
< .001).

The analysis of the grouping forward (M = 44.98, SD = 9.17), sideway
(M = 42.32, SD = 4.65) and backward (M = 36.49, SD = 4.55) showed a
significant (F2,30 = 10.6, p < .001) main effect of target on the angle error
with a large η2=.230 effect size. Post-hoc tests confirmed significant
differences between forward and backward (p < .01), and sideway and
backward (p < .001).

Figure P6.10 shows the interaction between guidance method and target.
Figure P6.12 displays heatmaps of the angle error for the different
guidance methods and targets.

p6.4.7.2 NASA-TLX

The analysis of the NASA-TLX questionnaires revealed a significant
(F3,45 = 10.8, p < .001) effect of guidance method on participants’ ratings
with a large η2=.260 effect size. The pull (M = 33.39, SD = 12.16)
condition resulted in the lowest overall workload, followed by STV
(M = 44.69, SD = 11.96), push (M = 45.10, SD = 14.97), and CTV
(M = 54.27, SD = 10.52). Post-hoc tests confirmed significant differences
between pull and push (p < .05), pull and STV (p < .05), and pull and
CTV (p < .001).
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p6.4.7.3 Questionnaire

Intuitiveness: we asked our participants to rate how intuitive interacting
with the system was on a 7-point Likert-scale (1: strongly disagree 7:
strongly agree). Our analysis showed a significant (F3,45 = 5.53, p < .01)
effect of guidance method on our participants’ ratings of intuitiveness.
The pull (MED = 6, MAD = 0.5) condition showed the highest ratings of
intuitiveness, followed by STV (MED = 5, MAD = 1), CTV (MED = 4.5,
MAD = 1.5), and finally push (M = 4, SD = 1). Post-hoc tests confirmed
significantly higher ratings for pull than for push (p < .01), as well
as significantly higher ratings for pull in comparison to the CTV
condition (p < .01).

Confidence: our participants rated their confidence in following the
direction cue correctly. The analysis revealed a significant (F3,45 =
4.53, p < .01) effect of guidance method on the ratings of participants.
Confidence ratings in decreasing order for the conditions were pull
(MED = 5.5, MAD = 0.5), STV (MED = 5, MAD = 0), push (MED = 5,
MAD = 0.5), and CTV (MED = 4, MAD = 1). Post-hoc tests confirmed
significantly higher confidence ratings for the pull condition in com-
parison to CTV (p < .01).

Willingness to use: for the last statement in our questionnaire, we asked
participants to rate if they would like to use this type of guidance. Our
analysis showed a significant (F3,45 = 6.23, p < .01) effect of guidance
method on participants’ ratings. Participants were most willing to use
the pull (MED = 5, MAD = 1) condition, followed by STV (MED = 4,
MAD = 1), push (MED = 3.5, MAD = 1.5), and CTV (MED = 2,
MAD = 0.5). Post-hoc tests confirmed significantly higher willingness
to use ratings for the pull condition in comparison to CTV (p < .001).

30

40

50

60

Pull Push STV CTV

Figure P6.12: Heatmaps of angle error in ° for the different guidance meth-
ods.
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p6.5 discussion

We introduced two new interaction techniques to improve the range
of possible directions for movement that can be communicated to the
user through vibrations. These interaction techniques were compared
to the current state of the art push and pull metaphors. While the
results of our experiment demonstrate large errors 35° (STV), 42°
(Pull), and 44° (Push & CTV) for 3D guidance of arm movements, this
was to be expected based on more restricted prior work showing that
vibrotactile 2D guidance has an upper limit of 23-25° [9] for guiding
wrist movements. However, our results pave the way for investigating
novel approaches to further reduce movement error, or to use our
tactile vectors on more sensitive body locations such as the hand for
improved accuracy.

Prior work has identified advantages for pull over push using error
metrics, such as reaction time [10], number of errors in movements [7],
and motion path efficiency [27]. Based on our findings, we found com-
parable performance in terms of angle error between the metaphors.
However, pull was subjectively preferred by our participants, similar
to findings by Günther et al. [7].

In the following we summarize and discuss the findings from our user
study:

p6.5.1 STV for higher accuracy

The results of our user study show that using STV, users achieved the
highest accuracy in their movements compared to the other interaction
techniques. Thus, we can accept H1STV. Compared to current state
of the art push and pull techniques, the advantage of STV is partic-
ularly evident for guiding movements where no actuator is present
to push/pull the user, e.g forward and backward (Target 0 & 12, see
Figure P6.12). In addition, STV had the highest accuracy for guiding
upward and backward directions (see Figure P6.10). This information
can be useful, e.g while designing gestures for interaction, where the
user is guided by a wearable vibrotactile display.
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Contrary to our initial hypothesis H1CTV, CTV did not lead to an
improvement in user accuracy compared to the other interaction tech-
niques. CTV resulted in higher angular deviation compared to STV,
and comparable angular deviation to pull and push. Thus, we cannot
support H1CTV. A possible explanation for this was provided by our
participants where they expressed that it was difficult to determine
which motor was first and which was second (P4, P11, P14, P15, P16).
We used a linear function for determining the amplitude of the actua-
tors that was shown to work on the hand and torso [14]. A possible
solution can be the use of a higher order polynomial for determining
the intensities of the actuators to allow for better differentiation of the
start and endpoints.

Although subjective data collected from our participants showed
higher median ratings for pull in comparison to STV regarding intu-
itiveness, confidence, and willingness to use, these differences were not
significant and do not reflect the results of the angle error. A possible
explanation for this behavior is that participants were inclined to over-
estimate their performance as demonstrated by the confidence ratings
when the stimulus was a vibration at a single location. This finding
further demonstrated that self-assessment with vibrotactile guidance
is more difficult in comparison to visual guidance for example.

p6.5.2 Pull for applications with low accuracy requirements

For applications that do not require high accuracy of guidance, e.g
guidance of a discrete set of directions with a large angle between them
such as right/left, up/down, and forward/backward, pull should
be used. We hypothesized that STV and CTV reduce workload in
comparison to push and pull. However, this was not reflected in
our results, as pull resulted in lower workloads in comparison to all
the other guidance methods. Hence, we cannot support H2STV/CTV.
Furthermore, pull was rated to be significantly more intuitive than
push and CTV. Although intuitiveness ratings were lower for STV,
this difference was not significant. Nevertheless, we cannot support
H3STV/CTV. Similarly, our initial hypotheses were that STV and CTV
increase participants’ confidence in the perceived direction. However,
pull received the highest confidence ratings among the guidance
methods, with a significant increase compared to CTV. Thus, we cannot
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support H4STV/CTV. Regarding willingness to use of the guidance
methods, participants were most willing to use pull. Thus, we cannot
support H5STV/CTV.

p6.5.3 Pull instead of push

Although pull and push had comparable accuracy for motion guid-
ance, there were significant differences between them. Pull was favoured
by our participants in the qualitative results. It resulted in lower work-
load for our participants and was rated to be significantly more in-
tuitive than push. This was reflected in the participants’ comments
where P6 expressed “I preferred pulling for one motor guidance”, “pull
is better than push” (P12), and “I found pull most intuitive” (P10). Par-
ticipants further mentioned that using both interaction techniques is
“confusing” (P1, P10) after getting accustomed to one of them.

p6.5.4 Movement direction affects accuracy of guidance

Based on prior work investigating vibrotactile guidance of 2D hand
movements [9], we expected the movements of our participants to be
biased towards the cardinal directions. This was, however, not the case
for 3D movements as can be seen in Figure P6.12. We found differences
in accuracy showing that users are more accurate in movements to-
ward the body than movements away from the body. Moving the right
arm to targets to the left (towards the body) was more accurate than
targets to the right (away from the body). Similarly, targets requiring a
forward (away from the body) movement were less accurate compared
to targets requiring a backward (towards the body) movement.

When evaluating the influence of movement direction on the accuracy
it is also important to note the guidance method and actuator arrange-
ment used. Push and pull guide the user in the direction defined
between the actuator location and the midpoint of the arm. Since the
actuators are arranged around the arm, directions such as forward
become more difficult to communicate. A possible solution for this
could be the attachment of an actuator at the elbow/tip of the hand to
push/pull the user forward. An overview of the effect of movement
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direction for all guidance methods and directions investigated can be
seen in Figure P6.12.

p6.6 limitations & future work

We are confident that our results provide valuable insights into the
influence of different interaction techniques on the accuracy and user
experience of vibrotactile motion guidance systems. However, design
as well as the results of our user study impose some limitations and
starting points for future work.

p6.6.1 Movement Direction

Consistent with prior work on spatial guidance [13], we chose to use
targets for eliciting movements that are uniformly distributed on a
sphere. This arrangement of targets appropriately covered the wide
range of movement directions possible by the arm. However, other
arrangements are possible, e.g., distributing targets in a cube [7] that
can be investigated in future work.

p6.6.2 Dynamic Tactile Guidance

For a more fundamental analysis independent of the use-case, our
user study focused on guiding arm movements from a fixed neutral
posture. However, this is not the case while performing activities such
as physical rehabilitation, yoga or tai-chi, where the arm posture is
dynamic. While our results provide a valuable baseline showing that
our interaction technique outperforms current state of the art, further
work is necessary to apply these findings to tasks where continuous
guidance of user motion is required.
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p6.6.3 Real-World Applicability

In this paper, we investigated vibrotactile motion guidance in a lab
setting. We chose this approach to focus on the mere influence of the
factors and to exclude external influences. While we are convinced that
our results make a strong contribution to the future of such systems,
we also acknowledge that other settings might yield other results.
Therefore, further work is necessary to understand how these results
are transferable to in-the-wild settings. For example, by integrating
the haptic sleeve with a visual posture guidance approach that uses a
mobile motion capture system [4].

p6.7 conclusion

We presented two new omnidirectional guidance techniques for arm
movements: Sequential Tactile Vectors and Continuous Tactile Vectors.
We studied both techniques and compared them to the state of the
art (push/pull) in a user study. The results of our evaluation show
Sequential Tactile Vectors to be the most promising interaction tech-
nique of the four, outperforming push and pull, as well as Continuous
Tactile Vectors in terms of accuracy. Qualitative results further support
the viability of our interaction technique for accurate and intuitive
vibrotactile motion guidance.
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