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F O R E W O R D O F T H E S U P E R V I S O R

The dual-use concept sounds promising at first. Innovations can be used in
different contexts and thus have a great impact. However, the term traditionally
tends to refer to the unintended use of civilian research results in military
contexts; specifically, the danger that research for the benefit of humanity (e.g.
for energy production) promotes potential for misuse (e.g. for use in weapons
systems). As early as 1979, the THD Initiative for Disarmament was founded
at the Technical University of Darmstadt with the aim of demonstrating the
interconnection between science/technology and armament and to strengthen
the sense of responsibility in this regard among scientists and students, to clarify
the global threats to peace and to counteract the deployment of medium-range
missiles and cruise missiles in Europe and to publicly advocate for further
disarmament. This led to the establishment of the Interdisciplinary Working
Group on Science, Technology and Security (IANUS) at the TU Darmstadt in
1988, which dealt with this topic. IANUS was transformed into a network of
researchers in 2017, the year my research group Science and Technology for
Peace and Security (PEASEC) was founded and Thea Riebe began her doctorate
under my supervision.

Although IANUS focused strongly on the classical natural sciences, especially
physics, dual-use issues are also important in computer science. In some dis-
courses dual-use is associated with use and misuse, while others distinguish
between civilian and military actors or fields of application. Research on dual-
use in computer science is not yet available to a sufficient extent, which is a
compelling motivation to conduct a doctorate in that field. Thea Riebe’s disser-
tation addresses this research area and explores how dual-use risks of ICT can
be assessed. Her thesis contributes to dual-use technology assessment of ICTs
in the areas of diffusion and monitoring in the case of artificial intelligence, a
reflection on the governability and proliferation regulation of ICTs as dual-use
goods in the case of Lethal Autonomous Weapon Systems (LAWS) and cryptog-
raphy, and the design of Open Source Intelligence (OSINT) for cybersecurity by
analysing values and value conflicts.

The methodological range of the work, from qualitative and quantitative em-
pirical to technical contributions to computer science (esp. human-computer
interaction as well as cyber security and privacy) should be emphasised: Thea
represents an original approach to measuring spillover effects (which is other-
wise done via patent citations) with LinkedIn. This can also be measured via
job changes in the sample presented, but in a simpler way. She also presents an
approach to measuring diffusion between the civilian and military sectors using
patent networks. The thesis also analyses the discourse of LAWS using values
from Meaningful Human Control and looks at the evolution of US regulation of
cryptography from 1990 to the present. She examines OSINT for cybersecurity
and explores popular acceptance of OSINT using a representative study. Also,
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part of the work is the investigation of organisational structures, technology use
and collaborative practices of Computer Emergency Response Teams as well as
the development of a Twitter-based system for the generation of cyber alerts.
The individual studies were published as eight peer-reviewed publications.

Thea Riebe has demonstrated that she is capable of independent scientific work.
Thus in November 2022, her dissertation was accepted by the Department of
Computer Science at the Technical University of Darmstadt for the degree of Dr.
rer. nat. – as the second PhD thesis in our research group PEASEC. I would like
to see more research on this important topic. Thea, thank you for allowing me
to accompany you on this journey towards your PhD. I wish you the very best
and as much success in the future.

Christian Reuter

Professor for Science and Technology for Peace and Security (PEASEC) at Tech-
nical University of Darmstadt
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A B S T R A C T

Technologies that can be used in military and civilian applications are referred
to as dual-use. The dual-use nature of many information and communica-
tions technologies (ICTs) raises new questions for research and development
for national, international, and human security. Measures to deal with the
risks associated with the various dual-use technologies, including proliferation
control, design approaches, and policy measures, vary widely. For example,
Autonomous Weapon Systems (AWS) have not yet been regulated, while cryp-
tographic products are subject to export and import controls. Innovations in
artificial intelligence (AI), robotics, cybersecurity, and automated analysis of
publicly available data raise new questions about their respective dual-use risks.

Dual-use risks have been systematically discussed so far, especially in the life
sciences, which have contributed to the development of methods for assessment
and risk management. Dual-use risks arise, among other things, from the fact
that safety-critical technologies can be easily disseminated or modified, as well
as used as part of a weapon system. Therefore, the development and adaptation
of robots and software requires an independent consideration that builds on the
insights of related dual-use discourses. Therefore, this dissertation considers the
management of such risks in terms of the proliferation, regulation, and design of
individual dual-use information technologies. Technology Assessment (TA) is
the epistemological framework for this work, bringing together the concepts and
approaches of Critical Security Studies (CSS) and Human-Computer Interaction
(HCI) to help evaluate and shape dual-use technologies.

In order to identify the diffusion of dual-use at an early stage, the dissertation
first examines the diffusion of dual-use innovations between civilian and mil-
itary research in expert networks on LinkedIn, as well as on the basis of AI
patents in a patent network. The results show low diffusion and tend to confirm
existing studies on diffusion in patent networks. In the following section, the
regulation of dual-use technologies is examined in the paper through two case
studies. The first study uses a discourse analysis to show the value conflicts with
regard to the regulation of autonomous weapons systems using the concept
of Meaningful Human Control (MHC), while a second study, as a long-term
comparative case study, analyzes the change and consequences of the regula-
tion of strong cryptography in the U.S. as well as the programs of intelligence
agencies for mass surveillance. Both cases point to the central role of private
companies, both in the production of AWS and as intermediaries for the dissem-
ination of encryption, as well as surveillance intermediaries. Subsequently, the
dissertation examines the design of a dual-use technology using an Open Source
Intelligence System (OSINT) for cybersecurity. For this purpose, conceptual,
empirical, and technical studies are conducted as part of the Value-Sensitive
Design (VSD) framework. During the studies, implications for research on and
design of OSINT were identified. For example, the representative survey of the
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German population has shown that transparency of use while reducing mistrust
is associated with higher acceptance of such systems. Additionally, it has been
shown that data sparsity through the use of expert networks has many positive
effects, not only improving the performance of the system, but is also preferable
for legal and social reasons. Thus, the work contributes to the understanding
of specific dual-use risks of AI, the regulation of AWS and cryptography, and
the design of OSINT in cybersecurity. By combining concepts from CSS and
participatory design methods in HCI, this work provides an interdisciplinary
and multi-method contribution.



Z U S A M M E N F A S S U N G

Technologien, welche in militärischen und zivilen Anwendungen verwen-
det werden können, werden als Dual-Use bezeichnet. Durch den Dual-Use-
Charakter vieler Informations- und Kommunikationstechnologien (IKT) ergeben
sich für die Forschung und Entwicklung neue Fragen für die nationale, interna-
tionale und menschliche Sicherheit. Maßnahmen zum Umgang mit den Risiken
bei den verschiedenen Dual-Use-Technologien, u.a. die Verbreitungskontrolle,
Gestaltungsansätze sowie politischen Maßnahmen sind sehr unterschiedlich
ausformuliert. So sind Autonome Waffensysteme (AWS) bisher nicht reguliert,
während kryptographische Produkte Export- und Importkontrollen unterliegen.
Innovationen im Bereich der Künstlichen Intelligenz (KI), Robotik, Cybersicher-
heit und der automatisierten Analyse öffentlich zugänglicher Daten werfen
neue Fragen zu ihren jeweiligen Dual-Use-Risiken auf.

Systematisch wurden Dual-Use-Risiken bisher insbesondere in den Biowis-
senschaften diskutiert, die dazu beigetragen haben, Methoden zur Beurteilung
und zum Risikomanagement zu erarbeiten. Dual-Use-Risiken ergeben sich u.a.
dadurch, dass sicherheitskritische Technologien einfach verbreitet oder verän-
dert, sowie als Teil einer Waffe verwendet werden können. Die Entwicklung und
Anpassung von Robotern und Software benötigt deshalb eine eigenständige Be-
trachtung, die auf den Erkenntnissen verwandter Dual-Use-Diskursen aufbaut.
Deswegen betrachtet die vorliegende Dissertation den Umgang mit solchen
Risiken in Form von Verbreitung, Regulierung und Gestaltung von individu-
ellen Dual-Use-Informationstechnologien. Technikfolgenabschätzung (TA) ist
der epistemologische Rahmen für diese Arbeit, in der die Konzepte und An-
sätze der Kritischen Sicherheitsforschung (CSS) und der Mensch-Computer
Interaktion (HCI) zusammengeführt werden und dazu beitragen die Dual-Use-
Technologien zu bewerten und zu gestalten.

Um die Verbreitung von Dual-Use frühzeitig erkennen zu können, untersucht
die Dissertation zunächst die Diffusion von Dual-Use-Innovationen zwischen
ziviler und militärischer Forschung in Expert*innennetzwerken auf LinkedIn,
sowie anhand von KI-Patenten in einem Patentnetzwerk. Die Ergebnisse zeigen
geringe Diffusion und bestätigen dabei in der Tendenz vorhandene Studien
zur Verbreitung in Patentnetzwerken. Im darauffolgenden Abschnitt wird die
Regulierung von Dual-Use-Technologien in der Arbeit durch zwei Fallstudien
untersucht. Die erste Studie zeigt in einer Diskursanalyse die Wertekonflikte
im Hinblick auf die Regulierung von Autonomen Waffensystemen mithilfe des
Konzeptes Meaningful Human Control (MHC) auf, während eine zweite Studie
als Langzeit-vergleichende Fallstudie den Wandel und die Konsequenzen der
Regulierung von starker Kryptographie in den USA sowie der Programme
von Geheimdiensten zur Massenüberwachung analysiert. Beide Fälle deuten
dabei auf die zentrale Rolle der privaten Unternehmen hin, sowohl bei der
Produktion von AWS als auch als Intermediäre zur Verbreitung von Verschlüs-
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selung sowie als Überwachungsintermediäre. Darauffolgend untersucht die
Dissertation das Design einer Dual-Use-Technologie anhand eines Open Source
Intelligence Systems (OSINT) für die Cybersicherheit. Dafür werden als Teil
des Value-Sensitive Design (VSD)-Framework konzeptuelle, empirische und
technische Studien durchgeführt. Bei den Studien wurden Implikationen für
die Forschung zu und die Gestaltung von OSINT herausgearbeitet. So hat die
repräsentative Befragung der deutschen Bevölkerung gezeigt, dass Transparenz
der Maßnahmen bei gleichzeitigem Abbau von Misstrauen mit einer höheren
Akzeptanz solcher Systeme assoziiert wird. Zusätzlich hat sich gezeigt, dass
Datensparsamkeit durch die Verwendung von Expert*innennetzwerke viele
positive Effekt hat, nicht nur die Verbesserung der Performanz des Systems,
sondern auch aus rechtlichen und sozialen Gründen vorzuziehen ist. Damit leis-
tet die Arbeit einen Beitrag zum Verständnis von spezifischen Dual-Use-Risiken
von KI, die Regulierung von AWS und Kryptographie, sowie der Gestaltung
von OSINT in der Cybersicherheit. Durch die Kombination der Konzepte aus
der CSS und den Methoden der partizipativen Gestaltung in der HCI stellt diese
Arbeit hier einen interdisziplinären und multimethodischen Beitrag dar.
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1
I N T R O D U C T I O N

1.1 M O T I VAT I O N A N D P R O B L E M S TAT E M E N T

In 2016, the American Academy of Arts and Sciences published a report on the
Governance of dual-use technologies, in which the dual-use risks of Information
and Communication Technology (ICT) were recognized (Harris, 2016):

"Today, questions are being raised about how to manage the po-
tential threat posed by information technology, whose growth and
spread some believe may position cyber weapons alongside nuclear
and biological weapons in the elite club of technologies capable of
unleashing massive harm."

The quote captures the common exaggeration that derives by comparing the
possible harm caused by ICTs to weapons of mass destruction. The benign or
malicious impact of individual ICT innovations differs regarding the area of
application as well as its features, and thus cannot be generalized or evaluated
in an isolated manner. Ethics committees and advisory boards such as the
German Joint Committee of the DFG and Leopoldina have issued the need for
research regarding such dual-use ICTs (Diekmann et al., 2020; Fritsch, 2019).
The JRC Report on horizon scanning on dual-use civilian and military research,
which was produced for the European Commission, has identified relevant
trends in innovation linked to dual-use areas (Bordin et al., 2020). Among the 14
issues, seven are linked to ICT and security, such as Artificial Intelligence (AI) in
decision support, enhancing humans, brain-imaging and simulations including
brain-computer interfaces. These research areas are expected to have an impact
on both military systems and civilian applications, for which close monitoring
regarding possible harm is necessary.

Research and technologies are considered dual-use when they are "intended
to provide a clear benefit, but which could easily be misapplied to do harm"
(WHO, 2020), provide military and civil applications (Rath et al., 2014, p. 771), or
can be part of a weapon system (Forge, 2010). The dual-use of such research and
technologies has impacted the public discourse on the security and benefits of
technologies which we regard as highly important for our society. For example,
in 1910, Haber and Bosch invented the large-scale synthesis of ammonia, which
both helped to create the explosive industry and is still the basis of most fertiliz-
ers for food production for half of the world’s current population (Kavouras &
Charitidis, 2020). Both, synthetic fertilizer and explosives are important for the
industrial production of crops, while explosives have both military relevance
and civilian use. In the 1940s, nuclear physics made nuclear weapons and nu-
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clear reactors possible (Kavouras & Charitidis, 2020). Nuclear deterrence is still
at the center of military strategies, and scholars are discussing the technological
change of nuclear weapons and the effects of emerging technologies on strategic
stability (Sechser et al., 2019). Since many countries consider nuclear power
an essential energy source for the future, the number of new plants has been
steadily growing (IAEA, 2022). These examples of technological innovation
illustrate that dual-use innovations cannot simply be banned or ignored, as
their benefits are seen as too essential for society, while the risks demand careful
consideration and a deliberate discourse.

This demonstrates that studying the duality of technological innovation is not a
new research endeavor. Research on the assessment of these dual-use risks is
strongly, but not exclusively, driven by contributions within life sciences and
recently neurological sciences, which have worked on the risks of biological
hazards, gene drives and gene engineering, as well as human enhancement
(Evans, 2014; Forge, 2010; Harris, 2016; Oltmann, 2015). Biological safety and
security faces similar challenges compared to information and communication
security: biological weapons are difficult to attribute, they have a multi-use na-
ture in medical and biological research, they are attractive for weaker non-state
and militarily actors, and they are to some extent unpredictable in their poten-
tial for collateral damage (Koblentz & Mazanec, 2013). To prevent accidental
harm or collateral damage through such necessary research, the community
has agreed on preventive measures, and defined the term Dual Use Research
of Concern (DURC) (WHO, 2020), which refers to research that is intended
to provide a benefit, but which could easily be misapplied to do harm. Some
ICTs share the characteristics of biological weapons, such as malicious software
(Koblentz & Mazanec, 2013), while other research areas in computer science
produce different dual-use risks. For example, in robotics and autonomous
systems, their risks are discussed from multiple perspectives of dual-use, such
as their relevance as part of weapon systems (Altmann & Sauer, 2017), their
relevance in military and civilian applications (Verbruggen, 2019), and their
ability to be misused and to do harm (Bode, 2019). Therefore, the approaches
created in the discourse on DURC cannot capture all aspects of dual-use in ICT.

Computer science and its sub-disciplines have reflected on the design and
development of information and communication systems. In particular, the
interdisciplinary field of Human-Computer Interaction (HCI) deals with the
design of systems and their interaction with the user (Dix, 2017). In HCI, ap-
proaches for technology assessment have already been established, such as
Value Sensitive Design (VSD) (Friedman et al., 2013; Van den Hoven & Manders-
Huits, 2020) and Ethical, Legal, Social Impacts (ELSI) assessments (Büscher
et al., 2018; Liegl et al., 2016). Many approaches focus on the values and needs
of users (Mueller & Heger, 2018; Mueller et al., 2018) or an a combination of
social, ethical and legal requirements (Liegl et al., 2016).

The field of Critical Security Studies (CSS) deals with the deconstruction of
security as a tool, which frames the certain issues as "security-relevant" (Wæver
et al., 1993). Information technology with implications for the national or human
security has increasingly been discussed in the field (Hansen & Nissenbaum,
2009; Nissenbaum, 2005). Thus, the use of the concept of dual-use as a category
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to regulate certain research and artifacts can be analysed with the help of CSS
(Rychnovská, 2016, 2020). To do so, case studies provide empirical insights
into use cases and risks, and contribute to the understanding of dual-use ICTs.
As researchers from the life sciences have noted, a research gap can be found
in understanding the phenomena of dual-use in other fields to broaden the
awareness of dual-use risks (Evans, 2014; Oltmann, 2015). The Technology
Assessment (TA) of dual-use ICT aims to inform the democratic and public
discourse on dual-use governance (Grunwald, 2018; Nordmann, 2014), and is
a valuable source for dual-use education (Nordmann & Vida, 2022; Riebe &
Reuter, 2019). Additionally, the discourse in HCI benefits from methodological
perspectives on the design and evaluation of ICTs.

1.2 A I M S A N D O B J E C T I V E S

This thesis contributes to the methodological and empirical discourses regarding
the assessment of dual-use ICT to mitigate dual-use risks. To do so, the thesis
examines the monitoring, governance and design of dual-use ICT in eight studies
(Part II). The thesis investigates the monitoring of innovation and knowledge
diffusion between industrial sectors in two studies, it analyzes the norms and
regulations of dual-use ICTs in two studies, as well as the values and implica-
tions for design in four studies. Thereby, risks to international, national, human,
and infrastructure security are studied, bridging approaches from CSS and HCI.
The main research question of the thesis is: How can dual-use risks of ICT be
assessed for monitoring, governance as well as design?

For the assessment of dual-use ICTs, it is relevant to systematize related dual-use
risks, as well as the technology’s characteristics (Tucker, 2012). One characteris-
tic, which is relevant to dual-use, is the diffusion of innovation between civilian
and military-industrial sectors. To measure the diffusion, expert networks and
their outputs (e.g., publications in form of patents, and social media content)
can be used to assess indicators for the diffusion of dual-use research and tech-
nology between industrial sectors and application areas. Therefore, as a first
step, this dissertation seeks to understand the diffusion of dual-use innovation,
and how the diffusion can be measured in the social network LinkedIn as well
as in the case of patent citation networks concerning AI innovations. To study
the diffusion of knowledge within social networks like LinkedIn is a promising
addition to patent and bibliographic approaches (Acosta et al., 2011, 2017), as
experts connect, publish and communicate with each other. Based on a patent
network analysis, the following research paper addresses diffusion between
civilian and military AI innovations, as AI is seen as highly adaptive ICT re-
search (Horowitz et al., 2018). Therefore, the first research question addresses
this gap: RQ1: What are suitable methods to monitor the diffusion of dual-use
ICT innovations? This question is mainly answered in the chapters 8 and 9.

Due to the spread of ICTs in all areas of life, governmental measures concerning
dual-use ICTs can influence the access and use of everyday life technologies.
This makes any regulation challenging and requires careful cost-benefit analysis.
Therefore, the second research question sheds light on the trade-offs of dual-
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use governance with two case studies: First, the case of Lethal Autonomous
Weapons Systems (LAWS) and the approaches for their risk governance, such
as Meaningful Human Control (MHC) is interesting from the perspective of
conflicting norms, values and requirements. While LAWS are not yet legally
regulated, the second case of cryptography is interesting due to the historical
development of the dual-use regulation in the US. The study sheds light on
the regulation’s consequences for the access to strong encryption between 1990
and 2021. Therefore, the second research question asks: RQ2: How are dual-use
technologies governed in light of trade-offs for different concepts of security?
This question is mainly answered in the chapters 10 and 11.

After investigating the monitoring and governance of dual-use ICT, the assess-
ment of dual-use ICT is complemented by studies on the design implications.
Therefore, taking into consideration the discourse on VSD, four studies investi-
gate the case of Open Source Intelligence (OSINT) using social media platforms,
such as Twitter, for the development of an alert generation system for cyberse-
curity events (CySecAlert) for Computer Emergency Response Teams (CERTs)
(Kassim et al., 2022; Pastor-Galindo et al., 2020). OSINT is a framework, which
aims to collect and analyze public data utilizing a range of gathering, prepossess-
ing and analytical approaches. It touches on social, ethical, legal implications,
and can be misused for surveillance (Casanovas, 2014). Therefore, the studies in
this part consider stakeholders’ perspectives and investigate organizational and
collaborative structures, as well as stakeholder interests and value-conflicts in
the case of OSINT in cybersecurity. Thus, the third research question is: RQ3:
How can VSD support the assessment of dual-use ICT to prevent the harmful
use? This question is mainly answered in the chapters 12-14 as well as in the
design of the artifact in chapter 15.

Through the investigation and synthesis of the three research questions, this
thesis seeks to address the research gap in conceptualizing and monitoring dual-
use ICTs, as well as the trade-offs in their governance by normative concepts
and laws. In addition, the organizational and structural, and stakeholder per-
spectives are empirically investigated to inform the design of an event detection
system. All three individual questions contribute to the understanding of the
TA of dual-use ICT.

1.3 S T R U C T U R E O F T H E W O R K

This dissertation consists of two parts: a synopsis (I) and the research publica-
tions (II).

Part I: Synopsis

The synopsis presents the theoretical foundations for this research and contex-
tualizes it in light of the scientific fields which are elaborated in the related
work section. Further, the research design and the results of the empirical con-
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tributions are summarized and discussed in light of the related work. The work
concludes by describing the limitations and future work.

Chapter 1 (Introduction) presents this work’s motivation regarding the assess-
ment of dual-use ICT, its aims to identify methods and indicators for the
assessment as well as its objectives and structure.

Chapter 2 (Related Work) will provide an overview of CSS, TA and HCI dis-
courses, which builds the foundation to this thesis and further provides
relevant terms and definitions regarding the assessment of dual-use in
the categories monitoring, governance and design. The the field of CSS
provides analytical categories to systematize dual-use definitions, TA pro-
vides a framework for the assessment of technology, while participatory
design approaches in HCI add tools for dual-use technology design. Lastly,
the research gap will be derived from the areas of research.

Chapter 3 (Research Design) will present the overall methodological founda-
tions and the research design of this dissertation. After introducing the
epistemological and conceptual background of Technology Assessment,
the research approach of the dissertation will be discussed followed by
the individual study design which will be described in detail. This chapter
further provides the context in which the research has been conducted.

Chapter 4 (Results) will present a comprehensive overview of the contribu-
tions of the published papers and provide a synthesis of the results. Thus,
the results will summarize the findings of the individual papers on the
dual-use case studies on (1) military and civilian applications and the
monitoring of the diffusion of innovation between them, (2) on weapon
and non-weapon classified systems and the governance of such technolo-
gies, as well as (3) on ICT research and development of concern focusing
on the VSD case studies, its design implications, and the technological
artifact.

Chapter 5 (Discussion) will discuss the research questions and related work in
light of the results, focusing first on the contributions towards the moni-
toring of emerging dual-use ICTs and second on their governance, while
the third part discusses the design methodology and design implications
for dual-use sensitive design. This will be followed by the limitations and
future work.

Chapter 6 (Conclusion) will provide a summary of the synopsis. This includes
the research relevance for the fields of peace and security studies and HCI,
the research gap and questions regarding the assessment of dual-use ICTs,
as well as the methodology to assess different kinds of dual-use ICTs.

Chapter 7 will provide an overview over all of my publications. Among the
overall 31 publications, there are eight publications as part of the disserta-
tion, from which two are CORE-A, two CORE-B, and four which have an
impact factor of 1.109, 2.36, 2.80 and 3.52.
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Part II: Publications

This part of the dissertation consists of the publications which provide the
empirical and theoretical findings to answer the research questions. The first
question investigates the diffusion of dual-use innovations between sectors.
To assess the diffusion, expert networks, their publications, patents and social
media networks can thus be used to monitor innovation spillovers into new
sectors or areas of application.

Chapter 8 (Measuring Spillover Effects from Defense to Civilian Sectors – A
Quantitative Approach Using LinkedIn), drawing on the importance of
experts for early technology assessment and risk monitoring, the paper
reviews and compares methodological approaches, such as patent citation
analysis and social network analysis, to measure innovation spillovers
between civilian and military research. Further, the paper introduces an
approach to identify innovation spillovers in career networks. This chapter
has been published in the Journal of Peace and Defence Ecnomomics (Riebe,
Schmid, & Reuter, 2021) (Paper A).

Chapter 9 (Dual-Use and Trustworthy? A Mixed Methods Analysis of AI Dif-
fusion Between Civilian and Defense R&D) identifies innovation diffusion
within the European patent network using a mixed-method approach
analyzing 804 patents regarding AI and arms production. In the second
part, the paper investigates 13 papers and documents conducting dual-use
research on AI regarding the diffusion of regulative concept of Trustwor-
thy AI. Both parts of the study provide an insight into the diffusion of
AI innovation as dual-use research. This paper has been published in the
Journal Science and Engineering Ethics (S. Schmid et al., 2022) (Paper B).

The second research question investigates which trade-offs and value conflicts
arise for dual-use governance in the cases of LAWS, as well as in the case of
cryptography products as dual-use items.

Chapter 10 (Meaningful Human Control of LAWS: The CCW-Debate and its
Implications for Value-Sensitive Design) analyzes the regulative debate
on lethal autonomous weapons within the United Nations Convention
on Convention on Certain Conventional Weapons (CCW) by analyzing
statements and documents by national representatives and NGOs. The
study follows the VSD approach to anticipate stakeholders perspectives
and values towards a certain technology and anticipates value conflicts.
Based on the value assessment, the study offers research and design
implications for autonomous systems which comply to MHC. This paper
has been published in the journal IEEE Technology and Society Magazine
(Riebe, Schmid, & Reuter, 2020) (Paper C).

Chapter 11 (U.S. Security Policy: The Dual-Use Regulation of Cryptography
and its Effects on Surveillance) is a historical analysis of the dual-use
regulation policies of the United States since the 1990s until today. The
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chapter compares the changes in dual-use regulation to the surveillance
programs of the US secret and intelligence agencies, thereby showing
how dual-use regulations and surveillance programs have influenced
encryption in mass communication and by intermediaries. This paper has
been published in the European Journal for Security Research (Riebe et al.,
2022) (Paper D).

The third research question, which is concerned with the design of a dual-use
ICT, is answered by the chapters of this part. First, the conceptual investigations
in the Chapters 12 identify relevant stakeholders and use cases, while the
empirical investigations identify the values, and value conflicts of the same
(Chapter 13 and 14). Lastly, Chapter 15 develops and evaluates an OSINT system
for cybersecurity event detection, taking the design implications into account.

Chapter 12 (Values and Value Conflicts in the Context of OSINT Technologies
for Cybersecurity: A Value Sensitive Design Perspective) investigates
value conflicts that arise from using OSINT systems for cybersecurity.
This first conducts a systematic literature research to provide a complete
overview of the state of research and technology, as well as the ethical,
social, and legal implications that are discussed in the relevant studies
(N=73). This is followed by a focus group analysis (N=7) and interviews
(N=9) to gain insights into stakeholders’ perspectives. Taking the empirical
results into consideration, design implications are derived. This paper
has been published by the Journal Computer Supported Collaborative Work
(Riebe, Bäumler, et al., 2023) (Paper E).

Chapter 13 (Computer Emergency Response Teams and the German Cyber
Defense – an Analysis of CERTs on Federal and State Level) analyzes the
need to support the German public CERTs with (semi)automated OSINT
for cybersecurity to improve the collaboration of German CERTs. The
study, in which 15 interviews and 25 documents were analyzed, illustrates
the existing collaborative practices and derives implications for the design
of a (semi)automated system for cybersecurity monitoring. The paper
has been published in Human Computer Interaction (PACM): Computer-
Supported Cooperative Work and Social Computing (CSCW) (Riebe, Kaufhold,
& Reuter, 2021) (Paper F).

Chapter 14 (Perceptions of the German Population regarding the Impacts
of OSINT in Cybersecurity) presents another part of the technology as-
sessment of OSINT systems for cybersecurity. This paper considers the
perspective of the German population by using a representative survey
(N=1,093), asking for factors that are associated with the acceptance of
OSINT systems and the analysis of publicly available social media. Factors
that are associated with acceptance of such systems are privacy concerns,
as well as the perceived need for OSINT, and the fear of crime and terror-
ism. Further, we tested the awareness of OSINT as an interactive factor.
This paper has been published in the proceedings of the conference Privacy
Enhancing Technologies Symposium (Riebe, Biselli, et al., 2023) (Paper G).
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Chapter 15 (CySecAlert: An Alert Generation System for Cyber Security Events
Using Open Source Intelligence Data) develops a near real-time system
to detect cybersecurity threats early on, by using expert networks on the
social media platform Twitter. The system uses uncertainty sampling to re-
duce ad-hoc work of classifier training, making the tool easily and rapidly
adaptable to the specific context, while also supporting data minimization
for OSINT. This paper has been published in the conference proceedings
of the International Conference on Information and Communications Security
(ICICS21) (Riebe, Wirth, et al., 2021) (Paper H).

1.4 U N D E R LY I N G P U B L I C AT I O N S A N D C O N T R I B U T I O N S O F T H E A U -
T H O R

The thesis consists of works which have been previously published as research
articles in peer-reviewed journals and conferences. Therefore, most parts of this
dissertation were written in collaboration with several authors. This section
outlines the independent academic contributions, which have been confirmed
by all authors.

Paper A in Chapter 8: Thea Riebe, Stefka Schmid, Christian Reuter (2021) Mea-
suring Spillover Effects from Defense to Civilian Sectors – A Quantitative
Approach Using LinkedIn, Defence and Peace Economics; 32(7):773–785.
doi:10.1080/ 10242694.2020.1755787 [Impact Factor 2.361]

As corresponding and leading author, Thea Riebe led the overall research design,
and management. Thea developed the research relevance as an additional
approach for the TA (Introduction). Stefka Schmid and Thea worked closely
together on the state of research, in which Stefka focused on the research on
knowledge economy, and Thea contributed to the state of research regarding
TA and dual-use. As a collaborative work, Thea and Stefka developed the
methodological approach (Methodology), as well as the LinkedIn data set and
codes, while Stefka coded the data. Thea developed the operationalization of the
categories for civilian and defense R&D to measure the spillover effect. Further,
Thea led the detailed presentation and analysis of the results (Empirical Results)
and the discussion of the results to other approaches to measure spillover effects
(Comparison of the Approaches). However, all the chapters were written in close
coordination between Stefka and Thea. Christian Reuter supported the work
as supervisor, especially regarding the paper’s publication process, research
design development, and overall presentation and readability.

Paper B in Chapter 9: Stefka Schmid, Thea Riebe, Christian Reuter (2022) Dual-
Use and Trustworthy? A Mixed Methods Analysis of AI Diffusion between
Civilian and Defense R&D, Science and Engineering Ethics; 28(12):1–23.
doi:10.1007/s11948-022-00364-7 [Impact Factor 3.525]

As corresponding and leading author, Thea Riebe led the overall research design
and management. The initial research idea was based on a former joint publi-
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cation between Thea and Stefka Schmid (Riebe, Schmid, & Reuter, 2021), and
was iteratively refined. Thus, Stefka and Thea identified the research relevance
in close exchange (Introduction). Related Work was discussed and developed
in exchange between Stefka and Thea, in which Thea introduced the literature
on responsible research and development of dual-use technologies and Stefka
focused on the literature on Trustworthy AI. Stefka and Thea developed the
research question and design in an iterative approach in which the former identi-
fied the data and documents, developed the codes, and conducted the coding of
the documents for the patent and document analysis (Research Design), which
was then refined and supervised by Thea, especially regarding the conjuncture
of the mixed method analysis, as well as the coding of the dual-use patents.
Stefka made an initial draft of the presentation of Results, which was then
revised and refined in close collaboration and led by Thea. In the Discussion,
Thea derived implications for dual-use assessment of AI innovations, while
Stefka focused on the implications for Trustworthy AI. Christian Reuter advised
the entire research process from the idea until the submission.

Paper C in Chapter 10: Thea Riebe, Stefka Schmid, Christian Reuter (2020)
Meaningful Human Control of Lethal Autonomous Weapon System: The
CCW-Debate and its Implications for Value-Sensitive Design, IEEE Tech-
nology and Society Magazine; 39(4): 36–51. doi:10.1109/MTS.2020.3031846
[Impact Factor 1.109]

As corresponding and leading author, Thea Riebe led the overall research design
and management. Stefka Schmid and Thea identified the research relevance (In-
troduction). Related Work was discussed and developed in exchange between
Stefka and Thea, in which Thea introduced the framework of VSD and Stefka fo-
cused on the literature on autonomy and Autonomous Weapons Systems (AWS).
Stefka and Thea developed the research question and design in an iterative
approach, in which Stefka identified the data and documents, developed the
codes, and coded the documents for the discourse analysis (Research Design).
This was supervised by Thea regarding the data set and research quality. Stefka
led the presentation of the results. In the Discussion, Thea derived implications
for MHC based on the VSD-perspective. Christian Reuter supported the paper
by supervising the publication process, especially regarding the readability,
quality, and presentation of the research paper and its findings.

Paper D in Chapter 11: Thea Riebe, Philipp Kuehn, Philipp Imperatori, Chris-
tian Reuter (2022) U.S. Security Policy: The Dual-Use Regulation of Cryp-
tography and its Effects on Surveillance, European Journal for Security
Research. doi:10.1007/s41125-022-00080-0

As the corresponding and leading author, Thea Riebe developed the initial
research idea, which then has been iteratively refined by Thea and Philipp
Imperatori in close exchange. Thus, Thea led the Introduction, highlighting
the relevance of this paper. Thea contributed the section Related Work, which
focused on surveillance studies, as well as the governance of cryptography as a
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dual-use good. Further, Philipp I. drafted the research design and hypothesis
which was refined and revised by Thea. Philipp I. conducted the literature
research of the comparative material, and drafted the presentation of the Re-
sults, which have been added to and refined by Thea and Philipp Kühn. Lastly,
Thea performed the Discussion in exchange with Philipp K., where she focused
on the interpretation of the results considering the surveillance and dual-use
discourse, while Philipp K. contributed the discussion on cryptographic innova-
tions. Christian Reuter advised the whole research process from the idea until
the submission.

Paper E in Chapter 12: Thea Riebe, Julian Bäumler, Christian Reuter (2023)
Values and Value Conflicts in the Context of OSINT Technologies for Cy-
bersecurity: A Value Sensitive Design Perspective, Computer Supported
Cooperative Work (CSCW): The Journal of Collaborative Computing and
Work Practices. doi:10.1007/s10606-022-09453-4 [CORE-B, Impact Factor
2.800]

As the corresponding and leading author, Thea Riebe developed the initial
research idea, which she iteratively refined in close exchange with Julian Bäum-
ler. Julian wrote the Introduction, which was supervised and refined by Thea.
The Related Work was discussed and developed in exchange between Julian
and Thea, in which Julian introduced the framework of Value-Sensitive Design
(VSD) and Thea focused on the context of OSINT for cybersecurity. Following,
Julian and Thea developed the research question and design in an iterative
approach. While Julian identified the data and documents, developed the codes,
performed the coding of the documents for the systematic literature review, and
conducted the semi-structured interviews and focus group workshop (Research
Design), Thea supervised the process iteratively regarding the data set and
research quality. Julian wrote the Results and developed the illustrations in ex-
change with Thea, who focused on the cohesion of the presentation and refined
the interpretation of the results. In the Discussion, Thea, and Julian derived
implications for OSINT systems for cybersecurity based on the VSD perspective.
Marc-André Kaufhold and Christian Reuter advised the whole research process
from the initial idea until paper submission.

Paper F in Chapter 13: Thea Riebe, Marc-André Kaufhold, Christian Reuter
(2021) The Impact of Organizational Structure and Technology Use on
Collaborative Practices in Computer Emergency Response Teams: An
Empirical Study, Proceedings of the ACM: Human Computer Interaction
(PACM): Computer-Supported Cooperative Work and Social Computing;
5(CSCW2). doi:10.1145/3479865 [CORE-A]

As corresponding and leading author, Thea Riebe developed the initial research
idea to investigate the collaborative practices and organizational structure of
German state-level CERTs. Marc-André Kaufhold and Thea refined the research
question in an iterative approach. Thea drafted the state of research, in which
Marc-André added the focus on crisis informatics and computer-supported



1 3

collaborative work. Thea led the research design and developed the codebook
for the qualitative analysis. Thea collected and analyzed the first round of
data collection (Interviews=10, documents=25) while Marc-André analyzed
the second round of interviews which added among others, the perspective of
civilian protection (N=5). Thea drafted the presentation of results, which was
revised by Marc-André and Thea in collaboration in the final version of the
manuscript. Thus, the discussion was written by Marc-André and Thea in close
exchange to derive implications for policy and design of a collaborative system
for CERTs. Christian Reuter advised the entire research process from the idea
until the submission.

Paper G in Chapter 14: Thea Riebe, Tom Biselli, Marc-André Kaufhold, Chris-
tian Reuter (2023) Perceptions of the German Population regarding the
Impacts of OSINT in Cybersecurity, Proceedings on Privacy Enhancing
Technologies (PoPETs). doi:10.56553/popets-2023-0028 [CORE-A]

As the corresponding and leading author, Thea Riebe developed the initial
research idea, which then has been iteratively refined by Thea and Tom Biselli
in close exchange. Thea wrote the Introduction, highlighting the relevance of
this paper within the research field. Thea wrote the section Related Work, which
focused on surveillance studies, surveillance technologies privacy research and
the factors associated with the acceptance of surveillance technologies. The
research constructs and hypotheses were developed both by Thea and Tom in
close collaboration, where Tom focused more on methodological aspects and
Thea more on content aspects. Thea drafted the questionnaire in exchange with
Tom and Marc-André Kaufhold. Thus, Thea, Tom and Marc-André contributed
the Research Design, in which Thea focused on the survey design, Marc-André
on the questionnaire and Tom on the statistical analysis and ethics. Thea and
Tom presented the results, while Thea focused on the descriptive statistics and
Tom on the inference statistics. Lastly, Thea wrote the Discussion in exchange
with Tom, with a focus on the interpretation of the results considering the
factors associated with the acceptance of surveillance technology and deriving
implications for technology design. Christian Reuter advised the whole research
process from the idea until the submission.

Paper H in Chapter 15: Thea Riebe, Tristan Wirth, Markus Bayer, Philipp
Kühn, Marc-André Kaufhold, Volker Knauthe, Stefan Guthe, Christian
Reuter (2021) CySecAlert: An Alert Generation System for Cyber Security
Events Using Open Source Intelligence Data, Proceedings of Information
and Communications Security. Cham: Springer International Publishing,
pp:429-446. doi:10.1007/978-3-030-86890-1_24 [CORE-B]

As corresponding and leading author, Thea Riebe led the overall research de-
sign, management, and introduction, as well as discussion of the paper. Thea
developed the initial research idea to support CERTs with a social media-based
threat detection system, then Tristan Wirth, Marc-André Kaufhold, and Thea
refined the research question in an iterative approach (Introduction). Tristan
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drafted the state of technology and research and the technology concept (Con-
cept), which I improved regarding the research context. Tristan implemented
the system. For the evaluation, Tristan developed the ground truth data set and
coded it for the process of evaluation (Evaluation), which Thea then refined
and supervised. Further, the Related Work and Discussion was performed by
Tristan and Thea, in which both worked in close exchange. During this process,
Philipp Kühn supported the improvement of the work regarding cyber threat
intelligence approaches and Markus Bayer especially helped to improve the
discussion of related approaches of supervised learning and state-of-the-art
machine learning. Christian Reuter advised the entire research process from the
idea until the submission. Volker Knauthe and Stefan Guthe advised the overall
structure and presentation of the paper as part of an internal peer review.
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T H E O R E T I C A L B A C K G R O U N D A N D R E L A T E D W O R K

This chapter introduces the domains and fields relevant to the thesis. First, as
this dissertation contributes to computer science peace research, it introduces
the field (Section 2.1). The field of CSS is introduced (Section 2.1.1) as well as
the discourse on dual-use (Section 2.1.2). To build a theoretical bridge from
computer science peace research to methods of TA and design approaches in
HCI, Section 2.2 introduces the theory and discourse in TA, the dimensions
of assessment (Section 2.2.1) and how technology and design are evaluated in
HCI (Section 2.2.2). Further, Section 2.3 summarizes the related research, and
derives the research gaps and potentials, some of which are addressed in this
dissertation.

2.1 P E A C E A N D C O N F L I C T S T U D I E S

Peace and conflict studies has emerged as an interdisciplinary field from the
social, psychological, political and historical sciences in the late 1950’s and 1960’s
to promote peace and to develop "quantitative, mathematical, and behavioral
approaches to the study of their discipline and linking it to general social
science" (Kelman, 1981, p. 99). However, the interdisciplinary nature of the
research subject "peace", what it is and how it can be achieved, has even led to the
discourse if peace and conflict studies is a separate discipline at all (Alger, 2014).
Galtung (1964, p. 2) defines peace as the absence of armed conflict (negative
peace) or structural violence (positive peace). The field of peace and conflict
studies researches the conditions of peace, peaceful conflict transformation
(Alger, 2014, 312f.), relevant stakeholders (state and non-state actors), the local,
national or international system and the institutional setting and its norms and
rules, (violent) conflict prevention, the transformation of violent conflicts into
more non-violent forms, as well as transitional justice in post-conflict societies
(Alger, 2014).

In all these research topics covered by peace and conflict studies, ICT gains
relevance and influences the conditions of peaceful conflict resolution and co-
existence. ICTs shape the human condition and therefore can be studied both,
from the perspective of normative research aiming to promote peace as well
as from the empirical perspective to develop new quantitative approaches.
The field of IT peace research deals with the role of information technology
in conflicts as well as the development of artifacts for conflict prevention or
resolution (Reuter et al., 2019, p. 24). IT peace research is an interdisciplinary
field which connects peace and conflict studies with computer science and
cybersecurity research (Reuter et al., 2019, p. 24). Thus, the study of security as
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the protection against threats is a central part of peace and conflict studies and
IT peace research.

2.1.1 Critical Security Studies

Security is referred to as an "essentially contested concept" (Buzan, 2008, p. 7)
because security evokes different meanings and understandings, all of which
cannot necessarily be encompassed within a universally agreed-upon defini-
tion. Instead, the very definition of security depends on the chosen referent
object, issue dimension, geographical focus, and danger dimension, and can
accordingly change over time (Schlag et al., 2015). The realist school of thought
of International Relations (IR), which is seen as the "traditional" school, under-
stands security as national and military security against the threats posed by
other states (Floyd, 2007, p. 334). In the 1980s, constructivist understandings and
conceptualizations of security challenged the traditional notion and discussed
additional referent objects, such as humans, communities, or the environment
(Floyd, 2007, p. 334). Constructivist approaches challenged the neo-realist as-
sumption of security being focused solely on states. Constructivist approaches
aim to deconstruct security and security threats as socially and discursively
constructed (Wæver et al., 1993). Thus, saying something is a matter of security
can change society’s or government’s perception thereof and consequently the
necessity to provide any possible means to deal with such new security issues
and threats (Buzan et al., 1998). This discursive construction of security is re-
ferred to as "securitization" (Buzan et al., 1998). However, Buzan et al. (1998)
viewed securitization as something negative, for which regular political means
have failed (Floyd, 2007, p. 328). Among the constructivist school, the Welsh
School of security scholars (Booth, 1991a, 1991b; R. W. Jones & Jones, 1999)
follow the critical theory of the Frankfurt School and conceptualize security as
an emancipation from fear and the deterministic dynamics of deterrence (Floyd,
2007, p. 332). Floyd (2007) points out that this approach has its limitations in
practice, emphasizing that if there are no limits on the definition of security,
everything could be defined as security. Thus, she proposes to complement both
perspectives on understanding security, both as a powerful linguistic tool and
as an emancipatory term.

Like the Welsh School, the focus on the individual has been strengthened by
Kaldor (2011) and her concept of human security. Both approaches criticize that
national security has prioritized military concerns over individual concerns and
has consequently contributed to an overall increase in human insecurity. The
claim that national security comes at the cost of human security, that people
have to be protected from their governments, or that power should be removed
from the same is usually derived from the increase in insecurity linked to
the increase in nuclear proliferation, as well as the related risk and threat of
possible accidents at military bases during the Cold War (Booth, 1991a, 1991b).
Nevertheless, human security does not rule out the use of force. As Kaldor
(2011, p. 446) states:
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"Human security is a means as well as a goal. It may involve the
use of force and thus can be regarded as a hard security policy but
the use of force has to be directed towards protection rather than
fighting or revenge. It means using the military in a different way,
more like policing than war fighting [. . . ] the aim of any human
security approach is to dampen down violence and not support one
side or another militarily".

Therefore, this thesis follows the post-positivist approach to not only study
socio-technical phenomenon’s empirically from the perspective of states as
main actors but incorporates the constructivist notion of security as in the
concept of human security. In the following section, the dual-use terms and
their relevance for different conceptions of security are discussed.

2.1.2 Technology Ambivalence and Dual-Use

The role of ICT for peace and security has increased, and guided many in-
terdisciplinary research endeavours, leading to a intersection of technology,
science and (security) politics (Dunn Cavelty & Wenger, 2020). While Banta
(2009) defines technology as "science or knowledge applied to a definite pur-
pose", Hubig (2014) has noted how technology is the product of human agency
and human skills. Further, Jonas (1979, p. 41) is making humans responsible
for the impacts of technology on the environment and other humans: "How in
short can [human] freedom prevail against the determinism [they have] cre-
ated for [themselves]?" During the research and development of technology, in
which technologies are called "emerging", their implementation might already
have consequences. These so-called Emerging Technologies are technologies that
have not been fully developed or implemented. Rotolo et al. (2015) found that
emerging technologies combine the following features: "(i) radical novelty, (ii)
relatively fast growth, (iii) coherence, (iv) prominent impact, and (v) uncertainty
and ambiguity".

The ambiguity of technology has been named dual-use (Forge, 2010; Oltmann,
2015). Liebert and Schmidt (2018, p. 54) define dual-use or the Ianus-faced
ambivalence 1 as "a dichotomy of effects, impacts and opportunities that [...]
occur simultaneously and that are intrinsically linked to a technology". It is
noteworthy that studies on the ambivalence of technology focus on more than
dual-use (Bauman, 1990; Lösch, 2012). However, the term dual-use is itself far
from universally agreed-upon and used in various contexts and meanings (see
Table 2.1). Rath et al. (2014, pp. 779–783) lays out the evolution of dual-use
concepts, identifying five definitions: (1) civilian versus military use, (2) benev-
olent versus malevolent purpose, (3) peaceful versus non-peaceful purpose,
(4) legitimate versus illegitimate purpose, and the (5) good military and good
civilian purpose. However, Rath et al. (2014) misses out to include the definition
by Forge (2010) which defines dual-use items as possible parts of (improvised)
weapons systems. The definition by Forge (2010) further includes the possible

1Ianus-faced refers to the Latin god IANUS with two faces.
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violent use of the dual-use non-weapon-items as improvised weapons, as well
as the possibility that weapons are used by non-state actors. Both aspects aim to
include terrorist appropriation of any technology. Therefore, this work draws
on three definitions which focus on areas of application (civilian versus military,
weapons systems and non-weapons systems) and its consequences (beneficial
and harmful).

In the field of the life sciences2, an intense debate on dual-use research and risks
on biological safety and security took place in the 2000s and 2010s (Evans, 2014;
Oltmann, 2015; Resnik, 2009; Tucker, 2012). With advances in life sciences, e.g.
regarding new methods for gene editing and research on viruses since the 2000s,
the related disciplines have ignited a fruitful discourse on risks by researching
and developing relevant, yet dangerous technologies and items. In 2007, the U.S.
National Science Advisory Board for Biosecurity (NSABB) defined dual-use as
"research yielding new technologies or information with the potential for both
benevolent and malevolent applications" (NSABB, 2007, p. 2). The NSABB has
further defined the threats in more detail as "life sciences research that, based
on current understanding, can be reasonably anticipated to provide knowledge,
products, or technologies that could be directly misapplied by others to pose a
threat to public health and safety, agricultural crops and other plants, animals,
the environment or material" (NSABB, 2007, p. 17). The WHO (2020) has based
its definition of DURC on the NSABB’s definition. This definition is the result
of an intense debate within life sciences in which the scientific community has
developed guidelines for working with DURC (Evans, 2014).

In the field of computer science, there have been some contributions on the
issue of dual-use, however, the discourse in the field remains fragmented. Even
Oltmann (2015) has not particularly included computer science in her inves-
tigation across multiple disciplines. Although she includes "engineering and
technology", it remains unclear to what extent this includes the various sub
disciplines of computer science which are highly relevant for today’s dual-use
discourse, e.g. regarding (lethal) autonomous systems or (social) big data. In
engineering, students and researchers have demanded to increase awareness
about dual-use. In her study 11% of senior editors of peer-reviewed journals in
engineering and technology reported that they had to consider dual-use ques-
tions (Oltmann, 2015, p. 333). However, Oltmann (2015) criticizes that although
non-life science editors of surveyed journals have had contact with dual-use
research, the definition of dual-use with a strong focus on life sciences might
create the impression that dual-use only occurs within the life sciences. Thus,
she postulates "a need for a broader or new definition of dual use that explicitly
applies to non-life sciences" (Oltmann, 2015, p. 338). Further, Lin (2016, pp. 119–
120) highlights that ICT should not be considered a dual-use technology in the
same way that physics, biology, and chemistry are because communication and
information are considered general-purpose, and, thus, meaningful governance
like in established dual-use control regimes is hard to imagine.

2Life sciences are concerned with research on life forms, such as human, animal, or plant
microbial pathogens (viruses, bacteria, fungi) and toxins (Oltmann, 2015, p. 329).
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Table 2.1: Definitions of dual-use and its security concepts

Category Dual-use Definitions Security
Concept

Goods,
which can
be used for
military or
civilian ap-
plications

"[...] research and goods, software
and technology that can be used for
both civilian and military applications
and/or can contribute to the prolifer-
ation of Weapons of Mass Destruction
(WMD)" (Alavi & Khamichonak, 2017;
European Commission, 2018; Wassenaar
Arrangement Secretariat, 2021)

National
security (Waltz,
1990)

Goods,
which can
be used
as part of
a weapon
system

"(knowledge, technology, artifact) [...] if
there is a (sufficiently high) risk that
it can be used to design or produce a
weapon, or if there is a (sufficiently great)
threat that it can be used in an impro-
vised weapon, where in neither case is
weapons development the intended or
primary purpose" (Forge, 2010).

National
security (Waltz,
1990)

Research
with either
harmful or
beneficial
outcomes

"Dual use research of concern (DURC)
is life sciences research that is intended
for benefit, but which might easily be
misapplied to do harm." (WHO, 2020) 3

Human
security (Kaldor,
2011)

Composite
Definitions

"Research, teaching and studies at Tech-
nische Universität Darmstadt exclu-
sively pursue peaceful goals and serve
civilian purposes; research, particularly
relating to the development and optimi-
sation of technical systems, as well as
studies and teaching are focused on civil-
ian use." (Utz et al., 2019)

Combination
of the
concepts

The definitions of dual-use all refer to a threat due to the use of technology,
implying a referent object which needs to be secured. Therefore, the definitions
of dual-use can be categorized according to their referent objects (Rychnovská,
2016, 2020) (see Table 2.1). The first definition (military versus civilian use)
highlights the relevance of a certain good for military superiority and deterrence.
Technologies, such as AI and AWS are seen as a possible threat to national
security, deterrence and stability (Altmann & Sauer, 2017; Horowitz et al., 2018).
For the definition by Forge (2010) which focuses on (improvised) weapons
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systems and its components, deterrence and superiority are still relevant, but
non-state actors might use a certain technology to their advantage as well. Thus,
it also draws the focus away from the state as the sole referent object of security.
This definition can be applied for the legitimization of the dual-use regulation of
cryptography, which was justified by the "war on terror" (Vella, 2017). The third
definition of dual-use, which is based on the DURC understanding, emphasizes
the human as a referent object, which have to be protected from harm, and is
thus human-centered (WHO, 2020). Consequently, the definition also resonates
with other emancipatory concepts of security, such as the concept of human
security (Kaldor, 2011). Human security-centered definitions of dual-use can
be connected to emancipatory discourses on ethical AI (Floridi et al., 2018) and
OSINT or big data analytics (Rajamäki & Simola, 2019). The relevance of the
approaches towards DURC for other disciplines is considerable, as stated by
Resnik (2010, p. 4). If the scope of the dual-use definition is too wide, it might
be also applied in benign areas of science and thus become irrelevant to identify
possibly harmful technologies. In the other case, if the definition is too narrow,
it might lead scientists and policy makers to overlook technologies outside of
the definition (Resnik, 2009, 3f.).

2.2 T E C H N O L O G Y A S S E S S M E N T A N D D E S I G N

Technology Assessment (TA) is a socio-epistemic practice which aims to make
methods available which help to anticipate the effects of innovations, to prevent
trial and error-approaches, especially when innovations would be irreversible
(Grunwald, 2018). From the perspective of conflict and security studies, emerg-
ing security-relevant technologies can have impacts on human security, and
might be misused with malicious intent. TA was developed in the United States
in the 1960s, which was the first nation to open the Office of Technology Assess-
ment (OTA), which published studies regarding the impacts of technologies on
society between 1972 and 1995. The work of the OTA provided the democratic
bodies and the public with an analysis of "complex scientific and technical
issues" (“The OTA Lagacy”, 2022). This service has become necessary to provide
insights for the societal and democratic discourse on the use and governance
of certain technologies. Thus, TA is both a theoretical and a practical approach,
in which the scientific endeavour is driven by the practical challenges of the
emergence of technology for society, which will then induce the theoretical
reasoning (Grunwald, 2018, p. 1). The three practical aims of TA are (1) policy
advice, (2) engaging in public debate, and (3) contributing to the making of
technology (Grunwald, 2018, p. 92). TA theory aims to facilitate the reflexivity
of technology design and development (see Figure 2.1).

There is no universal definition for TA, but some shared understandings of its
aim can be summarized as "a wide category encompassing an array of policy
analytic, economic, ethical, and other social science research that attempts to an-
ticipate how research and research-based technologies will interact with social
systems" (Guston & Sarewitz, 2002, 94f). Furthermore, it is sometimes under-
stood as technology evaluation or technology foresight (Grunwald, 2018, p. 4).
However, the evaluation of technology is no end in itself, but it should serve "to
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Figure 2.1: A general model of technology assessment by Grunwald (2018, p. 89)

contribute to the formation of public and political opinion on societal aspects of
science and technology" (Decker et al., 2004, p. 14). Therefore, Grunwald (2018,
p. 100) defines TA as a socio-epistemic practice with institutions, projects, and
methods which is embedded in a societal framework:

"The complexity of socio-technical systems, their diverse interlac-
ing, and their connectivity with many areas of human life beyond
technology increase the difficulties of anticipating and assessing
the consequences of actions or decisions, which is a major episte-
mological challenge to technology assessment." (Grunwald, 2018,
p. 25)

2.2.1 Dimensions of Technology Assessment

With the advancement of sciences and technologies which would have irre-
versible impacts on ecosystems and societies, the need to evaluate technology
before implementation, even before conducting experiments, has become a
driver of TA. Grunwald (2018, p. 91) even states that TA is an approach to facili-
tate reflexivity as it "provides a counter-model to ’trial and error’ approaches,
to ’wait and see’ strategies and to ’quick and dirty’ decisions with respect to
technological advance." Unintended effects of technologies on human health
or the ecosystems might not be visible early on but appear many years or even
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decades later, thus making it much more difficult or expensive for societies to
abandon certain technologies.

Therefore, these unintended effects on the environment and the society have
made philosopher Hans Jonas emphasize the precautionary principle as the
guiding principle to the ethics of responsibility (Jonas, 1980). As the bound-
aries of human actions can no longer be regarded as limited to time and space,
humanity must take the needs of future generations as well as those of the bio-
sphere into account (Coyne, 2018, p. 230). As such, Jonas has been an influential
thinker for the environmental movement as well as for the legitimization of re-
search governance by, e.g., the European Union and the concept of Responsible
Research and Innovation (RRI) (Von Schomberg, 2011). Von Schomberg defines
RRI as

"a transparent, interactive process by which societal actors and inno-
vators become mutually responsive to each other with a view on the
(ethical) acceptability, sustainability and societal desirability of the
innovation process and its marketable products (in order to allow a
proper embedding of scientific and technological advances in our
society)." (Von Schomberg, 2011, p. 11)

While the academic debate has struggled to identify a practical process (Burget
et al., 2017, p. 14), even though it has been integrated into research projects
(Spruit et al., 2016), Burget et al. (2017, p. 9) conclude in their systematic study
of RRI that it is mostly seen as an "attempt to govern the process of research
and innovation with the aim of democratically including, early on, all parties
concerned in anticipating and discerning how research and innovation can or
may benefit society."

To anticipate the effects of research, technology and innovation, TA allows for
a systematic discourse as it differentiates between the following effects and
consequences (Grunwald, 2018, p. 17):

• intended and unintended effects

• desired and undesired consequences

• main and side effects

• expected and unexpected effects

In this categorization, the dual-use of technology is seen as part of the unin-
tended side effects (Liebert & Schmidt, 2018). A technology which functions
well and is safe to use may still have undesirable effects which only occur or
can be recognized later on when the technology is used. Examples of this can
be found in infrastructural or environmental innovations, such as the reliance
on fossil fuels and private transportation (Grunwald, 2018, p. 18). Technologies,
which are dual-use can be applied to more contexts than to only those that
they are created for. Thus, evaluating their dual-use, i.e. unintended side effects,
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is especially crucial when they can cause harm to people, or are relevant in
security contexts. Thus, Liebert and Schmidt (2018) argue for developing and
performing a TA which focuses on this kind of ambivalence of technologies by
characterizing the technological core. Doing so, the aim is not to dissolve the
dual-use, which would not be possible as ambivalence is seen as the result of
the modern societies creation of order (Liebert & Schmidt, 2018, p. 53). More-
over, TA would help to analyze certain dual-use scenarios and design choices,
while taking these unwanted side effects into account. Thus, they propose the
categorization of types of ambiguities and technologies.

Dual-use issues are conjoined with the Collingridge Dilemma, which describes
that in the process of research and development, potential harmful outcomes
cannot be easily predicted, as this requires predicting any potential application
and the consequences thereof. However, in early stages of development, during
which such predictions are difficult, changes would be easiest to implement in
contrast to later stages where changes and adjustments may come at a higher
cost: "When change is easy, the need for it cannot be foreseen; when the need for
change is apparent, change has become expensive, difficult and time consuming"
(Collingridge, 1980, p. 11). In many areas, especially in basic research, both
civilian and military research can contribute towards the application of the
research to the other area known as spillover effects (Liebert, 2013, p. 244).
Nordmann (2010, p. 14) questions, that instead of following the logic of the
Collingridge Dilemma ("when can we get hold of the future such that it is
neither too early nor too late for meaningful TA?") to consider "what are the
best sites for a forensics of wishing?" This includes a variety of sites, such as
cultural imaginaries, technology and political bodies. These venture points of
TA inquiry help to understand the visions of socio-technical futures. Thus, TA
of socio-technical futures needs to be reflected as a design practice by itself in
offering alternative visions of possible futures (Lösch et al., 2019, p. 302).

2.2.2 Human-Computer Interaction: From Technology Assessment to Participatory
Design

Within the TA discourse, the "participatory turn" has led to the inclusion of
relevant stakeholders and public dialog as a central paradigm of technology
design (Boden et al., 2018, p. 85). This has resulted in many approaches for stake-
holder engagement and iterative, experimental and more participatory design.
The design of technologies influences the socio-technical futures (Lösch et al.,
2019) and practices (Stevens et al., 2018). Thus, design is seen as an enabler of
possibilities (Grunwald, 2018, p. 25). Van den Hoven (2010, p. 75) even described
ICTs’ architects as "choice architects, who have responsibilities for organizing
the context in which people make decisions." Therefore, ICT artifacts interfere
with and even change socio-technical practices, which is why socio-technical
interactions are the subjects of participatory design research (Wulf et al., 2011).
Stevens et al. (2018) propose the Grounded Design Approach, which accounts
for the societal relevance of computing by including the "context specificity of
local knowledge and appropriation of information and communications tech-
nology". It uses a practice-based constructivist paradigm which aims to study
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IT artifacts over time in the context of use (Stevens & Pipek, 2018). These partici-
patory design approaches have been particularly discussed in the field of HCI,
and its sub-discipline Computer Supported Cooperative Work (CSCW), which
focuses on the collaborative and cooperative practices between individuals and
in organizations (Wallace et al., 2017). Thus, deliberate forms of participation
in the design process have become especially relevant in design of technology
for the health and public sector (Callon, 1999; Van der Velden, Mörtberg, et al.,
2015).

And while the role of peace and security has entered HCI research (Hourcade &
Bullock-Rest, 2011; Leal et al., 2021), they explore the possibility for a normative
approach in HCI, and reflect on the ways in which research methods can support
justice-oriented interaction design (Dombrowski et al., 2016), how collaboration
and computing can promote peaceful co-existence (Hourcade & Bullock-Rest,
2011), or how to use design to "do good" and what it means (Light et al., 2017;
Pal, 2017). Leal et al. (2021) state that

"design, by definition, is a form of changing the world and making
new ones. But given the systematic exclusion of specific perspectives,
we would argue that as researchers in general and HCI researchers
and designers in particular, we need a critical sensibility to question
our situated understanding of the world from which we set out to
design."

Thus, approaches in HCI have included critical theories to enable design in
support of social change, such as feminist HCI (Bardzell & Bardzell, 2011), HCI
for social good (Pal, 2017), or sustainable HCI (Bates et al., 2017). All these ap-
proaches work towards the support of socio-technical change and conceptualize
how their values can be accounted for in the technology design. Methodolog-
ically, participatory approaches have worked towards reflecting, accounting
and including values in the technology design, such as Value Sensitive Design
(Friedman et al., 2013) or ELSI-Co Design (Liegl et al., 2016). In VSD, doing
"good" means to include the relevant values into the design (Friedman et al.,
2013, p. 2). The question of what is considered to be "good" ICT is answered
empirically, in the form of a user-centered design approach or forms of collabora-
tive design which accounts for the users’ values. Moreover, the identification of
conflicts between these values allow for a reflection on possible design solutions
(Friedman et al., 2013).

To conduct VSD-studies, conceptual, empirical and technical investigations
should be conducted as iterative steps (Friedman et al., 2013; Winkler & Spieker-
mann, 2021). In a meta-study of VSD projects, Winkler and Spiekermann (2021)
note that, out of 17 identified projects, only four projects allowed for iterations
to enhance the design. Further, it is criticized, that "[m]any studies did not
employ a good methodical approach for stakeholder identification" and that the
methodology to derive values and design solutions are often not well described
(Winkler & Spiekermann, 2021, p. 19). However, to translate values into design
decisions, values are organized in a hierarchy of higher and lower-level values,
for example in the context of work, human well-being would be the higher and
working conditions the the lower level values (Van de Poel, 2013, 257f). Then
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these values need to be translated into general norms (or rules), from which the
specific design requirements can be derived (Van de Poel, 2013, p. 262). This
approach allows for the explicit documentation and deliberation of value-based
design decisions, making design more transparent to outsiders (Van de Poel,
2013), allowing for the democratic and transparent discourse of design e.g. as
part of citizens science and participatory transformation of technology (Preece,
2016).

2.3 R E S E A R C H G A P

The related works regarding dual-use assessment in ICT offer some venture
points for research and research gaps. There are different concepts of dual-use
and they have been discussed with corresponding security scenarios (see Table
2.1). Dual-use has been discussed as a question of military and civilian applica-
tions of research and development (Vella, 2017), as possible parts of weapons
systems or classified as a dual-use good to control the proliferation of certain
technologies (Forge, 2010), or as harmful and beneficial (WHO, 2020). Looking
at dual-use cases in ICT, all three definitions of dual-use are relevant, consid-
ering technologies which have relevance for military applications and civilian
contexts (Dunn Cavelty & Wenger, 2020), as well as ICTs which are relevant as
parts of weapons systems as in the case of LAWS (Gill, 2019; Verbruggen, 2019).
Then, there are ICTs which are rather discussed from the perceptive of their
beneficial and harmful potential, such as (social) big data analytics (Rajamäki
& Simola, 2019) and decision support systems (Burmeister, 2016; Zweig et al.,
2018).

All the named technologies have been identified as dual-use, however aside
from a few exceptions regarding cryptography (Vella, 2017), LAWS (Schulzke,
2019; Verbruggen, 2019) and AI (Brundage et al., 2018), the assessment of dual-
use ICTs has not yet been conducted. These risks include the fast diffusion
between research and industrial sectors, approaches towards the governance
of dual-use risks, as well as approaches for dual-use responsible design. As
Oltmann (2015) and Evans (2014) have suggested, there is a lack of understand-
ing of dual-use outside the life sciences, such as of ICT. In sum, a systematic
approach towards the different dual-use concepts and corresponding case stud-
ies, as well as, analytical tools for the monitoring, assessment and the design is
needed.

Much research has been conducted on the diffusion of knowledge between mili-
tary and civilian sectors in general (Acosta et al., 2011, 2013, 2019). At the same
time, foresight studies and real-time TA have increasingly included methods
for trend identification (Lösch et al., 2019). Innovations in machine learning and
social media analysis have contributed methods for hot topic detection (Atefeh
& Khreich, 2015). However, case studies regarding dual-use diffusion of ICT
are lacking. This is even more relevant, as it is assumed that certain multi-use
technologies such as machine learning and AI could adapt to many sectors
rapidly (Brundage et al., 2018; Favaro, 2021; J. Schmid, 2017). However, the
basic research on the spillover of dual-use has contradicted this hypothesis and
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has instead suggested a limited diffusion of dual-use innovations between the
industrial sectors (Acosta et al., 2017). Therefore, investigating actual cases of
innovation diffusion between military and civilian research is a research gap.
Further, it could be explored how new approaches from topic detection or social
media analytics could support existing approaches. The diffusion of innovation
between civilian and military sectors can, however, be measured in the form
of citations, e.g. patents, but innovation diffusion might also be seen using the
approaches of social media analytics and OSINT, which can be summarized as
the first research gap.

The control of dual-use technologies and their proliferation bears challenges
when technologies are already being used or when they have many civilian
applications, but could also be used for weapons systems (Bode, 2020). As Lin
(2016) argues, due to the multi-purpose nature, dual-use ICT artifacts seem dif-
ficult to govern in terms of distribution and use. This becomes apparent, when
looking at the discourse on the regulation of autonomous weapons systems,
and how to distinguish the functionalities both from the design and regulative
perspective (Amoroso & Tamburrini, 2019; Bode & Huelss, 2018). The gover-
nance and control of proliferation of technology can also be seen in the case of
cryptography export control regulations as a dual-use good (Vella, 2017). Digital
communication and its cryptography has shifted to be a dominantly civilian
infrastructure, thus the dual-use regulations have affected the accessibility of
certain cryptography. The effects of the regulation have been part of an over-30
year public discourse on the state’s power and its access to surveillance (Mon-
sees, 2019). Both case studies show that the regulation of commercially relevant
dual-use technologies is in need of a thorough assessment of the ambivalence
both by ICT and its regulation. Therefore, understanding the divergent values
and interests of stakeholders, visions for human-computer interaction, and
the stakeholders practices can support a normative and responsive approach
towards technology governance informed by historical experience (Nordmann,
2014). As a result, the research on the ambivalent effects dual-use governance of
ICTs is the second research gap.

To the author’s best knowledge, the assessment of dual-use ICT artifacts from
the perspective of HCI design research has not been conducted yet. Even though,
value sensitive and participatory approaches directly aim at preventing harm by
including the values of direct and indirect stakeholders, the third research gap
can be found in the consideration of the ambivalence of technology and design
(Liebert & Schmidt, 2018). In the field of HCI, the theory and method of VSD
(Friedman et al., 2013) has been applied to many security-relevant cases, such as
health care technologies (Mueller & Heger, 2018; Mueller et al., 2018) and crisis
informatics (P. Hayes & Kelly, 2018). Many VSD studies lack the iterations for
actual design improvement, the methodological documentation and description
of how values and design solutions are derived (Winkler & Spiekermann, 2021).
However, designing dual-use ICTs raises questions regarding the ethics and
security, which require a transparent and deliberate process. For example, in
their study on big data and OSINT for health care surveillance A. Ioannou
and Tussyadiah (2021) have shown, that acceptance of surveillance of citizens
depend on factors like trust and the perceived legitimacy of the cause. OSINT,
as it uses public data, is a perfect case for a tripartite and iterative VSD study,
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which aims at making the design process transparent, deliberate and accessible.
Therefore, not only is there a lack of VSD studies, which are conducted with
extensive documentation (Winkler & Spiekermann, 2021), all relevant indirect
and direct stakeholders, but also the perspective of dual-use is missing in the
existing studies.
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3
R E S E A R C H D E S I G N

This chapter presents the overall methodological foundations and the research
design of this dissertation. Based on the epistemology and conceptual back-
ground of the field (Section 3.1), the research approach (Section 3.2) explains
the methodology of the dissertation in greater detail. The following Section 3.3
describes this work’s research context in three research projects. In Section 3.4,
the methods used in this dissertation are described.

3.1 C O N C E P T U A L B A C K G R O U N D

This dissertation is interdisciplinary, both in the methods and the topics of re-
search. Thus, its contributions are made at the intersection of TA, CSS, and HCI.
TA provides the epistemological framework for technology assessment (see
Figure 2.1). The assessment needs conceptual dimensions, which are derived
from the security model of the dual-use concepts. For the deconstruction of
security, CSS provides the analytical framework to understand dual-use as a
practice (see Table 2.1). The context of technology, its design and use practices
are provided by the case studies and the field of HCI which has contributed to
the methodology of participatory technology design and assessment (Friedman
et al., 2017; Stevens et al., 2018).

The field of TA is a socio-epistemic practice which aims to make methods avail-
able that help to anticipate the effects of innovations. As described in Section
2.2, TA includes institutions, projects, and methods and is not limited to one
scientific discipline. Thus, TA has many different aims and approaches and the
methodology helps to connect the different kinds of knowledge from the fields
(see Table 3.1). In this epistemological practice, HCI and CSS provide different
forms of knowledge on the socio-technical systems (system knowledge), on
possible future developments of the systems (prospective knowledge), criteria
for social, legal and ethical evaluation (normative orientation), knowledge of
the specific context (hermeneutic knowledge), as well as an understanding for
possible tools for interventions (instrumental knowledge) (Grunwald, 2018, 112f,
). Therefore, TA helps to connect the forms of knowledge from the fields of CSS
and HCI as part of the technology assessment and design.
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Table 3.1: Classification of knowledge involved in technology assessment (Grun-
wald, 2018, p. 112)

System
knowledge

Understanding
the function-
ality of
the system
and con-
sidering its
boundaries

General,
descrip-
tive, and
empirics-
based in
the form of
causal or
statistical
knowledge

Empirical
natural and
social sys-
tems, socio-
technical
constella-
tions

Natural,
social, and
engineering
sciences,
Earth sys-
tems anal-
ysis, STS
studies

Prospective
knowledge

Illustrating
the space
of possible
or plausible
future devel-
opments for
enabling con-
sequentialist
reflection

Explorative
and ex-
trapolative
projections
based on
present
knowledge
systems
involving
different
assumptions

Development
of specific
parameters
or indicators
in the future

Futures
studies in
different
fields, sim-
ulation,
foresight,
systems
analysis

Normative
orientation

Provide
criteria of
evaluation
and assess-
ment and
targets of
transforma-
tion

Normative,
based on eth-
ical or legal
reasoning

Action and
decision-
making,
weighing up
alternative
options,
trade-offs

Ethics, legal
sciences, po-
litical theory

Hermeneutic
knowledge

Understanding
the specific
case and its
social as well
as epistemic
configura-
tion

Interpretative
and recon-
structive,
based on
empirical
data of the
context

Tools of
current de-
bates, actors’
motives,
narratives,
pieces of art,
movies

Hermeneutic
sciences and
humanities
such as
sociology,
linguistics

Instrumental
knowledge

Provision of
a “toolkit”
for action
and decision-
making

Know-how
about mea-
sures and
instruments

Opportunities
for interven-
tion, gov-
ernance of
the system
considered

Economic
and political
sciences,
engineering
sciences, law,
medicine

Knowledge
in TA

Functions Attributes Objects Disciplines
(exemplary
list)
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The field of CSS, which studies the security as a contested concept (Buzan
et al., 1998; Schlag et al., 2015), follows a post-positivist approach towards so-
cial research (Salter & Mutlu, 2013). In opposition to positivist social science,
post-positivist and interpretivist methods focus on "discourse, field analysis,
ethnography, the study of affect and the somatic, and neomaterialist object anal-
ysis" (Salter & Mutlu, 2013, p. 3). Therefore, post-positivist research is reflective
of its own construction of "the world". Within the realm of CSS, the influence of
ethnography, sociology, linguistics and philosophy have produced methodolog-
ical "turns" of their own: such as the "practice turn", the "discursive turn", the
"corporeal turn" and the "material turn". These turns have brought individual
methodological reflections into the field, such as focusing on practices, identity
performance and habitus (Bigo, 2011; Bourdieu, 1990; Butler, 2011), on discourse,
agency, networks and power (Foucault, 1982; Latour, 2007). The used methods
are based on qualitative interpretation of (participatory) observations, content
and discourse analysis and mapping (Salter & Mutlu, 2013).

The field of HCI is “concerned with the design, evaluation and implementation
of interactive computing systems for human use and with the study of major
phenomena surrounding them” (Hewett et al., 1992, p. 5). Wobbrock and Kientz
(2016) have outlined research contributions to HCI to be empirical (to which the
survey contribution can be added), methodological, theoretical, artifact, dataset
and opinion. In the field of participatory human-computer interaction design,
VSD was developed as a theory and method and is "a theoretical and method-
ological framework with which to handle the value dimension of design work"
(Friedman et al., 2013). It aims to provide a deliberate process to include values
such as "what a person or group of people consider important in life" into the
technology design (Friedman et al., 2013, p. 2). These values often include "pri-
vacy, ownership and property, physical welfare, universal usability, informed
consent, autonomy and trust" (Boden et al., 2018, p. 84). VSD as a research and
design framework follows three steps: (1) conceptual investigations, (2) empiri-
cal investigations, and (3) technical investigations. In conceptual investigations,
stakeholder groups affected by the envisaged technical artifacts are identified,
and values expected to be important to them are conceptualized (Friedman
et al., 2013). In empirical investigations, social science methods are used to revise
and extend these findings with a focus on the opinions of direct and indirect
stakeholders, as well as the anticipated usage contexts of the technical artifacts
(Manders-Huits, 2011). During both conceptual and empirical investigations,
potential value conflicts may be identified (Friedman et al., 2013). Finally, in
technical investigations, design choices that support the identified and priori-
tized values are derived (Manders-Huits, 2011). Methods for the identification
of stakeholders, values and the design are outlined by Friedman et al. (2017)
and are based on hermeneutic understanding through observations, interviews
and scenario development. Repeated iterations, however, allow for reflexive
design, which anticipates change in the socio-technical system.
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3.2 R E S E A R C H A P P R O A C H

For the technology assessment in his decision framework, Tucker (2012, p. 69)
proposes the three steps of monitoring, technology (risk) assessment and gov-
ernance. In contrast to Tucker (2012), in this thesis, the term assessment is
used as the higher category, while monitoring, governance and design are sub-
categories. To decide if a certain technology is considered dual-use is already
the result of its assessment. All named steps involve the assessment of the
technology, its innovations, as well as the assessment of risks, the assessment of
governance approaches, as well as of design choices. Further, this thesis adds
the study of ICT design to the framework to account for its societal influence
(Grunwald, 2018, pp. 79–82). Therefore, the methods were selected according to
the steps (1) monitoring, (2) governance and (3) design (see Table 3.2).

Monitoring of dual-use diffusion contributes to the prospective knowledge,
finding indicators for the spillover of innovation between different sectors. This
is done using the methodological toolkit of knowledge economy (Acosta et al.,
2013, 2019) and foresight studies (Grunwald, 2011; Shibata et al., 2011). The
discourse on knowledge diffusion has considered mostly methods from biblio-
metric analysis to identify trends in research and development (Nazarko, 2017),
as well as patent analysis (Acosta et al., 2017). Both sources can be analyzed for
networks through citations, as well as, for their features or associated values
through content analysis. However, advances in machine learning have made
topic detection and explorative methods more accessible (Atefeh & Khreich,
2015). While at the same time, social media platforms have made new data
sources for network, hot topic and content analysis available. Therefore, this
thesis explores network analysis both on social media platforms (LinkedIn in
Chapter 8 and Twitter in Chapter 15), as well as patent analysis with regard to
AI diffusion (9).

Research on the governance of dual-use ICTs contributes to three knowledge
categories: hermeneutic and instrumental knowledge as well as to normative
orientation (see Table 3.1). As governance as a security practice is studies from
the perspective of CSS, dual-use is deconstructed as a political "tool" of securiti-
zation. Therefore, methods from discourse analysis and historical comparative
analysis are chosen to shed light on two divergent cases. In the first case, the
discourse on the regulation of LAWS uses a discourse analysis to identify the
value conflicts, which result in divergent regulative approaches and interpre-
tations of MHC (see Chapter 10). The case study on the dual-use regulation of
cryptography uses the 30-year history of legal regulation and its effects on the
accessibility of encryption (Chapter 11).

The research approach towards the design of dual-use ICTs contributes to the
system knowledge, as it helps to understand the functionality of the system and
its boundaries, as well as to the instrumental knowledge, as it helps to refine the
VSD approach for dual-use. The contributions are thus the three investigations
of the VSD framework, consisting of the (1) conceptual (Chapter 12), (2) em-
pirical (Chapter 13 and 14) and (3) technical investigations (Chapter 15). Thus,
the methodological approach is based on mixing qualitative and quantitative
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methods (Friedman et al., 2017). The identification of direct and indirect stake-
holders and use contexts was done with a systematic literature review as well
as interviews. The values and value conflicts the methods ranged from small-n
semi-structured interviews and a focus group to a large-n representative survey
and the large-n artifact evaluation. While the small-n surveys were analyzed
with interpretative methods and coding (Kuckartz, 2016), the large-n survey
was analyzed with descriptive and analytical statistics using multiple linear
regression.

Table 3.2: The research approach towards dual-use assessment in ICT

Monitoring Innovation
diffusion

Network and
content analysis

AI

Governance Discourse,
norms and
regulations

Discourse
analysis
longitudinal
comparative
study

LAWS
Cryptography

Design Technological ar-
tifacts and antic-
ipated use con-
texts

VSD OSINT in the
context of cyber-
security

Assessment Research
Object(s)

Method Technology

3.3 R E S E A R C H C O N T E X T

This dissertation comprises empirical and methodological studies, which have
been conducted in the three research projects KontiKat, Dual-Use and CYWARN.
Within the projects, I was able to interview experts and conduct empirical
studies, which provided the context for this research. In the following, the three
projects and their aims will be introduced:

The research project "Civic-Societal and Business Continuity through Socio-
Technical Networking in Disasters" (KontiKat)3 was funded by the Federal
Ministry of Education and Research (No. 13N14351) and carried out between
01/06/2017-31/12/2021. The project aimed at maintaining and restoring social
life after major damage events and disasters. To this end, empirical studies
were carried out to record the social networking of the population and of small
and medium-sized enterprises. The results help to promote self-organization,
assistance and emergency communication in crisis situations. I worked on the
project as a doctorate candidate between 2017-2021, focusing on the evaluation
of technology for self-help of citizens in crisis situations.

3www.kontikat.peasec.de

www.kontikat.peasec.de
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The research project "IT Research of Concern: Assessment of Dual-Use Risks in
Software Development" (Dual-Use) 4 was carried out between the 01/02/2019-
31/12/2021 and founded by the Forum for interdisciplinary research (FIF-
IANUS) at the Technical University of Darmstadt as a joint project of the disci-
plines of computer science (Prof. Reuter) and philosophy of technology (Prof.
Nordmann). The project investigated dual-use potentials in research and devel-
opment of ICT to prevent misuse. These approaches to dual-use assessment are
systematized in this project and their transferability from classical natural sci-
ences and engineering to computer science, with a special focus on the process
of software development. In working for the project during its entire duration, I,
together with my co-authors, conceptualized dual-use for ICT, and also worked
on the methods to monitor the diffusion of technologies between military and
civilian research and development.

The third research project "Analysis and communication of the situation picture
in cyberspace" (CYWARN)5 was funded by the Federal Ministry of Education
and Research (BMBF) and aims to support CERTs with new strategies and
technologies in analyzing and communicating cyber situations (No. 13N15407-
13N15410). During the funding period (01/10/2020–01/09/2023), a demonstra-
tor is being created that will enable automated collection of public and closed
data sources, as well as data mining with credibility analysis and information
prioritization. With a high degree of automation, the demonstrator empowers
teams to more efficiently identify, analyze, and communicate cyber threats. The
results are incorporated into recommended actions, awareness activities, situa-
tion reports and alerts, which are then used by teams to communicate with the
public, authorities or CRITIS operators. Acceptability and user-friendliness are
taken into account during development, as are ethical, legal and social frame-
works. In the long term, it is conceivable that the system will also be used by
other authorities and organizations with security tasks, or by companies that
operate their own CERT. I have been involved in this project since 2020 and
focus on the ethical, social and legal assessment of the demonstrator and its
related artifacts using the VSD approach.

3.4 M E T H O D S

To contribute to the discourse on dual-use in ICT, this dissertation consists of
two studies on the monitoring of innovation and work force diffusion in dual-
use industry sectors (Section 3.4.1). The governance of dual-use ICTs is studied
in two case studies concerning the regulation of LAWS and cryptography as
dual-use goods (Section 3.4.2). Lastly, the VSD framework has been used to con-
duct conceptual, empirical and technical investigation for the development of
an OSINT artifact for cybersecurity event detection (Section 3.4.3). The overview
of all cast studies and its methods can be found in Table 3.3.

4https://www.fif.tu-darmstadt.de/foerderung/foerderung_details_19201.en.jsp
5https://cywarn.peasec.de

https://www.fif.tu-darmstadt.de/foerderung/foerderung_details_19201.en.jsp
https://cywarn.peasec.de
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Table 3.3: Empirical Case Studies Overview

1 social media network
study

512 01/2009-
03/2019

8

2 patent network
analysis

2,438 01/01/2008-
01/06/2018

9

3 qualitative content
analysis

13 2014-2020 9

4 qualitative discourse
analysis

42 09/04/2018-
31/08/2018

10

5 longitudinal two-case
causal analysis

3 1990-2021 11

6 systematic literature
review

73 until 2021 12

7 semi-structured
interview

7 04/02/2021-
06/08/2021

12

8 focus-group 9 28/06/2021 12

9 semi-structured inter-
view

7 29/01/2019-
28/03/2019

13

10 document analysis 25 2014-2020 13

11 representative survey 1,093 09/2021 14

12 machine learning
evaluation

151,861 01/01/2019-
31/07/2020

15

No. Method N Time Period Chapter

3.4.1 Monitoring

In general, some papers conduct method triangulation, combining two methods
to achieve a combination of qualitative and quantitative insights or to gain in-
sight into different data bases for the same topic. Especially the methodological
approaches are combined with empirical studies.

To measure the dual-use nature of technologies, the flow of innovations between
industry sectors has been studied and operationalized in economics (Acosta
et al., 2017, 2019). In our papers, we operationalized dual-use following the
three definitions (Table 2.1 in Section 2.1.2). In Chapter 8, the spillover between
military and civilian industry sectors is operationalized following the SIPRI list
of arms producing companies (Fleurant et al., 2017) and using social network
analysis to study the churn rate of employees between different sectors using
LinkedIn profiles (N=513).

To study the diffusion of AI into the sector of arms production, as well as the
concept of Trustworthy AI (see Chapter 9), a triangulation was conducted. First,
in a patent network analysis the flow of mutual citations between AI and weapon
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patents is studied. For this, we used the European Patent Database, in which
we identified relevant patent citations (N=2,438) and their citation network.
Further, to add to the citation network, we studied academic dual-use papers in
dual-use AI research done by the Fraunhofer IOSB (N=13), to understand the
diffusion of the normative concept of Trustworthy AI.

3.4.2 Governance

The empirical studies combine data collection methods which helped to analyze
the perspective of the respective stakeholders, their discourses and values with
regard to the regulation of dual-use technologies. In Chapter 10, a discourse
analysis was conducted using the statements, working papers, governmental
documents and press releases (N=43) in the Convention on Certain Conven-
tional Weapons Group of Governmental Experts (CCW GGE) between April
and August 2018. The goal of this analysis was to develop a deep understand-
ing of the discourse, value conflicts and arguments regarding the assessment
of technologies, particularly the use of the concept of MHC of autonomous
weapons systems. The divergent understandings of human-LAWS interaction
are deconstructed by choosing the theoretical perspective of VSD as well as a
through the investigation of CCW-relevant socio-technological values and their
inter-relatedness.

A policy analysis to investigate the development and legal regulation of cryp-
tography as a dual-use good was conducted (Chapter 11) in the form of a
longitudinally two-case causal analysis (Gerring & Cojocaru, 2016) in three differ-
ent time periods between 1990 and 2021. For this, the history of the dual-use
regulation of cryptography by the U.S. government and the surveillance prac-
tices as a reaction to this policies by the NSA were analyzed. The policy process
approach puts its focal point on political processes and the involved stakehold-
ers, while the scope is on the broader meso-scale. In this context, it aims at
determining what processes, means, and policy instruments, e.g., regulations,
legislation, or subsidies, are used. Within this policy process, the role and influ-
ence of stakeholders was discussed (Hult, 2015). Against the background of our
selected policy field, the stakeholders were chosen based on an examination of
the dual-use export politics and their related practices as well as the policies of
the security agencies.

3.4.3 Design

In the CYWARN project, multiple studies on the technology assessment of
OSINT in cybersecurity were conducted which followed the VSD approach
by Friedman et al. (2013). In this three step approach, first conceptual data on
the stakeholders and threat scenarios were collected. This was done with a
systematic literature study on OSINT systems in cybersecurity (in Chapter 12).
The study was done to gain a systematic overview on the field of OSINT for
cybersecurity and how ELSI or dual-use issues are considered. The review fol-
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lowed the reproducible method by Vom Brocke et al. (2015). For the search,
the literature databases ACM Digital Library, IEEE-Xplore, Science Direct, and
Springer Link were used with the following search expression using Boolean
operators: ("cyber security" OR cybersecurity OR "information security" OR cyber-
crime) AND (OSINT OR SOCMINT OR WEBINT OR "open-source intelligence"
OR "social media intelligence" OR "web intelligence"). The search resulted in 1,419
preliminary results, of which after applying the exclusion criteria 73 remained
and were analysed with Excel. In the second step of VSD, empirical studies were
conducted, which survey the context in which the technology is used. Thus, a
focus group workshop (N=9) and additional interviews (N=7) helped to identify
relevant risk scenarios, as well as values and value conflicts of stakeholders.

Further, to include the perspective of the population, a representative survey was
conducted with the German population to receive insights into perceptions
on the use of OSINT for cybersecurity, and as a tool for incident monitoring
by authorities. The panel (N=1,093) was questioned in September 2021 by the
certified provider GapFish and was representative in terms of age, gender, edu-
cation, income, and state (represented by ISO 3166-2 codes). The questionnaire
was constructed as a result of two workshops with relevant stakeholders in
the CYWARN project (for more details, see Chapter 14.3). The questionnaire
consisted of 20 questions in total, from which their threat perception, their pri-
vacy behavior, their evaluation of statements regarding the prevalence, use, and
impact of OSINT, as well as OSINT activities by security agencies was surveyed.
The items were combined into five factors which were analyzed with regression
analysis, as well as with and without an interaction factor (awareness). For a
summary of the survey, see Table 3.4

Table 3.4: Representative Survey of Perceptions towards the Use of OSINT for
Cybersecurity

Panel GapFish

Inquiry September 2021

Sample Size 1,093

Population Germany

Representation with
regard to

age, gender, education, income, and state

Topics current and future threat situation and possi-
ble protective measures in cyberspace, preva-
lence, use, and impact of OSINT, as well as
OSINT activities by security agencies, citizens’
communication and information needs and
behaviors

Analysis Regression Model, Interactive Factor

As the third part of VSD, the technical investigations aim at the implementation
of a technology in a particular context (Friedman et al., 2013). Therefore, the
implications of design have been derived from the empirical studies and imple-



3 8 R E S E A R C H D E S I G N

mented in the system CySecAlert (see Chapter 15). From the state of technology
and the requirements in the Chapters 12, 13 and 14, the concept was developed,
implemented and evaluated regarding its ability to detect cyber threats in near
real time in Twitter for incident response teams. For the evaluation of the system,
350,061 English Tweets (151,861 Tweets excl. retweets) were gathered, published
by 170 Twitter accounts of leading cybersecurity experts in the time period
between 1st January 2019 and 31st July 2020.
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This chapter provides a summary of the papers’ research results, mapping them
on the dual-use and underlying security concepts. In the following subsections,
the results are structured following the concepts of dual-use as a diffraction
between civilian and military applications (Section 4.1), as possible parts of
weapon systems (Section 4.2), and as an ICT of concern (Section 4.3). In the
Section 4.4 the results are summarized.

4.1 M O N I T O R I N G P E R S P E C T I V E : M I L I TA R Y A N D C I V I L I A N A P P L I C A -
T I O N S

Dual-use technologies are based on research and innovations, which can be
applied to both civilian and military applications and systems. Therefore, un-
derstanding how innovations both from civilian and military R&D influence
each other, how innovation in one sector might spillover to another sector, is rel-
evant for the governance of these dual-use technologies. Further, Stowsky (2004)
argues that ICT has transformed both civilian and military systems in a way
which makes them much more exchangeable and commercial as well as civilian
off-the shelf solutions much more interesting for military systems. The shift
towards commercial R&D alone would create new security challenges (Stowsky,
2004). Therefore, it is necessary to investigate the spillover of innovation within
the recent past, as well as exploring the diffusion regarding individual case
studies.

The empirical results of the churn rates between defense and civilian job po-
sitions in LinkedIn of 513 persons showed that the fewer people changed the
industry, the less they changed job positions (see Chapter 8). Thus, spillovers
are less likely between defense and civilian sectors. This even indicates that
churn rates in the defense sector are much lower than in the civilian sector. In
the sample, a high rate of people only worked in the defense sector (50%, Group
D, see Figure 4.1), while the other half of the sample had a higher percentage of
positions in defense companies (group DC, equal and more than 50% of their
positions) and the other had a lower percentage (group C, less 50% of their
positions). Comparing our results of reluctant flow of defense innovation into
the civilian sector to the patent study of Acosta et al. (2017), the results are
similar: Germany has the second-highest rate of military registered patents (22%
of all patents) worldwide. At the same time, the civilian use of these patents
is rather low, with 16.8% of citations by other patents in civilian classifications
(Acosta et al., 2011).
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Figure 4.1: Frequency of ratio values v (Ntotal = 513, MDCandC = 0.49,
SDDCandC = 0.17)

After looking at the possible knowledge spillovers within LinkedIn, investigat-
ing a particular technology and its patent citation networks was interesting. AI
has been discussed from the ethical perspective (Floridi et al., 2018) and has
been identified as multi-purpose and adaptive which would make it diffuse
more easily (Zambetti et al., 2018), as well as relevant for the defense sector
and its research on automation (Taddeo et al., 2021). Thus, the European patent
citations regarding the spillover of AI innovations in the defense and armament
production was studied (see Chapter 9). In our data set of 2,438 patent citations,
524 patents are cited by AI patents and 1,890 patents are cited by weaponry
patents. The citations mostly stayed within the same CPC class, indicating no
diffusion (see Figure 16.2). Therefore, for knowledge transfers across the fields
of weapons and ammunition (F41, F42) and special computational systems
(G06N), there is no indication of such transfer-representative patent citation.
Among AI patents, however, 14.6% of the patents cited other G06N patents,
constituting the biggest group comparatively. Looking at weaponry patents,
citation links exist frequently to other weapons and ammunition technologies.
Considering responsible R&D as illustrated by the EU’s guideline Trustworthy
AI, no frequent and widespread knowledge transfer among civilian and defense
actors through their technologies can be observed. Consequently, we could not
find evidence supporting the hypothesis of emerging technologies such as AI
being applied primarily for civilian purposes and subsequently for military
purposes (S. Schmid et al., 2022; Verbruggen, 2019). The analysis of the patent
citation shows almost no diffusion between civilian and military companies,
and most AI patents are based on interactions between civilian entities, with
only one citation pair among defense companies. However, three patent pairs
with civilian actors that cite patents from defense companies and another 72
pairs of citing and cited weaponry patents are from companies that usually
produce for civilian markets (see Figure 16.2 in the Appendix). To sum up the
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citation network, the most active applicants rely on actors of the same type or
mostly on their own inventions. For example, Rheinmetall has cited 231 of its
own patents.

In the case of AI, the concept of Trustworthy AI has been coined by the EU
to promote value-driven AI research. But how does such a concept translate
into civilian and military contexts? In the second part of the study, 13 research
documents of the Fraunhofer IOSB were analyzed concerning the values which
correspond to the concept of Trustworthy AI. For military purposes, it was found
that robustness, accuracy, and information quality seem to be prevalent values.
However, this does not mean that these norms are entirely absent when it comes
to civilian AI application (see Table 4.1). The value of robustness is comparatively
more significant in the context of military (D11) applications (D10). Further,
accuracy has been found to be particularly important in the context of military
applications, including transparency on problems of inaccuracy (D12).

In alignment with this finding, the EU guideline stresses the importance of
robustness and accuracy, as they both relate safety and security. Military AI
applications may support standards of Trustworthy AI, paying special atten-
tion to robustness and accuracy (European Commission, 2019). This reflects
the potential to ensure security as proposed by the EU guideline (European
Commission, 2019), while also indicating the technology’s possible normative
ambiguity regarding general human and environmental well-being. Information
quality has also been found to be relatively more important for military (D1)
applications. Given the high stakes of a military operation, errors due to low
information quality may have a greater impact on people, e.g., by mistaking
civilian infrastructure for military bases or by falsely identifying civilians as
combatants (Wilcox, 2017).

At the same time, focusing on civilian projects, there is a comparatively stronger
interest in awareness. For example, SPARC, a project on autonomous driving in
urban traffic, relies heavily on orientation in the context of moving and directing
surrounding objects, opting for a "holistic representation" (D3), while at the
same time training data is focused on "eventful [. . . ] and [. . . ] unique situations"
(D13). Whether in terms of space, time, or speed, there is a strong reference to
environmental information. This is surprising, as situational awareness is not
only stressed by the EU (European Commission, 2019) but is mostly apparent
in military contexts.

Table 4.1: Frequency of word stems representing values in civilian and military
corpora

Focus on data 190 96

Focus on information 77 32

Focus on input 29 23

Values NMil
(Word Occurrences)

NCiv
(Word Occurrences)

Continued on next page
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Table 4.1: Frequency of word stems representing values in civilian and military
corpora (Continued)

Awareness: geography 21 0

Awareness: space 96 276

Awareness: time 65 231

Robustness 13 1

Accuracy 50 25

Obscurity 51 3

Information quality 16 11

Awareness: adaptivity 5 6

Awareness: object 38 107

Awareness: target 15 2

Awareness: movement 23 26

Explainability 7 76

Human centrism: Assis-
tance to humans

76 601

Health 0 2

Safety, security 32 29

Intelligence of systems 26 103

Modelling, reconstruc-
tion

133 178

Automation 56 97

Autonomy 16 16

Self-consciousness, rea-
soning

28 97

Behavior 5 72

Gestures 1 22

Values NMil
(Word Occurrences)

NCiv
(Word Occurrences)

Overall, civilian applications emphasize the relevance of explainability, which
is referred to as "retaining many of the advantages of variational trajectory
optimization methods, in particular expressiveness" (D11; own emphasis). This
highlights the ambivalence of explainability as a normative concept. While it
may be defined as the ability to explain, interpretability - namely the ability to
provide (grounds for) an interpretation - is often associated with the concept
of explainability, as it is also the case in the Trustworthy AI guide (European
Commission, 2019).



4 3

It should be noted that both security and safety were also qualitatively deduced
regarding military applications, indicating human-centric approaches albeit in
different terms. Human dignity, implying human-centric approaches, represents
one of the core values of Trustworthy AI (European Commission, 2019). Such
statements are more common in the context of civilian applications; as they
apply AI applications that focus on human reasoning, hand gestures, or the
human body.1 Military applications accordingly reflect less interest in a precise
analysis of the social or intimate environment. Yet, a strong focus on people’s
movements or behavior does not necessarily imply the implementation of a
human-centric AI in terms of human dignity or personal rights.

To summarize, diffusion of knowledge and innovation between the military
and civilian sectors happen less often with low churn rates of job changes
between the military and civilian sector, in general and with no diffusion in
the specific case of the European patent network of AI and weapon patents.
Further, companies mostly cited their own patents. Additionally, the use of
normative concepts for the development of AI showed dual-use specifications,
as human-centric values are more often seen in civilian research, while values
regarding safety have been more often addressed in military research. Therefore,
this can be a venture point for vision-assessment (Lösch et al., 2019), technology
governance (Tucker, 2012) and value-sensitive design research (Friedman et al.,
2013; Umbrello & Van de Poel, 2021).

4.2 G O V E R N A N C E P E R S P E C T I V E : W E A P O N S A N D N O N - W E A P O N S Y S -
T E M S

The governance of dual-use technologies is not able to "solve" the Collinridge
Dilemma, but is anticipating its ambivalence and its consequences (Liebert &
Schmidt, 2018), as well as societal values like freedom of research and security
(Rychnovská, 2016). Following Rychnovská (2016), this process also distributes
responsibility towards researchers, developers and companies, making them
actors of security. Therefore, dual-use governance can be analysed as a form of
security politics (Rychnovská, 2020). The multi-purpose nature and accessibility
of many ICTs makes the governance of them especially challenging. Therefore,
two case studies are particularity interesting: first, the discourse on the regula-
tion of Lethal Autonomous Weapons Systems (LAWS) (Chapter 10), and second
the regulatory history of cryptography export restrictions in the US (Chapter 11).
In order to link the normative requirements for the government of AWS, from 9
to 13 April 2018 and from 27 to 31 August 2018, 43 documents 2 from the 2018
Group of Governmental Experts on Lethal Autonomous Weapons Systems (LAWS)
(GGE on LAWS) were analyzed. This helped to understand the values associ-
ated with Meaningful Human Control, and how the human-computer interaction
is conceptualized, as well as how implications for design can be derived.

The discourse on autonomous weapons systems focuses on the question which
functions should not be fully autonomous, and which ones could be. The role

1The values associated with trustworthy AI data can be viewed in Table 16.1 Appendix 16.1.
2The list of the documents can be viewed in Table 16.4 in the Appendix 16.2.
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of the human is either "in the loop", "on the loop" or "outside of the loop"
of decision making. Thus, the code "autonomy" was found 168 times, often
with references to humans no longer being in the loop. Concerning the general
problem of defining and differentiating between autonomy and its various
degrees, one can notice a recurrent focus on autonomy as a function. Autonomy
was used 56 times to specifically refer to selecting and targeting as critical
functions. The International Committee of the Red Cross (ICRC) noted that
a "weapon system with autonomy in its critical functions" is one "that can
select (i.e. search for or detect, identify, track, select) and attack (i.e. use force
against, neutralize, damage or destroy) targets without human intervention"
(WP5-BR, ICRC). Here, detection or identification is seen as a synonym or
subcategory, respectively, for selecting. This statement implies the significance
of an autonomous identification of a target with respect to its actual, fixating
selection and it becomes clear that the identification of targets is another critical
function which is to be distinguished from the ultimate selection of a target.
Often, autonomy of a system meant automating processes, but references to
artificial intelligence and machine learning, indicating self-learning capabilities
and independence, were also prevalent (WP2-ES/FI).

The envisioned relationship between human operators and autonomous systems
was portrayed within a spectrum. Statements indicating hierarchical relation-
ships of humans and subordinated technology were found almost twice as
much as statements supporting the autonomy of technology (49% vs. 27%). At
the same time, "interaction", as a rather neutral or non-hierarchical position,
made out roughly a quarter (27%) of the respective human-LAWS interaction
statements. This indicates that perceiving humans to be superior to technology
is the dominant view within the CCW GGE forum. The values which were
associated with the use of AWS showed a strong economical perspective. The
codes "time", "predictability", and "reliability" appeared often (77, 74, and 70
codings). References coded as statements regarding "productivity" (n=64), "ac-
countability" (n=58), "explainability" (n=53), or "safety" (n=50) appeared at a
relatively high frequency, while CCW documents surprisingly referred to issues
of (human) "intervention" (n=21) or an accurate flow of information (n=14) only
at a relatively moderate rate. However, ethical questions were also present, with
"ethics" as a structuring discourse of MHC coded almost 400 times across CCW
documents. The frequency shows how ethical vocabulary serves as a dominant
frame for discussion. The relevance of ethics as a guiding discourse is also
illustrated considering respective sub-codes "hum_responsibility" (n=121) or
"HL_principles" (n=205), with the latter clarifying the close link between ethics
and law ("intern_law" n=349) (see Figure 4.2).
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Figure 4.2: Occurrences of socio-technological values with regard to the MHC
of LAWS.

As for the second case study on dual-use regulation, we investigated the reg-
ulation of cryptography as a dual-use good in the US between 1990 and 2021
(see Chapter 11). In the 1990s, the dual-use regulations were adapted to the
increasing access to cryptography as part of the commercial internet (see Table
11.4). This was acknowledged by changing the legislation from the United States
Munition List (USML) to the Commerce Control List (CCL), while also enforcing
the implementation of key escrow for symmetrical encryption. However, with
the rising use of encryption, the exceptions and key lengths accelerated until
2000. In the 2000s, the use of end-to-end encryption increased, which made the
key escrow approach impractical. The products for mass-marked communi-
cation have been excluded from the dual-use export restrictions, which were
still in place for other exports with market encryption at up to 64-bits follow-
ing a technical examination. However, the bureaucracy was further removed,
requiring only self-reports and many exceptions, or even supporting the use
of end-to-end encryption for military goods and information since 2016 (Eich-
ler, 2018). Today, the export of cryptography with key length of 128 bits or
more is considered dual-use. Within the U.S., the import, or domestic sales of
cryptography, however, have never been restricted.
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The surveillance policy in the 1990s (see Table 11.5), in alignment with the dual-
use policy, was developed to ensure a key escrow mechanism with the Clipper
Chip initiative. In the 2000s, mass communication services became popular, as
well as the first possibilities to implement end-to-end encryption for end-users.
To retrieve data, security agencies made a bilateral agreement between ICT
companies and exploited weak encryption standards or software vulnerabilities.
Consequently, intelligence organizations, like the NSA, profited from the export
restrictions in two ways: first, from the increased and global use of social media
platforms and other commercial services for mass communication which did not
use strong encryption. And second, from the data provided by these companies
to law enforcement agencies.

Besides the key length, other factors also impact the security of cryptographic
algorithms (Paterson, 2015). One such factor is the actual implementation of
the cryptographic algorithm. It might be implemented with vulnerabilities
compromising the algorithm otherwise mathematically proven to be a secure.
Another factor is the system itself, which is used for cryptographic operations
since it might be compromised. However, these organizational factors of security
can be created or unknowingly taken advantage of by companies which are
forced to implement access to their data by the government to prevent users
to "go dark" (Murphy, 2020). Many states, e.g., in the EU have evoked ideas of
legal state hacking, however, without paying enough attention to the safeguards
towards these methods (Koops & Kosta, 2018). In addition, there is a growing
industry which offers "surveillance as a service", in which law enforcement
agencies and secret services outsource the technological hacking capacities or to
exploit software vulnerabilities when needed, instead of building the capacity
themselves (Kirchgaessner et al., 2021). This makes the use of "surveillance as a
service" more flexible for organizations. However, the proliferation and use of
such services is difficult to safeguard, as the U.S. has put the NSO Group on a
trade blacklist because it has conducted "transnational repression [..] targeting
dissidents, journalists, and activists" (Clayton, 2021).

When looking at the regulation of LAWS, the distinction of the selection and
targeting as automated functions has shown to be difficult to separate from
other functions, such as identification of targets. The existing automation, e.g.
in air defense systems is putting operators in use of force-situations already
under pressure, as their capacity has been diminished (Bode & Watts, 2021,
p. 62). The gradual increase of automation further allows for the "creeping in"
of unwanted loss of human autonomy (Verbruggen, 2019). Here, the vision of
the human-computer or machine interaction relationship, however, provides an
entry point for a vision assessment for future research. While there is not yet
a regulation for LAWS, the proliferation of cryptography has been regulated
for decades. This impacts the access to technology and is especially relevant
when the technology is commercial successful and used by many people and
organizations. The spread of online mass communication has transformed the
relevance of encryption and has shown the limits of governance through export
control for non-proliferation.
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Figure 4.3: Main stakeholder groups of the prospective OSINT framework and
their interaction with OSINT artefacts. Source: own research.

4.3 D E S I G N P E R S P E C T I V E : I C T R E S E A R C H A N D D E V E L O P M E N T O F
C O N C E R N

Future-oriented TA has moved the assessment from the finished socio-technical
system towards the focus on the vision (Nordmann, 2010) and design of the same
(Lösch et al., 2019). Therefore, the TA of dual-use technologies should account for
the technology ambivalence and respective threat scenarios. The case of OSINT,
as a framework with multiple different technologies to gather, preprocess and
analyze public data, i.e. from social media platforms, is especially interesting.
OSINT touches on ethical, legal and social discourses on privacy, proportionality
and different security referent objects, such as health (A. Ioannou & Tussyadiah,
2021) and IT systems (Kassim et al., 2022). Kassim et al. (2022) have shown, that
the use of OSINT systems is on the rise for Computer Emergency Response
Teams (CERTs). Therefore, all three steps of the VSD framework for an OSINT
system for the CERT context are conducted. First, the conceptual studies provide
the relevant stakeholders.

For the development of Open Source Intelligence (OSINT) system for cybersecu-
rity, the first study captured the state of the art in a systematic study, identifying
the direct and indirect stakeholders, as well as possible value conflicts which
might arise between their conflicting interests (see Chapter 12). In the systematic
literature review (N=73), the intended scenarios of 74% of the systems were the
gathering of Cyber Threat Intelligence (CTI). The most common named user
groups of such systems, were law enforcement agencies (58 times). Founding
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Figure 4.4: Value conflicts and associated design issues identified in the empirical
material. Source: own research.

projects was mostly done by civilian institutions (38 times) and military orga-
nizations in 11 instances. The technological features mainly aimed to gather
public data (in 44 publications), and aimed to detect new cyber threats (in 36
publications). While the classification or filtering was also relevant in 26 publi-
cations, visualization of the information was not common in the systems (in 15
publications). Interestingly, the most common sources for data gathering was
Twitter (20 times), followed by cybersecurity blogs, forums and websites. Com-
bining different data sources was rare (only 15 instances), as well as gathering
data from vulnerability databases (5 times), and software vendor websites (2
times). Only 11 publications made assessments of ethical, social or legal im-
pacts, focusing mostly on risk assessment and mitigation systems, which aim
to profile individuals rather than CTI. In the second part of the mixed-method
study, interviews (N=9) and a focus group (N=7) workshop helped to identify
possible value conflicts which might lead to conflicting requirements for the
system. Here, the most important values identified were accuracy, security, and
efficiency (see Table 12.3). Further, the role of human-AI expertise was elabo-
rated. Especially, for the gathering, pre-processing and credibility, criticality and
relevance analysis, the ML-expertise should be complementary to increase the
effectiveness of CERTs (see Figure 12.7).

To understand the future use context in CERTs, an interview (N=15) and docu-
ment study (N=25) was conducted which focused on the federal organizational
structure of CERTs in Germany, as well as their needs, collaborative practices,
and requirements (see Chapter 13). The organizational structure is driven by
federal characteristics, directives and laws, while the states have different struc-
tures for their CERTs either as part of the ministry or as part of an IT service
provider. Thus, the resources, and daily routines, as well as regulations for
the CERTs differ. Therefore, any system would need to be modular enough, to
be able to be customized. The technology used for collaboration, mainly for
sharing information in chats, could be improved by automation, as well as a
support for the increasing demand to monitor different sources for cybersecurity
threats. In addition, privacy-preserving cross-platform monitoring and incident
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analysis was identified as an area for improvement. However, collaboration
has been mostly bilateral between CERTs, based on personal connections due
to the asymmetries of resources and lack of liabilities for inter-organizational
exchange. Thus, the (semi)automation of monitoring and customized cyber
threat information sharing are seen as desirable.

Another stakeholder for an OSINT system using publicly available data are
non-expert citizens, which have privacy concerns as well as threat perceptions,
which are associated with the acceptance of surveillance and monitoring of
technology for security (SOSTs) (see Chapter 14). Thus, a representative survey
(N=1,093), in which non-expert citizens were asked about their acceptance of
OSINT systems, their perceived need for open source surveillance, as well as
their privacy behavior and concerns was conducted. The survey tested if the
awareness of OSINT is an interactive factor that changes the dynamic of privacy
behavior, privacy concerns, perceived need for OSINT and threat perception
and the acceptance of OSINT. The results indicate, that cyber threat perception
and the perceived need for OSINT are positively related to acceptance, while
privacy concerns are negatively related. The awareness of OSINT, however, has
only shown effects on people with higher privacy concerns. Here, particularly
high OSINT awareness and limited privacy concerns were associated with
higher OSINT acceptance. Based on the results, approaches for individual steps
of OSINT can be selected and combined to adhere to data minimization and
anonymization as well as to leverage improvements in privacy-preserving
computation and machine learning innovations.

Based on the requirements for OSINT for CTI, a system was developed which
applies a supervised classifier, based on active learning, that detects tweets
containing relevant information (see Chapter 15). The approach reduces the
number of accounts and tweets that are needed for the classifier training using
uncertainty sampling, thus making the tool easily and rapidly adaptable to the
specific context while also supporting data minimization for OSINT. Relevant
tweets are clustered by a greedy stream clustering algorithm in order to identify
significant events (see Figure 4.5). The proposed system is able to work in near
real-time within the required 15-minute time frame and detects up to 93.8% of
relevant events with a false alert rate of 14.81%.

Summing up, four studies were conducted as part of a VSD approach to identify
(1) direct and indirect stakeholders and use contexts, (2) central values and
value conflicts which are relevant for the implementation of a system, as well
as (3) one cycle of technical investigation. However, as noted by Winkler and
Spiekermann (2021), the iterative approach works best with multiple cycles of in-
vestigations. Dual-use issues were accounted for in all three investigations, since
the systematic literature review took account of ethical and social implications
as well as application area and civilian and military funding. The interviews and
focus group also highlighted both the need for automation and cross-platform
collaboration as well as privacy-preserving and data-minimizing approaches,
which are further developed in the project CYWARN. The CySecAlert system
already helped to support the use of expert networks for event detection in
cybersecurity, rather than gathering all available data.
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Figure 4.5: Architecture of proposed Information and Communication Technol-
ogy (ICT) illustrating the information flow for [T]weets, [L]abels and [E]vents.
The ICT is divided into Tweet Retrieval (A), Relevance Classifier Training (B)
and Real-Time Event Detection (C).

4.4 S U M M A R Y O F R E S U LT S

The results of the eight studies provide methodological and empirical insights
for the assessment of dual-use ICTs. First, the methodology for the monitoring
of the diffusion of innovation between military and civilian was studied, using
both the social media analytics (Stieglitz, Mirbabaie, Ross, & Neuberger, 2018)
as well as patent analysis (Acosta et al., 2017). The results show, that innovation
diffusion between civilian and military research in general and in the case
of AI either happens at a low rate, which at least is not yet visible in patent
citations, and when, it occurs first within organisations (as they are mostly
citing themselves). However, looking at different values attributes to AI R&D
projects, military projects focus more on safety, while civilian projects are more
human-centric.

Second, the governance of two different cases of dual-use technologies was
studied, shedding light on the consequences and conflicts of the governance
of dual-use technologies with a multi-use and commercial relevance. For the
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case of LAWS, this was done using discourse and document analysis, utilizing
position papers and statements to identify the positions and visions for MHC.
There are different visions towards the human-machine hierarchy, as well as
obstacles towards the particular automated functions of weapon systems which
should be regulated. As for the dual-use regulation of cryptography, the case
study has shown that the increasing use of encryption in mass communication
shifted the regulation towards an nontransparent politics of exceptions, making
communication platforms surveillance intermediaries.

Third, the design of a dual-use relevant OSINT system was approached using
VSD. First, for the conceptual investigation using a systematic literature review
the the use cases, stakeholders, technological features as well as ethical, social
and legal impact and funding organizations were identified and discussed.
The empirical investigations in the form of interviews, a focus group and a
representative study, helped to identify central values, value conflicts for the use
context of OSINT in public CERTs in the German federal system. The design
requirements were derived, the CySecAlert system developed and evaluated.
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5
D I S C U S S I O N

The discussion is organized as follows: In Section 5.1, approaches for the moni-
toring of dual-use ICTs are discussed, while Section 5.2 reflects the results of
dual-use governance ICTs. Furthermore, Section 5.3 considers dual-use and
its implications for design, followed by the discussion of the main research
question (Section 5.4), the limitations of this thesis and avenues for future work
(Section 5.5).

5.1 M O N I T O R I N G O F D U A L - U S E I C T S

The first research questions RQ1: What are suitable methods to monitor the
diffusion of dual-use ICT innovations? is answered in the Chapters 8 and 9.
In the case studies, dual-use ICTs are analysed and methods for the diffusion
of innovation are applied. Oltmann (2015, p. 388) has identified the lack of
non-life science research on dual-use, as such cases in computer science research
might be overlooked. Thus, to monitor dual-use ICTs, there needs to be an
understanding of dual-use in the research and development processes of ICT.
This has been done on the basis of underlying security concepts in Chapter
2.1.2. By monitoring the emergence of possible dual-use ICTs, innovations in
the scientific and industrial community could be assessed regularly. For the
innovations in the life sciences, this is already institutionalized by bodies like the
NSABB and the German Joint Committee on the Handling of Security-Relevant
Research. Both have also addressed some dual-use ICTs, like in the case of
governance of cyberweapons (Lin, 2016), AI for deep fakes, and autonomous
systems (Diekmann et al., 2020).

Scientists and experts are a valuable source to monitor the diffusion of innova-
tions between different scientific or industrial sectors. Their output, in the form
of publications, patents, or as social media content, can be analysed as a barome-
ter for innovation spillovers (see Chapter 8) and diffusion (see Chapter 9). In the
field of knowledge economy, these networks have been utilized as a measure for
the production of revenue due to dual-use products (Acosta et al., 2011, 2017).
Such citation networks have great potential for monitoring innovation diffusion
of dual-use technologies, as they indicate trends and central actors or networks
for innovation (Acosta et al., 2017). In their study on the cross-sector knowledge
diffusion in the case of drones, Meunier and Bellais (2019, p. 12) conclude that
diffusion is limited as "[m]any sectors appear to function in silos." Their con-
clusion matches the results on the career churn rate on LinkedIn and on the
citation networks in the European Patent Network on AI of this dissertation.
While drones consist on many different software and hardware components, or-
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ganisational similarities of sectors are most important for diffusion to take place:
"As the structural analysis of patents demonstrates, architectural knowledge
can predominate over component knowledge in innovation choices" (Meunier
& Bellais, 2019, p. 12).

The data which is retrieved by the discussed methods can be used to support
the assessment of emerging dual-use technologies in the following ways (see
Table 5.1): Since the number of publications doubles every 17.3 years (Bornmann
et al., 2021), keeping track of the scientific landscape has helped bibliometric and
machine learning approaches. Here, trends and hot topics can be detected (Allan,
2012), as well as the networks in which dual-use diffusion takes place. However,
as a source of research, patents and publications differ, e.g., in their technical
features and their use by the publisher.6 Additionally, the diffusion of innovation
can also be analysed in discourse and content analysis, understanding the
particular values, requirements and use cases of military contexts or weapon
systems, as it was done in Chapter 9. In the case of AI, underlying values
which were associated with the technology development showed a different
profile than the values which were associated with civilian AI innovations.
Therefore, the combination of certain values, visions of socio-technical futures
(Grin, Grunwald, et al., 2000; Lösch, 2017) and requirements for an innovation
could be used for dual-use monitoring (Lösch et al., 2019).

Table 5.1: Methods for Dual-use Monitoring

Scientific
publications

Patent,
authors and
citation net-
works

Bibliographic,
trend and
network analy-
sis

Shibata et al. (2011)

Patents Citation net-
works, owner,
features

Network
analysis, quali-
tative analysis

Acosta et al. (2011,
2013, 2017), Meunier
and Bellais (2019), and
S. Schmid et al. (2022)

Social media
and blogs

Text and im-
ages

Network and
content analy-
sis

Riebe, Schmid, and
Reuter (2021)

Source Data Method Approaches
(selection)

5.2 G O V E R N A N C E O F D U A L - U S E I C T S

The second research question inquires the ambivalence within governments’
policies on dual-use by asking RQ2: How are dual-use technologies governed
in light of trade-offs for different concepts of security? While regulation for
LAWS does not exist yet, the proliferation of cryptography has been regulated
for decades (Vella, 2017) (see Table 5.2). This impacts the access to technology

6On the differences between patent and bibliometric analysis see Belderbos and Mohnen (2013).
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when it becomes more relevant for online mass communication. In the case of
cryptography as a dual-use good, the discourse has shown the limits of the use
of export controls as the spread of online mass communication has transformed
the relevance of the technology for civil society and businesses. The trade of
cryptographic products has been regulated as a dual-use technology in the
Wassenaar Arrangement (Wassenaar Arrangement Secretariat, 2021) and in the
export restrictions of the 40 member countries, and many more worldwide
(Vella, 2017). The dual-use regulation of cryptography in the US (see Chapter 11)
highlights how control of proliferation is securitized and a powerful regulative
tool, with effects on many commercial areas and the security of end-users.

The limits of dual-use as an governmental concept for R&D in neuroscience
and brain research has been criticized by Mahfoud et al. (2018). They point
out that some innovations emerging from the field may be of high importance
for the military, e.g., noninvasive brain-computer interfaces (BCIs) in the area
of human enhancement, which also yield medical advances for neurological
diseases such as dementia. Regarding the dual-use concept, the authors criticize:
"Current treaties and regulatory frameworks that focus on export controls are
not designed to deal with the complex and far-reaching consequences that future
brain research will have at the intersection of technological advance, or with the
broad arenas where government and nongovernment actors seek to advance
their interests" (Mahfoud et al., 2018, p. 78). Instead, the notion of "responsibility"
by the self-regulation of "industry, universities, and philanthropic organizations,
especially in relation to artificial intelligence, machine learning, and autonomous
intelligent systems" is suggested. This argument has been central to the creation
of the DURC concept, which has led to a system of self-commitment, soft norms
and awareness raining (Tucker, 2012). Thus, the idea of RRI has been supported
to strengthen self-governance in R&D (Owen et al., 2012; Rychnovská, 2016;
Von Schomberg, 2011).

This demands, however, stronger self-regulation in form of institutional over-
sight mechanisms. These mechanisms in turn require additional work from
researchers, developers and their organizations, even reshaping institutions
and the ways in which science is organized (Evans, 2014). Rychnovská (2020,
p. 174) calls this development the "responsibilization of researchers", making
them agents of security. This might even apply to all researchers, as the "unpre-
dictability of research and innovation development and the broadening threat
scenarios, [...] it becomes impossible to draw a clear line between secure and
insecure research" (Rychnovská, 2020, p. 122).

When looking at the discourse to regulate LAWS, no agreement can be seen
so far (Barbé & Badell, 2020). The vision of the human-computer or machine
interaction and relationship, however, provides an entry point for a vision as-
sessment for future research. In their interviews with engineers in the civilian
sector of Autonomous Vehicles (AVs), Schwartz et al. (2022) analysed the aware-
ness for dual-use issues within the industrial sector and found out that there is
awareness, but a lack of discourse and procedures to discuss the matter among
the developers. As the automation of functions is increasing, and diminishing
the capacity of the human operators (Bode & Watts, 2021), the engagement
with the industry to provide knowledge, enable standards and norms is crucial



5 6 D I S C U S S I O N

(Verbruggen, 2019). Furthermore, this exchange could help to shed light on the
value conflicts of military-planning and design ethics (Umbrello, 2021).

Tucker (2012, p. 74) has identified five factors which influence the governability
of technologies, i.e., the embodiment, maturity, convergence, rate of advance,
and international diffusion. However, as the case of cryptography has shown,
the diffusion and its relevance might change due to the emergence of technology,
such as the emergence of mass online communication and the implementation
of end-to-end encryption has shown. However, the two investigated cases share
the following characteristics: they certainly have a strategic importance, either
in the protection of sensitive information or in the battlefield, while their basic
research has a relevance for a wide range of civilian researchers, developers, and
users. Therefore, the spectrum of governance measures need to focus on forms
of "participatory-governance", based on education, self-commitment and indus-
trial norms which emerge from the discourse between civil society, research and
industrial sectors contributing knowledge and defining norms (Tucker, 2012;
Verbruggen, 2019). Non-governmental organizations and approaches to citizens
science need to be included in the research and development process (Eames &
Egmose, 2011).

Table 5.2: Governance of Dual-use ICTs

LAWS 10 Self-commitments and
declarations

Cryptography 11 Export controls

Technology Chapter Type of regulation

5.3 D E S I G N O F D U A L - U S E I C T S

The third research question inquires the implications for design and the values
associated with use cases of cybersecurity, by asking RQ3: How can VSD
support the assessment of dual-use ICT to prevent the harmful use? The
TA discourse (Liebert & Schmidt, 2018) has emphasized that the ambivalence
of technology cannot be dissolved. Instead, Liebert and Schmidt (2018, p. 53)
proposes to include such an ambivalence to the method of TA to incorporate the
assessment of different kinds of ambiguities to enable a reflective technology
design: First, the technical and scientific causalities, followed by the effects
in societies and its dynamics are to be evaluated. In the field of HCI, in the
participatory turn, design and participation of users and stakeholder groups
has been developed to account for the societal relevance of technology and
its potential to change socio-technical systems (Manders-Huits, 2011; Stevens
et al., 2018). For the assessment of dual-use, the methodology and theory of
VSD (Friedman et al., 2006) is a valuable approach because it does not only
allow for the analysis of functional values like usability, but it further allows
to include ethical and higher values in an iterative and inclusive deliberation
within the design process (Van Der Hoven & Manders-Huits, 2020). To do so,
conceptual, empirical and technical investigations are proposed, which have
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been outlined in detail in Chapter 12.2.2. These three steps have been conducted
in this thesis with regard to OSINT in the context of cybersecurity (see Table 5.3).
In the conceptual investigations, direct and indirect stakeholders and ethical
scenarios have been identified (see Chapter 12). Empirical investigations helped
to further anticipate the future use context of an possible OSINT system for
cybersecurity event detection and warning infrastructure (see Chapter 13 for the
collaboration among CERTs and Chapter 14 for the perspective of the citizens).

As the VSD chapters of this thesis contributed more than the dual-use risk
assessment, they also show that dual-use issues can be integrated of the re-
search and design approach: In all of the investigative steps, the question of
harmful consequences and unintended use was discussed, and even raised
by the researchers and designers in the focus group workshop (Chapter 12.4).
The systematic literature study showed that ELSI has only been discussed in
11 of the 73 relevant papers which designed OSINT systems for cybersecurity.
To complement existing research, Chapter 12.4.2 details the identified value
conflicts and the ambivalence of the possible design choices, offering venture
points for approaches which are developed to optimize conflicting requirements,
e.g., conflicts with regard to privacy, transparency or accuracy of such an OSINT
system. Dual-use assessment categories can be integrated into the conceptual
and empirical investigations, helping to develop dual-use scenarios, use cases
and threat models (Friedman et al., 2017). Higher-level values, like freedom
from harm and human security (Kaldor, 2011) can be translated into norms and
requirements (Umbrello & Van de Poel, 2021; Van de Poel, 2013). Similar to the
approach on OSINT, Umbrello and Van de Poel (2021, p. 291) have shown how
to map values from the AI4People initiative (Floridi et al., 2018) on the VSD
process and develop the respective norms and requirements. The identification
of values and value conflicts helps to reflect on the ambivalent design choices
within the research and development team.

The use context in the case of OSINT for cybersecurity by public CERTs adds
another layer of legal and organizational requirements (Liegl et al., 2016), be-
cause the direct stakeholders are part of the public administration (see Chapter
13). CERT members agreed, that they would benefit from the semi-automation
of cyber threat intelligence, but also need to comply with the norms and rules
of public administration. Further, as indirect stakeholders and social media
users, the representative study (Chapter 14) added factors which are associated
with the acceptance of social media surveillance for cybersecurity, such as high
awareness and low privacy concerns. The results seem to indicate the need for
an engagement in a public dialog to inform both the design and governance
decisions (Grunwald, 2018, p. 89).

As a result of the context and stakeholder value analysis, a system was de-
veloped which applies a supervised classifier, based on active learning, that
detects tweets containing relevant information (see Chapter 15). The approach
reduces the number of accounts and tweets that are needed for the classifier
training using uncertainty sampling, thus making the tool rapidly adaptable to
the specific context while also supporting data minimization for OSINT. In the
design, relevant tweets are clustered by a greedy stream clustering algorithm in
order to identify significant events which could be used to inform the CERTs
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on a new threat. The proposed system is able to work in near real-time within
the required 15-min Twitter time frame and detects up to 93.8% of relevant
events with a false alert rate of 14.81%. Therefore, using expert networks, the
systems combines the requirement to use social media data within its context of
publication (Nissenbaum, 2018), data-minimization (Koops et al., 2013) as well
as near-real time performance.

Table 5.3: Implications for Design and Development

Conceptual In-
vestigation

12 Dual-use risks have been identified:
Value conflicts emerge with regard to use-case,
privacy, transparency and accuracy

Empirical
Investigation

13 Transparency and awareness for OSINT
CERTs would benefit from inoperable and
modular architectures for which would reduce
costs for cyber situational awareness by OSINT,
privacy-preserving cross-platform monitoring
of incident data and events

Empirical
Investigation

14 High threat perception and the
perceived need for OSINT and
high awareness of OSINT in combination
with low privacy concerns also associated with
the acceptance of OSINT for cybersecurity

Technical Inves-
tigation

15 Data minimization by account-based architec-
ture, uncertainty sampling enables rapid train-
ing of ML algorithm and near real-time event
detection

VSD Iteration Chapter Implications

5.4 T O WA R D S D U A L - U S E A S S E S S M E N T O F I C T S

The main research question asks: How can dual-use risks of ICT be assessed
for monitoring, governance as well as design? In short, the assessment of dual-
use ICTs comprises of a combination of three steps. For this the contributions (C)
of the dissertation are summarized in the following paragraphs and in Table 5.4.
First, knowledge on the diffusion of innovations between military and civilian
use contexts is crucial to identify the need for forms of governance. Further,
an understanding of possible part of weapon system is crucial to monitor on a
regular basis. The continuous development of autonomy and the automation of
dull and dangerous military tasks lead to the "creeping in" of AI into weapon
systems. As Verbruggen (2019, p. 341) argues, there "will be no water-shed
moment when systems unambiguously definable as LAWS will suddenly be
deployed". Therefore, continuous monitoring using social network (C1) and
patent analysis (C2), as well as values and visions has shown to be a contribution
(C3).
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Second, technologies and goods which have a high commercial relevance, and
can be accessed by a large spectrum of actors, such as citizens, researchers and
organizations, make the control of proliferation, use and adaption difficult. The
thesis contributed to the discourse of regulating LAWS by identifying values and
value conflicts between human-centered values and economic and performance
oriented values, while also shedding light into the spectrum of hierarchical
relationships in human-machine interactions (C4). Further, the changes in dual-
use regulation of cryptography in the US and the surveillance practices has
shown how mass communication and end-to-end encryption have challenged
the regulation (C5), while also supported the role of surveillance intermediaries
(C6).

Third, the design of dual-use technology can utilize the dual-use definitions,
the referent objects and threat scenarios for the development of assessment cate-
gories, as it was done in the VSD case studies regarding OSINT for cybersecurity
(C7). Thus, the thesis identified the relevant direct and indirect stakeholders, as
well as values and value conflicts of relevant technologies and use contexts (C8).
Further, based on the value-informed design decisions, the CySecAlert artifact
was developed and evaluated as part of the technical investigations of VSD
(C9). The deliberation of value-conflicts can furthermore be important as docu-
mentation, as transparency-enabling measure and public information for ICT
development with societal relevance (Leal et al., 2021). All in all, the dual-use
assessment of ICT should make use of the mulit-use nature and accessibility of
ICT artifacts and systems, as well as take contributions of participatory design
research in HCI as a venture point for participatory dual-use assessment and
design.

Table 5.4: Contributions

Monitoring

• C1: monitoring approach for expert networks (in
Twitter und LinkedIn)

• C2: dual-use monitoring approach for AI innova-
tions using patent citation network

• C3: monitoring of values which are associated
with either military or civilian application

Aspect Contributions (C) and Description

Continued on next page
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Table 5.4: Contributions (Continued)

Governance

• C4: identification of values, value conflicts and
visions of human-machine interaction and hierar-
chy for the regulation of LAWS and MHC

• C5: identification and analysis of the effects of
dual-use export governance and surveillance prac-
tices in the US

• C6: identification of the role of communication
intermediaries as stakeholders in dual-use gover-
nance of cryptography

Design

• C7: utilization of the VSD approach to include
dual-use assessment categories in the conceptual
and empirical investigations regarding OSINT for
cybersecurity

• C8: empirical investigations regarding the use con-
texts, values and value conflicts of OSINT for cy-
bersecurity in public CERTs

• C9: the development and evaluation of the artifact
CySecAlert

Aspect Contributions (C) and Description

5.5 L I M I TAT I O N S A N D F U T U R E W O R K

There are some limitations to this thesis: First, assessment of risks can only go
so far, as to take into account the known unknowns, while there will always
be consequences which cannot be known (unknown unknowns) (Beck, 2004).
Therefore, the unknowns will grow in the same way the knowledge on technol-
ogy increases. Further, the dynamics of technoscience make the issue even more
pressing, as the dichotomy between basic and applied research is vanishing
(Liebert & Schmidt, 2010). Thus, more case studies on dual-use ICTs needs to
be conducted, especially as some of the technologies studied in this work are
emerging and will be developed further and on more contexts, for example, in
the application fields for AI, such as decision support systems (P. Hayes & Kelly,
2018; Zweig et al., 2018), big and social data analytics (R. Bernard et al., 2018)
and in life science research and simulation (Urbina et al., 2022). Additionally,
highly active fields are autonomous systems and robotics (Winfield & Jirotka,
2018), which have many applications, from medical care (Misselhorn, 2020),
and in military systems (Umbrello, 2021). New methods in machine learning
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can further help to improve expert network analysis, e.g., as in the cases of
bibliometric or patent analysis, as well as social media analytics (D. R. Hayes
& Cappa, 2018). Never the less, these approaches need carefully assessment to
avoid illegitimate surveillance (A. Ioannou & Tussyadiah, 2021).

The societal assessment and values to use and regulate a certain dual-use ICTs
can change, as the technologies themselves are further developed and applied to
new contexts. Therefore, dual-use TA needs to be conducted to assess the visions
of technology design (Grin, Grunwald, et al., 2000; Lösch, 2017). Especially,
when combining different dual-use technologies, the risks might evolve, e.g.,
as in the case of AI and automated drug discovery (Urbina et al., 2022). The
dynamics in both fields lead to a complex challenge for the assessment, which is
why authors in such disciplines recommend raising awareness among scientists
through relevant conferences, institutional review boards, and funding bodies
(Urbina et al., 2022, pp. 2–3).

Further, assessment of dual-use is not enough to mitigate risks. A responsible
culture has to be supported with teaching and educational materials, which sup-
ports the individual and organization responsibility (Evans, 2014; Nordmann
& Vida, 2022). Further, TA aims to provide input into the public discourse on
security-relevant technologies. This needs a communication and translation of
scientific research for the public. The participation of citizens in forms of partici-
patory design is an important research contribution not only for the technology
development, but also for education and democratic opinion-building.
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C O N C L U S I O N

The scientific discourse on dual-use has been driven by efforts for non-proliferation
of nuclear, biological and chemical weapons, as well as by ethical and security
concerns regarding threats by terrorism since 9/11, in which everyday items
have been used as weapons or to used to harm people. The latter discourse was
mostly held in the field of the life sciences, because their research and develop-
ment offers many technologies which which have become more accessible. For
a few years, science oversight boards have issued dual-use risks by research
and development of ICTs, regarding autonomous systems, AI, big data, and as-
sistant systems. However, ICT dual-use risks need more systematic assessment.
Although ICT artifacts can be assessed with approaches from the life sciences,
some dimensions of dual-use risks are not captured, e.g., military or national
security interests in autonomous systems or surveillance-oriented security poli-
cies. Thus, this thesis uses CSS to deconstruct the security concepts of the three
dual-use concepts (military and civilian use, part of a weapon system, and
beneficial or harmful use) and derives the threat scenarios and indicators. To
develop an approach of the TA of ICT cases, this thesis combines constructivist
approaches from CSS and HCI to assess the monitoring, governance and design
of dual-use ICTs.

The results of the case studies (Chapter 8-15) contribute to the assessment of
dual-use regarding ICT artifacts and research in three ways. First, as ICT is
versatile and ubiquitous, it is assumed that the diffusion of innovation might
happen easily between civilian and military sectors. Thus, Chapters 8 and 9
investigate the spillover of knowledge in general in the first and the diffusion of
AI innovation in particular in the second. Both studies conclude that innovation
diffusion between the civilian and military-industrial sectors in general and
in particular only occur in a very limited way, and that is more likely within a
company or organization. The following part of the thesis investigates the prolif-
eration and governability of two cases of dual-use technologies: LAWS (Chapter
10) and cryptography (Chapter 11). The results show how the versatility and
universal use affect the governance on proliferation. In both cases, the role of
companies either as producer of autonomous systems, or as surveillance inter-
mediaries needs to be more accounted for regarding governance approaches.
To assess the design of dual-use ICT, OSINT in the context of cybersecurity is
investigated using VSD. The four studies conduct conceptual, empirical and
technical investigations. First, the state of the technology and research as well
as the direct and indirect stakeholders are identified (Chapter 12). Further, the
value conflicts from the perspective of the stakeholders, such as the CERTs
(Chapter 13), and the citizens (Chapter 14) are identified. Further, implications
for the design are derived, which have been used in the development of the
CySecAlert system for cybersecurity event detection (Chapter 15).
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The thesis contributes to the dual-use technology assessment of ICT in the areas
of diffusion and monitoring in the case of AI, a reflection of governability and
proliferation regulation of acict as dual-use goods in the cases of LAWS and
cryptography, as well as the design of OSINT for cybersecurity, by analyzing
the values and value conflicts. However, this work has limitations and offers
many venture points for future work, such as more case studies on dual-use
relevant ICTs, e.g., at the intersection to the life sciences and health care. In
addition, due to the advances in each technology, the results of the assessment
from stakeholders will change, as well as the public perception of a technol-
ogy. Therefore, TA approaches like vision assessment and participatory design
should be applied and developed further for the assessment dual-use ICTs.
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M E A S U R I N G S P I L L O V E R E F F E C T S F R O M D E F E N S E T O
C I V I L I A N S E C T O R S : A Q U A N T I T A T I V E A P P R O A C H U S -
I N G L I N K E D I N

A B S T R A C T Spillover effects describe the process of a company benefiting
from the R&D activities of another one and thereby gaining an economic advan-
tage. One prominent approach for measuring spillover effects is based on the
analysis of patent citation networks. Taking social media analytics and knowl-
edge economics into account, this paper presents a complementary approach
to quantify spillover effects from defense to civilian research and development,
analyzing 513 employment biographies from the social network LinkedIn. Us-
ing descriptive network analysis, we investigate the emigration of personnel of
the German defense industry to other civilian producers. Thereby, our study
reveals that in the last decade, employees of defense suppliers have changed
positions significantly less often, with 3.24 changes on average than profession-
als who have worked more than 50% of their jobs in the civilian sector, having
changed 4.61 times on average. Our work illustrates the churn behavior and
how spillover effects between defense and civilian sectors can be measured
using social career networks such as LinkedIn.

O R I G I N A L P U B L I C AT I O N Riebe, T., Schmid, S., & Reuter, C. (2021). Measur-
ing Spillover Effects from Defense to Civilian Sectors –A Quantitative Approach
Using LinkedIn. Defence and Peace Economis, 32(7), 773–785. https://doi.org/10
.1080/10242694.2020.1755787

8.1 I N T R O D U C T I O N

Progress in science and technology influences the dynamics of peace and secu-
rity (Reuter, 2020). Among other scientific and technical disciplines (physics,
biology, chemistry) many areas of computer science (e.g., artificial intelligence)
are currently of rising importance (Reuter, 2019) due to the disciplines’ involve-
ments into the research and development of dual-use technologies. Dual-use
technologies have an impact on the assessment of international and national
security, as do their spillover effects (Acosta et al., 2011, 2017). The measurement
of technological and innovation spillover is relevant for the effective regulative
control of certain high-risk industries. Dual-use, in more general terms, is on
the one hand all items that can either be used in a beneficial or harmful way
or have civilian or military applications (Oltmann, 2015). our research is moti-
vated by industrial spillovers, focusing on German companies most active in
conventional arms sales.

https://doi.org/10.1080/10242694.2020.1755787
https://doi.org/10.1080/10242694.2020.1755787
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Public funds for research and development (R&D) in the defense sector are often
argued to lead to a backflow of know-how in the form of spillover effects in the
civilian sector (Acosta et al., 2017; Brzoska, 2006). Other scholars have assumed
that innovation from the defense sector diffuses less due to idiosyncratic factors,
such as the culture, market structure, and policy environment of the defense
industry (Molas-Gallart, 1997; J. Schmid, 2017).

On the other hand, developing and producing emerging dual-use technologies
for both potential civilian and defense applications can lower production costs
and is therefore in many fields desirable for companies. Even though spillover
effects on an economic productivity scale are difficult to measure (Sempere,
2018).

Naturally, measurement of spillovers depends on the item’s operationalization;
for example, it is based on patents (Acosta et al., 2017), or labor mobility (Fuji-
wara, 2017). The location of the R&D industry has shown to be an important
factor regarding the spillover of technology (Keller, 2004), reflected by a geo-
graphical concentration in Western countries (Jaffe et al., 1993; Keller, 2004) and
more recently Asian countries like China (WIPO, 2019).

While patent citation analysis has many advantages, it also has limitations (for
a discussion see Belderbos and Mohnen (2013)). Especially regarding emerging
technologies, which may not have developed an established output of patents
yet, other indicators of the spillover of innovations may prove necessary. Addi-
tionally, not all innovations lead to patents; thus, some spillovers might not be
measurable by patent citations, but rather by focusing on knowledge transfer
via workforce mobility and local networks. Social media, for instance, is cur-
rently used in many different ways, ranging from personal conversations to
business networking – and emerging data is analyzed for business purposes, but
also in context for crises and conflicts (Reuter & Kaufhold, 2018). Social Media
Analytics (SMA) (Russel, 2018; Stieglitz, Mirbabaie, Fromm, & Melzer, 2018)
provides a set of approaches taking advantage of the evolution of networks,
work biographies, skills, accomplishments, and interests. Furthermore, SMA,
more specifically, Social Network Analysis (Leistner, 2012) can provide insights
into the centrality of actors and the density of a network, giving additional
insight into skills of highly educated employees (Geyik et al., 2018; Ha-Thuc
et al., 2015; Russel, 2018) involved in the research and development of dual-
use technologies and related (informal) knowledge transfers among individual
users (Havakhor et al., 2018; Leistner, 2012).

Emerging and high-technologies are developed in interdisciplinary teams,
which involves the exchange of ideas and information. As part of job changes,
the knowledge is used in other teams and companies (Branstetter et al., 2017).
Measuring spillover based on individual behavior, this approach does not focus
on patents or technologies, but rather on individuals as they transfer knowledge
between companies and job positions using a career network analysis (Russel,
2018; Stieglitz, Mirbabaie, Fromm, & Melzer, 2018). Thus, we are interested in
the methodological and empirical question: What are the spillover effects that
can be measured using career-network analysis? Assuming SMA can be used
to investigate spillover effects, similar effects should be measured that confirm
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studies which focused on knowledge spillovers based on patent data. J. Schmid
(2017, p. 3) argues that "the distinctive culture, policy environment, and market
structure of the defense-servicing sector impede the diffusion of technologies
developed therein", thereby functioning as a limitation to the flow of knowledge
from the defense industry to the civilian sectors. Therefore, we assume that the
spillover of knowledge is lower from the defense to the civilian sector (H1).

Counting nearly 675 million users, of which 211 million are in Europe, LinkedIn
is the career network with the highest number of users worldwide (LinkedIn,
2020) and thus selected as a data source for professional networks. However,
due to LinkedIn’s purpose of matching companies and employees, its matching
algorithm is steadily adjusted (Geyik et al., 2018). This imposes limitations due
to access restrictions and data protection policy (LinkedIn, 2020).

The work is structured as follows: Section 8.2 describes our theoretical back-
ground, referring to related work of knowledge economics (Section 8.2.1), and
patent analysis (Section 8.2.2). Section 8.3 then introduces the method of our
SMA approach, the data collection (Section 8.3.1), and the coding of the compa-
nies (Section 8.3.2). In Section 8.4, the data is analyzed in terms of their churn
behavior (Section 8.4.1). Subsection 8.4.2 describes the limitations of the ap-
proach. Put in relation to the traditional methodological approach of patent
analysis, Section 8.5 discusses the results of this work in comparison to other
approaches. The conclusion and outlook on the further development of the
research approach are presented in the last section (Section 8.6).

8.2 S TAT E O F R E S E A R C H

Scholars of knowledge economics have focused on economies, knowledge, and
technology transfer and conducted theoretical work with respect to spillovers,
knowledge transfer in social networks, or innovation by industrial districts
(Audretsch & Vivarelli, 1996; Cerulli & Potì, 2009; Costantini et al., 2013; Tappi,
2001). Thus, this section presents related work of knowledge economics and
sheds light on research regarding the measurement of spillover effects by patent
analysis.

8.2.1 Knowledge Economics and the Italian School

Works of knowledge economics (Westeren, 2012) may be associated with the
contemporary "industrial society" experiencing a "profound transformation"
which has been reflected by "increasing importance of intellectual property
rights, [. . . ] ‘human capital’", or the erosion of former sources of growth (Stehr
& Mast, 2005). Within this context, various scholars focus on knowledge or
technology spillovers as innovation-inducing factors (Aghion & Jaravel, 2015).
Conceptually, spillover grasps the process of transferring (technological) knowl-
edge, often originating within companies and subsequently published by, e.g.,
patents or passing it on to other actors (Aghion & Jaravel, 2015; Van Oort &
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Raspe, 2012). Additionally, there has been a focus on labor mobility as initiating
knowledge spillover (Audretsch & Keilbach, 2005). In this regard, the measure-
ment of knowledge transfers has been discussed in more detail, differentiating
between codified and tacit knowledge and focusing on geographical proximities
as well as on transfers of informal knowledge across social networks (Audretsch
& Keilbach, 2005; Panahi et al., 2013). Departing from the work of the economist
Alfred Marshall, the so-called Italian School coined the industrial district as a
unit of analysis, characterized by a variety of firms, which may share relation-
ships with each other (Morrison, 2008; Tappi, 2001). The network of respective
firms is embedded in a social system (Tappi, 2001), taking personal relationships
into account as well (Carbonara, 2018; Owen-Smith & Powell, 2004).

We take the perspective of connectedness among firms through people, i.e., indi-
vidual agents which are socially embedded, into account. While the individuals
may not personally know each other, their paths may be connected by working
for the same firm, conducting similar working activities, learning or transfer-
ring the same tacit or explicit knowledge (Belussi & Pilotti, 2002; Robertson &
Jacobson, 2011). Our work does, in contrast to approaches of the Italian School,
not specifically focus on human beings’ sociability or socio-economic laws of
productivity increase (Becattini, 2002). LinkedIn does not constitute a typical in-
dustrial district (Becattini, 2002). Yet, our sample based on LinkedIn profile data
reflects the most important companies of the German defense industry, com-
prised of various individuals of different working positions. Furthermore, these
individuals are connected by their employing firm(s) and reflect the importance
of humans’ economic force and neighboring industrial clusters, defined by other
commodities (Becattini, 2002). In our view, LinkedIn (profiles) partly represent
the network characteristics of the Italian School’s propagated industrial districts
and thus allow for studying linkages among network-relevant firms with a
focus on spillovers from the defense to the civilian industries, initiated by job
changes of individual agents, entailing knowledge transfer.

8.2.2 Measuring Spillover Effects by Patent Referencing and Labor Mobility

To distinguish between defense and civilian R&D is challenging due to some
companies being active in both areas, especially when producing dual-use items
(Acosta et al., 2017). Spillover effects describe the process in which a company
gains benefits from the R&D activities of another company and obtains an
economic advantage (Jaffe et al., 1993).

A method for examining and quantifying spillover effects uses citations of
patents or references of scientific literature in patents of interest to understand
the relationships between technological inventions (Acosta et al., 2011, 2017;
Kim et al., 2016).

Approaches that focus on patent citation focus on technologies that are al-
ready fully developed and therefore easier to assess. Technologies, on the other
hand, that are in earlier stages of their research and development need an early
assessment for tailored and informed policy risk assessment (Tucker, 2012).
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Using the data provided by SMA yields insight on social networks and rele-
vant knowledge spillovers that may precede patent publication. Using the data
provided by SMA yields insight on social networks and relevant knowledge
spillovers that may precede patent publication. Due to the rise of social net-
works such as Facebook and LinkedIn, the field of SMA has emerged, which
intends to combine, extend, and adapt methods for the analysis of social media
data (Stieglitz, Mirbabaie, Fromm, & Melzer, 2018). Taking advantage of SMA
is an explorational approach to measure spillover effects, as applied in a study
of cyber-military capabilities of the US Cyber reserve using keyword search for
skill analysis in LinkedIn profiles of a selected population (Porche et al., 2017).
Skill analysis is an often-used approach of SMA in LinkedIn, mostly to match
the supply and demand of the employers and employees (Geyik et al., 2018;
Ha-Thuc et al., 2015; Ramanath et al., 2018). At the same time, SMA based on
LinkedIn data allows grasping employed users’ job change histories, indicating
occurrences of knowledge transfer (Audretsch & Keilbach, 2005).

8.3 A N A LY Z I N G T H E L I N K E D I N P R O F I L E D ATA

8.3.1 Sample and Case Selection

To analyze spillovers from the German defense to civilian industry using SMA,
data from LinkedIn was retrieved manually. Therefore, a profiling account was
used. We analyzed 513 profiles of employees, working or having worked for the
three arms companies with the highest revenue in Germany 7 (Table 8.1) over
the last ten years. The companies have been selected based on the SIPRI Arms
Industry Database Top 100 from 2002-17 (Fleurant et al., 2017). From the 1,100
results on LinkedIn, the first 513 have been coded. Only job positions that have
been held for longer than six months were counted, excluding internships. To
ensure the possibility of job change(s), the sample comprises solely profiles of
people who have graduated their latest educational program until 2016. Within

Table 8.1: Distribution of defense company in the sample

Frequency of job posi-
tions

1,926 100%

Hensoldt 336 17.45
Krauss-Maffei
Wegmann

65 3.37

Rheinmetall 406 21.08

Total 807 41.90

7ThyssenKrupp has been ranked as the second most active German company in arms sales (Fleu-
rant et al., 2017). Yet, as its share of arms sales in relation to total sales makes out "only" 4% percent,
the company mainly has a civilian profile. Hence, the sample was saturated before such additional
inclusion, and we aimed for Hensoldt, Rheinmetall, and Krauss-Maffei Wegmann, representing the
German arms market in SIPRI’s Top 100.
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the last ten years (from January 2009 until March 2019), the 513 sample employ-
ees held 1,926 different positions in 113 companies, including the subsidiary
companies. Incomplete profiles were excluded from the dataset. In general, pro-
file information showed rare spelling errors and career-interruptive blank spots.
Thus, it is plausible to assume that the profile information has been chosen
carefully and represent the actual career paths of respective individuals. Due to
the sensitivity of the data, we anonymized profile information and summarized
companies which occurred only once across the entire sample under the labels
civilian or defense for reasons of clarity. Personalized descriptions of freelancers
were also anonymized instead of being excluded from the sample. The manual
process of data retrieval allowed for a well-thought assessment of the data’s
saturation with respect to our research interest. Choosing a European country
with a comparatively strong defense industry legitimizes the case selection of
Germany. At the same time, focusing on respective firms allows for a suitable
representation of the relevant actors of the German defense market. The German
case stresses the plausibility of our way of conduct with regards to our interest
in spillovers induced by knowledge transfer through individuals’ job changes
within the context of a network of companies (in contrast to concentrating on
governmental defense funding or RF&D policies with a strong focus on the
defense industry as initiators of innovation).

8.3.2 Coding the Companies

The unit of analysis is the job position, which is coded as civilian or defense
based on the company’s business model (Fleurant et al., 2017). In case numbers
were not accessible online, companies’ profiles were qualitatively assessed
with reference to declared industries of activity, partners, as well as the range of
products with respect to their field of application (defense or civilian). Extracting
data from LinkedIn was done manually, selecting the first 513 profiles from the
selected companies which are located in Germany (LinkedIn, 2020). LinkedIn
users can assign an industry sector to their current position. The distribution of
the sectors is shown in Figure 8.1. 69% of the sample work in Defense and Space
at the time of the inquiry. However, professionals might work for defense R&D,
but assign themselves to other industry sectors, such as Aviation & Aerospace
(11%), Machinery (4%), and Automotive (4%), and others. To review the results
of the LinkedIn search, a control group was sampled (n = 62). The control group
was selected searching for civilian R&D companies in Germany.

8.4 E M P I R I C A L R E S U LT S

The professionals changed their jobs on average 3.75 times between 2009 and
2019, with a standard variation of 1.76 and a median of 3 (see Table 8.2). The
standard variation is relatively high, being a result of the individual differences
in the position changes in the sample. the sample consists of 70.92% job posi-
tions in the defense industry and 29.08% civilian positions. Data regarding job
changes shows significant differences in the behavior of the professionals de-
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Figure 8.1: Industry sector distribution in sample in 2019

Table 8.2: Job mobility between 2009-2019

Number of jobs between 2009-
2019

1,926

Professionals 513
Average position change pP 3.75
SD 1.76
Median 3

pending on the industry they are predominantly part of. Conducting descriptive
statistics of the sample, the distribution of military to civilian jobs is indicated,
showing that 257 people worked exclusively for defense-oriented companies
within the last ten years (see Figure 8.2). This supports the hypothesis that
spillover of knowledge from the defense industry is low due to idiosyncratic
features of national defense industries (see J. Schmid (2017)). Figure 8.2 further
shows that the ratio-values are normally distributed between the people who
have changed between civilian and defense sectors.

8.4.1 Churn Behavior between the Defense and Civilian Industries

The data shows three groups within the sample: group one (D) with the ratio
v = 1, meaning that they have exclusively worked for defense companies (N =
257), group two (DC,), consisting of people that have predominantly worked
in the defense sector (v ⩾ 0.5), and group three (C) of people that have worked
more often in the civilian sector than the defense sector (v < 0.5) (see Figure
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8.2). Among the persons who have worked at least once outside of the defense
industry (v < 1), the values are almost normally distributed with a mean M of
0.49 and a standard deviation (SD) of 0.17 with a tendency towards positions
in the civilian sector (see Figure 8.2). Thus, for further detailed analysis of

Figure 8.2: Frequency of ratio values v (Ntotal = 513, MDCandC = 0.49,
SDDCandC = 0.17)

significant variables on job changes, we categorized three groups: v(D) =1
(100% positions in the defense sector), v(DC) ⩾ 0.5 (50% or more positions
in the defense sector) and v(C) < 0.5 (more than 50% positions in the civilian
sector). To test the hypothesis (H1), t-Tests for job changes and the ANOVA – in
combination with post-hoc tests (Tukey’s HSD-Test with Bonferroni correction)
were conducted using R (Bühner & Ziegler, 2007; M. Luhmann, 2011). Testing
for the significance of these differences, the ANOVA showed a significant result
(F(3,509)=18.13, p = 0.0071, α = 0.05). Thus, the job changes and the groups
1-3 correlate significantly overall. In line with the mean values for v(D) 3.242,
v(C) 4.608, and v(DC) 4.019, the subsequent Tukey’s test showed significant
differences in job change behavior of group 1 (D) to both group 2 (DC) and 3
(C) (p < 0.05). Professionals change their jobs less often, the more positions they
have had in the defense industry than in the civilian sector (Table 8.3).

Table 8.3: Means and results of Tukey’s test

D DC C Variables Difference p

M = 3.24 M = 4.02 M = 4.61 C-D 1.37*** 0.000
DC-D 0.78*** 0.000
DC-C -0.59* 0.031
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8.4.2 Limitations of the Approach

The sample is focused on German companies and thus only representative for
similarly structured economies (Verspagen, 1997). In addition, it is not known
how many employees of the investigated companies are logged in to LinkedIn.
To counteract this problem, only companies of which several thousand employ-
ees had profiles on LinkedIn, were investigated. The approach also assumes
that the information provided by the LinkedIn members is correct. It is trusted
that social control leads people to specify a correct employment biography in
their profiles. In the process of manual data retrieval, close attention was paid to
the degree of accuracy and reliability, while incomplete profiles were excluded.

Second, the coding of a company as being located in the civil or military sector
used in this work, as described in 8.2.2, has been proven challenging due to
the dual-use character of some companies, as well as the difficulty to analyze
the revenue of smaller companies, that are not among the SIPRI Top 100 arms
producers and military services (Fleurant et al., 2017). Our coding process tried
to take empirical realities of the German economic landscape into account and
was reassured by very detailed descriptions of job positions or projects. At the
same time, departing from numerical indicators in cases of absence to qualitative
assessment suggests a reasonable way of conduct.

Our approach offers insights into job changes, implicating knowledge spillovers.
Yet, offering a first illustration of measurement of spillovers based on career-
network information, future work may provide more insight into the directions
of job changes. To grasp the entire process of spillover effects, future work
may further complement the analysis of knowledge transfers with analysis of
companies’ innovations or turnovers. Still, our results, offering an overview
of individuals’ tendencies of job types as well as insights into correlations of
groups and frequency of job changes, indicate that there is little evidence for
spillovers from defense to civilian industries. Further, despite LinkedIn profiles
showed standardized information regarding skills, it is not possible to derive
points of time when an individual’s knowledge, i.e., skills, did expand (e.g.,
after changing their job). Also, we could not quantify the amount of knowledge
being transferred by job change. Although results indicate little knowledge
transfer within the defense industry due to lower labor mobility, the concrete
amount of knowledge may only be measured when taking the type of job
changes (from one business area to another or within the same area of activity)
into consideration. Thereby, it would be possible to retrieve users’ job titles
that have mainly stayed in their area of expertise as an indicator of a higher
level of knowledge transfer. This may be due to employees changing their areas
of activities to undergo a learning process and having fewer options to apply
knowledge, at least when it comes to explicit, specific knowledge.

Additionally, one may consider the time span over which a job position was
held to approach the amount of transferred knowledge. Approaching knowl-
edge transfers from a temporal perspective requires the assessment of job titles
and project changes. However, the privacy of the social network users needs
to be protected, and even with anonymized datasets declaration of job titles,
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the combination of job changes or skills might lead to public identification of
employees and their biographies (Hoser & Nitschke, 2010).

8.5 C O M PA R I S O N O F T H E A P P R O A C H E S

This paper aims to answer the question "What are the spillover effects that can be
measured using career-network analysis?" The empirical results of the churn rates
between defense and civilian job positions in LinkedIn of 513 persons showed
that the fewer people changed the industry, the less they changed job positions.
This finding supports the hypothesis (H1) that spillovers are less likely between
defense and civilian sectors and even indicates that churn rates in the defense
sector are much lower than in the civilian sector. In the sample, we had a high
rate of people only working in the defense sector (50%, Group D, see Figure
8.2), while the other half of the sample had a higher percentage of positions in
defense companies (group DC, equal and more than 50% of their positions) and
the other had a lower percentage (group C, less 50% of their positions).

Comparing our results of reluctant flow of defense innovation into the civilian
sector to the patent study of Acosta et al. (2017), the results are similar: Germany
has the second-highest rate of military registered patents (22% of all patents)
worldwide. At the same time, the civilian use of these patents is rather low,
with 16.8% of citations by other patents in civilian classifications (Acosta et al.,
2011). The most cited kind of patents were dual-use patents. Therefore, in future
research, SMA of companies that produce dual-use technologies may provide
useful insights with respect to potentially critical knowledge spillovers.

The approach focuses on the embodiment of knowledge through human profes-
sionals that change their positions and share their knowledge within their teams.
While this allows for an approximation of knowledge flows, it does not guaran-
tee growth-inducing spillover. The evaluation of formal knowledge transfers by
examining patent references (Acosta et al., 2011, 2017; Hur, 2017) necessarily
excludes those that are informal and taking place through other institutional
channels. With respect to the theoretical background of knowledge economies
or industrial districts (Carbonara, 2018; Tappi, 2001), which are characterized
by interactional relationships among actors, this work stands out in relation to
patent analysis due to its empirical source of the social network LinkedIn. As
a reliable representation of relevant industrial actors, envisaging the case as a
network seems less constructed than rather abstract patent networks. It needs
to be considered that sometimes, a patent citation is motivated by reasons other
than relying on the formerly formulated knowledge. Further, there is always the
option of secret patents, prohibiting insight into knowledge transfers between
both civilian and defense industries, especially in defense research with national
security interests (German Patent and Trade Mark Office, 2017). Compared to
patent network analysis, an investigation of individuals’ job movements does
not exclude tacit knowledge a priori (Robertson & Jacobson, 2011). Detailed
project descriptions on respective profiles reassured the knowledge-based char-
acter of jobs. Further, our study allows for an economically-interested analysis
of civilian and defense enterprises. Usually, in patent analysis, the type of in-
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dustry (civilian vs. defense) is operationalized according to the patent family,
categorizing an invention as a weapon or as a technology for civilian use. In
contrast, our approach includes not only the type of technology, considering a
company’s share of arms sales or main business activities. It also considers that
knowledge transfer does not mainly takes place from one patented invention
to the other, but that companies are the places where knowledge is created
intra-organizationally and passed on to other socioeconomically embedded
actors. With the assumption of working forces embodying both tacit and ex-
plicit knowledge, there is a legitimate focus on labor mobility with respect to
spillover-inducing knowledge transfers.

8.6 C O N C L U S I O N

In this work, it has been shown how spillover effects between defense and
civilian sectors can be measured using social career-networks, such as LinkedIn.
Our approach did not only confirm the assumption on churn behavior, but
also provides insight into the networks of the professionals. Thus, social me-
dia analytics can be used for further network analysis, such as a skill-oriented
approaches (Ramanath et al., 2018), the investigation of centrality of actors in
networks (Mutschke, 2008), or users’ contacts, among which (tacit) knowledge
transfers may take place, e.g., during conversation or visits of same events (Leist-
ner, 2012). Yet, Social Network Analysis of immediate relationships (Leistner,
2012), in contrast to connections via employing companies, yields research
ethical controversies due to the analysis of data which might be taken out of
the context of consent the users agreed to or even violate the privacy of the
users (Hoser & Nitschke, 2010). In this regard, patent analysis proves to pose
fewer challenges of ethical research as databases offering public access are
well-known, and there is less focus on individual inventors, who are usually
aware of the publication of their involvement (Bradbury, 2011). Thus, one may
analyze patent information, including its content, to gain a deeper insight into
the features of knowledge being transferred without potentially identifying
individuals by analyzing their characteristic skills or biographies. Being aware
of ethical issues regarding anonymity or informed consent is crucial conducting
social media research (Quan-Haase & McCay-Peet, 2016); the latter offering new
ways of approaching spillover dynamics based on knowledge transfer via social
and job networks.
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A B S T R A C T Artificial Intelligence (AI) seems to be impacting all industry
sectors and becoming a motor for innovation. The diffusion of AI from the
civilian sector into the defense sector and the associated dual-use potential are
discussed by security and ethics scholars. With the publication of the ethical
guideline Trustworthy AI by the European Union (EU), normative questions on
the application of AI have again been raised. We approach the diffusion of AI
across both civilian and military spheres in the EU to derive implications for
Trustworthy AI as a point of reference for responsible research and development
(R&D). Therefore, we capture the technological diffusion in its extent, allowing
for the derivation of a European as well as a German patent citation network.
Both networks indicate a low degree of diffusion of AI between civilian and
defense sectors. Further, we qualitatively investigate project descriptions of
a research institute’s work in both civilian and military fields, highlighting
different values which represent Trustworthy AI. While military AI applications
stress accuracy or robustness, civilian AI reflects a focus on human-centric
values. Our work represents a first approach by linking processes of technology
diffusion with normative evaluations of R&D.

O R I G I N A L P U B L I C AT I O N Schmid, S., Riebe, T., & Reuter, C. (2022). Dual-
Use and Trustworthy? A Mixed Methods Analysis of AI Diffusion Between
Civilian and Defense R&D. Science and Engineering Ethics, 28(2), 1–23. https://d
oi.org/10.1007/s11948-022-00364-7

9.1 I N T R O D U C T I O N

General consensus among ethics researchers underscores that as technologies
based on Artificial Intelligence (AI) shape many aspects of our daily lives,
necessary steps to be taken in technology development should include the
assessment of risks and the implementation of safeguarding principles (Floridi
et al., 2018; Taebi et al., 2019). AI is a general-purpose technology with manifold
applications (Agrawal et al., 2018), and is considered a driver in emerging
security-relevant technologies (Favaro, 2021). Further, China and the USA have
joined the "global AI arms race" (Pecotic, 2019), indicating that they are ready to
use AI for their military advantage. The prospect of proliferating autonomous
weapon systems has not only convinced China and the USA but has also led
other states to reevaluate their military advantage (Riebe, Schmid, & Reuter,

https://doi.org/10.1007/s11948-022-00364-7
https://doi.org/10.1007/s11948-022-00364-7
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2020). These innovations are often developed in the private sector, increasingly
permeate social spheres, and have a high dual-use potential (Meunier & Bellais,
2019).

Accurately assessing risks of a dual-use emerging technology is challenging. The
technology might develop in unprecedented ways, it might be used by hostile
actors or accidentally cause harm. Therefore, understanding the diffusion of
innovations is a decisive factor in the development of tailored risk assessment,
governance measures, and opportunities of intervention regarding unintended
and unexpected outcomes of emerging technologies (Tucker, 2012; Winfield
& Jirotka, 2018). Regarding AI, civilian actors appear to be more engaged in
Research and Development (R&D) for commercial end-use than actors in the
defense sector. This suggests that directions and centralities of technology diffu-
sion may have changed towards a stronger use of commercial innovation by
defense firms (Acosta et al., 2019). Approaching the diffusion of AI in European
civilian and defense industries and its implications for responsible R&D, we
pose the following question: To what extent does AI diffusion occur in the EU and
which patterns does it follow?

We approach AI as a dual-use technology empirically and capture indications
of envisaged trustworthiness in recent R&D as well. We investigate not only the
extent of AI diffusion, which may already imply (ir)responsible R&D, but also
norms that are diffused across civilian and military fields as well as normative
patterns of AI R&D which may be indicated by values specific to the field
of application (e.g., robustness for military applications vs. explainability for
civilian applications).

Diffusion between military and civilian spheres implies that ethical guides such
as the EU’s Trustworthy AI should consider the values of both military and
civilian AI. The number of weaponry patents building on AI (G06N) patents is a
measure of diffusion between spheres, as well as knowledge transfers between
companies. Responsible R&D is characterized by awareness of technological
development, and identification and regulation of unintended developments.
Our mixed-methods approach draws on a combination of patent citation net-
work analysis and qualitative content analysis. The quantitative analysis of AI
diffusion is based on patents from EU member countries, which as such are
commonly studied to approach innovations and knowledge transfers (Lupu
et al., 2011). The qualitative content analysis, capturing specific values that are
translated into military and civilian AI applications, focuses on projects of a
German research institute dedicated to dual-use research (Fraunhofer IOSB,
2020). After presenting related work, as well as our methodological approach,
we proceed to outline our findings. These are subsequently discussed regarding
dual-use assessment and with reference to Trustworthy AI, which represents an
approach of responsible R&D of AI, followed by a conclusion.
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9.2 R E L AT E D W O R K A N D T H E O R E T I C A L B A C K G R O U N D

9.2.1 Responsible R&D of Dual-Use Technologies

Commercial dual-use technologies have been discussed as a security matter and
issue of risk assessment (Harris, 2016; Tucker, 2012). Research has examined the
impact of defense innovations on civilian and commercial end-use, such as the
invention of the internet (Mowery & Simcoe, 2002). By highlighting high-risk
scenarios that do not impact military but rather civilian actors, the conception of
dual-use technology has recently shifted towards being framed based on their
socially "beneficial" or "harmful" (Brundage et al., 2018; Olteanu et al., 2015) or
"good" and "malicious" purposes (Floridi et al., 2018). Recent understandings
mainly focus on such purposes and (non-state vs. state) actors. Accordingly
and focused on the character of the item only, Forge (2010) distinguishes
between artefacts that are either purpose-built or improvised weapons. These
considerations have prompted normatively oriented debates about dual-use and
how to assess risks of emerging technologies while researchers and developers
lack knowledge on future use and deployment of technologies (Grunwald, 2020).
Our approach to capture AI R&D considers these various understandings and
aims to set the foundation for a responsible assessment of dual-use research of
concern (Evans, 2014; Riebe & Reuter, 2019).

The European patent network of AI inventions mainly considers whether such
an invention belongs to the patent classification of weaponry (F41, F42). As this
classification does not, however, take the context in which such inventions might
be developed into consideration, we specifically take actors’ economic activity
in the defense industry into account to determine either civilian or military
use. We also follow this broader view on dual-use technology as applied both
for defense and civilian reasons (by respective actors) when conducting the
qualitative analysis of a research institute’s knowledge production. Thereby,
we look for values of Trustworthy AI which may or may not be apparent in
military and civilian applications and thus synthesize the assessment of dual-
use technology with more recent, general ethical requirements. Determining the
technology-specific characteristics of dual-use early in the process of R&D is
part of the iterative process of technology assessment (TA) to further establish
measures and to balance "risks and benefits" (Tucker, 2012).

9.2.2 EU Trustworthy AI Principles

Trust and trustworthiness have previously been discussed focusing on inter-
actions among both autonomous and human agents (Taddeo, 2010; Wagner &
Arkin, 2011). Trustworthiness is understood as "the guarantee required by the
trustor that the trustee will act as it is expected to do without any supervision"
(Taddeo, 2010). Further, trust is defined as in the following:
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"If the trustor chooses to achieve its goal by the action performed
by the trustee, and if the trustor considers the trustee a trustworthy
agent, then the relation has the property of being advantageous for
the trustor. Such a property [. . . ] is called trust" (Taddeo, 2010).

Concerning AI’s potential to secure systems from cyberattacks, Taddeo et al.
(2019) argue that trust is unwarranted due to vulnerabilities, while reliance on
AI indicates "some form of control over the execution of a given task". Tavani
(2018) stresses that relational approaches, which are more interested in tech-
nology’s appearance to humans than its properties, may consider the diverse
and diffuse relationships defining trust. People may forget that they are dealing
with artificial agents (Taddeo, 2017), which is only remembered "when some-
thing goes (badly) wrong". In this regard, the question has been raised whether
artificial agents, including military drones, should imitate human characteris-
tics like empathy or the feeling of guilt (Arkin, Ulam, & Wagner, 2012). The
research towards mimicking humans and human behavior has been criticized
by Grodzinsky et al. (2011) as accurate identification of agents may determine
trust. They further stress that self-modification of artificial agents poses high
risks for public safety. Therefore, the loss of human control in interaction with
artificial agents which mimic well-known human behavior may carry more
risks than advantages for the trustor.

Public trust can be achieved through the establishment of ethical codes, re-
sponsible practices, and procedures that ensure ethically aligned governance
of technology (Winfield & Jirotka, 2018). Nissenbaum (2001) has argued that
trustworthiness is crucial for the acceptance of technology by referring to N.
Luhmann (1979) understanding of trust as a "mechanism for reducing complex-
ity". As such Nissenbaum (2001) argues that trust allows for "creative, political,
unusual, [. . . ] possibly profane, [. . . ] risky modes and activities" to flourish in a
loosely secured cyberspace. Thereby, she emphasizes trust’s productive nature
which allows for the adoption of AI in various fields of application (ibid.). While
trust may facilitate procedures, substantial guides such as Trustworthy AI which
formulate requirements do not simplify human engagement. Instead, they may
indicate regulation (and securitization) efforts which allow for the establishment
of trust in the first place.

While Trustworthy AI is one of the most important documents by the EU in
this regard, overviews of institutional guidelines echo common vocabulary and
the direction of recent guidelines. Roberts et al. (2021) investigate the 2017
"New generation artificial intelligence development plan" and highlight socio-
political conditions which may have shaped China’s AI strategy. Although an
important actor, China had at first only seldomly engaged in ethical debates
regarding AI but is now propagating shared values of AI R&D, such as human
well-being, fairness, and transparency (Roberts et al., 2021). Similar to other
relevant actors in AI innovation, it has started to raise ethical questions about AI
R&D. Thiebes et al. (2020) have compared current approaches of trustworthy
AI, highlighting requirements like robustness, lawfulness, as well as various
principles (e.g., beneficence), which summarize the core values of different
ethical frameworks on AI (Hagendorff, 2020; Thiebes et al., 2020). Our work
adopts this perspective on diffusion of AI by contextualizing it as a dual-use



8 7

technology which is supposed to meet normative, albeit differently defined,
criteria of trustworthiness.

The "Ethics Guidelines for Trustworthy AI" (European Commission, 2019) were
published in 2019 and comprise legal, ethical, and technical pillars. While the
expert group highlights the importance of the three pillars, the guideline itself
heavily focuses on the second and third dimensions (European Commission,
2019).1 may be reflected at the institutional and technological level (European
Commission, 2019). Representing norms, the document also provides a set of
criteria for TA by developers and end-users (European Commission, 2019).
In our study, we include the most relevant values and summarize some of
them thematically. For the analysis, we follow the Value-Sensitive Design (VSD)
approach, which is interested in deriving values from human-technology in-
teraction2 (Cummings, 2006). The EU guideline deviates from a traditional
understanding of dual-use and stresses the differentiation between beneficial
and malicious use (European Commission, 2019), referring to a publication by
Brundage et al. (2018). This corresponds to the recent R&D policy of the EU,
aiming for synergies between civilian and military knowledge production and
application (Edler & James, 2015; European Commission, 2015; Uttley, 2019).

9.2.3 Knowledge Diffusion of AI

To capture AI development, political actors have conducted analyses relying
on different measurements. This includes a focus on citations and keywords of
patents and scientific literature as well as analysis of open source software. In-
sights into processes as well as spatial and temporal frames of R&D have become
crucial for governments which are engaged in funding AI innovation (Baruf-
faldi et al., 2020). Patent data serves as an indicator for applied knowledge or
technological innovation (Lupu et al., 2011; Meunier & Bellais, 2019), as patents
demonstrate intellectual property of inventions while citation networks indicate
diffusion of purposeful, codified knowledge (W. Liu et al., 2019; Pereira & Quo-
niam, 2017). It should also be noted that AI is a contentious term contouring
different techniques (Cady, 2017; Goodfellow et al., 2016; Klinger et al., 2018).

Interested in the diffusion of AI in both the EU’s civilian and defense spheres,
our work is inspired by the extensive body of patent analyses and thereby adopts
a relatively classic approach of innovation research as a first step. Zambetti
et al. (2018) conducted a patent network analysis focusing on machine learning
(ML) and AI-related techniques to examine relevant industrial players. They
show how ML-related technologies are mostly driven by software companies
but also spread to other sectors. This has led to the 4th industrial revolution,
as companies can invest in capitalizing their data and analytic capabilities
(Zambetti et al., 2018). However, these contributions do not distinguish between
defense and civilian industries, and either omit or do not entirely consider the
ethical questions of AI diffusion.

1The associated values can be viewed in Table 16.1 in Appendix 16.1.
2For exemplifying works building on VSD in their analysis of military AI, see Umbrello (2019b)

and Umbrello and De Bellis (2018) or Verdiesen (2017a).
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Other patent analyses interested in defense economics or arms control have
specifically concentrated on warfare technologies, such as drones, ammunition,
or radar technology, and looked at the extent of diffusion or tested explanatory
hypotheses on the impact of defense R&D funding (Acosta et al., 2011, 2013,
2017, 2019; Meunier & Bellais, 2019; S. Schmid et al., 2022). Our study on AI
diffusion ties in with existing works on dual-use technology and comprises
patent analysis. However, as other arenas of knowledge transfer need to be
considered as well, we accompany this approach with a qualitative analysis of
knowledge diffusion, referring to the EU guide Trustworthy AI.

9.3 R E S E A R C H D E S I G N

9.3.1 Patent Analysis: The Case of AI

AI may be part of computer-implemented inventions (Okakita, 2019) and
thereby fall under a patentable subject matter, which can be distinguished from
discoveries, scientific theories, mathematical methods and "mental processes"
by its "technical character". This implies a " ’further technical effect’, which goes
beyond the ’normal’ ’physical’ interactions between the program (software)
and the computer (hardware)" (European Patent Office, 2021b; Okakita, 2019).
This understanding is prevalent across patent offices, such as within the Eu-
ropean Patent Organization (EPO), and the US Patent and Trademark Office
(USTPO) (Okakita, 2019). Further, inventions must be novel and applicable to
a specific industrial area (WIPO, 2019). This includes, e.g., "the use of a neural
network in a heart-monitoring apparatus for the purpose of identifying irregu-
lar heartbeats" or new classification systems (Okakita, 2019). The standards for
patent eligibility might also change due to the rise of AI and the need for patent
regulation to adopt to them. In 2018, the EPO published a new guideline on ML
and AI, which was criticized as it did not acknowledge AI and ML the same
way as other highly abstract areas, such as encryption (European Patent Office,
2021a; Korenberg & Hamer, 2018). In the context of military applications, due to
their confidential nature, innovations may not always be published as patents,
while economic disadvantages may prevail as well (J. Schmid, 2017; Urquhart &
Sullivan, 2020).

In our research design, we follow existing studies which have focused AI’s
patentability and its inventiveness (Okakita, 2019). We therefore focus on the
CPC class G06N3 of "systems based on special computational models", with
sub-classes like "artificial life" or "computer systems based on biological mod-
els" (CPC, 2019) and build on previous work which has focused more broadly on
G06 patents in their investigation of innovation spillovers regarding unmanned
aerial vehicles (UAVs) (Kim et al., 2016). Here, patent information, comprising
publication date, country, back and forward citations, applicants, and thematic
classifications, provide the foundation for quantitative investigation of cross-

3For example, an invention by Amazon Technologies, Inc. falls under the category G06N. Callari
et al. (2021) present techniques for managing a group of autonomous vehicles (AVs) to perform
delivery tasks and thereby also rely on other G06N patents.
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country knowledge diffusion. The patent analysis also includes an exploration
of company networks. It focuses on German patents, with Germany being an
important market for both AI and weaponry, reflected by a large German share
of the European sample. We thus focus on the most populated and economically
strongest country in the EU. While the EU constitutes an important norm-setting
actor, Germany plays an important role in the EU as a civilian power (Cath,
2018; Koenig, 2020).

9.3.2 Research Bodies: Arenas of Knowledge Diffusion

Since the focus of our quantitative analysis lies on company networks in Ger-
many and German patents, and considering that diffusion may also take place
without patenting inventions, our qualitative analysis focuses on the normative
patterns of AI diffusion on research projects of the German research institute
Fraunhofer Institute of Optronics, System Technologies and Image Exploitation
IOSB. The institute belongs to a prestigious group of Fraunhofer institutes and
is one of the main scientific actors regarding research on military applications in
Germany (Fraunhofer IOSB, 2020; German Federal Ministry of Defense, 2017).
Fraunhofer IOSB encompasses both civilian and military business units (Fraun-
hofer IOSB, 2020), in which relevant knowledge for AI applications is produced.
The text documents selected for this analysis imply inter-organizational knowl-
edge transfers between the Fraunhofer IOSB, the German Ministry of Defense,
and Armed Forces. They reflect knowledge of specific military AI applications,
produced in close cooperation with military actors and sometimes transferred
intra-organizationally (Fraunhofer IOSB, 2018). This allows a comparison of
projects regarding both civilian and military applications of AI.

9.3.3 Data Collection

To conduct the statistical part of the analysis, we retrieved data from the EU
patent database Espacenet. Interested in the recent developments of diffusion,
we limited our search to patents from January 1, 2008, to June 1, 2018. We col-
lected data based on all country codes of EU member states and the patent
classifications of AI (G06N) as well as ammunition and weaponry (F41, F42).
This resulted in a data set compromising 5,365 patents, with weaponry-related
patents representing military and AI patents constituting civilian inventions.
The sample was then reduced to patents that cited other patents, reducing the
sample to 724 patents with a total of 2,438 patent citations (see Figure 9.1). The
second step of the analysis focused on the specific type of AI diffusion and
allowed insights into the R&D of AI applications. We selected 13 documents, all
of which were freely accessible online via the Fraunhofer IOSB homepage. The
corpus of different types of documents reflects both military and civilian applica-
tions, as well as different conceptual and technological levels of detail, ranging
from web pages with project descriptions, flyers to scientific publications of
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all business areas. 4 They allow a deeper and balanced, yet not representative
insight into R&D of AI applications.

9.3.4 Data Analysis

For the data analysis, we chose a mixed-methods approach (see Figure 1). This
two-step analysis can shed light on the various fractions of how diffusion of
AI has taken place, including the patterns it follows. We conducted descriptive
statistics in Microsoft Excel. Further, we constructed two networks in RStudio,
both based on our data set, one focusing on links between patent classifications
and the other among German patent applicants. Our work follows the logic of
patent network analysis, where relevant entities form nodes connected by patent
citations. For the qualitative analysis, we performed a content analysis (Flick,
2014; Gray et al., 2007). The code categories and (sub-)codes were developed
abductively, inspired by the EU’s formulation of Trustworthy AI and related
scholarly works as well as based on the empirical material of Fraunhofer IOSB.
Frequencies of words were examined through text mining. While this qualitative
part of our work does not constitute a representative study and only specifically
refers to a few documents, we used all selected documents for the quantification
of results.

Figure 9.1: Mixed-methods research design, data and observations

4The corpus of documents can be viewed in Table 16.2 in Appendix 16.1.
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9.4 A N A LY S I S

9.4.1 Quantitative Analysis: Patent Citation Networks

Our study of patent information comprises the analysis of a patent citation
network based on the patent groups of weaponry and AI and a subsequent
focus on German patents and relationships between involved companies.

European Network Based on Patent Classes

We assumed CPC classes5 to constitute nodes, while edges were determined
by patent citations. Our data set contains 2,438 patent citations, including 24
of unknown origin. While 524 patents are cited by AI patents, 1,890 patents
are cited by weaponry patents. Most of the patents referred to patents of the
same CPC class.6 Since we are particularly interested in linkages representing
knowledge transfers across the fields of weapons and ammunition (F41, F42) and
special computational systems (G06N), we note that there is no such transfer-
representative patent citation. Among AI patents, however, 14.6% of the patents
cited other G06N patents, constituting the biggest group comparatively. Looking
at weaponry patents, citational links exist frequently to other weapons and
ammunition technologies. For example, F42B patents citing other F42B patents
make up the largest share of weaponry patents and their citations (23.6%).

Considering responsible R&D as illustrated by the EU’s guideline Trustworthy
AI, our results do not point into the direction of frequent and widespread knowl-
edge transfer among civilian and defense actors through their technologies.
Consequently, we could not find evidence supporting the hypothesis of emerg-
ing technologies such as AI being applied primarily for civilian purposes and
subsequently for military purposes (Verbruggen, 2019). Focusing on German
patents allows diving into company linkages representing knowledge transfers
within the national network.

The German Company Network

Taking a closer look at German patents, knowledge transfers between defense
and civilian industries can be approached apart from solely relying on the CPC
system. We assume companies as applicants of patents to be the driving actors
for inventions. Therefore, we reconfigured a network based on companies as
nodes, while one company is linked to another company by citing at least one
patent of the respective applicant. In the interests of precision, we concentrated
on German patents and their cited patents from companies occurring more than
once in the sample.

5Groups of patents were defined according to the Cooperative Patent Classification (CPC) system
https://www.cooperativepatentclassification.org/index.

6The patent network can be seen as Figure 16.2 in Appendix 16.1.

https://www.cooperativepatentclassification.org/index
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An operationalization approach guided less by classifications assumes that
certain companies might remain very active in the defense industry, despite
not formally considering filing a patent application. Following the Stockholm
International Peace Research Institute’s (SIPRI) Top 100 list of companies in
arms sales, these companies can be categorized as part of the defense industrial
sector (Acosta et al., 2017; Fleurant et al., 2017). Even though many of the
companies are mainly active in other industrial sectors such as aviation and
aerospace, producing revenue of more than $840m. per year in the defense
sector allows these companies to specialize in R&D of defense technology and
consequently compete with other actors in this regard (Riebe, Schmid, & Reuter,
2021). Other companies are labeled as a military company if their share of arms
sales represents more than 50% of total sales. In case no figures are available
and qualitative analysis is applied to determine whether most of the produced7

goods’ business areas are part of the defense industry. This allows to re-illustrate
German companies’ relationships in form of a network.8

The analysis of the patent citation shows almost no diffusion between civilian
and military companies. Most AI patents are based on interactions between
civilian entities, with only one citation pair among defense companies (Airbus
citing Lockheed Martin). Additionally, there are three patent pairs with civilian
actors that cite patents from defense companies. Another 72 pairs of citing and
cited weaponry patents are from companies that usually produce for civilian
markets The prevalence of defense actors is evident in the large number of
weaponry patents. The most active applicants rely on actors of the same type
or mostly on themselves. For example, Rheinmetall has cited 231 of its own
patents. The concept of Trustworthy AI generally highlights the importance of
corporate ethical requirements and potentially unintended consequences (Eu-
ropean Commission, 2019). However, it disregards the relevance of industrial
civilian-defense sector ties or the dual-use activities of companies. Further, we
shed light on research projects that entail the diffusion of AI across civilian
and defense spheres. In contrast to the quantitative approach, the qualitative
approach allows us to gain a more concrete picture of how AI diffusion takes
place, illustrating which values of trustworthiness are incorporated into the
technology and are revealed in human interactions with AI.

7Following Riebe, Schmid, and Reuter (2021), a company’s website and respective insight into its
business areas, range of products, or alliance of cooperation partners proves helpful. If a company
is not included in the SIRPI Top 100 arms selling companies list and most of its sales lies within
the civilian industries, it is defined as "civilian". An ideal type of a dual-use company is defined
by equal (50:50) share of civilian and defense sales. While suppliers for military infrastructure like
telecommunication may also have industrial contracts with national governments, we focused on
companies that are involved in the production of weapon systems.

8See Figure 16.3 in Appendix 16.1.
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9.4.2 Qualitative Analysis

Trustworthiness of Military AI Applications

Robustness, accuracy, and information quality seem to be apparent values which
support Trustworthy AI, when considering military purposes. This does not mean
that these norms are entirely absent when it comes to civilian AI applications.
Instead, our analysis indicates that they are relatively more prevalent in the
military context Thus, as a value, robustness is comparatively more significant in
the context of military (D11) applications, including resilience as an important
standard (D10). Further, accuracy is particularly important in the context of
military applications, including transparency on problems of inaccuracy:

"Although the RMS [root mean square; author’s note] errors for
building reconstruction [. . . ] indicate that our method provides rea-
sonable geometrical accuracies (height error is the same as for single
points if the parallax accuracy is about one image pixel), the results
in building detection are less precise." (D12.; own emp.)

Similarly, the EU guideline stresses the importance of the technical values of
robustness and accuracy. These relate to both safety and security, which are
crucial in warfare scenarios. Military AI applications may support standards of
Trustworthy AI, paying special attention to robustness and accuracy (European
Commission, 2019) in more critical contexts. This reflects the potential to ensure
security as proposed by the EU guideline (European Commission, 2019), while
also indicating the technology’s possible normative ambiguity regarding general
human and environmental well-being. Information quality has also been relatively
more important for military (D1) applications. Given the high stake of a military
operation, errors due to low information quality may have a greater impact on
people, e.g., by mistaking civilian infrastructure for military bases or by falsely
engaging civilians as combatants.

Trustworthiness of Civilian AI Applications

At the same time, there is a comparatively stronger interest in civilian projects
in awareness, indicating the importance of capturing the environment in all its
complexity. For example, SPARC, a project on autonomous driving in urban
traffic, relies heavily on orientation in the context of moving and directing
surrounding objects, opting for a "holistic representation" (D3), while at the
same time training data is focused on "eventful [. . . ] and [. . . ] unique situations"
(D13). Whether in terms of space, time, or speed, there is a strong reference to
environmental information. This is surprising, as situational awareness is not
only stressed by the EU (European Commission, 2019) but is mostly apparent
in military contexts.
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Overall, civilian applications emphasize the relevance of explainability, which
is referred to as "retaining many of the advantages of variational trajectory
optimization methods, in particular expressiveness" (D11; own emphasis). Others
underline that "[t]he ability for humans to understand the reasoning process is
essential to the presented case study" (D13). This highlights the ambivalence of
explainability as a normative concept. While it may be defined as the ability to
explain, interpretability, namely the ability to provide (grounds for) an interpre-
tation, is often associated with the concept of explainability, as it is also the case
in the Trustworthy AI guide (European Commission, 2019). This requirement
for civilian applications may be plausible, should special attention be paid to a
broader and more diverse group of end-users. This becomes particularly appar-
ent considering that the project on autonomous driving in cities (D11) stresses
explainability (or expressiveness) the most.

It should be noted that both security and safety were also qualitatively deduced
regarding military applications, indicating human-centric approaches albeit in
different terms. Human dignity, implying human-centric approaches, represents
one of the core values of Trustworthy AI (European Commission, 2019). Such
statements are more common in the context of civilian applications; as they
apply AI applications that put focus on human reasoning, hand gestures, or the
human body Military applications accordingly reflect less interest in a precise
analysis of the social or intimate environment. Yet, a strong focus on people’s
movements or behavior does not necessarily imply the implementation of a
human-centric AI in terms of human dignity or personal rights.

Diffused Values across Civilian and Military Applications

Regardless of the field of application, the authors of scientific publications were
transparent about procedural problems. In contrast, AI was depicted relatively
flawless in online presentations of projects or product flyers. This may be due
to the nature of scholarly debates, supporting values such as transparency
(of problems). Problematic issues were not made transparent in shorter, more
easily accessible online contributions, while such documents contained more
direct references to economic merits. The European expert group’s guide would
suggest presenting complex, inconvenient facts to a broader audience and
allow for understandability independent from personal background (European
Commission, 2019). Furthermore, the figurative alignment of AI and animal
behavior became visible. AI projects were oriented towards phenomena in
nature, for example in the development of "swarms" of UAVs or processing as in
an "ant colony" (D10). AI was also designed to imitate the human essence. This
is reflected in notions about the AI’s self and its abilities Trustworthy AI refers to
approaches such as values-by-design, implying a certain degree of technological
agency (European Commission, 2019). However, Fraunhofer projects do not
reflect the awareness of such interactional approaches or non-human agency.
While projects indicate anthropomorphization of AI as well as bionic models,
they do not guarantee trustworthiness based on environmental awareness.
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9.5 D I S C U S S I O N

9.5.1 Implications for Dual-use Assessment

The patent citation network analyses did not indicate direct diffusion of AI into
patents for weapons and ammunition (F41, F42). This contradicts hypotheses
stating that AI diffuses relatively easily from civilian to military industries due
to its innovative and intangible nature (Acosta et al., 2019; Gill, 2019; Reppy,
2006; Shields, 2018). While inventions of weaponry mainly rely on other patents
of the same field, they have also benefited from patents of civilian categories in
the past. However, most of citations and cross references are found within the
same patent category.

As pointed out in an interview with the Patent and Brands Center Rhein-Main,
there is always the option of classified patenting (2019, personal communication).
Looking at the patent networks, AI diffusion across defense and civilian fields is
low and could only be observed within individual organizations. Drawing from
this, TA, which aims at prospective knowledge for responsible R&D, should
focus on other spaces of knowledge transfer among businesses and research
bodies instead of patent regimes. In general, regulation through the publication
of patents may generate trust. While we do not share the dichotomous perspec-
tive of unregulated trust relationships vs. highly regulated ones (Nissenbaum,
2001), we follow the idea of trust allowing for "risky" modes of behavior. To
create relationships based on trust, regulatory efforts such as TA that focus on
the diffusion of foundational knowledge of research may be necessary in the
first place. In this context, the case of Europe is very interesting as the EU tries
to incentivize synergies between defense and civilian industries to increase com-
petitiveness of the defense and security sector (Edler & James, 2015; European
Commission, 2013; Uttley, 2019). At the same time, the EU has fostered research
to monitor the diffusion of dual-use innovations, to understand the networks
and technological developments.9 Dual-use research of concern has provided
approaches of risk assessment for individual researchers and organizations
(Evans, 2014; Tucker, 2012), such as raising awareness, defining norms and
supporting public discourse on technology related risks and possible future de-
velopments of socio-technical systems (Grunwald, 2020). Coeckelbergh (2020)
has developed the discussion of distributed responsibility further by discussing
a relational framework, making AI experts responsible for risk communication.
Winfield and Jirotka (2018) showed a framework for ethical governance of AI
and robotics companies, in which a network of regulatory bodies, regulations,
and verification work together to build public trust. However, the discourse on
effective yet flexible regulations and norms is still ongoing. In the following, we
consider implications for Trustworthy AI regarding dual-use research.

9As part of their strategy to monitor emerging technology in security critical and dual-use areas,
the EU has supported the development of the TIM Dual-use data mining tool, which uses scientific
texts, like abstracts, patents, and EU project description to map the network of dual-use relevant
innovation hubs (https://knowledge4policy.ec.europa.eu/text-mining/tim-dual-use_en).

https://knowledge4policy.ec.europa.eu/text-mining/tim-dual-use_en
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9.5.2 Implications for Trustworthy AI

The parallel increase in scientific publications on AI (WIPO, 2019) allows to
highlight an additional focus on innovation diffusion by knowledge transfers
in applied research. In this regard, the patterns of values reflecting responsible
R&D, i.e., Trustworthy AI may be identified depending on the specific field of
application or diffused across technologies. While differentiating between bene-
ficial and malicious usage of AI may prove valuable in assessing the societal
impact of an application (Brundage et al., 2018), a stronger focus on AI as a
dual-use technology applicable for both civilian and defense purposes allows
considering applications that have a decisive impact on human life. Such ap-
plications include the automated surveillance and analysis of people to gain
intelligence information as well as automated functions in armed systems to
engage selected targets.

Design approaches referred to in the EU guide and other studies (European
Commission, 2019; Umbrello & De Bellis, 2018) offer possibilities for appropriate
implementation. As an umbrella organization of research institutes, Fraunhofer
has incorporated interdisciplinary work (Marzi et al., 2018). However, concern-
ing the studied research groups, the documents did not suggest room for a
diverse discourse in favor of a Trustworthy AI, which would promote further
deliberations (European Commission, 2019) on trust, the anthropomorphiza-
tion of AI (Ryan, 2020), and general acceptance of AI technologies (Winfield
& Jirotka, 2018). A transparency report, as suggested by Winfield and Jirotka
(2018), could include a statement on results that may be difficult to interpret,
as well as a reflection on institutional contexts and diverse societal effects of
implementation. Additionally, the different approaches towards trust and moral
decision-making by artificial agents (Arkin, Ulam, & Wagner, 2012) may become
an increasingly important issue for TA. Trustworthy AI might benefit from en-
couraging discussions about concrete procedures for fruitful interdisciplinary
work and clarification of contextual conditions, such as economic competitive-
ness in the application of ethics. Interpreting the different values of civilian and
military AI applications suggests that Trustworthy AI is more consistent when
the diversity of contexts is included. As Trustworthy AI is considered a "horizon-
tal foundation to facilitate the development of trustworthy innovation, the EU
suggested to add "sectorial" perspectives to adjust to the context-specificity of
AI systems (European Commission, 2019). To assess the diffusion of innovation
the context needs to be considered, while expanding the focus on related sectors.
Prioritization of values differs regarding the context of application. This influ-
ences the diffusion of innovation as adjustments to other requirements have to
be made but more significantly, as values are inscribed in the technology. While
we illustrate how the prevalence of values may differ across fields of applica-
tion, we do not propose that they are exclusive to specific sectors. Instead, our
study proposes a vantage point for future research on norm emergence such as
dual-use focused TA, potentially including stakeholder analysis.

Finally, our study indicates that some of the values are closely associated, such
as explainability and interpretability or well-being, safety, and security. Thiebes
et al. (2020) propose five principles of trustworthy AI, offering a synthesis
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of relevant values or requirements of ethical frameworks, such as in the EU
guide (European Commission, 2019). While there is indeed common ground
regarding relevant values that influence relationships of trust, our analysis
emphasizes the importance of finding a common language and clarifying the
existence of divergent understandings that may prevail across different national
frameworks, albeit references to the same labels (Roberts et al., 2021).

9.5.3 Limitations

As we focus specifically on AI patents, we did not include patents for advanced
robotics of the class B64G 2001 (USPTO, 2019) or other commercial areas (e.g.,
aviation and aerospace), and therefore limited the sample to G06N patents. In
addition, our sample only includes patents that cited at least one other patent,
which is further limited by a focus on German patents for reasons of clarity.
Even though the EU is one of the most active regions with regard to filing
patents, especially in the AI field, many more patents are filed in Japan, the US,
and China (Baruffaldi et al., 2020), thereby limiting the scope of this study and
its implications to the EU with a focus on German R&D. Furthermore, certain
innovations may be protected by secret patents and others may be subject to
trade secrets or copyrights, or refrain from patent registration due to compli-
cated analysis of territorial eligibility (Tiedrich et al., 2020). Companies may
remain competitive, using Machine Learning as a service instead of developing
their own applications (Guthrie, 2019).

9.6 C O N C L U S I O N

AI is seen as a general-purpose technology, and the study of the patterns of
diffusion of innovation between civilian and defense applications is relevant
not only for TA but also regarding normative concepts that influence the R&D
of AI, such as Trustworthy AI. As a mixed method approach, we conducted a
patent citation network analysis in the first step. Considering member states of
the EU as well as defense and civilian contexts of application, this work studied
innovation transfers between AI and weaponry patents and took company
relations into account. While the patent citation network did not show any dif-
fusion between weaponry patents and AI, the close-up on the German company
network revealed that a few defense companies publish both AI and weaponry
patents, which might also be due to their dual-use products. As the second
part, the qualitative analysis of technology descriptions of both civilian and
defense R&D projects of the Fraunhofer IOSB, allows reevaluating established
measurements and playgrounds of technological diffusion. The diffusion of
trustworthy AI norms between defense and civilian R&D projects revealed the
hierarchical context-specific application of certain Trustworthy AI norms, such
as robustness and accuracy for defense projects and explainability for civilian
projects. While attention is paid to R&D of AI, both economically and politically,
it is relevant to gain insight into this development and to establish methods for
its tailored dual-use and risk assessment and awareness measures to prevent
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unintended outcomes (Tucker, 2012; Winfield & Jirotka, 2018). Advanced and
further work may address the political context of Trustworthy AI and accompany
EU strategies of fostering the development of dual-use technologies, with a
focus on economic synergies (Edler & James, 2015).
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M E A N I N G F U L H U M A N C O N T R O L O F L A W S : T H E C C W -
D E B A T E A N D I T S I M P L I C A T I O N S F O R VA L U E - S E N S I T I V E
D E S I G N

A B S T R A C T Regarding the discussion of lethal autonomous weapon sys-
tems (LAWS) in the expert forum of the Convention on Certain Conventional
Weapons (CCW), the interpretation of crucial concepts such as autonomy and
human control is decisive for the future direction of international humanitarian
law (IHL). Starting from the perspective of a Value-Sensitive-Design (VSD), we
analyzed the discourse of LAWS and looked for values in support of Meaningful
Human Control (MHC). Our study reveals that time, predictability, and reliabil-
ity, associated with each other to varying degrees, are credited to be the most
important values incorporated into emerging technologies. Further, account-
ability, explainability, and potential for intervention are recognized to support
MHC. In contrast, efficiency and precision are suggested to have an ambigu-
ous relationship with affirmative values. Thus, our discourse analysis allows
us to substantiate technological features that define MHC in human-machine
interaction.

O R I G I N A L P U B L I C AT I O N Riebe, T., Schmid, S., & Reuter, C. (2020). Mean-
ingful Human Control of Lethal Autonomous Weapon System: The CCW-
Debate and its Implications for Value-Sensitive Design. IEEE Technology and
Society Magazine, 39(4), 36–51. https://doi.org/10.1109/MTS.2020.3031846

10.1 I N T R O D U C T I O N

The debate on the development and deployment of lethal autonomous weapon
systems (LAWS) as an emerging technology is of increasing importance, with
discussions stalling and technological development progressing. Monitoring the
progress of increasingly autonomous weapons systems in civilian and military
use (Riebe, Schmid, & Reuter, 2020), as well as regulating possible autonomous
systems early on, is demanded by civil society actors, like the Campaign to
Stop Killer Robots and the International Red Cross, while nation states follow a
variety of interests and strategies, showing little room for consensus on central
terms and questions (Ekelhof, 2017; Rosert & Sauer, 2020). This article therefore
sheds light on the work of the Group of Governmental Experts (GGE) of the
UN Convention of Certain Conventional Weapons (CCW). The CCW, offering
an arena for international cooperation, has dedicated itself to the purpose of
finding a common ground with respect to an understanding of LAWS as well as
the necessary degree of human control. From an ethical perspective, the concept

https://doi.org/10.1109/MTS.2020.3031846
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of Meaningful Human Control (MHC) supports a human-centric approach.
Several IEEE projects, series and publications (Adamson et al., 2019) are dedi-
cated to this prioritization, especially regarding civilian use. As autonomous
technology is increasingly at the center of contemporary military innovations,
questions of (human) agency and responsibility in warfare have become even
more pressing (Hellström, 2013). As stressed by the United Nations Institute
for Disarmament Research (UNIDIR), the concept of MHC may prove useful in
the context of development and use of (semi-) autonomous weaponry (UNIDIR,
2014).

Acknowledging the need for a multidisciplinary approach (Boulanin, 2016), we
present our analysis of the respective CCW discourse as a first step towards
answering the question of how to ensure MHC in the interaction with LAWS.
Asking for factors supporting the implementation of MHC, we look for values
and underlying, more abstract discourses which may converge with the idea
of MHC. The identification of such values and dominant discursive narratives
may contribute to a better understanding of the political, ethical, legal and
technological requirements for MHC, a concept which has been introduced in
both political and legal debates to allow for improved regulation of the use of
force in armed conflicts (Meier, 2016). The regulation of certain conventional
weapons which are considered especially injurious or indiscriminative, such as
landmines and blinding lasers, is part of the protocols of the UN CCW. However,
in the past, the effectiveness of the CCW has been called into question in light
of Cold War politics (Carvin, 2017), consensual decision-making, or difficulties
in advancing arms control in the context of humanitarian and military argu-
ments (Cottrell, 2009). Beside these difficulties, the CCW has helped set relevant
norms of arms control in the past and may so with regards to the regulation of
LAWS (Bode & Huelss, 2018).

First, we give an overview of related work and identified research gaps. In the
following, we elaborate our theoretical perspective, inspired by Value-Sensitive
Design (VSD). Further, we offer insights into the research design, i.e., our sample
of 43 CCW documents and discourse analysis as the method used. Subsequently,
the results of the analysis are presented. Our focus lies on the CCW’s preva-
lent understanding of autonomy and LAWS as well as on control, particularly
concerning MHC in human-computer interaction. These conceptual clarifica-
tions are necessary foundational work for retaining human control of LAWS.
Then, we give an overview of identified values with respect to the interaction
with LAWS technology, putting them into relation with MHC as well as with
each other. To gain a deeper understanding of the crucial values, we illustrate
correlations between respective values and dominant discourses, which may
not always support an implementation of MHC. The work is concluded by a
formulation of implications, a discussion of results, and an outlook.

10.2 R E L AT E D W O R K

Scholars of various disciplines are dedicated to LAWS and the question of
human control. Most works focus on autonomous weapons from a legal per-
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spective with regard to international humanitarian law (IHL). Crootof (2016),
focusing on the applicability of international humanitarian law and accountabil-
ity, reflects on the inherent imprecision of the concept of MHC, while stressing
the need to interpret the evolving norm as convergent with existing interna-
tional law. Anderson (K. Anderson, 2016; K. Anderson & Waxman, 2013; K.
Anderson et al., 2014) elaborates on the applicability of the law of armed conflict
on emerging technologies and explicitly argues against a ban of LAWS. Walker
Smith (2016), concentrating on MHC, criticizes a human-biased view by point-
ing out that autonomous weapon systems can potentially limit lethal human
behavior. Walsh (2015) notices a concomitant shift of accountability with the
development of LAWS, increasingly including designers and programmers. Yet,
these legal debates are often characterized by repetitive arguments, echoing
difficulties regarding legal accountability while stressing the merit of existing
international humanitarian law principles .

Ethical contributions stress that the technological advances towards more au-
tonomous functions and systems, which are increasingly interacting with hu-
mans, need to be designed with more attention towards responsibility (Um-
brello, 2019a), control (de Sio & Van den Hoven, 2018), and effects on human
dignity (A. Sharkey, 2019), thus arguing to limit the possible consequences on
the lives of affected people (Datenethikkommission, 2019; Zweig, 2019). Schol-
ars of ethics agree that LAWS run counter the principle of human dignity as
only humans can be moral agents that can take live-affecting decisions and be
held accountable (Amoroso & Tamburrini, 2019; A. Sharkey, 2019). N. Sharkey
(2016) introduces a classification system of human supervisory control, which
is adapted by Amoroso and Tamburrini (2019), putting it into relation with
the concept of MHC, as well as by Weber and Suchman (2016), who focus on
autonomy of human-machine configurations. Ekelhof (2018, 2019) asks for the
feasibility of operational implementation of MHC, suggesting other ideas like
“distributed control” to be more practical. It can be identified that the discourse
has moved towards discussing autonomous functions, especially regarding
the target selection and target engaging process (Amoroso & Tamburrini, 2019;
Riebe, Schmid, & Reuter, 2020).

Scholars of international relations and strategic security (Altmann & Sauer, 2017;
Haas & Fischer, 2017; Sauer, 2016; Schörnig, 2019) have discussed the strategic
consequences of autonomy. On the one side, the autonomous systems are a
central part of the network-centric warfare (NCW) doctrine, which plans for
autonomous weapon systems to increasingly assist humans as human-machine
teaming (Dillon, 2002; Vice Admiral Cebrowski & Garstka, 1998). However, the
autonomy of armed systems is increasing the pressure or even the likelihood of
a first strike due to reduced conflict threshold, which might destabilize nuclear
deterrence. However, others like Cummings (M. L. Cummings, 2019) refer to
the advantages of automated systems over humans to carry out attacks due to
the likelihood of human error under the stressful conditions of combat.

To further the progress of work towards a limitation of harm, it is important to
take a closer look at computer science and engineering, especially robotics.
Linked publications are frequently interested in the development of semi-
autonomous drones (Albers et al., 2010; Chao et al., 2010), machine learning
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techniques (Schramowski et al., 2020), and human-computer interaction. Often
focusing on civilian environments, some scholars pay special attention to dis-
ruptive situations (Adams & Friedland, 2011) or warfare technology (Hocraffer
& Nam, 2017). Still, many engineering studies are interested in optimizing au-
tomatic or autonomous processes and robotics, disregarding ethical questions
or highlighting the potential of LAWS (Arkin, 2010; Arkin, Lyons, et al., 2012;
Scharre, 2018).

From the perspective of machine ethics, Canellas and Haga (2016) investigate
the “mismatch between authority and responsibility in an exemplar military
scenario [which] can still plague the human-AWS interactions”. The interaction
of the autonomous system with its complex environment during mission-related
tasks. Thus Hagele and Soffker (2017) introduce a real-time environmental situ-
ation risk assessment approach to improve the safe situational behavior of the
autonomous system. Beside the question of safety, Chmielewski (2018) tries to
incorporate non-Western values and stresses the need for an ethical evaluation
of the use of LAWS, referring to IEEE’s “Ethical Considerations in Artificial Intel-
ligence and Autonomous Systems” (IEEE, 2016). Others focus on norm change
initiated by countries of the Global South (Bode, 2019) or gendered perspectives
on autonomous weapon systems (Csernatoni, 2019; Santos de Carvalho, 2018).
The cognitive engineering approach (Feigh & Pritchett, 2013) by Canellas and
Haga (2016) is one of the few works, which has analyzed different understand-
ings of MHC and concrete options, realized in human-computer interaction. The
authors highlight implications for function allocation to autonomous systems
vis à vis human operators, derived from definitions of MHC (Canellas & Haga,
2016). Yet, interested in establishing MHC in warfare human-machine inter-
action, they disregard important questions regarding software and interface
design and take a less critical stance by assuming definitions to be exogeneous.

Value-Sensitive Design (VSD) as a "theoretically grounded approach to the
design of technology" serves to investigate the discourse on LAWS thus helps
to fill these gaps (Friedman et al., 2013). Friedman et al. (2006) defined values
as "what a person or group of people consider important in life”. Usually,
a VSD design process consists of three types of investigations: conceptual,
empirical and technical. For this paper, only the conceptual investigation is
of relevance. Such an investigation aims at understanding the interests and
conflicts across the stakeholders’ debates within their cultural and strategic
contexts (Friedman et al., 2006). Moreover, it proposes approaches to mitigate
conflicts and prioritize values in trade-off situations. Within the scope of this
study, VSD is thus used to understand the stakeholders’ interests and values
towards the control of autonomous weapon systems. VSD in the context of
autonomous weapons systems has also been used by Asaro (2009), taking
important work on autonomy by Cummings (2004) and Cummings (2006) into
account, referring to her concept of automation bias and the VSD-study of the
cruise missile Tactical Tomahawk (Cummings, 2006). Thornton et al. (2018), de
Sio and Van den Hoven (2018), as well as Umbrello (2019a) use the VSD method
on autonomous vehicles and AI, arguing for human-centered approaches like
MHC in civilian innovation as well. Our analogous approach tries to grasp
challenges of today’s discussion of LAWS.
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This work is a contribution to the field of IT peace research (Reuter, 2020),
as well as natural science/technical peace research (Altmann, 2019; Reuter,
2020) and sheds light on technology’s normative and social effects in crisis and
conflict. While Boulanin and Verbruggen (2017) have dedicated several papers
to autonomous weapon systems, following a more reflective and open research
path, this work contributes by incorporating VSD. So far, only one contribution
focusing on LAWS and VSD exists: Verdiesen asks for moral values which are
important to military personnel and the public, disregarding the merit for a
more critical, deconstructivist stance (Verdiesen, 2017b, 2019; Verdiesen et al.,
2018). Finally, this work aims at offering interdisciplinary approaches of social
scientific, like Pugliese (2015), and technical, like Arkin, Lyons, et al. (2012),
perspectives towards challenges for international security.

10.3 T H E O R E T I C A L B A C K G R O U N D

We chose to analyze MHC with regard to LAWS from a perspective of the
Value-Sensitive Design (VSD) approach. Shedding light on LAWS’ inscribed
attributes, we follow the VSD approach by Friedman et al. (2013). VSD yields
theoretical and methodological implications by assuming more or less abstract
values to be reflected in interfaces or software and thus indicate the need of
interpretative work (Friedman & Nissenbaum, 1996). Thereby, we understand
values in affirmation of the definition of Friedman et al. (2013) as norms or stan-
dards assessed by a collective while neglecting values as norms by individuals.
These values, also supporting a common understanding by VSD scholars, do not
necessarily have to be explicitly moral values (Friedman et al., 2013). Following
this approach, we consider the design process to be especially relevant with
respect to the interaction between human operators and LAWS, an assump-
tion which is already prevalent in debates about the regulation of autonomous
weaponry (Canellas & Haga, 2016; Cummings, 2006; de Sio & Van den Hoven,
2018).

In this work, we focus on the first and fundamental step of the three-pronged
iterative approach, i.e. conceptual investigations of LAWS (Cummings, 2006).
Here, we search for values incorporated into LAWS, which may be compet-
ing against each other due to different stakeholder positions across the CCW
arena (Friedman et al., 2013). Thus, we pose the question: "What values can be
derived for MHC from the stakeholders’ discourse in the 2018 Group of Governmental
Experts on Lethal Autonomous Weapons Systems?"

Hence, we are interested in approaching MHC in relation to its empirical context,
constituted by various perspectives in the CCW debate, which reflect different
values, and broader discursive narratives. Understanding the expert’s groups
debate as well as the diverse notions of MHC also allows to formulate value
implications or priorities in technology development, as well as for the regula-
tion and control of increasingly autonomous weapon systems. Answering this
question, we investigate the CCW GGE’s divergent conceptual understandings
of MHC of LAWS (first gap). The divergent understandings of human-LAWS
interaction can be deconstructed by choosing the theoretical perspective of
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VSD (second gap) as well as a thorough the investigation of CCW-relevant
socio-technological values and their interrelatedness (third gap). Our analysis
of influential discourses and values leads to the formulation of implications for
the design of LAWS (fourth gap).

10.4 R E S E A R C H D E S I G N

As we are interested in the question of how to retain MHC of LAWS, we focused
on the Group of Governmental Experts on LAWS, which meet in the forum
of the Convention on Certain Conventional Weapons (CCW). These experts
constitute the most relevant international body dedicated to understanding
respective human-machine interaction in a military context, and it is the main
organizational forum for the conceptual debate regarding autonomy and control
with respect to lethal weaponry. To answer the question of how MHC may be
achieved within this forum, we choose a discourse analytical approach, grasping
mindsets and conceptualizations of the stakeholders. Our sample and method
of analysis are presented in the following.

10.4.1 Data Collection

We concentrated on documents of the 2018 Group of Governmental Experts on
Lethal Autonomous Weapons Systems (LAWS) (GGE on LAWS), thus restricting our
sample to working papers and statements by states as well as non-governmental
actors, which were formulated in the course of the first meeting, taking place
from 9 to 13 April 2018, and the second meeting, held from 27 to 31 August
2018 (UNOG, 2018). In sum, we analyzed 43 documents (see Table 16.4 in Ap-
pendix 16.2). The number of member country statements needed to be reduced,
not at least due to repetitiveness of content and to reflect actors’ relative domi-
nance in the discussion. Thus, we included strong positions of US and European
countries such as the UK. As Western countries’ statements were more fre-
quently represented and accessible, our selection of country statements tried
to reflect a certain unequal distribution of participation. China’s and Russia’s
positions were reflected in the working papers they submitted. Special attention
was given to the US due to their prevalence in the development of LAWS and
network-centric warfare. To reflect transnational work done in the arena of the
GGE on LAWS, we included statements by debate-steering non-governmental
actors, again mirroring the diversity of positions as well as dominance in the
discourse. We also regarded positions of military-relevant industry partners and
marginalized critique by whistleblowers. This was useful to gain more insight
into discursive narratives and actors’ positions, serving as points of references
for participants of the CCW expert group. While the number of documents by
non-state actors may seem high in comparison to GGE documents, the latter
were considerably longer and offered more in-depth content. All sources are
accessible online.
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10.4.2 Data Analysis

For the analysis of data, we used the open-source software of R, in particular
RQDA (R. Huang, 2016), allowing for a qualitative analysis of text files. Fol-
lowing our theoretical assumptions of discursivity, we conducted a discourse
analysis, inspired by Fairclough’s Critical Discourse Analysis of communica-
tive events (Jørgensen & Phillips, 2012). Textual documents, like the working
papers and statements by states on autonomous weapons systems, may con-
tribute "to the construction of systems of knowledge and meaning" (Jørgensen
& Phillips, 2012). For the qualitative analysis of text files codes were devel-
oped abductively. The codes are derived from the documents as well as taking
into consideration the existing literature regarding network-centric warfare.
Network-centric warfare conceptualizes an technology-oriented strategy of
warfare being particularly time- and space-oriented, forming a decentralized
network of synchronizing entities and man-machine teaming (Dillon, 2002; Vice
Admiral Cebrowski & Garstka, 1998). Codes that regard the relationship be-
tween humans and LAWS are created by the perception of technology as an
entity with clear boundaries (Tatnall & Gilding, 1999). Codes were also grouped
by the three code categories humans and LAWS interaction, socio-technological
values and embedding discourses, the latter comprising military discourse as
an important sub-category of LAWS-embedding discourses. However, it was
singled-out due to its hypothesized importance. Hierarchical relationships were
noted in the respective memos and are visualized in this work (see Figure 10.1).
Because the derivation of inter-code relationships proved costly, we chose to
rely on the R text mining package tm (Feinerer & Hornik, 2018) as well as re-
lated packages to grasp relationships of proximity of word stems. To look for
associations of word stems, the text corpus was split into 230 files. Punctuation
and numbers were removed, and a rather simple algorithm reduced words by
cutting of suffixes.
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Figure 10.1: Code categories "humans&LAWS", "Embedding discourses" and
"tech_values"

10.5 R E S U LT S

10.5.1 Autonomy and LAWS

To gain a deeper insight of the dominant conceptual and empirical under-
standing of autonomy and LAWS, we created "autonomy" as a code for cov-
ering all instances in the CCW discourse in which the respective signifier was
named and its meaning temporarily fixed. We also coded phrases describing
defining characteristics of LAWS with "laws_def_char". To approach not only
what is conceptually envisaged with respect to autonomy and LAWS but also
how these concepts may materialize, we created the codes "tech_specifics" and
"tech_analogies". These four codes all fall under the code category humans and
LAWS interaction.



1 0 7

We retrieved 168 codings for "autonomy", and while these were often made with
references to humans not being in the loop anymore or the general problem of
defining and differentiating between autonomy and its various degrees, one
can notice a recurrent focus on autonomy as a function. The following refer-
ences were found: "using a weapon with autonomous functions" (WP4-US),
"[s]ystems with advanced artificial intelligence and enhanced autonomous func-
tions" (GenEx-AU), that "its understanding changes with shifts in the technology
frontier, and different functions of a weapons system could have different de-
grees of autonomy" (SummaryReport), that "[a]utonomy is in and of itself a
function" (WP5-BR), that "some semi-autonomous machines can have highly
autonomous critical functions while highly autonomous machines can have no
or limited autonomy in critical functions" (SummaryReport).

Thus, within the CCW debate, it becomes a clear objective to focus on autonomy
of such critical functions. As critical functions, "different parts of the targeting
cycle" (SummaryReport) are to be taken into consideration. Especially, functions
of selecting and attacking targets are looked at critically. Out of 168 codings
regarding "autonomy", 56 were specifically referring to selecting and targeting
as critical functions. This is illustrated in documents by various actors, point-
ing out that "[t]he ICRC has correctly noted that the main and perhaps what
states should be concerned about characteristic of AWS is that they have auton-
omy in the critical functions of selecting targets and attacking without human
intervention" (SARCIL). The United Kingdom also stressed that "many partici-
pants [had] call[ed] for human control of ‘critical functions’, often specifically
referring to ‘select and engage’, but it was unclear precisely what these terms
mean" (WP1-UK). Looking at empirical references to technological specifics,
it is referred to "[p]attern matching algorithms [. . . ] used for target selection
(WP2-ES/F) or "weapons with advanced sensors such as millimetric wave radar
[that] can operate beyond visual range (for example, the AIM 120 Advanced
Medium-Range Air-to-Air Missile (AMRAAM)) or engage multiple targets from
a single platform (such as Hellfire or Brimstone guided missiles)" (WP1-UK;
own emp.).

In general, sensors are often named as crucial features of LAWS: "Computers
can enable machines to respond to inputs from sensors through an application
of the algorithms or other processes with which they have been programmed"
(WP4-US); "[e]ach munition is equipped with heat and radar sensors which
can scan a 200m diameter area. If a target is detected, the warhead is activated;
otherwise it self-destructs" (SummaryReport). These statements, as well as
others such as – "[t]he projectile has sensors that allow it to identify the target
that the human operator intends to hit, and computers and guidance systems
that allow it to select and engage that target" (WP4-US) – yield two implications.
On the one hand, the CCW discourse treats the detection or identification of
a target as part of selecting it, constituting them as one process of selection.
Within the CCW discussion, the International Committee of the Red Cross
(ICRC) noted that a "weapon system with autonomy in its critical functions" is
one "that can select (i.e. search for or detect, identify, track, select) and attack
(i.e. use force against, neutralize, damage or destroy) targets without human
intervention" (WP5-BR, ICRC). Thus, detection or identification is seen as a
synonym or subcategory, respectively, for selecting. This already implies the
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significance of an autonomous identification of a target with respect to its actual,
fixating selection. On the other hand, it becomes clear that the identification or
detection of targets is another critical function which is to be distinguished from
the ultimate selection of a target. The interpretation of the statements indicates
that detection is a critical function belonging to the targeting cycle, preceding
the actual selection and subsequent attack of a target. Numerous statements
point to the detection and identification of a target, while most times they do
not offer explanatory details: "Both primary sensors (laser scanners, millimeter-
wave radars, hyperspectral imaging, etc.) and signal processing Algorithms"
(WP2-ES/FI); "the Lightweight Counter Mortar Radar can identify indirect fire
threats by automatically detecting and tracking shells and backtracking to the
position of the weapon that fired the shell" (WP4.2-US).

Besides these functions belonging to the targeting cycle, CCW participants also
pointed to other tasks which may be categorized as autonomous. These are
supportive tasks like "cyberattack warning, supply chain logistics" (DARPA_2)
or automatization of (US) Department of Defense "business processes, such
as security clearance vetting or accrediting software systems for operational
deployment" (DARPA_2), for accident prevention, i.e. ground collision (WP4-
US), or logistical calculations (WP1-UK). In general, references that were made
with respect to autonomy of certain critical functions stressed repetitively that
a weapon system might consist of autonomous as well as non-autonomous
parts and functions, e.g., "weapon systems that have been deployed still require
human remote authorization to launch an attack (even though they may identify
targets autonomously)" (ICRC/WP5-BR). At the same time, CCW participants
did not omit referring to autonomy’s different degrees. Often, autonomy of a
system meant automatization of processes, but references to artificial intelligence
and machine learning, indicating self-learning capabilities and independence,
were also prevalent (WP2-ES/FI). No references regarding specific types of deep
learning algorithms or the like were made.

10.5.2 Human-Computer Interaction

To understand the dominant and respective marginal counter-discourses on
human-LAWS interaction across the CCW debate, we created and organized the
codes in a continuum with technological anthropomorphization and MHC at
its extremes (see Figure 10.2). The first stage defines human-LAWS interaction
to be dependent on technology’s "behavior", treating technology as an essential
being with human-like features (e.g., intelligence or decision-making authority).
In contrast, MHC, at the other end of the continuum, implicitly assumes a
hierarchical relationship between humans and technology, with humans having
legitimate authority over technology as an instrument. We only marked phrases
specifically referring to MHC with the respective code, while all other statements
regarding control (without further conceptualization as meaningful) where
marked accordingly (i.e., "control").



1 0 9

Figure 10.2: Continuum of human-LAWS relationship (100% = 1,176 codings)

The code "powerful_tech" was used to grasp statements which indicated to per-
ceive technology (and technological development) as a driving force while not
anthropomorphizing it. In cases where perceptions of "both sides" (technology
vs. human) were used, they weighted each other out to "interaction", reflecting a
rather equal relationship. This code was naturally also used when actors explic-
itly referred to interaction as a relationship. The code "human_above_machine"
refers to a hierarchical relationship of humans, yet not necessarily being al-
ways in control. It is important to note that this process heavily focused on
linguistic formulations, assuming that language shapes actors’ perceptions of
human-LAWS interaction (Ekelhof, 2017). Speaking in relative terms, statements
indicating hierarchical relationships of humans and subordinated technology
were found almost twice as much as statements supporting the autonomy of
technology (49% vs. 27%). At the same time, "interaction", as a rather neutral or
non-hierarchical position, made out roughly a quarter (27%) of the respective
human-LAWS interaction statements. This indicates that perceiving humans to
be superior to technology is the dominant view within the CCW GGE forum.
These relative frequencies yield several implications: First, it becomes clear that
explicit MHC-related statements are very rare (in absolute as well as relative
terms). This reflects that despite its initial trendiness as an ethical-legal buz-
zword (Roff & Moyes, 2016; UNIDIR, 2014), CCW GGE participants are rather
uninterested in its highlighting. In cases of referring to MHC, it is either done
by a non-governmental participant like the Campaign to Stop Killer Robots
(GGE_CTSKR) or the ICRC, elaborating the concept in a more detailed manner
(WP5.2-ICRC). When used by states, MHC is framed to be important merely
by (potential target) states which are dedicated to a ban of LAWS, like Pakistan
or Brazil. In such cases, stronger normative terms were used: "The task for the
GGE now should be to ascertain the scope and extent of human control neces-
sary to address the various concerns associated with LAWS to ensure that it is
meaningful" (6b-PAK); "[t]he proposal that humans retain ‘meaningful control’
over LAWS seems to us the most promising avenue to explore" (6b-BR). Other
nation-states’ representatives do not seem similarly interested in the MHC con-
cept, disregarding the concept considering its level of abstraction and necessity:
"[I]t becomes difficult to provide a technical statement of meaningful human
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control. [. . . ] To be meaningful, human control does not necessarily have to be
exercised contemporaneously with the delivery of force. [. . . ]" (WP2-ES/FI).

The US also relativizes the conceptual impact of MHC, as "an operator might
be able to exercise meaningful control over every aspect of a weapon system,
but if the operator is only reflexively pressing a button to approve strikes
recommended by the weapon system [. . . ]" (WP4-US). Pointing out its lack of
value because of its conceptual unclarity functions as a devaluation mechanism
of the MHC concept across the CCW discourse: "‘Control’ and ‘judgment’ are,
however, flexible terms, even when qualified by adjectives such as ‘meaningful’
[. . . ], [. . . ] used [. . . ] to signify different things" (6b-Estonia). Most decisively
stated, MHC "or a similar notion" is not considered "to reflect a new or emerging
norm of international law" (6b-Estonia), while one participant seems to regret
"exploring the scope of meaningful human control in the delegation of decisions
to intelligent machines instead of what we must regulate on LAWS" (GenEx-KO,
own emp.).

Nevertheless, the widespread references to human control stress the respective
participants’ underlying interest in a hierarchical relationship, with human
operators controlling LAWS to varying degrees. As laid out in the following
Chapter 10.5.3, such control may be associated with various values, with the
latter being regarded as defining characteristics of the concept of MHC. Thus,
even though actors show little support of the concept, they widely refer to
technological requirements defining the concept of interest (Roff & Moyes,
2016).

Third, while dominantly retaining human-focused arguments within the CCW
debate, there is still a considerable amount of statements carrying a supportive
notion of technology, i.e., perceptions of technology as a societal driving force
or as essentially being. Phrases which were coded as "tech_anthro" or "pow-
erful_tech", respectively, show such instances: "The development of artificial
intelligence (AI) should be seen as a logical process in computing science", while
demanding that "the discussions on LAWS must reflect the undeniable direction
of technological development" (WP2-ES/FI). Interest in the support of LAWS
and related AI technology is further formulated, declaring "the system would
be capable of defining and thereby deciding the ultimate goals of its functioning,
very much like humans do" (WP2-ES/FI), peaking in the following explicit state-
ment for implementation: "The level of abstraction of computing keeps getting
higher and higher, leading towards increasing possibilities for various levels
of machine autonomy. Past experience has shown that once new technology
proves to work, society quickly adopts it, and later its use becomes the accepted
norm" (WP2-ES/FI). While remarks which were coded by "interaction" may
also imply characterizations of technology, they also suggest a more reflective
awareness of interactional relationships between humans and LAWS as well
as related effects: "[T]he way humans use machines and interact with them is
changing [. . . ] [because] [i]n complex systems the human role will have various
postures in relation to the machine" (WP2-ES/FI).
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10.5.3 Socio-Technological Values of LAWS

The NGO Article 36 has issued a briefing within the CCW forum (Roff &
Moyes, 2016), in which it points to the question of value-sensitive design while
identifying certain "key elements" for MHC: (1) predictability, reliability, and
transparency of technology; (2), information accuracy regarding planned out-
come, operation, function of technology, and context of use; (3) "timely human
action and a potential for timely intervention", and (4) "accountability to a cer-
tain standard" (Roff & Moyes, 2016). We assume such elements of MHC to be
implementable into technology. Our analysis reveals more important values
and looks for mutually tense and supportive relationships, respectively, to put
them into context. Thus, we identified 23 values and looked for frequencies and
locations of occurrences (see Figure 10.3).

Figure 10.3: Occurrences of socio-technological values

The codes "accountability", "cultural_issues", "gender", "scope", "time", and
"verification" were not always used for the explicit description of technology,
but also with respect to general procedural issues. Yet, such phrases implied
that participants found the respective characteristic very important. Therefore,
they are included as relevant socio-technological values that are reflected in the
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conceptualization of LAWS and interaction. The other value-grasping codes
were linked directly to technological requirements.

Most crucial are the codes "time", "predictability", and "reliability" (77, 74, and 70
codings). Additionally, references coded as statements regarding "productivity"
(n=64), "accountability" (n=58), "explainability" (n=53), or "safety" (n=50) could
be made out at a relatively high frequency, while CCW documents surprisingly
referred to issues of (human) "intervention" (n=21) or an accurate flow of infor-
mation (n=14) only at a relatively moderate rate. Yet, not every technological
requirement considered necessarily has a supportive impact with respect to the
establishment of MHC. Thus, we screened arguments pointing out MHC or
human control.

For example, a statement formulated by Brazil stresses that "meaningful human
control can only be achieved if the role of the human [. . . ] is such as to ensure
[. . . ] the capacity to intervene and override machine functions when operationally
possible" (6b-BR, own emp.). Furthermore, the non-governmental actor ICRAC
defines "sufficient time for deliberation on the nature of targets [. . . ] [as one of
the] necessary conditions for meaningful human control of weapons" (ICRAC-
WP3, own emp.).

Besides having the possibility to intervene – also with respect to the issue of time
– France, perhaps taking a less critical stance on LAWS compared to ICRAC,
points out with regards to "[d]eveloping autonomy and human-machine interac-
tion" that [t]he human command must be aware of and be able to assess system
reliability and predictability" (WP3-FR, own emp.). Assuming reliability and
predictability as well as issues of "time" and "intervention" to be foundational
for MHC, we further analyzed the CCW discourse with respect to associations
between these values. As RQDA did not offer a convenient approach for testing
inter-code relationships (Pokorny et al., 2016), we alternatively proceeded with
text mining and a search for word associations. A word cloud (see Figure 10.4),
visualizing all word stems which occurred at least 70 times, reflects similarity of
codes and relevant words.



1 1 3

Figure 10.4: Cloud of word stems occurring at least 70 times

Consequently, we screened the CCW corpus for associations occurring at least
by 30% with respect to predictability. This revealed that (1) "predict" is not rarely
associated with aspects relating to the question of MHC. For example, "agency"
(56% of all occurrences of "predict"), "dignity" (46%), "human control" (43%),
"moral" (34%), or "ethical" (30%) are associated with predictability. Second, test-
ing for associations also showed that predictability is often (78%) associated
with reliability. Similarly, reliability is often associated across CCW documents
with control ("software control", "human control") or agency (42%), "trustwor-
thy" (70%) as well as "knowledge" (43%) or "consequence" (38%). At the same
time, "intervention" may be associated by at least 30% with "overriding" (46%),
"capacity" (38%), "conscious" (37%) and "constrain" (38%).

As the preceding coding process revealed, "time" was not only coded referring
to statements directed at values, but also with respect to elaborations on warfare
(as well as less substantially-laden phrases like "in the meantime, at the same
time"). Thus, there are a lot of words associated with "time", among which some
like "faster" (36%), "able" (31%), or "deliberately" (30%) indicate the issue of
time pressure and necessity of time to intervene or decide, respectively. Yet,
besides pointing to enough time as a requirement for human control of LAWS,
associations of "time" also already reflected the signifier’s relevance of the
current military discourse (see Section 10.5.4).

Another group of values named across CCW documents did not seem to sup-
port the actual implementation of MHC. Among these was precision, which is
associated by 53% with efficiency, military terms like "troop" (52%), "military"
(33%) and "Afghanistan" (48%), "Syria" (33%), "Iraq" (30%), "Libya" (48%). At the
same time, precision was comparatively often used along empirical examples
of LAWS like "torpedo" (38%) and negatively-laden words like "cruel" (48%) or
"deteriorating" (33%). Similarly, efficiency was not rarely associated with the
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same words as well as "easier" (47%), "cost" (34%), or "kill" (34%). Screening
for associations also suggests efficiency-related phrases not to be formulated
alongside issues of control, ethics, and international humanitarian law. The
third group of codes within the category of values seemed to be neutral towards
MHC, as the coding process suggested. Values like "feasibility", "suitability"
and "sustainability" were present across documents, yet the respective substan-
tial understanding of these features did not become clear straightforwardly.
Looking at other word occurrences along feasibility raised the possibility of
it constituting an empty signifier (Giesen & Seyfert, 2016), rather reproducing
cost-effective ratio instead of proactively supporting MHC (cf., 34% "rule", 31%
"advantageous", 32% "commercial", 40% "applicable", 31% "certified").

10.5.4 Influencing Discourses

As our work carries discourse theoretical assumptions, i.e., of discourses repro-
ducing mindsets and practices, we checked for codes referring to overarching
societal topics or thematic areas. Figure 10.5 reveals dominant trains of thought
functioning as points of reference throughout argumentative structures.

"Ethics" as a structuring discourse of MHC was coded almost 400 times across
CCW documents. The frequency shows how ethical vocabulary is serving as a
dominant frame for discussion. The relevance of ethics as a guiding discourse is
also illustrated considering respective sub-codes "hum_responsibility" (n=121)
or "HL_principles" (n=205), with the latter clarifying the close link between
ethics and law ("intern_law" n=349). While Pakistan states that "its [LAWS’] use
should be considered unethical and unlawful" 6b-PAK), paralleling law and
ethics, other remarks stress the normativity of law due to its causal links to
ethics by respective as well as actively demanding vocabulary: "All weapons
systems must comply with International Law in general and, in particular, with
International Humanitarian Law and with International Human Rights Law"
(WP5-BR, own emp.) and "[w]e believe that any legal discussion about LAWS
should centre on compliance with International Humanitarian Law, including
the obligation for all States to ensure the lawfulness of their weapons, means and
methods of warfare. These should be our constant reference points" (GenEx-CA,
own emp.).
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Figure 10.5: Reflections of relevant discourses

Besides ethics and law, we identified "economics" (n=167) and the military
discourse consisting of military signifiers ("mil_operating_structure" n=249,
"warfare" n=175) and indicating military logic ("military_advantage" n=149)
to function as structuring forces. While "dual_use" (n=88) constitutes a sub-
code of the economic discourse due to its recurring references to R&D in the
civilian sector, the code "NCW" (n=164) is grasping all phrases related to the
so-called network-centric warfare. However, the code "NCW" is formed the
military discourse, it is also influenced by economics (Dillon, 2002; Vice Admiral
Cebrowski & Garstka, 1998).

Thus, we categorized thematic reference points by four subjects, forming two
interrelated pairs: law and ethics as well as military discourse and economics.
These pairs are not only illustrated in the text documents1, but also inspired by
NCW-literature (Dillon, 2002).

When looking at the word stem associations of "law", we did not find any imme-
diate reference to ethics. Yet, there are associations with "humanitarian" (50%),
"principle" (45%), "mean" (31%), and "remind" (34%), indicating the cognitive
work of ethics. When testing for word associations of "ethics", it is revealed that
"ethic" is very often used along "predictability" (50%) and "unexpect" (32%),
thereby indicating that ethical arguments are associated with the value of pre-
dictability or vice versa. Furthermore, "ethical" is associated across the CCW
corpus with "disobey" (50%), "nonacceptable" (50%), and "question" (32%), all
reflecting on the option of intervention regarding decision-making (37% "deci-
sion"). At the same time, "ethics" is also associated with the value of sufficient
time (32% "acute").

Associations of "military" did not point to any of the dominantly stated values.
Yet, besides references to weaponry ("laser-guided", "microcomputer", "bomb",
"radar") or military vocabulary ("battlefield", "submarine"), it is mostly asso-
ciated with "civilian" (44%), "harm" (35%), "accuracy" (34%), and "collateral"
(33%). These word stems point to the humanitarian principle of distinction as

1The terms which represent the major discourses can be found in Figure 16.4 in Appendix 16.2.
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well as the technological value of "precision" (or "accuracy"). Both associations
of "command" and "advantage" neither refer to values like "predictability", "reli-
ability", "time" or "intervention". Rather, they are also associated with military
vocabulary as well as with relatively diffuse values like "appropriate" (35%,
"suitability"), "initially defined" (41%), "feasibility" (31% with "advantage"), and
again with precision (i.e., "accuracy" 51%). Associations of "efficiency" neither
revealed any reflections of values related to MHC. Instead, paragraphs deal
with "cost" (34%), "war" (58%), "military" (67%), but also with "precision" (53%)
and "quick" (30%), reflecting current NCW-ratio.

10.6 D I S C U S S I O N A N D C O N C L U S I O N

Our analysis revealed a variety of new findings, some of which reside on
a higher level of abstraction while others are more closely tied to existing
practices and materiality. Independent from their theoretical-practical position,
our results yield various implications with regards to the question of conflicts
of interests regarding the implementation of MHC. Additionally, it is useful to
consider not only this paper’s value but also existing limitations. This allows
for an outlook as well.

10.6.1 Implications

Analysis of recurrent understandings of both autonomy and LAWS across CCW
GGE discussions revealed disagreement among the parties as well as a focus on
the targeting cycle and its "critical functions" (see Section 10.5.1). To retain MHC,
it seems helpful to reach a consensus on working definitions by concentrating on
critical functions of engaging and the different steps of selecting and targeting.
Second, looking at autonomy and LAWS understandings, parties may need to
find some common ground with respect to empirical examples of LAWS while
at the same time being aware of risks of transparency.

Approaching underlying perceptions of human-machine interactions again
revealed the necessity to be conscious about automation bias and blinded views
on technology (see V.B). Even though the establishment of MHC relies on
human-centric arguments, our analysis offered the added-value of reflective
positions on interacting networks. To still be able to hold humans responsible,
a special focus on human machine "touchpoints"is needed. The research by
Braun et al. (2019) allows a first glance at the CCW GGE debate in this respect.
In contrast to Verdiesen’s work (Verdiesen, 2017), our chosen VSD-perspective
poses a first approach to the CCW GGE parties’ understanding of MHC-relevant
technological features.

Even though the stakeholders might not agree on Meaningful Human Control
as a concept, the issue of control is at the heart of the debate (de Sio & Van den
Hoven, 2018; A. Sharkey, 2019). Regarding human control, a sufficient amount
of time to intervene was found to be one of the most important technological
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requirements (see 10.5.2). To incorporate this feature of human-controlled LAWS,
such weapon systems need to be designed accordingly. It is therefore critical
to avoid automatization of firing when identification is seen as successfully
completed. Options of multi-channel communication between operator and
system are already under research (Hocraffer & Nam, 2017). Yet, with respect to
assuring MHC, it is (a) important to ensure the option of intervention, while (b)
active confirmation or denial of an attack might reduce the risk of technology-
biased behavior. Thus, designing an interface offering (obligatory) yes/no-
options with regards to an attack may ensure human authority. At the same
time, values like reliability, predictability, information accuracy, or explainability
might be carried by a usable interface, offering transparent listing of target
detection processes. Situational awareness by commanders, consisting of some
of the named requirements, is crucial for the meaningful human control of
autonomous weapon systems (Australia, 2019; IRAC, 2019).

The expert group’s debate mainly focused on the fifth phase of the targeting pro-
cess, in which the mission is planned and executed, entailing the F2T2EA cycle
of "find, fix, track, target, engage, and assess" (Ekelhof, 2018). As "[i]t is during
this phase that the selected lethal or nonlethal means will be used[,] [. . . ] this
is the phase [the debate is] focused on the most" (Ekelhof, 2018). With respect
to the detection of a target, training of deep learning algorithms should ensure
both reliability and predictability by systematically recording and evaluating
single steps. Regarding machine learning, it may also be necessary to discuss
implications of diverse degrees of depth, i.e., representation and abstraction of
layers. A focus on testing indicates, as do our findings referring to the impor-
tance of verification and validation of soft- and hardware, that procedures apart
from the planning and execution phase, on which the debate has mainly concen-
trated, are critical to ensure predictable and reliable execution of the targeting
process. As our work on the debate’s surrounding and influencing discourses
shows, international humanitarian law principles are still a dominant reference
point for evaluation (see V.D). With respect to the principles of distinction and
proportionality, several procedural measures may prove helpful. Software devel-
opers, certainly aware that surveillance, detection, or identification are crucial
parts of the targeting process, need to intensify sensitivity towards biases. Still
ongoing is the discussion whether it is possible to design autonomous weapon
systems that can adhere to the principles of international humanitarian law, e.g.,
to protect civilians and to ensure the use of appropriate and necessary force only
(A. Sharkey, 2019; USA, 2019). Cummings (2019) has argued with regards to the
strategic target selection by commanders that in case the precision of the system
performs better than the human operators, autonomous target selection follows
the IHL. Cummings (2019) suggests that autonomous systems are potentially
better in performing and preventing unnecessary suffering due to the stress-bias
commanders face in a combat situation. Thus, a research culture which fosters
open communication about systemic errors (e.g., in imagery analysis) as well
as responsibility in R&D need to be initiated urgently (Van den Hoven, 2013).
This culture may be enhanced by recording design processes (Aldewereld et al.,
2015).

To summarize, control of autonomous systems matters, however with divergent
implications on how, what (regarding the function and situation), and in which
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circumstances. As we asked for supporting conditions of MHC within the re-
spective CCW forum, tense associations between predictability and reliability,
on the one hand, and precision and efficiency on the other hand, become visible.
While precision may prove crucial for reliability and predictability, it is neither
sufficient to aim solely for precision. Additionally, as reflected by the value of
efficiency as well as various references to time as an important factor, developers
need to weigh options for timely interventions against rapidity of actions. This
supports prioritizing situational awareness of the human operator within the
design process (Weber & Suchman, 2016). Lastly, and with respect to our finding
of economic and military discourses not necessarily supporting MHC, restric-
tions of software development may neither be grounded in economic interests
nor in a military advantage ratio. Paying special attention to human-LAWS
perception among CCW participants, it is revealed that MHC heavily relies on
a human-centric hierarchy. This may contradict a decentralized network-centric
warfare. Yet, as commercial industries as well as the military are relevant (if not
the most relevant) actors, deliberation among involved actors is necessary.

10.6.2 Limitations and Outlook

Reacting to the legal (Crootof, 2016) and technical (Kindervater, 2017) debates of
LAWS and human control, we tried to put them into relation. Our work offers a
first conduct on the question of MHC within the CCW GGE discourse. Naturally,
this study yields several limitations. Parallel coding by several researchers and
measurement of inter-rater reliability may improve the robustness of the find-
ings. We presented a list of LAWS-incorporated values and sketched tendencies
of MHC-supportive values and rather competitive relationships. Future works
may focus on other relationships or ambivalences of values like "precision" or
"time". At the same time, we tried to grasp discursive patterns, norms, and
practices forming participants’ perceptions of LAWS features by using VSD
as a theoretical starting point. Crediting the initiative, one may consider that
while the sample tried to represent existing power relations, it does not pay,
in contrast to other works, special attention to racism or sexism (Bode, 2019;
Santos de Carvalho, 2018). Future studies may contribute by investigating these
issues, in particular with regards to stakeholders’ positions on MHC. Because
of purposive inclusion of indirectly involved actors, the quantitative results
of coding frequencies and word stem occurrences should not be taken to be
absolute but rather be seen as an indication of relationships. To complement
the focus on discourse, future analysis may shed light on material capabilities,
long-term national interests as well as innovation and defense politics. Our
study may be accompanied by analyses comprising the entire body of the CCW
expert group’s documents to increase representativeness and validity of our
findings, including statements of all actors and of more recent meetings. At
the same time, focusing specifically on the different understandings of socio-
technological values like accountability may prove valuable insights. Further,
it may prove valuable to dig deeper into technological specifics, which CCW
participants did not communicate in a very detailed way.
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A B S T R A C T Cryptography has become ubiquitous in communication tech-
nology and is considered a necessary part of information security. However,
the regulation to restrict the access to cryptography, as well as the practices to
weaken or break encryption, are part of states’ security policies. The United
States (U.S.) regulate cryptography for export in international trade as dual-use
good. However, the regulation has been increasingly loosened and transferred
to bilateral agreements with Information and Communication Technology (ICT)
companies. At the same time, the National Security Agency (NSA) attempted to
implement a government encryption standard to guarantee itself easier access
to data, thus progressively expanding surveillance on non-U.S. citizens. In this
paper, using comparative policy analysis, we examine the evolution of both
security policies by tracing the historical development of the U.S. regulation of
cryptography as a dual-use good and the surveillance technologies and prac-
tices used from the 1990s to today. We conclude that the impact of the dual-use
regulation has affected the efficiency of surveillance technology, by liberalizing
the regulations only for mass communication services, and thus supporting
the proliferation of surveillance intermediaries, while working on strategies to
collaborate and exploit their coverage.

O R I G I N A L P U B L I C AT I O N Riebe, T., Kühn, P., Imperatori, P., & Reuter, C.
(2022). U.S. Security Policy: The Dual-Use Regulation of Cryptography and its
Effects on Surveillance. European Journal for Security Research, 1–27. https://doi
.org/https://doi.org/10.1007/s41125-022-00080-0

11.1 I N T R O D U C T I O N

Today, there are numerous cryptographic algorithms ensuring the availability,
confidentiality, and integrity of our data. They are ubiquitous in today’s in-
formation and communication technology (ICT) devices and services, most of
the time being used in the background, e.g., the TLS protocol (Krawczyk et al.,
2013), which is used to provide confidential web browsing. Cryptography is
one of the central aspects of information security as it prevents unauthorized
access to information, thus keeping it confidential, and supports the integrity
of information (AbuTaha et al., 2011). The strength of a cryptographic algo-

https://doi.org/https://doi.org/10.1007/s41125-022-00080-0
https://doi.org/https://doi.org/10.1007/s41125-022-00080-0
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rithm is measured by its used security key’s length1. It is based on the fact, that
cryptographic algorithms are secure by design, i.e., the only weak link is the
cryptographic key, which needs to be brute-forced in order to maliciously access
the encrypted information2. While this might offer great security at one point
of time, it might be weakened by advances computing capacity which makes
breaking encryption faster3. The access to cryptographic algorithms exceeding
a certain key length (in the following paper bundled under the term cryptogra-
phy) has been regulated and restricted, while intelligence and law enforcement
agencies have worked to break or circumvent encryption to access data.

The trade of cryptography is regulated internationally as a dual-use good and is
subject to export and import restrictions (Vella, 2017; Wassenaar Arrangement
Secretariat, 2021). As cryptography has become omnipresent in communication
technology, it is to this day regulated as a dual-use good like nuclear technology
components, biotechnological instruments, and certain chemical tools. How-
ever, unlike the aforementioned dual-use goods, cryptographic innovations
and products are not likely to be part of a weapon system or an improvised
weapon (Forge, 2010). Nor does it seem to be dual use in the sense that the
technology can be used in beneficial and harmful ways (Evans, 2014, p. 277).
Then why is cryptography considered dual use? The answer lies in the secu-
rity policies which assess the risks of unsecured IT against the risk of "going
dark" (Comey, 2014). Restricting the access to cryptographic innovation seems
to be limited at guaranteeing access to encrypted information and the possibility
of "global commercial and state-led mass surveillance" (Monsees, 2020).

Since the United States (U.S.) industry was a global leader in developing comput-
ers and communication technologies early on (Southard, 1997) and dominates
the application-based IT market with companies like Apple, Alphabet, and Ama-
zon today (Andriole, 2018), it has access to diverse information about customers
all around the world worthy of protection (Giles, 2018). Likewise, U.S.-based
companies have significant dominance in the global cyber security software
market: in 2015, their market share was near 61% (Australian Cyber Security
Growth Network, 2018). However, this economic strength is accompanied by a
restrictive security policy. Cryptographic tools were even regulated as a weapon
in the U.S. for several decades until 1994 and were prohibited to be exported
due to strong regulations (Black, 2002) The National Security Agency’s (NSA)
global surveillance and espionage programs, revealed by the publication of
classified documents by former NSA agent Edward Snowden beginning in 2013,
casts an unprecedented perspective on U.S. security policy. Moreover, it was

1Since symmetric cryptographic algorithms usually offer the same security strength as their key
length, the strength of other cryptographic families (like asymmetric encryption or elliptic curve
cryptography) is given as their symmetric counterparts, e.g., the strength of 3072-bit RSA is equiv-
alent to its 128-bit symmetric counterpart. Current cryptographic systems consider a symmetric
key-strength of 128bit and more to be secure (Barker & Roginsky, 2019)

2This assumption has been shown to be false for some encryption algorithms and has always
been tested by security experts by searching for security flaws in the algorithms design. But there
are, of course, other ways to access encrypted information, e.g., by blackmailing, threatening, or
compromising a computer system.

3One example is the DES algorithm with 40bit key length, which offered a reasonable security in
1975, but was easily crackable in 1998. Another aspect is technological advancement like quantum
computers, which might make a whole family of cryptographic algorithms insecure (Electronic
Frontier Foundation, 1998).
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mostly U.S. products with worldwide distribution that were infiltrated in these
programs (Castro, 2020). In the following years, new immense and expensive
surveillance programs were built to overcome encryption on a global scale. At
least at this point, both, export regulations and the work of the NSA, were and
are essential instruments of the U.S. policy on encryption. However, it is unclear
in what way and to what extent cryptography is restricted and how this still in-
fluences recent calls for the complete ban of "warrant-proof" encryption (Castro,
2020). Subsequently, to analyze the regulation of cryptography as a dual-use
good and the practices of the national security organizations in the U.S. from the
1990s to today, we ask: Why was the regulation of cryptography liberalized for
mass communication services from 2000, while the surveillance politics focused
on similar services?

To compare the historical policy development and the dual-use regulation and
surveillance policy, this paper first illustrates the related work (Section 11.2).
In the following, the method of research, data collection, and policy analysis
are described (Section 11.3). The results (Section 11.4) compare the dual-use
and surveillance policies during three time periods in the 1990s (11.4.1), the
2000s (11.4.2) and the 2010s (11.4.3) , providing the historical and technological
context of the periods. This is followed by a discussion of the results and the
research question (Section 11.5) and a conclusion (Section 11.6).

11.2 R E L AT E D W O R K

The security policies regarding cryptography are part of many scientific dis-
courses and disciplines. The discourse on surveillance and securitization of
cryptography are discussed in Section 11.2.1, while the related work concerning
the regulation of cryptography as a dual-use good is discussed in Section 11.2.2,
followed by the research gap 11.2.3.

11.2.1 Surveillance Studies Perspective on Security Practices

The increased access to information technology for private users as well as for
security organizations has led to the increased use of "surveillance-oriented
security technologies" (SOSTs). SOSTs are technologies that are designed to
monitor terrorists and criminal groups but are also capable of and have been
used to monitor the public on a large scale (Degli Esposti & Santiago Gómez,
2015; Pauli et al., 2016, p. 437). The acquisition of SOSTs has been legitimized as
prevention of criminal and terrorist attacks; however, it has also led to critical
discussion of surveillance measures (Ball et al., 2013; Bauman et al., 2014; Bigo,
2006; “Theorizing Surveillance: The Panopticon and Beyond”, 2006). Kaufmann
(2016) illustrates how the technologization of security leading to "the rhizomatic"
spread of surveillance, not only top down, but fragmented and without a
single sovereign power, as described by Haggerty and Ericson (2000) as an
assemblage. Kaufmann (2016, p. 93) argues that this assemblage is characterizing
the security governance, as it "occurs in parallel, sometimes in complementary
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and sometimes in conflicting forms: security practices are undertaken in the
mode of military and disciplinary access, in the mode of legally oriented police
work, and in the mode of preventing and pre-empting political risks."

The contradictions of security governance have also been discussed by Poscher
(2016) who argues that in criminal civil law there is a "heightened sense of
vulnerability" which drives the changes of law towards, among others, the
internationalization of security threats (which we can also observe regarding
the use of cryptography), the blending of prevention and repression, as well as
the blending of police and secret services. The effective governance of the secret
services seems to pose problems, as their programs and practices are usually
not debated within the public sphere. This leads to "a conundrum", as the same
organizations which are obliged to protect the democracies are undermining
the same (Poscher, 2016, p. 69). The public discourse on the capabilities of secret
services is also discussed by (Murphy, 2020), who stresses the need for a demo-
cratic debate that moves away from the scandal-driven narrative of a binary
choice between user privacy and "unfettered state access to communication".
In his analysis, Murphy (2020) compares four types of legal instruments to
gain access to communication by the Five Eyes states (USA, UK, Australia,
Canada, and New Zealand). He concludes that there is already a broad range
of legal means, which lack public awareness and oversight. This is even more
difficult, due to the "cross-territorial nature of the internet". However, among
other measures, encryption is driving up the cost of surveillance. Cayford and
Pieters (2018) have analyzed the effectiveness of surveillance technology, as
it is legitimized and perceived by U.S. and U.K. intelligence officials through
their public statements. They found that effectiveness feeds into what is seen
as proportionate, as well as on the legal framework regarding privacy and
the overall costs of the operations. In addition to the evolution of the use of
cryptography, Kessler (2020) trace the debate regarding legal issues, particularly
in relation to privacy. Like Murphy (2020), they conclude that the installation of
backdoors or vulnerabilities is not desirable due to the security ramifications.

In contrast to the U.S, the EU Commission opposed key escrow plans already
in 1997 (“EU Commission Rejects U.S. Plan on Encryption”, 1997). In 2016, the
European Union Agency for Cybersecurity (ENISA) repeated this statement
and justified its stance by stating that backdoors are not effective in combating
criminal activity and instead undermine the security of the digital society. The
negative effects of such an approach could thus in turn be observed in the U.S.
Instead, ENISA advocates strong encryption as a safeguard for the individual’s
right to privacy (ENISA, 2016).

11.2.2 Governance of Cryptography as a Security Relevant Dual-use Good

To control goods that can be used as parts of weapon systems or for military
applications, trade regulations serve as a tool of security policy to control the
proliferation of technologies. Internationally, the Wassenaar Arrangement is a
multi-lateral export-control regime, which has 42 member states. These states
agree on lists and definitions for relevant technologies, which are regularly
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updated. However, the arrangement is non-binding (Wassenaar Arrangement
Secretariat, 2022). Therefore, especially in the case of cryptography, as well as
regarding the origin of many ICT services and companies, the U.S. regulation
is internationally relevant to users and customers of U.S. ICT products. The
current trade regulation of cryptography is presented and summarized based
on U.S. laws in the comparative study by Vella (2017). She describes in detail the
legal categorization of cryptography assets and the distribution of enforcement
roles among authorities, and briefly considers the historical development of the
legislation internationally. She concludes that in contrast to the EU, the U.S. has
aligned their concept of dual use from national security interests legitimized by
the war on terror, while the EU has integrated human security as an important
argument to support the proliferation of encryption technologies. Like the
U.S., the EU follows a broad definition of the scope of encryption controls and
incorporates activation codes. However, the EU has always included "mass-
market" components. Moreover, unlike the U.S., the EU clearly defines what
falls under control and what does not. However, there is no uniformity of
export regulations among the member states. While countries are united in their
dedication to liberal encryption regulation and export control laws are subject
to European law, the implementation of these laws is up to the member states.
In some cases, they may interpret the regulation differently or have additional
national laws. Furthermore, military goods, for example, are regulated solely
by national export regulations (Vella, 2017).

Similarly, Saper (2013) compares the regulation of encryption technology in-
ternationally and outlines the export policy and its implications and provides
practical recommendations for exporters on how to manage them. The U.S.
does not restrict the use or import of cryptography, however, has strict restric-
tions about the export of the same. When exporting cryptography, which is
not designed to be part of medical end-use, or to protect intellectual property
functions, the primary factor is the key length. Encryption products that provide
keys above a certain threshold face export restrictions (Saper, 2013, p. 680). How-
ever, "mass-market products", like e-mail encryption products, are excluded.
However, the domestic use of cryptography has been scrutinized as well. (Lan-
dau, 2015) points out, how the NSA influenced the recommended encryption
standard by the National Institute of Standards and Technology (NIST) which
was not considered secure and would have allowed easy decryption by out-
siders. In her article, she draws various parallels between the historical and
current actions of the NSA, specifically referring to the controversy surrounding
a possible backdoor of the 1970s Data Encryption Standard (DES) with the
attempts regarding the standard Dual Elliptic Curve Deterministic Random
Bit Generator (Dual EC_DRBG). Schulze (2017) makes a similar comparison
between the Clipper Chip program and the Snowden revelations, while he
restricts the study to NSA activities and mostly excludes the regulating policy.
He highlights the similarities in the arguments of officials who claim that en-
cryption impedes effective law enforcement, seeking to establish "the norm of
government control over cryptography vs. the right of every user to communi-
cate privately" (Schulze, 2017). The increasing use of encryption is much more
a reaction to the previous, inconsiderate, and in part unlawful actions of states.
After this, Rubinstein and Van Hoboken (2014) focus on the organizational and
technical responses to the disclosure of transnational surveillance by the NSA
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in a historical context. Using the cloud service industry as an example, they
show that providers mostly responded by implementing even stronger privacy
protections and advanced cryptographic protocols, which in turn raises the
question of how the U.S. government may deal with this increased resistance
to surveillance. Deconstructing the security discourse, Monsees (2019, p. 81)
shows how encryption has been turned into a question of security policy, as
not only a matter of "the state" vs. "the public", but rather "various forms of
publicness emerge, or their emergence is complicated by the prevailing security
narratives".

These narratives have been evolving ever since. After Edward Snowden re-
vealed the programs and extent to which the NSA deployed surveillance tech-
nologies until 2013, the U.S. has passed two new laws, the EARN IT Act and
the Lawful Access to Encrypted Data Act (LEADA) in 2020, which regulate the
access of security agencies to user data (Figas, 2020; Pfefferkorn, 2020). While
the EARN IT Act enforces the implementation of commissions within tech
companies to formulate best practices dealing with content on social media plat-
forms for example, LEADA has been criticized to force companies to provide
back-doors for law enforcement agencies while making end-to-end encryption
unlawful. This shows how the laws regarding encryption, legal decryption, as
well as import and export restrictions for dual-use goods, influence the access
to cryptography for U.S. and non-U.S. citizens.

11.2.3 Research Gap

Considering the recent approaches to prevent "going dark" (Pfefferkorn, 2020),
it seems contradictory that the regulation of cryptographic technologies for
mass communication technologies has been liberalized from the year 2000,
even before most of the mass communication and social media companies have
been founded and became internationally successful. And although the key
length is still one of the most important characteristics to measure the security
of encryption, it has become less important for the regulation of the same.
As the literature on SOSTs and cryptography politics has acknowledged the
effects of dual-use regulation on the effectiveness of surveillance technology use,
the historical development of both policies and its interactive effects have not
been compared in detail. Further, the role of intermediaries as proliferators of
encryption and surveillance infrastructure has gained little attention (Kaufmann,
2016; Rozenheim, 2018). Therefore, this paper contributes to this discourse in
comparing the security policies regarding dual-use regulation and surveillance
programs.

11.3 M E T H O D

The paper aims to examine encryption policy measures in terms of evaluating
encryption as a dual-use technology. Therefore, a comparative literature analysis
will be conducted, considering regulative foundations, scientific publications as
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well as journalistic works. In the following, we will describe the specifics of our
research method.

11.3.1 Data Collection

For the data collection, primarily the databases Google Scholar and Springer
Link were used to select scientific publications that focus on regulations. For
ease of comparison, current regulations and historical intelligence activities
are additionally examined so that a comparative analysis is possible. Table
11.3 shows the regulative foundations for dual-use goods. The summary of the
NSA’s activities is based on the paper "The U.S. Surveillance Programs and
Their Impact on EU Citizens’ Fundamental Rights" published by the European
Parliament (Bowden & Bigo, 2013). The revelations and programs of the NSA
are summarized in Table 11.2. For analyzing the NSA programs solely journal-
istic works using at least three of the four keywords "Snowden", "Encryption",
"BULLRUN" and "NSA" are considered.

Table 11.1: Overview: Regulative foundations

Type Dual-use Goods Military goods

Law on control
Authorized authority

Export Administration
Act (EAA)
U.S. Commerce De-
partment’s Bureau of
Export Administration
(BXA)

Arms Export Control
Act (ACEA)
U.S. Department of
State

Definition of regula-
tions

Export Administration
Regulations (EAR)

International Traffic
in Arms Regulations
(ITAR)

Control list Commerce Control List
(CCL)

U.S. Munitions List
(USML)

Maximum waiting time
for a decision on ex-
ports

120 days (Dam & Lin,
1996)

Unlimited (Dam & Lin,
1996)

11.3.2 Data Collection

Based on the selected documents, our analysis aims to highlight regulatory at-
tempts of the U.S. cooperation with the NSA. Therefore, we use policy analysis
in general and the approach of policy process. To do so, we selected a small
number of cases where cryptography has been used to outline different cryptog-
raphy practices conducted by (1) the U.S. government, and (2) by the NSA. Table
11.3 and 11.2 give an overview of the two further types of selected documents:
(1) regulatory foundations for the practices of the U.S. government, and (2) the
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Table 11.2: Overview of NSA Programs.

NSA Program Specialization

PRISM Surveillance program with access to servers operated
by large (groups of) companies (Google, Microsoft,
Apple, Yahoo, YouTube, Facebook, AOL, and Paltalk)
(Greenwald, 2013a)

Upstream collection Data collected by intercepting transoceanic cables
and surveillance of communication data of numer-
ous providers (Timberg, 2013; Timberg & Nakashima,
2013)

XKeyscore Far-reaching surveillance program that was used to
monitor the individual internet activity (visited web-
sites, chats, emails, transmitted documents, metadata)
of people all over the world in real time. Because of
the amount of data, it was only stored for a limited
number of days (Greenwald et al., 2013)

BULLRUN Decryption program in which various encryption
technologies were compromised, loopholes were in-
stalled into existing systems, and global cryptography
standards were manipulated (Ball et al., 2013)

different NSA programs following up on the U.S. regulatory attempts. Generally,
the policy process approach puts its focal point onto political processes and the
involved stakeholders while the scope is on the broader meso-scale. In this con-
text, it aims at determining what processes, means, and policy instruments, e.g.,
regulation, legislation, or subsidy, are used. Within this policy process, the role
and influence of stakeholders needs to be discussed (Hult, 2015). In our analysis,
the relevant stakeholders identified are the above mentioned (U.S. Government
and NSA) but also the (4) civil society and (5) economy. Against the background
of our selected policy field, the stakeholders have been chosen based on an
examination of the dual-use export politics and their related practices as well as
the policies of the security agencies.

Following the typology of Gerring and Cojocaru (2016), we conduct a two-case
causal analysis and compare our selected cases longitudinally in three different
time periods. Since we want to identify the causes of our outcomes, namely the
surveillance policies/practices and dual-use policies/regulation, the case study
can be described as exploratory: The outcome (Y) is specified and framed as
a research question - in our study, "Why does Y occur?". Thus, the purpose of
our study is to identify X, which is considered a possible cause of Y (Gerring
& Cojocaru, 2016). To compare the two outcomes, it is necessary to develop
comparison categories. As described, means and policy instruments as well
as relevant stakeholders are the focal point of our analysis. Furthermore, the
public perception and the usage of cryptography seem to be relevant factors
for the policy implementation. Based on these considerations, we identified
several guiding questions to develop our comparison categories. Accordingly,
the categories derived for the comparison are (1) targeted actors, (2) implement-
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ing organizations, (3) methods and regulations, and context factors such as (4)
developments in cryptography and usage (see Table 11.4, Table 11.5).

We conduct a longitudinal case study by referring to three different time periods
(see Figure 11.3). We chose these periods as they are all characterized by specific
events and attitudes and are thus distinct from each other. The first period is
defined by Key Escrow as the main strategy of the U.S. government, expressed
in the attempted implementation of the Clipper Chip (T1: 1990-2001, see Section
11.4.1). However, with September 11 and the resulting Patriot Act, a new period
of U.S. surveillance policy began in 2001, characterized by mass surveillance by
the NSA. At the same time, major tech companies, such as Twitter and Facebook,
emerge (T2: 2001-2013, see Section 11.4.2). This period ends with the revelations
of Edward Snowden, during which the BULLRUN program became public.
Our third chosen period can therefore be considered the post-Edward Snowden
era (T3: 2013-2021, see Section 11.4.3). End-to-end encryption is increasingly
becoming the standard, and users’ content is no longer accessed by companies as
intermediaries between private industry and politics. In this context, the "going
dark" debate is gaining momentum, resulting in the LEADA Act. In addition,
the research into exploits and the so-called Vulnerability Equity Process are
increasingly coming into focus.

11.4 R E S U LT S

11.4.1 The 1990s: Cryptography and the Internet become accessible

The 1990s were marked by significant innovative breakthroughs in technological
development - not least manifested in the development and commercialization
of the World Wide Web (WWW). As the internet emerged as a network of
networks, which were connected to exchange information and businesses, the
question of encryption also became a discourse that would significantly shape
the next years of technological development. Due to the commercialization of
the internet, cryptography became more important for the needs of companies
and end-users, which challenged the monopoly of the government over the
technology (Sircar, 2018, p. 29).4 While in 1992 nine types of encryption were
excluded from regulations5 (Grimmett, 2001, pp. 5–6), and only a few goods
with a weak 56-bit symmetrical encryption were tolerated, "Key Escrow" was
becoming the method of choice since it met both the interest of economy and
prosecution (Dean, 1999, p. 11).

4The historic development is outlined in Table 16.5 in the Appendix 16.3 showing how the level
of security and the categorization of cryptography changed.

5These 9 types of encryption include: (1) decryption of copy-protected software; (2) use in
machines for banking or money transactions; (3) cryptographic processing using analog functions
in certain broadcast and fax equipment; (4) personalized smart cards; (5) access control, such as
in ATMs; (6) data authentication; (7) fixed data compression or coding techniques; (8) reception
of limited- audience radio or television programs (decryption must be limited to video, audio or
management functions; and (9) anti-virus software (Grimmett, 2001)



1 2 8 U . S . S E C U R I T Y P O L I C Y: T H E D U A L - U S E R E G U L AT I O N O F
C R Y P T O G R A P H Y A N D I T S E F F E C T S O N S U RV E I L L A N C E

Figure 11.1: Representation of the communication of two Clipper Chips (own
illustration)

To bring the industrial and government sectors under one umbrella, as early
as April 16, 1993, the White House planned a voluntary program to improve
communications security and privacy, considering prosecution authorities’ re-
quirements (The White House, 1993). First, this was put into practice using
a hardware module called Clipper Chip (The White House, 1993), based on
NSA competencies (R. J. Anderson, 1996, p. 79). It was developed to decrypt
conversations and was built into appropriate devices such as telephones (Dam
& Lin, 1996). A symmetrical encryption algorithm called "Skipjack"with an
80-bit key length incorporating a key escrow technology that was developed
by the NSA (Hodkowski, 1997) is illustrated in Figure 11.1. While the used
symmetric encryption was 224 times more secure, it was backdoored using the
key escrow functionalities, enabling law enforcement agencies to decrypt the
Law Enforcement Access Field (LEAF) which was part of each transmission and
hence knew the involved chips’ serial numbers. However, authorities needed
court orders to request device keys matching the serial numbers. This allowed
them to get the session keys that were included in the LEAF and to decrypt
communications (Dam & Lin, 1996).

Ten months later, this method became Federal Information Processing Stan-
dard (FIPS) under the name "Escrowed Encryption Standard"(EES, see Figure
11.2) (Black, 2002; U.S. Department of Commerce & National Institute of Stan-
dards and Technology, 1994). However, only a few goods including the Clip-
per Chip, (approximately 10,000-15,000) were sold or installed, while most of
them were bought by the U.S. administrative itself to convince manufacturers
launching these programs (Banisar & Davies, 1998; Schulze, 2017). In 1995, the
export of goods with symmetrical encryption at up to 64-bits containing "key
recovery"was simplified (Dam & Lin, 1996; Mendelson et al., 1998). In August
1995, authorized FBI plans were brought to light, aiming to ban all encryp-
tion methods apart from EES decryptable in real-time (Shearer & Gutmann,
1996). Concerns arose that the voluntary nature of the Clipper Chip use was
only transient until it becomes an established, inevitable standard (Shearer &
Gutmann, 1996, p. 138). The NSA withholding information on the detailed
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technical background of the algorithm when it was introduced calls into ques-
tion its trustworthiness, as security should always rely on the secret key but
not security-by-obscurity (Dean, 1999). At the end of 1995, the Clipper Chip
initiative was considered failed, despite all governmental efforts. The main
objection to Clipper Chip was the proposed key collection system that was seen
as a precursor to general surveillance. Anyone who wanted real security would
either use other programs or use the Clipper Chip to add a second layer of
non-government-approved encryption (Shearer & Gutmann, 1996, p. 130). Lead-
ing backdoors for symmetrical encryption at 40-bits bits (or RSA at 212-bits),
calculations indicated that the NSA’s budget was sufficient to break this kind of
encryption and information accessing was easier for authorities (Ames, 1996).

Figure 11.2: Outline of the main encryption practice before 2013 (own illustra-
tion). The shown encryption standards and methods have been developed by
the NSA to ensure access to information.

There were two main developments in 1996: On the one hand, President Clinton
transitioned encryption software from USML to the CCL and altered regula-
tion from the Department of State to the Department of Commerce through
Executive Order 13026. In general, the Clinton Administration enacted new
measures to reform the encryption export regulations by permitting more pow-
erful encryption technology and enabling mass-marketing of higher strength
encryption products (Eichler, 2018, p. 13). On the other hand, since 1996, cryp-
tography has been assessed as a dual-use technology if it exceeds the security
level limit which is the maximum non-regulated symmetrical key length. Due
to the exponential increase in computing powers (Moore, 1965), cryptography
needed to keep up with this progress, due to the abilities of stronger attacks on
encryption. Figure 11.3 shows the requirements for the key length (in bits) of
cryptographic procedures because of technological developments, as well as the
respective legally allowed key length. A distinction is made between short-term
and long-term security of 20 years. The axiom of the recommended key length
is that cryptography is secure if decryption would take an intelligence service
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with a 300 million funding several months. These assessments trace back to
the report of (Blaze et al., 1996). Furthermore, since 1998, the NSA was using
malware to tap data before computers encrypt it (Gallagher & Greenwald, 2014),
while not detectable and remotely controllable (Boon et al., 2013). Further, it
was planned to automatize these efforts on a large scale to infiltrate millions
of computers (Gallagher & Greenwald, 2014). In terms of dual-use, a liberal-
ization of U.S. export policies started in 1998, when the Clinton administration
announced a new policy to reform the previously strict export regime.

Generally, it can be observed that due to increased digitalization cryptography
became important for companies and for civilian purposes. Especially for global
actors, the problem of the necessity to export encryption arose, which was
prohibited by U.S. regulations. However, not least due to the increasing societal
relevance and commercialization of the internet, there is a growing public
discourse on the role of encryption that goes beyond a solely organizational
debate. While in the 1990s communication encryption has been used by a few,
there were critical voices from the security community demanding stronger
encryption policies (Sircar, 2018).

Figure 11.3: Recommended security levels compared with their regulations
(own illustration, data source: Abdalla et al. (2018), Babbage et al. (2012), Blaze
et al. (1996), and ENISA (2014))
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11.4.2 The 2000s: The War on Terror and the Spread of Social Media

The historic context changed with the attacks on the world trade center on
9/11, which led to the war on terror and to legislation increasing the abilities
of law enforcement agencies, such as the Patriot Act. On the technological
side, from the early 2000s on, social media companies emerged and expanded
their user group from the U.S. to Europe and across the world. LinkedIn was
founded in 2002, Facebook was founded in 2004, Twitter in 2006, and with the
emergence of social media, the publicly available data as well as communication
increased, leading to research on big data for surveillance. These globally active
companies did not only sell the data of their customers for business-reasons
but also became relevant as surveillance intermediaries for law enforcement
agencies (Rozenheim, 2018). Due to their access to millions of consumers’ data
and the lack of regulation, concerns on privacy arrived and led to the first users
of open-source end-to-end encryption software, OpenPGP (OpenPGP, 2020).

In the year 2000, key length was no longer the only important factor for export
licenses, as exporting mass-market cryptography of all key lengths became
possible. However, this applied to license exception for mass-market encryption
at up to 64-bits. In March 2010, there was a remarkable change to the export
regulations: Barack Obama announced a reform of the export controls of cryp-
tography to facilitate trade and innovations (Fergusson & Kerr, 2018). Prior to
this reform, most exporting manufacturers had to pass a 30-day long technical
examination (Fergusson & Kerr, 2018). From now on, exporters only needed
to register the exports to the Commerce Department and the NSA in a mail
and send a report of export sales to the Commerce Department at the end of
the year (U.S. Department of Commerce, 2010). This was not a free ticket to
export for companies as this was only the framework of legislation for sensitive
mass-market goods.

In 2013, secret programs by the NSA were revealed by NSA agent Edward
Snowden. The information shed public attention on espionage activities of
the NSA and were essential for the further evaluation of U.S. cryptography
policy, stimulated a societal debate on privacy and data security, and brought
the debate on cryptography policy into focus. In this context, the Guardian
exposed an NSA program confirming their practices of continuously register-
ing the metadata of millions of phone calls in the network of a large telecom
operator (Greenwald, 2013b). Especially the NSA program BULLRUN was fo-
cused on the work with cryptography (Cayford et al., 2014, p. 646). Starting in
2000, the NSA had spent several billion U.S. dollars on the confidential project
BULLRUN to be able to survey communication in the future (Larson, 2013)
and to bypass or break some encryption algorithms protecting global trades,
banking systems, business secrets, medical data, emails, web searches, internet
chats, and phone calls as the leaked documents show (Perlroth & Goel, 2013).
This was achieved by influencing international cryptography standards, using
immense computing capacities of supercomputers as well as by cooperating
with technology companies and internet providers (Ball et al., 2013).
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A leaked guide for NSA employees revealed that BULLRUN was used to survey
VPN, VoIP, and SSL (Ball et al., 2013). Apart from that, the NSA was able
to decrypt the stream cipher A5/1 (Timberg, 2013), allowing them to easily
access billions of phone calls and SMS messages (Timberg, 2013). In its SIGINT
Enabling Project, the NSA worked with technology companies and an annual
budget of 250 million dollars aiming to pursue manufacturers to purposely add
weaknesses to commercial encryption systems (Timberg, 2013). The computer
and network security company RSA was given 10 million dollars by the NSA for
including a backdoor ("key escrow") to their encryption software (Menn, 2013).
By allowing the NSA to surpass encryption, Microsoft could have given access
to Outlook.com (Greenwald, 2013a), although stating that this had happened
unintentionally (Greenwald, 2013a).

In some cases, the NSA pressured companies into providing keys or installing
backdoors by taking legal action against them (Larson, 2013). Some stated that
numerous keys were in the hands of the NSA because of their efforts to hack
corporate networks (Perlroth & Goel, 2013). The NSA kept an internal database
of keys for specific commercial goods (Perlroth & Goel, 2013). An internal re-
port explicitly explained how the NSA has regularly received routers, servers,
and other computer network devices of U.S. manufacturers, functioning as an
intermediate stop on the distribution journey, installing a backdoor technology
for surveillance and then repacking the goods with a factory seal and export-
ing them (Greenwald, 2013a). Moreover, the NSA built a backdoor into the
algorithm Dual EC_DRBG which NIST treated as encryption standard, later
followed by the "International Organization for Standardization" and its 163
member states (Landau, 2015; Perlroth & Goel, 2013). Additionally, the NSA
worked on a quantum computer to break virtually all types of asymmetric
encryption (Rich & Gellman, 2014).

Worldwide, the NSA infected 50,000 computer networks with malware to ac-
cess sensitive information and to control various functionalities (Boon et al.,
2013), including microphones, webcams, and histories together with login de-
tails (Gallagher & Greenwald, 2014). These attacks were executed by a special
department called Office of Tailored Access Operations (TAO), now Computer
Network Operations, which consisted of more than a thousand hackers (Boon
et al., 2013; Gallagher & Greenwald, 2014). Following a Washington Post report
which appeared in 2013, all 16 U.S. intelligence agencies had an annual budget
of 50 billion dollars (Gellman & Miller, 2013). The following Figure 11.4 shows
the crosshairs made of the NSA’s fundamental methods to avoid cryptography.

Summarized, the exposure of NSA surveillance programs contrasts with the
historically lengthy process toward liberalized cryptographic regulation. The
outlined practices show, (1) how the U.S. government’s attempts at regulation
in cooperation with the NSA have not led to sufficient results and (2) how
intelligence agencies have sought unofficial avenues. In the years between
2001 and 2013, the increasing use of end-to-end encryption in commercial
communication goods led to a liberalization of the export of dual-use goods.
Nevertheless, there were still restrictions of certain stronger encryption products,
especially outside of mass-communication goods, e.g., for cryptography within
military goods (Eichler, 2018). However, after the end of the Clipper Chip
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Figure 11.4: The NSA’s decryption initiatives (own illustration)

initiative, the strategy of law enforcement agencies started to shift towards the
use of vulnerabilities and the cooperation with ICT companies as surveillance
intermediaries (Greenberg, 2019). The same companies, however, profited from
the liberalization of dual-use export regulations.

11.4.3 The 2010s: From the Snowden Revelations to today

Due to the increasing computing power, new challenges for encryption tech-
nologies arise today. The excessive use of internet-enabled devices such as
smartphones also formulates new requirements on encryption. This is a time
when big data analytics has become mainstream (Stieglitz, Mirbabaie, Fromm,
& Melzer, 2018). As previously elaborated, adopted U.S. regulations have con-
sistently fallen short of recommendations for short- and long-term security, and
the U.S. government’s policy assessment of cryptography based on key length
can be judged restrictive rather than liberal. This discrepancy is illustrated by
the fact that any encryption using the minimum required key length would be
classified as a dual-use item, and that the limit on items that may be exported
and not classified as dual-use items was last raised in 1998 to 56-bit. This value
is maintained, even though NIST recommends the use of keys with a minimum
strength of 112-bits of security to protect data until 2030, and 128-bits of security
thereafter (ENISA, 2014) – more than double the value and consequently im-
plying a 2(128-56) = 272 times larger range of keys. Thus, it can be argued that
the "too slow" and too restrictive regulation of cryptography on the part of the
U.S. government has not been able to keep up with the rapid pace of technical
progress, leaving room for unofficial ways of intelligence agencies.

Notably, there was not only a lack of anticipation of technical development,
but also a lack of public discourse. Only after project BULLRUN produced an
international backlash and increased the urge to use end-to-end encryption in
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Table 11.3: The NSA’s decryption programs

Category Development of EES Project “BULLRUN“

Time of start and disclo-
sure

1993 and 1993 2000 and 2013

Surveyed Data Phone and data com-
munication in the USA

Phone and data com-
munication worldwide

Concept Development of a state-
run encryption method
with a backdoor

Breaking and manipu-
lating existing encryp-
tion methods

Restrictions to guaran-
tee privacy

The key was only deliv-
ered by the two U.S. au-
thorities when a court
order existed

No restrictions

Main beneficiary Prosecution National security
Transparency Public announcement

of the implementation
but non-disclosure of
the used method

Non-disclosure of the
project as a whole

Success Execution failed Effective for decrypt-
ing communication sur-
veyed by other NSA
projects

messenger services such as Facebook and WhatsApp (Isaac, 2019), has a more
active social discourse emerged – not only in the U.S., but worldwide, which
is why Monsees (2020) speaks of a social sensibilization. The intelligence and
law enforcement officials have since taken the public perception of surveillance
technology into account (Cayford & Pieters, 2018).

This led to the discussion of two new bills, making access to user data legally
available by the support of the ICT companies. In March 2020, the U.S. Congress
proposed the EARN IT Act, aiming to combat child abuse material online (Figas,
2020). This is based on Section 230, which states that online platforms cannot
be held liable for the content of users on their platforms. According to the
EARN IT Act, providers need to earn this immunity by complying with a set of
guidelines developed by a commission of experts within the company to create
effective guidelines (Pfefferkorn, 2020). These guidelines will probably affect
end-to-end encryption (Pfefferkorn, 2020) since law enforcement officials have
the option to search the data stored on servers to find criminal material online.
By weakening end-to-end encryption, the data of all internet users will be less
secure (Jordan & Polk, 2020). The second initiative is the "Lawful Access to
Encrypted Data Act of 2020" (LAEDA), a bill to ban providers from offering any
encryption that cannot be decrypted or by law enforcement (Pfefferkorn, 2020).
This bill covers providers who recorded one million or more users annually
in any year since 2016, if data is stored. When the data is in motion like in
communication, providers with more than a million monthly active users in any
month since January 2016 are affected by the ban. To access encrypted material,
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law enforcement needs a warrant based on a probable cause (LeClair, 2020).
With law enforcement able to decrypt data stored on servers, companies cannot
offer end-to-end encryption to their users anymore. Either they have the option
to build backdoors into their encryption or not to use encryption at all Olmstead
and Polk (2020). The massive roll-out of end-to-end encryption after Edward
Snowden’s revelation of the BULLRUN program primarily increased the costs
for the NSA to collect and decrypt communication. Both legal initiatives are
still in discussion, however, they show how security agencies face increasing
financial and legal pressure (Savage, 2020).

The export of cryptography with a key length of 128 bits or more is considered
as dual-use, which simplifies the export of strong encryption methods such
as AES. Generally, most of the omnipresent cryptography technologies are
currently still classified as dual-use and regulated by the Commerce Control
List (Maurer et al., 2014; Schwechter, 2016). Goods with strong encryption
require an export license unless they are distributed to Canada (Schwechter,
2016). Contrary to this, weak cryptography is not subject to strict regulations;
as a license, it is only required for trades to terror-supporting or embargoed
states (Schwechter, 2016). Presently, the CCL controls goods exceeding the 56-
bits threshold for symmetrical cryptography and the 512-bits threshold for
asymmetrical cryptography (Vella, 2017). In today’s age, encryption with this
key length is considered weak (Saper, 2013). However, as the U.S. Commerce
Department Bureau of Industry and Security (BIS) elaborated: a broad range of
license exceptions differentiating between various types of products, end-users,
core benefits, and export destinations are included in the law (U.S. Department
of Commerce, 2020). Moreover, for defense companies, the rules have been
relaxed (Eichler, 2018, p. 27), so that sensitive electronic data is not considered
to be classified as an "export good" if the data is end-to-end encrypted. There
would be only a few forms of cryptography, including stronger ones, that could
not be exported because of these license expectations Eichler, 2018, p. 27. For
example, cryptography positioned as a mass-market good only requires an
inquiry for categorization or a self-disclosure to the U.S. Commerce Department
when it is at 64-bits for symmetrical encryption and 768-bits for asymmetrical
encryption (U.S. Department of Commerce, 2016, p. 2). Furthermore, open-
source cryptography is not affected by the export controls if the BIS is informed
via email (U.S. Department of Commerce, 2020). This also simplifies the export of
strong encryption methods such as AES. Only certain goods are still controlled:
those of military nature, quantum key distribution, or cryptography for ultra-
wideband systems (U.S. Department of Commerce, 2020).

11.5 D I S C U S S I O N

To answer the research question: Why was the regulation of cryptography lib-
eralized for mass communication services from 2000, while the surveillance
politics focused on similar services?, we compared the historical development
of surveillance and dual-use policies in the U.S. in three time periods (1990-
2021). Analyzing the development of dual-use regulations and the surveillance
policies, we found it puzzling how mass communication services have been
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excluded from 2000 on. In the 1990s, the dual-use regulations were adapted
to the increasing access to cryptography as part of the commercial internet
(see Table 11.4). This was acknowledged, by changing the legislation from
the United States Munition List (USML) to the Commerce Control List (CCL),
while also enforcing the implementation of key escrow for symmetrical en-
cryption. However, with the rising use of encryption, the exceptions and key
lengths accelerated until 2000. In the 2000s, the use of end-to-end encryption
increased, which made the key escrow approach impractical. The products for
mass-marked communication have been excluded from the dual-use export
restrictions, which were still in place for other exports with market encryption
at up to 64-bits following a technical examination. However, the bureaucracy
was further removed, requiring only self-reports and many exceptions, or even
supporting the use of end-to-end encryption for military goods and information
since 2016 (Eichler, 2018). Today, the export of cryptography with key length of
128 bits or more is considered dual-use. Within the U.S., the import, or domestic
sales of cryptography, however, were never restricted.

The surveillance policy in the 1990s (see Table 11.5), in alignment with the dual-
use policy, was developed to ensure a key escrow mechanism with the Clipper
Chip initiative. In the 2000s, mass communication services became popular, as
well as the first possibilities to implement end-to-end encryption for end-users.
To retrieve data, security agencies made a bilateral agreement between the ICT
companies and exploited weak encryption standards or software vulnerabilities.
This way, intelligence organizations, like the NSA, profited from the export
restrictions in two ways: First, the increased and global use of social media
platforms and other commercial services for mass communication which did
not use strong encryption. And second, as these companies would provide data
to law enforcement agencies.

Edward Snowdon’s revelations have drawn public awareness to the debate on
cryptography. Consequently, U.S. companies had to rebuild their reputation
and image: Apple and Alphabet reacted by establishing automatic encryption
that makes it near to impossible to provide data even after a court order (Craig
Timberg, 2014). They also cooperate in a coalition called Reform Government
Surveillance with companies such as Amazon, Dropbox, and Microsoft (“Re-
form Governement Surveillance (RSG)”, 2020). They publicly stand up for
privacy and the limitation of surveillance. Numerous companies expanded their
security measures with investments running into the millions and started a
digital arms race against the NSA (Perlroth & Goel, 2013). The U.S. has devel-
oped legal instruments that improve the possibility to access data by enforcing
the cooperation of ICT companies (Murphy, 2020). ICT companies have faced
pressure from both sides: from the government to implement different forms
of key escrow, as well as from the customers, and have become surveillance
intermediaries (Rozenheim, 2018). Murphy (2020, p. 260) states that the "in-
crease in use of encryption is an example of escalation – a response to reckless
(and unlawful) behavior by states in the past" and describes the "back door"
as dual-use, as it is not only for the "good guys". However, surveillance tech-
nologies proliferate in a fragmented way driven by a diversity of factors and
different sectors (Haggerty & Ericson, 2000; Kaufmann, 2016). The proliferation
is influenced by the costs for decryption and effectiveness of surveillance as well
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as the public discourse. These factors influence what is perceived as proportion-
ate (Cayford & Pieters, 2018) to legitimize the use or surveillance technologies.
Looking at current innovations in cryptography, such as better performance

Table 11.4: Overview of Dual-use Regulation.

Dual-use Regu-
lation

1990s 2010s 2020s

Targeted Actors (1) Exporting
companies
(2) Non-U.S. citi-
zens

(1) Exporting
companies
(with excep-
tions regard-
ing the sector
and key length)
(2) Non-U.S. citi-
zens (until 2010)

(1) Exporting
companies (with
exceptions re-
garding the
sector and key
length)

Implementing
Organizations

• USML → CCL • CCL
• BXA → BIS,
Department of
Commerce

• CCL
• BIS, Depart-
ment of Com-
merce

Measures and
Regulations

• Prohibition
• Classification
as weapon/dual-
use item
• Liberalization
since 1998 for
mass communi-
cation products

• Unilat-
eral controls
• Export li-
cense for goods
with strong
encryption
• Trade-
deregulation
since 2010

• Dual-use: key
length of 128-
bits or more
• Simplifica-
tion of strong en-
cryption exports
• liberalization
to support en-
cryption of mili-
tary information
and goods (2016)

Changes in
Cryptography

• Symmet-
ric keys
• Problematic
export

• Public-key-
encryption (end-
to-end) became
more used

• E2EE
• Distributed
reimplementa-
tion of social
media platforms

in asymmetric encryption technologies with Elliptic Curve Crypto (ECC) or
the research in the field of quantum computing, key length, with respect to
the symmetric counterparts (see Section 11.1), will still be an important mea-
surement to determine, whether a cipher can be considered secure. Moreover,
it enables researchers to discuss the strength of cryptographic algorithms (Pa-
terson, 2015). Innovations in cryptography usually impact the computational
capabilities of machines, which required longer key lengths or a new family
of cryptographic algorithms. Such impacts are currently discussed with the
development of quantum computers, which, if they become available, can solve
currently known mathematical problems. This would break currently popular
asymmetric cryptographic algorithms and thus, require new standards. More-
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Table 11.5: Overview of NSA Surveillance Practices.

Surveillance
Practices

1990s 2010s 2020s

Targeted Actors (1) Manufactur-
ing companies

(1) Companies as
intermediaries
(2) U.S. and non-
U.S. citizens

(1) Companies as
intermediaries
(2) U.S. and non-
U.S. citizens

Implementing
Organizations

• Law enforce-
ment agencies,
• Secret Services

• Law enforce-
ment agencies,
• Secret Services

• Law enforce-
ment agencies,
• Secret Services

Measures, Pro-
grams and
Regulations

• Key Escrow
• Clipper Chip
• Skipjack
• LEAF

• BULLRUN
• SIGINT En-
abling Project

• EARN IT
• LEADA

Innovations in
Cryptography

• Proven insecu-
rity of old stan-
dards

• Facilitation of
trade/innovations
• Reduced bu-
reaucracy
• Bypass/break
of encryption
exports

• Formation of
privacy-focused
tech-companies
• Surveillance as
a service (NSO)

over, quantum computers also impact symmetric cryptographic algorithms
due to their properties, which would require twice the key length for the same
security (Bennett et al., 1997). Besides the key length, other factors also impact
the security of cryptographic algorithms (Paterson, 2015). One such factor is the
actual implementation of the cryptographic algorithm. It might be implemented
with vulnerabilities compromising the otherwise mathematically proven to
be a secure algorithm. Another factor is the system itself, which is used for
cryptographic operations since it might be compromised. These organizational
factors of security however can be created or unknowingly taken advantage
of by companies which are forced to implement access to their data by the
government to prevent users to "go dark" (Murphy, 2020). Many states, e.g.,
in the EU have evoked ideas of legal state hacking, however, without paying
enough attention to the safeguards towards these methods (Koops & Kosta,
2018). In addition, there is a growing industry which offers "surveillance as
a service", in which law enforcement agencies and secret services outsource
the technological hacking capacities or to exploit software vulnerabilities when
needed, instead of building the capacity themselves (Kirchgaessner et al., 2021).
This makes the use of the service more flexible for organizations. However, the
proliferation and use of such services is difficult to safeguard, as the U.S. has
put the NSO Group on a trade blacklist, because it has conducted "transnational
repression [..] targeting dissidents, journalists, and activists" (Clayton, 2021).

Our research has limitations: First, the information that we have about current
surveillance programs is very limited. To our knowledge, there is no information
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if and how the surveillance programs by the NSA are continued. Only little is
known from fact-finding committees, like in Germany, which only focused on
the cooperation between the BND and the NSA (Gopalakrishnan, 2016). The
surveillance by the NSA of non-U.S. and non-EU citizens needs to be further
studied, focusing on the quality and quantity of surveillance technologies,
as well as the question of global coverage while there is a lack of political
representation in the discourse on proportionality. Regarding the assessment
of metadata surveillance, a comparison to the discourse on data preservation
programs by internet providers can be drawn (Riebe, Haunschild, et al., 2020).
Second, the ambivalent role of ICT companies as surveillance intermediaries
needs further investigation. In addition, the case of the surveillance software
Pegasus has shown how intelligence organizations partly outsource surveillance
technologies (Kirchgaessner et al., 2021). This reduces the already difficult
process of attributing accountability for surveillance practices.

11.6 C O N C L U S I O N

Encryption of information is ubiquitous and serves to secure most of today’s
ICT infrastructure. This paper has illustrated how the regulation of cryptogra-
phy as a dual-use good as well as the practices of the US intelligence and law
enforcement agencies to break or weaken encryption have developed since the
1990s. While the regulation of dual-use goods has been liberalized, ICT compa-
nies have become both allies of and antagonists to the secret services. Strategies
to break encryption or work around encryption using key escrow approaches,
like the Clipper Chip, have been unsuccessful, due to public backlash and se-
curity vulnerabilities of the system and thus moved to bilateral agreements
and cooperation with individual companies. Further approaches to regulate
and break encryption, as well as public discourse to outlaw strong encryption,
have shown how the security narratives are still used up to this day. As the
restrictions of the export of cryptography have been liberalized to some extent,
they help to reinforce the surveillance through the exceptions for surveillance
intermediaries. The authors conclude that as surveillance technologies are in-
creasingly proliferating, the role of ICT as surveillance intermediaries needs to
be further discussed. Recent attempts to ban law enforcement-proof encryption
should be used to foster a discourse on the transparent process of balancing the
conflicting security interests and the means of intelligence and law enforcement
organizations.
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VA L U E S A N D VA L U E C O N F L I C T S I N T H E C O N T E X T O F
O S I N T T E C H N O L O G I E S F O R C Y B E R S E C U R I T Y I N C I D E N T
R E S P O N S E

A B S T R A C T The negotiation of stakeholder values as a collaborative process
throughout technology development has been studied extensively within the
fields of Computer Supported Cooperative Work and Human-Computer Inter-
action. Despite their increasing significance for cybersecurity incident response,
there is a gap in research on values of importance to the design of open-source
intelligence (OSINT) technologies for this purpose. In this paper, we investigate
which values and value conflicts emerge due to the application and devel-
opment of machine learning (ML) based OSINT technologies to assist cyber
security incident response operators. For this purpose, we employ a triangula-
tion of methods, consisting of a systematic survey of the technical literature on
the development of OSINT artefacts for cybersecurity (N=73) and an empirical
value sensitive design case study, comprising semi-structured interviews with
stakeholders (N=9) as well as a focus group (N=7) with developers. Based on
our results, we identify implications relevant to the research on and design of
OSINT artefacts for cybersecurity incident response.

O R I G I N A L P U B L I C AT I O N Riebe, T., Bäumler, J., Kaufhold, M.-A., & Reuter,
C. (2023). Values and Value Conflicts in the Context of OSINT Technologies for
Cybersecurity Incident Response: A Value Sensitive Design Perspective. JCSCW.
https://doi.org/10.1007/s10606-022-09453-4

12.1 I N T R O D U C T I O N

Research on Computer Supported Cooperative Work (CSCW) has driven the
field of crisis informatics, which has been described as a multidisciplinary field
“concerned with the ways in which information systems are entangled with
socio-behavioral phenomena connected to disasters" (Soden & Palen, 2018, p. 2).
To respond to crises, gathering and analysing social media data for emergency
services has been studied. Especially its use for emergency operators in collabo-
ration with informal response communities (Purohit et al., 2014), the mitigation
of information overload (Kaufhold, Rupp, et al., 2020b), and social media users’
expectations towards crisis communication (Petersen et al., 2017; Reuter et al.,
2017) has been explored. Similar to existing emergency services for natural dis-
asters, Computer Emergency Response Teams (CERTs), which are also known
as Computer Security Incident Response Teams (CSIRTs) serve as a central point
of contact, advice, and coordination for government institutions and private

https://doi.org/10.1007/s10606-022-09453-4
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actors in the event of cybersecurity incidents and threats (Kossakowski, 2001;
Riebe, Kaufhold, & Reuter, 2021).

CERTs do not only respond to incidents, which are reported to them, they also
monitor various media sources for new vulnerabilities and other threats, verify
different pieces of information, analyse threats, communicate with other CERTs,
and are expected to support “stakeholder[s] with specific recommendations, to
provide (daily) reports for selected stakeholders (e.g., a daily vulnerability report
for ministries), or to issue a general warning for multiple stakeholders (in case
larger- scaled ICT infrastructures are threatened)" (Riebe, Kaufhold, & Reuter,
2021, p. 11). The main challenge CERTs face when executing their tasks, lies in
ensuring adequate cyber situational awareness when evaluating information
from numerous public and closed sources (Franke & Brynielsson, 2014; Riebe,
Kaufhold, & Reuter, 2021). Relevant public sources such as social media, blogs,
websites, and feeds can be included in this process, as part of an open-source
intelligence (OSINT) approach (Glassman & Kang, 2012). Considering the risk
of information overload when evaluating public sources, especially in the case
of serious security incidents with many potential civilian casualties, the use of
technical systems utilising machine learning (ML) algorithms for information
filtering and analysis has become common (Kaufhold, Rupp, et al., 2020b). In
such decision support systems, artificial intelligence (AI) agents are becoming
increasingly relevant as assistants for decision-making (Chouldechova et al.,
2018). CERT members have stated that they are in need of (semi-)automated
assistance for data gathering, (pre-)processing, analysis, and communication
of cyber threats based on ML (Riebe, Kaufhold, & Reuter, 2021; Van der Kleij
et al., 2017). Thus, there is the increasing use of OSINT systems within CERTs
(Kassim et al., 2022). As OSINT mostly relies on private data from users of
online media to be an effective tool for cybersecurity operators, the acceptance
of such a system is decisive. Value conflicts may arise as a consequence of
different groups in society being directly or indirectly affected in different
ways, depending on the application of OSINT technologies. Therefore, it is
imperative that not only OSINT systems be further researched and investigated,
but also arising value conflicts. Research that focuses primarily on the values and
value conflicts relevant to the development of OSINT systems for cybersecurity
incident response has not yet been conducted extensively. This paper is guided
by the collaborative Value Sensitive Design (VSD) method (Friedman, 1996) and
will contribute to answering the following research question: Which values and
value conflicts emerge due to the application and development of ML-based
open-source intelligence technologies in the context of cybersecurity incident
response?

Our study is part of the CYWARN research project developing OSINT artefacts
for CERTs (Kaufhold et al., 2021), and contributes to the CSCW-discourse with (1)
a systematic literature review about technical research on OSINT technologies
for the application in the domain of cybersecurity, (2) an empirically grounded
elaboration of relevant stakeholder values and value conflicts in connection
to the application and development of OSINT technologies for cybersecurity
incident response, and (3) an outline of implications for the research on and
the design of ML-based OSINT technologies for collaborative cybersecurity
incident response.
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This paper is structured as follows: In Section 12.2, related work on OSINT
and VSD is presented and the research gap is outlined. Afterwards, Section
12.3 introduces the research design. We employ a triangulation of methods
that combines an empirical case study consisting of a focus group (N=7) and
semi-structured expert interviews (N=9) with a systematic literature review
of technical research on OSINT technologies in the context of cybersecurity
(N=73). The results of both the literature review and the empirical case study
are presented in Section 12.4. In Section 12.5, insights obtained are synthesised
by elaborating research and design implications and it is discussed how value
sensitivity can facilitate collaboration. Finally, the limitations of the study are
indicated, possible starting points for further research are outlined, and in
Section 12.6 a brief summary of the work is provided.

12.2 B A C K G R O U N D A N D R E L AT E D W O R K

As the design and application of novel information and communication tech-
nology (ICT) artefacts interferes with existing social practices, it is necessary to
engage with the practices and problems of professionals, institutional arrange-
ments, and technical infrastructures of the respective application environment
(Wulf et al., 2011). Approaches for participatory design, which aim to address
this issue, have been part of the CSCW discourse (Randall et al., 2007), as they
follow the objective of facilitating cooperation (Kensing & Blomberg, 1998).
Extensive research has focused on the design for collaboration in crisis response
to better understand the collaborative practices and, thus, design systems which
support response teams (Büscher et al., 2016; Cobb et al., 2014; Liegl et al., 2016;
Reuter et al., 2014). Here, collaboration can be described as the development
of a set of common practices which could be adopted by newcomers without
previous participation and explanation (Heath & Luff, 1992). With regard to
CERTs, this includes monitoring of and responding to cyber threats and in-
cidents, as well as evaluating and sharing relevant information with outside
parties. OSINT systems can help collaborating distributed teams to gain a shared
situational awareness due to their support of context awareness, thus facilitating
the establishment of a meta-perspective (R. Jones et al., 2021).

This section will first provide an overview on how OSINT systems as AI agents
assist CERTs (Subsection 12.2.1), second introduce VSD as our participatory de-
sign approach and situate the paper in context of previous research (Subsection
12.2.2) and third, outline the research gap (Subsection 12.2.3).

12.2.1 OSINT Systems as AI-based Decision Support in Cybersecurity Incident
Response

Central to OSINT is the idea that various pieces of publicly available information
can be combined in unforeseen ways to gain innovative insights about the
subject of interest (Glassman & Kang, 2012). OSINT can accordingly be defined
as an activity that “involves the collection, analysis, and use of data from open
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sources for intelligence purposes" (Koops et al., 2013, p. 677). Approaches for
cybersecurity incident response predominantly use social media as their main
source (Riebe, Wirth, et al., 2021), thereby taking advantage of crowdsourcing.
Crowdsourcing for emergency response, however, depends on the quality and
the trustworthiness of the information (Tapia & Moore, 2014).

ML algorithms are increasingly used for the automation of data gathering,
pre-processing, and analysis (Williams & Blum, 2018). With the adoption of
ML, challenges of explainability arise, as non-expert users are often unable to
comprehend how an algorithm produces a certain output (Burrell, 2016). This is
problematic as explainability is crucial to establishing users’ trust in a system
(Dzindolet et al., 2003). Therefore, recent research focuses on possibilities of
explainable artificial intelligence (XAI) (Longo et al., 2020; Wang et al., 2019).

As part of decision support systems, AI has gained importance in assisting teams
with particular types of expertise (Bansal et al., 2019). In their study on Human-
AI interaction, Q. Zhang et al. (2022, p. 1) study “how people trust and rely on an
AI assistant that performs with different levels of expertise relative to the person,
ranging from completely overlapping expertise to perfectly complementary
expertise". In their experiments, they found that the “ideal partnership between
humans and AI has been based on the premise of their complementary expertise"
(Q. Zhang et al., 2022, p. 20). In addition, they found that trust in AI was lowest
when there was a complete overlap in the expertise of AI and human operators.
Thus, trust in an AI agent is associated with the perceived usefulness of the
AI and its complementary expertise. For the trust of the human operator, the
style of communication of the AI agents has also been shown to be relevant
(Q. Zhang et al., 2022). As shown in an study by Feng and Boyd-Graber (2019)
using human-computer teams to perform play a trivia knowledge game, the
skill level of human operators is crucial for the interpretation of the expertise of
AI. This is supported by Schaffer et al. (2019), who found in their study (N=529),
that an AI agent was only effective at lower levels of self-assessed knowledge,
whereas self-confident users often rejected the agent’s suggestions. In summary,
for an effective Human-AI-Teaming in decision-making processes, the expertise
of the users, the capabilities of the AI systems, e.g., managing large amounts
of data in real-time and identifying similarities, as well as the communication
style of the AI agents towards the users are relevant.

For cybersecurity incident response, OSINT technologies leveraging ML are
primarily used in three areas. First, they are used for investigative purposes,
e.g., to support digital forensics (Quick & Choo, 2018), or cyberattack attribution
(Layton, 2016). Second, they are utilised for gathering cyber threat intelligence
(CTI), which can be understood as “threat-related information which allows
cyber security experts to investigate on a certain threat, e.g., the name of a
malware, adversary or vulnerability" (Tundis et al., 2020, p. 454). Third, they
are also used for risk assessment and mitigation purposes, e.g., to assess the
attack surface of organisations (D. R. Hayes & Cappa, 2018), or to expose social
engineering attack opportunities (Edwards et al., 2017).

In a study comprising an online survey and semi-structured interviews with
staff of 13 national CERTs from Asia, Europe, the Caribbean, and North America,
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Kassim et al. (2022) found that the use of OSINT tools in cybersecurity incident
response is on the rise. In accordance to Riebe, Kaufhold, and Reuter (2021), they
found that CERTs lack the resources to manage the increasing amount of public
available data, which requires further verification and risk analysis. In their
study on the collaborative practices of German CERTs, Riebe, Kaufhold, and
Reuter (2021) found that the (semi-)automation of threat detection and analysis,
as well as reporting interfaces were found to be useful improvements.

12.2.2 VSD Research on OSINT

VSD, as a theoretically grounded method, is particularly well suited to antici-
pate value conflicts that arise through technology use, and proactively addresses
them during design (Friedman et al., 2013). As a central theoretical assumption,
VSD takes an interactional position on the relationship between technology
design and social context; design features support or undermine certain values,
but ultimately only their interplay with users and the context of use determines
how a technology influences society (Davis & Nathan, 2015). A value can be
defined as “what a person or group of people consider important in life" (Fried-
man et al., 2013, p. 57). VSD strives to consider direct and indirect stakeholders
and their values during design (Friedman et al., 2013). As often differing values
are considered important, value conflicts may arise. A value conflict exists, if
competing values suggest incompatible choices as the best for the design of tech-
nical artefacts and no single value trumps all others (Van de Poel & Royakkers,
2011).

In order to ensure that values are taken into account, VSD proposes a methodol-
ogy that is composed of three interdependent and iteratively applied types of
investigation (Friedman et al., 2013). In conceptual investigations, stakeholder
groups affected by the envisaged technical artefacts are identified, and values
expected to be important to them are elaborated as well as conceptualised
(Friedman et al., 2013). In empirical investigations, social science methods are
used to revise these findings with a focus on the opinions of stakeholders, as
well as anticipated usage contexts (Manders-Huits, 2011). During both types
of investigations, potential value conflicts may be identified (Friedman et al.,
2013). Finally, in technical investigations, design choices that support identified
and prioritised values are derived (Manders-Huits, 2011). Concerning value
discovery, Le Dantec et al. (2009) argue that values should be identified during
direct stakeholder engagement. In agreement with this, we utilise empirical
investigations for value discovery in this work.

Several studies have specifically explored values and value conflicts in the
cybersecurity domain. Among others, potential conflicts have been identified
between the values security and privacy, the values security and fairness (Chris-
ten et al., 2017; Domingo-Ferrer & Blanco-Justicia, 2020; Van de Poel, 2020), as
well as the values security and autonomy (Christen et al., 2017; Domingo-Ferrer
& Blanco-Justicia, 2020). Further, privacy was found to be potentially conflict-
ing with both fairness and accountability (Van de Poel, 2020). However, the
identified conflicts mostly involve either security or privacy and altogether the
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works remained on a conceptual level, without reference to specific technical
artefacts. Other publications referred to specific OSINT artefacts for other se-
curity purposes, but they were narrowly focused on safeguarding the value
privacy through regulatory Privacy by Design approaches (Casanovas, 2014,
2017; Casanovas et al., 2014; Cuijpers, 2013; Koops et al., 2013; Rajamäki, 2019;
Rajamäki & Simola, 2019).

12.2.3 Research Gap

While values and value conflicts relevant to cybersecurity have been investi-
gated conceptually (Christen et al., 2017; Domingo-Ferrer & Blanco-Justicia,
2020; Van de Poel, 2020), to the best of the authors’ knowledge, there are no
publications that primarily focus on the values relevant to ML-based OSINT
technologies for cybersecurity incident response, despite their increasing signif-
icance. Moreover, the consideration of Privacy by Design principles (Casanovas,
2014, 2017; Casanovas et al., 2014; Cuijpers, 2013; Koops et al., 2013; Rajamäki,
2019; Rajamäki & Simola, 2019) has only been studied in connection to OSINT
artefacts for other security related scenarios. Riebe, Wirth, et al. (2021) have fur-
ther shown that Privacy by Design principles are hardly taken into consideration
in technical research on the development of OSINT artefacts for cybersecurity
event detection. Accordingly, a research gap can be found with regard to the
empirical investigation of relevant stakeholder values related to potential value
conflicts resulting from the application and development of such technologies
as ML-based decision support systems. The derived implications for design
and research may be essential for the future development of OSINT systems for
cybersecurity incident response in order to ensure their societal acceptance and
stakeholder cooperation.

12.3 M E T H O D S

To elaborate which values and value conflicts emerge due to the application and
development of ML-based OSINT technologies in the context of cybersecurity
incident response, the research design uses a triangulation of methods (see Fig-
ure 12.1). While the empirical investigation of relevant values and value conflicts
is performed on the basis of a case study in which the results of a focus group
(N=7) and of semi-structured expert interviews (N=9) are content-analysed,
along with a preceding conceptual investigation of direct and indirect stake-
holder groups, a systematic literature study (N=73) reviews technical research
on OSINT technologies for the domain of cybersecurity. A combination of these
approaches is reasonable, particularly taking into account the elaboration of the
values and value conflicts can be based on an adequate empirical basis, and that
it is possible to complement the gained insights with perspectives from other
OSINT artefacts and application scenarios. While the methodological procedure
of the literature review is described in Subsection 12.3.1, the details regarding
the case study are presented in Subsection 12.3.2.
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Figure 12.1: Illustration of the research design.

12.3.1 Systematic Literature Review: OSINT in the Domain of Cybersecurity

To situate the findings of the empirical case study within the broader context of
technical research on OSINT-technologies for application in the field of cyberse-
curity, the literature review section seeks to answer the following questions:

1. For which deployment scenarios in the cybersecurity domain are OSINT
technologies being developed?

2. What technical features, techniques, and data sources are used?

3. Are ethical, legal, and social implications taken into consideration?

As this review follows an explicit and reproducible method to identify and
evaluate the publications, it can be considered a systematic literature review
(Vom Brocke et al., 2015). Specifically, a sequential review approach is used
in which literature search, analysis, and the writing of the review follow a
step-by-step process (Levy & J. Ellis, 2006). As research conducted by private
actors and state bodies in many cases is not accessible, only research published
in academic publications is taken into account. For the review, a search in the
literature databases ACM Digital Library, IEEE-Xplore, Science Direct, and
Springer Link was conducted. As the review focuses on technical research, the
selection of the databases was based on their coverage of computer science
literature and the number of publications they contain. Moreover, to ensure
the quality of the reviewed works, it seemed sensible to limit the search to
publications in peer-reviewed journals and conference proceedings. Finally,
only work published from the beginning of the databases’ coverage to the end
of May 2021, the beginning of the literature research, was included. The full-
text and metadata search in the databases was conducted with the following
search expression using Boolean operators: (“cyber security" OR cybersecurity OR
“information security" OR cybercrime) AND (OSINT OR SOCMINT OR WEBINT
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OR “open-source intelligence" OR “social media intelligence" OR “web intelligence").
The procedure of publication search and selection is illustrated in Table 12.1.

Table 12.1: Procedure of the publication selection for the systematic literature
review, differentiated by database.

Database Initial results Journals &
Proceedings

Relevant
publications

IEEE-Xplore 409 356 44
ACM Digital Library 155 147 8
Springer Link 569 313 16
Science Direct 286 136 5
Total 1,419 945 73

The search resulted in 1,419 preliminary results, of which 945 were papers
published in journals and conference proceedings. In a next step, the articles’
abstracts were screened to identify irrelevant publications to the goal of the
review. First, publications not focused on the development of OSINT artefacts
for the cybersecurity domain, including those related to cybercrime in a broader
sense, were excluded. Second, publications in which the processing of publicly
available data is only a secondary aspect of an artefact were excluded. Third,
research published in languages other than English was excluded. Finally, inac-
cessible papers and duplications were excluded. This resulted in the exclusion
of 872 publications. The remaining 73 were quantitatively analysed with Excel.1

The categories were compiled in response to the three guiding questions of
the review. A structured examination of the usage scenarios, features, techni-
cal approaches, and data sources of available OSINT approaches, as well as
their attention to ethical, legal, and social implications (ELSI), is crucial to de-
rive design and research implications that extend beyond the individual case
studied in depth in this paper. The subcategories were initially generated by
screening review papers and chapters on OSINT (Pastor-Galindo et al., 2020;
Simran et al., 2020; Tundis et al., 2020). They were then revised in light of a
preliminary engagement with the selected publications before the final analysis
was performed.

12.3.2 Conceptual and Empirical VSD Case Study

Conceptual Stakeholder Analysis

A conceptual investigation helped to identify the stakeholders directly and
indirectly affected (Friedman et al., 2017). For this purpose, a structured work-
shop was conducted within the research project team, in which, building on
potential use cases, it was asked which groups interact with or are affected by
OSINT artefacts. The results are presented in Subsection 12.4.2. In a next step,
the authors identified potential harms and benefits for stakeholders as well

1The categories and subcategories of analysis can be found in Table 16.8 the Appendix 16.5.
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as potentially implicated values and established working definitions based on
relevant literature (Friedman et al., 2013).

Data Collection: Focus Group and Semi-structured Interviews

In order to identify relevant values and value conflicts, we conducted a focus
group within the team of developers and researchers and nine semi-structured
interviews with key stakeholder groups. In designing the procedure for data
collection, we adapted the approach of Mueller and Heger, 2018. Table 12.2
summarises the interviews and the focus group conducted.

Table 12.2: Overview of the interviews and the focus group with the involved
stakeholder groups and the respective types of organisations.

No. Type Stakeholder Organisation

I1 Interview Direct Users State CERT
I2 Interview Direct Users State CERT
I3 Interview Direct Users State CERT
I4 Interview Direct Users State CERT
I5 Interview Direct Users University CERT
I6 Interview Potential Users State company
I7 Interview Potential Users Humanitarian

organisation
I8 Interview Potential Users Civil protection

VOST
I9 Interview Affected by Data

Collection
Civil society

F1 Focus Group Developers & Re-
searchers

Public university,
software develop-
ment company,
state CERT

The focus group (F1) involved seven participants from the fields of computer
science, media and cognitive sciences, and software development, who were
all part of the CYWARN research project, including one staff member of a Ger-
man state level CERT. The sample consisted of six male participants and one
female participant. The design of the focus group followed the recommenda-
tions by Krueger and Casey (2015). The discussion was held digitally and was
semi-structured by a moderation guideline. After an input about VSD and a
hypothetical usage scenario of the OSINT artefacts in development as a stimulus
to facilitate a discussion, we asked the participants to brainstorm and write
down ethical, legal, and social implications on a digital board. Afterwards, we
went through the issues collected and asked the participants to discuss them
with a focus on potentially implicated stakeholder values and value conflicts.

The semi-structured expert interviews (Gläser & Laudel, 2010; Kallio et al.,
2016) were designed to gather empirical insights on the values important to key
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stakeholder groups. To collect the data, we followed a convenience sampling
approach and sent interview requests to relevant organisations and individuals.
When selecting the participants, we drew on the insights of the stakeholder anal-
ysis (see Subsection 12.4.2) and took care to involve both stakeholders directly
and indirectly affected by technology development; however, since indirect
effects may be experienced by a wide array of actors, we restricted the scope to
stakeholders that might be most significantly affected (Friedman et al., 2017).
Overall, we interviewed nine individuals from three stakeholder groups: (1)
Five interviews were conducted with CERT employees, as they belong to the
prospective user group of the developed artefacts. (2) Three interviews were
conducted with further potential users as it is intended to transfer the artefacts
to other application domains as well (I6, I7, I8). Specifically, we interviewed
information security officers of a state company (I6) and a humanitarian organ-
isation active in disaster relief (I7), as well as the head of a virtual operations
support team (VOST) (I8). (3) Finally, to consider the perspective of individuals
potentially affected by OSINT gathering, we interviewed one individual who
is regularly disseminating cybersecurity information on social media and is
active in cybersecurity related civil society organisations (I9). After obtaining the
interviewees’ informed consent, several blocks of questions were asked based
on an interview guideline, which was slightly adapted to suit the particularities
of the different stakeholder groups. The interview sessions were conducted
online, were recorded and lasted on average 74 minutes.

Data Analysis: Qualitative Content Analysis

After the focus group and the interviews were transcribed, a software-assisted
and category-based structuring qualitative content analysis following Kuckartz
(2016) was conducted. We worked with thematic categories that were developed
deductively on the basis of existing literature on values, as well as inductively
during the analysis of the empirical material. In this study, the main category
Value with ten subcategories, as well as the main category Value Conflict were
used. The categories were defined in a codebook and supplemented with coding
rules and examples.2 The transcripts were coded with the qualitative content
analysis software MAXQDA. First, all the material was revised to select coding
examples for each category. Then, the focus group and two interviews were
coded to verify the intercoder agreement with MAXQDA. This resulted in a
kappa coefficient after Brennan and Prediger (1981) of 0.69, what can be inter-
preted as a good result (Rädiker & Kuckartz, 2019). Furthermore, the codebook
was later revised in order to further increase intercoder agreement. The text
segments assigned to each category were then assembled and analysed together.

2A shortened version of the codebook can be found in Table 16.9 in the Appendix 16.5.
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12.4 R E S U LT S

In the following, the results of the literature study are presented in Subsection
12.4.1. Afterwards, Subsection 12.4.2 introduces the stakeholder groups identi-
fied and outlines the results of the content analysis of the empirical material.

12.4.1 OSINT-Technologies in the Domain of Cybersecurity

Of the 73 publications evaluated in the review, 10% named investigative pur-
poses as the intended scenario of use for the systems. In 74% of the publications,
systems were developed for primary use in the context of gathering CTI, in
12% for use in the area of risk assessment and mitigation, and in 4% for both
investigative and CTI purposes. The temporal distribution of publications per
year is shown in Figure 12.2.

Figure 12.2: Number of publications per year, differentiated by intended scenar-
ios of use.

The publications were also examined concerning respective features of the
systems. In 44 publications, data gathering methods were either an integrated
part of the artefacts, or new data sets were specifically created in the context of
research. In 36 publications, approaches for the detection of cybersecurity events
have been developed. This included models for the detection of emerging cyber-
security topics (Al-Ramahi et al., 2020; Dalton et al., 2017; Kawaguchi et al., 2017;
Schäfer et al., 2019), the aggregation of individual pieces of information into
security events (Alves et al., 2019, 2021; Azevedo et al., 2019; Vacas et al., 2018),
the detection of distinct types of information (Behzadan et al., 2018; Gonzalez-
Granadillo et al., 2019, 2021; Liao et al., 2016; Syed, 2020), and the detection
of threats related to specific infrastructures (Dionisio et al., 2019) or products
(Kannavara et al., 2019; Neil et al., 2018; Nunes et al., 2018). Approaches to the
classification or filtering of relevant information are presented in 26 publica-
tions, and 15 systems comprise data visualisation functions, including Social
Network Analysis to explore relationships in hacker forums and marketplaces
(S.-Y. Huang & Ban, 2019; S.-Y. Huang et al., 2019; Schäfer et al., 2019).
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While twelve systems have the capacity to generate reports or structured pieces
of information, e.g., Indicators of Compromise (IoCs), eleven systems aim to
identify specific users or communities. This is related to the assessment of organ-
isational attack surfaces or penetration testing (Chitkara et al., 2020; Edwards
et al., 2017; Urban et al., 2020), the identification of individuals with insider
threat potential (Kandias, Mitrou, et al., 2013; Kandias, Stavrou, Bozovic, &
Gritzalis, 2013; Kandias, Stavrou, Bozovic, Mitrou, & Gritzalis, 2013; Kandias
et al., 2017), and the investigation of hacker forums and marketplaces (Fallmann
et al., 2010; S.-Y. Huang & Ban, 2019; S.-Y. Huang et al., 2019; Schäfer et al., 2019).
Finally, five papers demonstrate techniques to analyse the quality or credibility
of CTI (Ghazi et al., 2018; Gong et al., 2018; Jo et al., 2021; N. Khurana et al., 2019;
R. Liu et al., 2017), and three propose methods to assess the quality or credibility
of CTI sources (Gong et al., 2018; R. Liu et al., 2017; Tundis et al., 2020).

Additionally, the publications were analysed for the use of selected algorithmic
approaches (see Figure 12.3).

Figure 12.3: Algorithmic approaches implemented in the artefacts developed.

Most frequently, in 45 cases, algorithms for classification were implemented.
Clustering, on the other hand, was only used ten times and regression only once.
In addition, 13 papers used named-entity recognition, i.e., the classification of
named entities in unstructured text into predefined categories for the purpose
of information extraction, and seven papers used latent Dirichlet allocation for
topic modelling, i.e., the discovery of previously undefined topics in a document
corpus. Artificial neural networks were used in 27 systems. Concerning the
use of ML, 46 systems used supervised ML, 28 unsupervised ML, one semi-
supervised ML and 19 none. In line with the features of the examined OSINT
systems, the research is focused on ML algorithms that assist operators in
managing the high volume, variety, and velocity of big data by using trained
classifiers, self-learning neural networks, named entity recognition, clustering,
topic modeling, and regression to identify cybersecurity events, threats, and
threat actors, as well as to assess the relevance, quality, or credibility of CTI and
respective sources.

A variety of different sources of information were used with the systems.

Twitter was used 20 times, followed by cybersecurity blogs, forums, or websites
that were utilised eleven times. Information from hacker forums, as well as
from CTI feeds and platforms was accessed ten times each. Information from
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Figure 12.4: Publicly available information sources used for data gathering with
the artefacts developed.

other social networks, e.g., Reddit, Facebook, and YouTube, was processed in
nine instances, while seven systems made use of data gathered from dark web
forums and marketplaces. Less common data sources can be found in Figure
12.4.

Finally, it was examined whether ELSI of the respective systems were discussed.
Of the 73 papers, only eleven considered such issues. While some authors argued
that using only publicly available data circumvents ethical issues (Pournouri
& Akhgar, 2015; Pournouri et al., 2019), Edwards et al. (2017) justified their
decision not to list individuals in reports on organisations’ social engineering
attack surface with the concern that this could cause disciplinary action. In
addition, to increase algorithmic comprehensibility, they decided to use decision
tree classifiers to identify employee profiles. In a similar study, Urban et al.
(2020) emphasised strict compliance with data protection requirements and the
avoidance of any legally or ethically questionable strategies for data acquisition.
With regard to the investigation of dark web marketplaces, Lawrence et al. (2017)
mitigate the risk of legal ramifications by restricting web scraping to cybercrime
related sections, textual data, and non-personal information. Ranade et al. (2018)
motivated their development of a deep learning model for CTI translation partly
on the premise that analysts are often not allowed to use third party services
due to privacy, security, and confidentiality policies. Beyond that, a trade-off
between data protection and demands of forensic investigators to have access to
proactively collected data is discussed by Nisioti et al. (2021). The most extensive
discussion of ELSI is found in the context of research on the identification of
employees with insider threat potential. Negative effects on personal and human
rights of those affected, as well as dangers concerning algorithmic profiling are
discussed, and the recommendation that such screenings should be subject to
strict preconditions is provided (Kandias, Mitrou, et al., 2013; Kandias, Stavrou,
Bozovic, & Gritzalis, 2013; Kandias, Stavrou, Bozovic, Mitrou, & Gritzalis, 2013;
Kandias et al., 2017).
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12.4.2 Stakeholder Values and Value Conflicts

During the preliminary conceptual investigation, six main stakeholder groups
affected by the application and development of OSINT artefacts in the domain
of cybersecurity incident response were identified. Figure 12.5 presents the
stakeholder groups and their interaction with OSINT artefacts.

Figure 12.5: Main stakeholder groups of the prospective OSINT framework and
their interaction with OSINT artefacts.

The first stakeholder group consists of the individuals that interact directly with
OSINT systems. In the context of this case study, these are the employees of
CERTs who are expected to use a demonstrator with OSINT components. The
second stakeholder group comprises actors that are indirectly affected by the
collection of publicly available data with OSINT systems. In this case study,
these include, in particular, actors that disseminate information on threats on
social media. While the third stakeholder group, the direct beneficiaries, is
directly advised and supported by the direct users of OSINT artefacts - in the
case of CERTs primarily public authorities, critical infrastructure operators,
and enterprises - the fourth group, the indirect beneficiaries, only receives
unidirectional communication about threats and best practices - in the case of
CERTs, among others, citizens and other cybersecurity organisations. The fifth
stakeholder group, the potential users, comprises actors that have an interest
in using OSINT systems. In our case study, there may be both potential users
in the field of cybersecurity and in other domains, e.g., law enforcement, civil
protection, and emergency services. Finally, the developers and researchers
concerned with OSINT artefacts comprise the sixth stakeholder group. In our
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case, this encompasses individuals from both academic research and private
software engineering.

Stakeholder Values

During the content analysis, ten values were identified. Table 12.3 shows which
values were discussed in the individual interviews and the focus group, and
how often they were coded in total.

Table 12.3: Overview of the identified values and the number of coded sections.
X signifies that a value is present in an interview or the focus group.

Value I1 I2 I3 I4 I5 I6 I7 I8 I9 F1
∑

Accuracy X X X X X X X X X X 69
Security X X X X X X X X X X 68
Efficiency X X X X X X X X X X 67
Accountability
& Respon-
sibility

- X X X X X X X X X 27

Autonomy X - - X X - X X - X 27
Transparency X - - X X - - X X X 27
Privacy X - - X X X X X X X 25
Ownership
& Property

- X - X X X - - X X 22

Freedom
from Bias

X - X X - - X - X X 21

Trust X - - - X X X X X X 19

Accuracy can be defined as the correspondence or closeness of a statement or
piece of information to the truth, the reality, or a differently defined standard
(P. Hayes et al., 2020). Accuracy is particularly relevant in connection to ML
algorithms and the quality of data. CERT staff, potential users, and developers
emphasised the importance of the accuracy and quality of different types of data.
The accuracy of data collected was considered very important (I1, I3, I4, I5, I7, I8,
F1). Gathered information should not only be correct, but also structured consis-
tently and have minimal redundancy to enable effective analysis (I1, I4). Since
this requires repetitive and time-consuming activities, interviewees suggested
drawing on the expertise of ML algorithms to harmonise information from
heterogeneously structured texts and aggregate multiple pieces of information
related to the same topic (I1, I4). Furthermore, the issue of disinformation was
highlighted: “You also have to be cautious not to be fooled by people who try to
make themselves important and publish something that is not true" (I1). The
output data of algorithms needs to be relevant for OSINT analysis (I1, I4, I6, I8,
F1), as well as for the information requirements of clients (I1, I2, I4, I5, I6, I7,
I8, F1). For these reasons, specifically the accuracy of algorithmic decisions and
the quality of training data for ML algorithms were highlighted (I5). Yet, it was
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argued that the application of ML should be limited to very specific tasks, as
human expertise is crucial for creative or unstructured activities:

“ML-supported systems ... are built for pattern recognition and the
patterns are trained. And you just have to get out of the pattern
thinking, which is really thinking inside a box" (I5).

The interviewee potentially affected by data collection pleaded for a reduction
of biases in algorithms (I9). This was also emphasised by the developers with a
view on algorithms for prioritisation and credibility assessment of CTI (F1).

At a high level of abstraction, security can be conceptualised as “the state of
being free from danger or threat" (Van de Poel, 2020, p. 50). CERT employees
and potential users highlighted the importance of security in relation to the
IT infrastructure of organisations in their area of responsibility and the data
processed by clients (I1, I2, I3, I4, I5, I6, I7). To ensure security, OSINT is used
to leverage the expertise of numerous cybersecurity experts (I1, I3, I5, I6, I7,
I9). Their expertise lies in detailed and up-to-date knowledge of specific cyber
threats (I1, I9), threat actors and their strategies (I1, I9), vulnerabilities (I1,
I6, I7, I9), and protection and mitigation measures (I6, I7). The civil society
representative called for OSINT tools to be operated in a secure environment
(I9). Finally, the developers also addressed the security of the ML algorithms
against poisoning attacks, especially if information about training data and
algorithmic models used is publicly accessible:

“If a hacker notices something like this, that in some form [data] is
merged and recommendations are derived from it, ... he can carry
out a targeted attack based on it" (F1).

Efficiency describes the ability to accomplish specific tasks or outputs with min-
imal expenditure of resources (Cousins et al., 2019). In the interviews with CERT
staff and potential users, efficiency considerations were cited as a key rationale
for the intention to use OSINT tools (I1, I2, I3, I4, I5, I6, I7, I8). Furthermore, the
efficiency gain may also improve the quality of certain services:

“If the data collection process is simplified, then it will be intensified
on the other side. Because if I am relieved of the data collection, then
the evaluation will probably be more intensive. Then I might take
a much closer look at the reports, which I might have published
before with the watering can principle" (I6).

Specifically, possible efficiency gains were identified through technical support
in the acquisition and evaluation of security advisories (I6, I7, I8), the evaluation
of cybersecurity websites and blogs (I1, I3, I6, I7), the search of Twitter and other
social networks for cybersecurity-relevant information (I6, I7), and supporting
communication by providing target-specific cybersecurity reports or alerts (I1,



1 5 7

I2, I3, I4, I6). Particularly for the extraction of information from unstructured
texts, the use of ML algorithms has been suggested (I1, I8, I9). Here, the expertise
of ML-based information extraction techniques, is to discover specific pieces of
information in unstructured texts or to create summaries (I1, I9). The developers
saw an interest in efficiency gains through OSINT tools also among the direct
beneficiaries of CERT activities, who could receive faster support in case of
incidents (F1). Finally, with a view on development, it was also suggested to
keep in mind that it should be as easy as possible to adapt the artefacts to
changing legal requirements (F1).

Accountability can be seen as “the (moral) obligation to account for what you
did or what happened (and your role in it happening)" (Van de Poel, 2011,
p. 39). In contrast, responsibility is directed towards current actions and their
prospective consequences, as it refers to the obligation to evaluate one’s own
role and duties in relation to a situation or a context of action (Van de Poel
& Royakkers, 2011). CERT staff members pointed out that alerts and reports
must be approved by superiors for reasons of political accountability. (I2, I3,
I4). In particular, a fixed approval process for alerts hinders automation: “There
are too many sensitivities or responsibilities involved to automate something
like this" (I2). With regard to disaster management, the importance of docu-
menting verification steps and analysts involved was also pointed out in order
to render the evaluation of information comprehensible for decision-makers
(I8). Referring to CERTs’ use of OSINT tools, the interviewee from civil society
pleads for a responsible protection of the data infrastructures used (I9). It was
also pointed out that when processing certain data, the design of OSINT tools
should consider the obligations for CERTs to comply with reporting chains and
guidelines (F1). In this context, the question was raised to what extent clear
responsibilities for the consequences of incorrect predictions of ML algorithms
can be ensured:

“So if security vulnerabilities are perhaps not taken seriously, even
though they are announced on social media, because this relevance
algorithm has perhaps decided that it is irrelevant for various rea-
sons, there would also be the question of whether CERTs would
perhaps even be legally liable in some way, because they should
actually have acted" (F1).

With regard to ICT, autonomy can be understood as users’ ability to control
the technical systems in a context appropriate manner, and to enable decisions
deemed suitable for them to achieve their objectives (Friedman & Kahn, 2002).
The consideration of the autonomy of stakeholders was brought forward by
direct users, potential users, and developers. One interviewee in particular
places the value at the centre of human-computer interaction:

“So really the point is that you don’t have to replace anyone in that
sense, but you can support everyone. So I see the point with all
technology that it should still be supportive, it should be a tool for
people. But it should not determine people" (I5).
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The complete automation of analytical OSINT processes with the help of ML is
seen particularly critical, as “artificial intelligence logic always trims someone
down to blinkered thinking and an increasingly narrow focus" (I5), thus restrict-
ing the analysts’ evaluative capabilities. Furthermore, ensuring the autonomy
of users was also discussed in the context of the adaptability of the selection
of sources (I1) and the relevance assessment of information (I4, I5). For the
latter, an evaluation by experienced analysts was considered crucial (I4, I5).
Potential users also advocated for a prioritisation of information that could be
individually adapted to the respective infrastructure (I7, I8).

Transparency can be best understood in relation to a situation in which it
is beneficial for actors to make knowledge and information about a certain
topic extensively available, accessible and comprehensible, without obscuring
any information (Turilli & Floridi, 2009). A CERT employee advocated for
the disclosure of contextual information on algorithmic decisions of OSINT
artefacts to analysts (I5). Similarly, a potential user reported that the degree of
transparency of algorithmic decisions should always depend on the expertise
and task of the respective user group, as too much information can also be
counterproductive, especially in time-sensitive situations (I8). The developers
discussed the promises and pitfalls of open sourcing the code of the OSINT
artefacts to be developed (F1), while our interviewee from civil society requested
transparency on the part of the developers and, ideally, an involvement of the
cybersecurity community in the development of OSINT artefacts:

“So of course I would be happy if the whole system is open source
as far as possible, subject to this evaluation and the risks, and is also
open development. So it’s not just open source, here’s the software.
But open development" (I9).

For this work, privacy can be defined as “the claim of individuals, groups,
or institutions to determine for themselves when, how, and to what extent
information about them is communicated to others" (Westin, 1967, p. 7). The
importance of privacy was raised by CERT employees in conjunction with
compliance with the legal requirements of data protection legislation (I1, I4, I5).
In particular, the automated analysis of personal data is legally problematic and
sometimes only granted with special permission (I1). Thus, “in the ideal case,
the data ... is completely without personal reference" (I1). In the interviews with
potential users it became clear that organisations are subject to very different
regulations regarding privacy and data protection (I7, I8). The respondent
from the group of those potentially affected by data collection considered the
protection of private data a central principle: “Well, I would generally have a
stomach-ache with it, if it was private data. So not publicly available data" (I9).
The developers discussed privacy aspects of the development of the OSINT
artefacts with a focus on the principles of data minimisation, the necessity of a
justification for storing data, requirements on data deletion and anonymisation,
as well as the adaptability of artefacts to changing legal requirements (F1).

According to Friedman and Kahn (2002), the value ownership and property is
related to the rights of individuals or groups to possess, use, manage, derive



1 5 9

profit from, or bequeath objects or pieces of information. For CERT employees
and the developers, questions of ownership and property are important when
it comes to legal requirements regarding the extent of data collection and the
type of data to be collected (I1, I4). One CERT employee describes that the
e-government law of the respective state strongly affects the processing of
personal data, which should also be taken into account in the design of OSINT
artefacts (I1). One potential user expressed the view that organisational policies
on data processing may need to be changed before OSINT tools can be applied
(I6). In addition, a part of the focus group discussion focused on the question of
who should have the right to use the artefacts:

“Perhaps it would be conceivable for a government to somehow
offer the tool ... to make it available as open source and that even the
public can somehow co-develop it or use it" (F1).

The value freedom from bias is associated with the absence of systematic
unfairness against individuals or groups (Friedman & Kahn, 2002). Both the
CERT staff and other organisations’ employees stressed the importance of
addressee-oriented communication that is free from any systematic bias (I3, I4,
I7). Pre-formulated templates for alerts were mentioned as a possible solution
to this issue, because “if you have different stakeholders with technical skill
levels, you can relatively easily find the right tone" (I4). Furthermore, when
distributing warnings for a broad target group, appropriate communication
channels should be chosen (I7). Specifically with regard to the use of ML in
OSINT systems, our interview partner from civil society warned against the
tendency to systematically replicate a pre-existing bias in training data:

“The problem such systems always have is that, whatever framing
or bias exists in the data and structures, machine learning ... will
simply consider it as a relevant parameter" (I9).

During the focus group it was raised that the algorithmic credibility assessment
of information sources may have detrimental consequences, if the labelling
of an actor as an untrustworthy source became public or lead to permanent
non-inclusion in future analyses (F1).

For the purpose of this paper, trust may be understood as “expectations, as-
sumptions or beliefs about the likelihood that another’s future actions will be
beneficial, favorable or at least not detrimental to ones’ interests" (Robinson,
1996, p. 576). For direct stakeholders, trust in respective providers of information
plays a major role in the verification of information from public sources (I1, I5).
The developers, however, discussed trust in context of the societal acceptance
of the use of OSINT technologies (F1). The trust of citizens in those using such
systems may be influenced by the transparency towards the public:

“But perhaps trust in general also depends very much on who oper-
ates the tool in the end, whether the whole thing is transparent, i.e.,
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how much is communicated about the artificial intelligence to the
outside world, what data is collected" (F1).

Value Conflicts

While engaging with the stakeholders, eight value conflicts arised. These are
illustrated in Figure 12.6 together with the associated design issues.

Privacy conflicts first emerge between the privacy of actors affected by data
collection and the value of ownership and property in terms of the requirements
for CERT staff to be allowed to use non-anonymised data with reference to
individuals (F1, I1, I4). While respect for the privacy of data subjects requires
refraining from collecting personal data, it may be of interest for CERTs to collect
such information. “So we’re pretty restricted there, and I think if you develop
us a tool that we use in the CERT, it’s subject to those same regulations" (I1),
stated a CERT employee. Thus, besides the ethical weighing of both values,
the consideration of privacy and data protection requirements is central, e.g.,
when determining what data is collected or whether personal data is minimised,
anonymised, or deleted (F1, I1, I4). Demands of safeguarding privacy and com-
pliance with data protection regulations also partially conflict with the value
of efficiency on the part of the CERT staff (I1). Semi-automated aggregation
and analysis of public information is a key requirement of CERTs that would
come with time savings, yet it was pointed out that data protection require-
ments might prohibit such functionalities: “This automated evaluation of public
sources is not permitted to all CERTs, some of them are not allowed to do this
for legal reasons" (I1).

Figure 12.6: Value conflicts and associated design issues identified in the empiri-
cal material.

Transparency conflicts arise, as the interviewee potentially affected by data
collection, in particular, demands transparency about the specifications of the
technical artefacts, training data, and ML algorithms used in, as well as the
scope of data collected with OSINT tools (I9). Developers suggested that such
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transparency-motivated decisions could be counterproductive to the value of
security, in terms of ensuring the reliable functioning of the ML models:

“If it is known from which sources learning has taken place, one has
of course again... you obviously provide an attacker the opportunity
to poison the models. To do this model poisoning" (F1).

In connection to a prospective open-source implementation, a possible conflict
with the value of ownership and property on the part of the developers of OSINT
tools was brought forward: “You might not want to disclose the training data or
explain the algorithms in detail so that you can still earn money commercially
with it" (F1).

The interviews and the discussion revealed three different efficiency conflicts.
First, due to the use of ML to accelerate OSINT processes, a conflict with the
values of accountability and responsibility might arise. Considering the stake-
holders whose data is processed, and the actors who receive information from
CERTs, it is imperative for information to be correct, guidelines to be adhered
to during processing, and misconduct to be clearly attributed to responsible
actors (I2, I3, I4). ML algorithm based decision-making could undermine ac-
countability, but conversely, the integration of manual control steps could imply
higher resource consumption (I2, I3, I4, F1). Moreover, the question to what
extent liability for algorithmic errors may be allocated to CERT personnel is
unresolved:

“If vulnerabilities are not taken seriously, despite being announced
on social media, because this relevance algorithm has perhaps de-
cided that it is irrelevant, there is the question whether CERTs might
somehow be liable" (F1).

Second, due to the utilisation of ML algorithms, a conflict could arise between ef-
ficiency and freedom from bias. This especially applies to the direct and indirect
beneficiaries of generated alerts. Warning messages generated by algorithms
should be adapted to the target group to avoid systematic discrimination (I4).
This, however, “means that it takes a lot of effort to reach the right level of
communication" (I4), thus coinciding with a higher consumption of resources
during development and application. Since CERT members expressed concerns
that the present state-of-the-art is not sufficient to automatically generate target
group-specific alerts (I2, I4), it seems appropriate to split the communication
step into two individual tasks, thereby leveraging the expertise of both ML-
based natural language processing (NLP) techniques as well as CERT analysts.
In a first step, efficiency in communication could be enhanced by using NLP
models to generate text segments based on a set of threat scenario- and target
group-related parameters (I2, I4). In a second step, the expertise of analysts is
employed to adapt the text to ensure that it actually reflects the status, require-
ments, and expertise of the target audience (I2, I4, I5, I9). Thereby, it is ensured
that bias in communication is limited.
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Third, a conflict between efficiency and users’ autonomy emerges. It is particu-
larly important for users of OSINT artefacts to remain in control over technical
processes (I1, F1). However, it was highlighted that “many of the points that
are aimed at, for example, additional manual control would significantly in-
crease the time it takes for decisions to be made and solutions to be developed"
(F1), thus resulting in a lower efficiency. Conversely, an exclusive focus on
resource-saving optimisation may diminish operators’ autonomy. Trade-offs
arise especially at the stages of the design process when it is determined which
decisions should be handed over to ML algorithms and to what extent users
should be able to supervise these decisions. An adequate balance between both
values is particularly important for OSINT tasks, where the expertise of ML
algorithms and CERT analysts complement each other and can thus yield ad-
vantages over exclusively manual or automated solutions. In our context, this is
especially the case with the relevance and credibility assessment of CTI. While
the strength of ML in relevance assessment lies in a rapid evaluation of large
amounts of information using predefined relevance criteria (I1, I6, I7), analysts
can draw on this to select actually relevant information using their contextual
knowledge about serviced infrastructures, e.g., deployed software (I1, I4, I5,
I6, I7). During credibility assessment, three types of expertise may interact.
While the expertise of ML algorithms is to compute a credibility rating using
features of information previously evaluated as credible or non-credible (I5, I8),
analysts, taking into account the rating and underlying contextual information,
supplementary research and personal experience, as well as, if necessary, the
opinions of external experts, can ultimately verify a piece of information (I1, I3,
I5, I7, I8, I9). Whereas for these two tasks the trade-off between autonomy and
efficiency can be mitigated by a two-step procedure, interviewees advocated
for a non-automated criticality evaluation of vulnerabilities, hence prioritising
autonomy (I1, I4, I6). Here, analysts resort to the expertise of external experts,
which lies in their ability to determine the general criticality on basis of detailed
knowledge about affected hardware, software, or corresponding exploits (I1, I4,
I5). This evaluation, which can be reflected in a rating according to the Common
Vulnerability Scoring System, enables analysts to decide, on basis of knowl-
edge of the serviced infrastructure, whether there is a necessity to prioritise the
vulnerability (I1, I4, I5, I6).

An accuracy conflict involving the value trust became apparent in the context
of the credibility assessment of CTI. Both interviewed CERT staff and potential
users emphasised the importance of trust in the respective providers for the
selection and verification of information (I1, I5, I7, I8). In this context, trust-
worthiness is determined based on respective sources’ past reliability (I1, I5).
However, it was pointed out that trustworthy sources “But that is indeed a
problem, that only the trustworthy position of a communication partner does
not of course ensure that he does not publish nonsense anyway" (I1). Thus,
in the development of ML algorithms for credibility assessment, an exclusive
consideration of characteristics of trustworthy sources could compromise the
accuracy of the output data.
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12.5 D I S C U S S I O N A N D I M P L I C AT I O N S

To answer the research question: Which values and value conflicts emerge
due to the application and development of ML-based open-source intelli-
gence technologies in the context of cybersecurity incident response? this
paper has investigated the state of technical research on OSINT technologies
for cybersecurity, as well as stakeholders, values, and value conflicts relevant
for their application in the field of cybersecurity incident response. In this sec-
tion, implications for the design of OSINT systems for this domain and for
research are elaborated (Subsection 12.5.1). This is followed by a discussion
on how sensitivity to the uncovered values and value conflicts can facilitate
collaboration (Subsection 12.5.2), as well as an outline of the study’s limitations
and opportunities for future work (Subsection 12.5.3).

12.5.1 Research and Design Implications

The use of OSINT increases in many domains (Pastor-Galindo et al., 2020). In
the area of emergency management, OSINT is used for the purpose of crisis
response and shared situational awareness and collaboration (Akhgar et al.,
2013; Backfried et al., 2012; R. Bernard et al., 2018), data sharing (Mtsweni et al.,
2016; Skopik et al., 2016), and collective sense-making (Büscher et al., 2018).
This has led to an increased discussion of participatory design and technology
assessment methods which account for the specific organisational and legal
characteristics and technology use of emergency management organisations
(Büscher et al., 2018; Liegl et al., 2016). OSINT is not a single technology, but a
framework in which individual steps can be performed with various technical
approaches. In all three steps envisioned in Figure 12.7, ML algorithms can be
used. While they can support the extraction, deduplication, and harmonisation
of cybersecurity information during data gathering and pre-processing, they
can also contribute to the relevance and credibility assessment of CTI in the
following analysis phase. Finally, in terms of communication, they can be used
to pre-formulate warning messages as a foundation for their customization by
CERT staff to fit the respective target groups. In the described steps, human and
ML-expertise can be complementary and in interaction increase the effectiveness
of CERTs. However, this study also identified values and value conflicts that
need to be considered when designing OSINT technologies for cybersecurity
incident response. In the following, implications for the individual OSINT steps
will be discussed, while taking the findings of the literature survey and the
identified value conflicts into account.

The systematic literature review revealed that information gathering (1) is
mostly conducted using publicly available data from social media platforms. As
personal information is shared on such platforms, surveyed stakeholders have
indicated that challenges arise in connection to privacy protection and compli-
ance with data protection regulations. Therefore, Privacy Impact Assessments
specifically for OSINT in the context of cybersecurity are needed (Liegl et al.,
2016; Wright & Friedewald, 2013). The extent to which privacy infringement
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Figure 12.7: Human and ML expertise in the cybersecurity OSINT process.

can be prevented by exclusively using sources specialised on the distribution
of cybersecurity related information should be further analysed (Riebe, Wirth,
et al., 2021). In an evaluation of the Cyber Threat Observatory dashboard with
CERT-employees, Kaufhold et al. (2022) found that the modular and customis-
able integration of different data sources and feeds has been identified as a
crucial feature. With regard to information extraction from long unstructured
texts, ML approaches offer clear advantages over the performance of human
analysts. Specifically, their expertise lies in topic discovery and information
summarisation. Since interviewees emphasised that the use of such ML tech-
niques would increase efficiency and consequently enable the gathering of a
larger amount of data for subsequent steps, their use can be recommended. For
a summary of the observations and the derived implications see Table 12.4.

Table 12.4: Observations and design implications for information gathering.

Key Observation Design and Research Implications

(1) Sources not specialised on cy-
bersecurity such as social media are
utilised more frequently than cyber-
security specific sources

(1) Examine legal requirements rele-
vant to data gathering

(2) Privacy vs. Efficiency: Interest in
collecting data collides with require-
ments of proportionality and event-
relatedness

(2.1) Utilise cybersecu-
rity specific sources
(2.2) Implement data minimisa-
tion and data deletion intervals

(3) ML outperforms human analysts
in extracting information from long
unstructured texts

(3) Use ML-based information extrac-
tion techniques for topic discovery
and information summarisation

The preprocessing (2) of gathered information is a sensitive part of the system,
as biases in the data used to train algorithms might be detected in this stage (see
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Table 12.5). Serious consequences may occur if an artefact’s objective is to infer
human characteristics and relationships or to profile individuals, as was the case
with some of the artefacts described in the publications of the literature review.
However, none of these publications discussed issues of bias and potential
countermeasures. Stakeholders’ demands to minimise bias in training datasets
for ML algorithms as part of OSINT systems should therefore be addressed in
research through studies on the creation and evaluation of appropriate datasets,
the development of guidelines for the inclusive annotation of training data,
and the establishment of guidelines for the evaluation and documentation of
training datasets (Friedman & Hendry, 2019). With regard to cyber threat data,
the guidelines would need to reflect the cybersecurity context, the respective
data source, and potential bias related human as well as other characteristics.
Another challenge, according to our interviewees, is to structure collected data
in a consistent way and reduce redundancies prior to further analysis. Since
associated tasks are repetitive and time-consuming, they suggested drawing
on the expertise of ML algorithms, which lies in harmonising information from
heterogeneously structured texts (e.g. named entity recognition) and in group-
ing multiple pieces of information on the same topic together (e.g. clustering),
thus reducing the amount of redundant information.

Table 12.5: Observations and design implications for preprocessing.

Key Observations Design and Research Implications

(1) No discussion of bias in training
data in the reviewed publications

(1) Develop guidelines to understand
and limit bias in datasets

(2) Structuring gathered data in a co-
herent way and reducing redundan-
cies is time-consuming

(2) Use ML techniques for informa-
tion harmonisation (e.g. named en-
tity recognition) and redundancy re-
duction (e.g. clustering)

Implications for the development of ML algorithms arise in connection to the
analysis (3) of OSINT information (see Table 12.6). While the literature review
showed that algorithms are used for a variety of tasks, algorithm selection was
rarely reflected from an ethical or social point of view, with exception of a publi-
cation that justifies the selection of a decision tree classifier by improving the
comprehensibility of algorithmic decisions (Edwards et al., 2017). The empirical
investigation showed that value conflicts can occur when algorithm selection
disregards operators’ needs regarding the comprehensibility, traceability, and
influenceability of algorithmic decisions. With respect to the selection and de-
velopment of algorithms that meet end-users’ requirements, there is a need
for further research on exploring the applicability of XAI and white-boxing
approaches for OSINT and the evaluation of different algorithmic solutions
with end-users, e.g. by considering the recommendations for XAI by (Wang
et al., 2019), which include support reasoning and hypothesis-generation, as
well as access to source and situational data. During the interviews, it became
apparent that ML can support analysts primarily in relevance and credibility
assessment. As shown by Q. Zhang et al. (2022), ML algorithms with com-
plementary expertise are most useful to human operators. However, since in
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ML-assisted relevance and credibility assessment the human and algorithmic
expertise overlap on a specific task, it is particularly important to ensure that
human and algorithmic steps are clearly delineated by design so that advan-
tages and limitations of both can surface. This can be achieved by implementing
a two-step procedure in which the analyst always makes the final decision on
the basis of an algorithmic pre-assessment, under disclosure of relevant deci-
sion parameters. In addition, as indicated by research on human-AI interaction
experiments, understanding the parameters of algorithmic decisions will be
crucial to establish system operators’ trust (Feng & Boyd-Graber, 2019; Schaffer
et al., 2019).

Table 12.6: Observations and design implications for analysis.

Key Observation Design and Research Implications

(1) Efficiency vs. Autonomy: Safe-
guarding human control and over-
sight may restrict scope and effi-
ciency of data analysis

(1.1) Examine applicability of algo-
rithmic white-boxing solutions to
models for cybersecurity purposes
(1.2) Give operators possibility to
adapt algorithmic decision-making

(2) CERT analyst and ML expertise
overlap during relevance and credi-
bility assessment

(2) Implement two-step procedure
that enables analysts to defini-
tively assess relevance and cred-
ibility based on algorithmic pre-
assessments

(3) Accuracy vs. Trust: Relying exclu-
sively on characteristics of trustwor-
thy sources may impair the accuracy
of algorithmic credibility assessment

(3.1) Include features of pieces of in-
formation in credibility assessment
(3.2) Disclose criteria used for credi-
bility assessment to system operators

In the literature review, we found that NLP techniques are used in many sys-
tems, but with regard to the generation of alerts and text (4), this is limited to
the creation of pre-structured texts such as IoCs (see Table 12.7). It seems worth
investigating whether NLP approaches can also be used for the generation of
target group specific alerts and notifications. Advances in fundamental NLP
research, especially in conjunction with the development of large pre-trained
language models, might be leveraged for the development and training of mod-
els for these specific cases. However, the use of such models must be seen in
light of the tension between the values efficiency and freedom from bias. In
order to streamline communication while ensuring that warnings and notifica-
tions do not disadvantage relevant target groups, it is advisable to implement a
two-step process. In a first step, large pre-trained language models can swiftly
generate text segments based on a few parameters. In a second step, analysts can
draw on their knowledge and experience of the needs and proficiency of target
groups to adapt the texts accordingly. This mitigates the tension and leverages
the complementary expertise of NLP models and CERT analysts, potentially
increasing confidence in the system (Q. Zhang et al., 2022).
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Table 12.7: Observations and design implications for communication.

Key Observation Design and Research Implications

(1) Applications of NLP for text gen-
eration are limited to the creation of
pre-structured texts

(1) Harness advancements in NLP
research for the generation of target
specific cybersecurity alerts

(2) Efficiency vs. Freedom from bias:
Algorithmic generation of warnings
and notifications may reduce target
group specificity

(2) Manually adapt NLP generated
text segments to ensure target group
specificity of warnings and notifica-
tions

With regard to OSINT systems’ implementation into the context of cybersecu-
rity incident response (5) (see Table 12.8), some of the reviewed studies raised
questions of accountability and responsibility in connection with consequences
of processing illegal material (Lawrence et al., 2017), or compliance with or-
ganisational secrecy and security regulations (Ranade et al., 2018). However,
the challenge that state actors are often subject to enhanced requirements in
terms of safeguarding accountability and compliance with different standards
and responsibilities, which were also emphasised by consulted stakeholders,
remained unaddressed. Since considering such requirements results in a higher
resource consumption and may prevent the utilisation of particular ML algo-
rithms, a trade-off with the value efficiency occurs. Thus, the challenge lies in
developing OSINT systems that support the documentation of the operators’
decisions without disproportionately impairing efficiency and usability. It is
advisable to conduct case studies on the specific requirements of respective
governmental user groups with regard to ensuring accountability, clear respon-
sibilities, and reporting chains, and based on this derive concrete guidelines for
the legitimate application of OSINT systems as well as requirements for their
design. Finally, in the empirical investigation, stakeholders voiced a demand for
transparency on training data used for ML algorithms and on OSINT system
specifications, which, in turn, may increase opportunities for model poisoning
and, thus, conflict with safeguarding the security of ML models. While first
studies have proposed solutions to mitigate this threat (N. Khurana et al., 2019;
Longo et al., 2020), there is a need for continued research on the magnitude of
the problem and technical countermeasures. With regard to the reconciliation
of transparency and security, the involvement of stakeholders in a scrutiny
committee that reviews algorithm design could be a reasonable solution.

12.5.2 Value Sensitivity as a Facilitator of Collaboration

Understanding value conflicts is not an end in itself, but offers venture points
for value-sensitive technology design and detailed evaluations of conflicts in
complex socio-political systems. From a CSCW perspective, three implications
for supporting multi-actor collaboration emerge from the findings of this re-
search paper: First, as the work of CERTs strongly relies on collaboration with
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Table 12.8: Observations and design implications for the implementation of the
OSINT system into the CERT context.

Key Observation Design and Research Implications

(1) Transparency vs. Security: De-
mands for transparency on system ca-
pabilities may increase security risks
(e.g. model poisoning)

(1) Examine model poisoning risks
and possible mitigation measures

(2) Efficiency vs. Accountability & Re-
sponsibility: Prerequisites of govern-
mental organisations to link the pro-
cessing and analysis of OSINT data
to human decision-making in order
to ensure accountability could impair
system speed and efficiency

(2.1) Involve stakeholders in scrutiny
committee that reviews algorithms
(2.2) Conduct case study research
on specific accountability re-
quirements and reporting chains
of governmental user groups
(2.3) Develop guidelines for a legally
compliant use of OSINT systems

other CERTs, authorities, and organisations (Riebe, Kaufhold, & Reuter, 2021), a
tool for shared situational awareness needs to be trustworthy and support the
operators reasoning and sense-making (Ley et al., 2014; Lukosch et al., 2015).
Trust can be achieved by supporting the operators alignment with legal provi-
sions and social norms. As OSINT systems work with different ML algorithms,
research on the explainability of the systems and on solutions to maintain the
autonomy of the operators are crucial in all application domains. Second, with
regard to the communication of cyber threats, CERTs need to collaborate with
different stakeholders to improve their situational awareness and provide risk
mitigation strategies. It became apparent that bias-free and addressee-specific
communication is pivotal to fulfilling these objectives, a factor also to be taken
into account in the design of systems with communication functionalities. Addi-
tionally, the spread of social media, in particular, has opened up opportunities
for CERTs to leverage novel resources. However, this paper also highlights the
challenges and concerns of how this information is used and processed in such a
demanding and time-sensitive collaborative environment. Therefore, the results
of this study can be of use for the field of control room research, e.g. in the
context of traffic management (R. Jones et al., 2021) or other emergency services
(Normark & Randall, 2005). Third, OSINT, especially when using social media
as sources, is dependent on information provided by the respective medium’s
users. Therefore, it involves the use of crowdsourcing, which is collaborative
(S. B. Liu, 2014). Social media users need to trust OSINT operators using their
data (Tapia & Moore, 2014), which can be achieved by ensuring transparency
and accountability, e.g. by organisational oversight infrastructures, as well as
data minimisation by Privacy by Design approaches.
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12.5.3 Limitations and Future Work

The findings of this work must be considered in the light of some limitations,
which at the same time, however, offer impulses for future research. First, the em-
pirical investigations in this study were limited to selected stakeholder groups.
In addition, only one individual potentially affected by data collection was
interviewed. Thus, to consolidate the findings, further qualitative interviews
and focus groups are necessary. For enquiries about citizens’ attitudes, how-
ever, quantitative surveys appear to be more suitable. Our future research will
therefore also include a representative survey on the attitudes of the German
population towards the use of OSINT technologies. Second, the generalisability
of the results is limited due to the case study design of the VSD-approach. How-
ever, similar cases of ML-based OSINT systems for cybersecurity can utilize
the design implications. Within this limitation, this work pursued the goal of
elaborating values and value conflicts as abstractly as possible. Nevertheless, as
the interviews and the discussion were strongly focused on the design of OSINT
systems for aggregating CTI for the CERT context, the results are primarily
relevant with regard to artefacts for this application field. Accordingly, studies
focusing on systems for investigation and risk assessment and mitigation pur-
poses represent promising avenues for further research. Third, this work only
includes conceptual and empirical VSD investigations. In the further course of
our project, it is therefore intended to conduct technical VSD investigations to
derive concrete design requirements and find technical solutions through which
value conflicts are minimised and preferred stakeholder values are supported
as adequately as possible.

12.6 C O N C L U S I O N

In this paper, we employed a triangulation of methods to investigate which
values and value conflicts are relevant to the application and development of
ML-based OSINT technologies in the context of cybersecurity incident response.
In order to situate our empirical findings in the broader research and application
context, we first systematically reviewed the technical research literature on the
development of OSINT artefacts for the cybersecurity domain (N=73). Then, an
empirical VSD case study, comprising semi-structured interviews (N=9) and
a focus group (N=7) for data collection, including a subsequent qualitative
content analysis of the gathered material, was undertaken to identify values
of key stakeholders and to systematise potential value conflicts. The results of
the literature review underlined the identified research gap, as despite research
activities on OSINT for cybersecurity have increased, stakeholder values and
other ethical, legal, and social issues have only been addressed in a minority of
publications. In the empirical investigation, we identified ten values and eight
value conflicts, particularly involving privacy, transparency, efficiency, and ac-
curacy, that are relevant to the application and development of OSINT artefacts
for cybersecurity incident response. Drawing on our findings, we derived im-
plications for the design of and research on ML-based OSINT technologies for
this application domain and discussed how sensitivity to the uncovered value
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conflicts and the division of tasks between human operators and ML algorithms
can facilitate collaboration. Though certain limitations remain, this paper offers
a systematic review of the technical research literature on the development of
OSINT technologies for cybersecurity (C1), an empirically grounded elabora-
tion of values and value conflicts related to the development and application of
OSINT technologies for cybersecurity incident response (C2), and an elabora-
tion of research and design implications for ML-based OSINT technologies for
collaborative cybersecurity incident response (C3).
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C O M P U T E R E M E R G E N C Y R E S P O N S E T E A M S A N D T H E
G E R M A N C Y B E R D E F E N S E : A N A N A LY S I S O F C E R T S O N
F E D E R A L A N D S T A T E L E V E L

A B S T R A C T Besides the merits of increasing digitization and interconnected-
ness in private and professional spaces, critical infrastructures and societies are
more and more exposed to cyberattacks. In order to enhance the preventative
and reactive capabilities against cyberattacks, Computer Emergency Response
Teams (CERTs) are deployed in many countries and organizations. In Germany,
CERTs in the public sector operate on federal and state level to provide infor-
mation security services for authorities, citizens, and enterprises. Their tasks
of monitoring, analyzing, and communicating threats and incidents is getting
more complex due to the increasing amount of information disseminated into
public channels. By adopting the perspectives of Computer-Supported Co-
operative Work (CSCW) and Crisis Informatics, we contribute to the study
of organizational structures, technology use, and the impact on collaborative
practices in and between state CERTs with empirical research based on expert
interviews with representatives of German state CERTs (N=15) and supplemen-
tary document analyses (N=25). We derive design and policy implications from
our findings, including the need for interoperable and modular architecture, a
shift towards service level agreements, cross-platform monitoring and analysis
of incident data, use of deduplication techniques and standardized threat ex-
change formats, a reduction of resource costs through process automation, and
transparent reporting and tool structures for information exchange.

O R I G I N A L P U B L I C AT I O N Riebe, T., Kaufhold, M.-A., & Reuter, C. (2021).
The impact of organizational structure and technology use on collaborative prac-
tices in computer emergency response teams: An empirical study. Proceedings of
the ACM on Human-Computer Interaction, 5(CSCW2), 1–30. https://doi.org/10.1
145/3479865

13.1 I N T R O D U C T I O N

Research into computer-supported cooperative work (CSCW) has driven the
field of crisis informatics (Palen & Anderson, 2016), which is a multidisciplinary
field "concerned with the ways in which information systems are entangled
with socio-behavioral phenomena connected to disasters" (Soden & Palen, 2018).
Despite acknowledging the impact of human induced emergencies, most re-
search so far has focused on collective and individual behavior in natural
disasters (Olteanu et al., 2015; Reuter & Kaufhold, 2018) and the use of social

https://doi.org/10.1145/3479865
https://doi.org/10.1145/3479865
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media in the context of crisis response (Vieweg et al., 2010; Zade et al., 2018).
However, driven by the increasing digitalization and interconnectedness of
society, cyberattacks pose an increasing threat to both the virtual and physical
realm. Looking at the 2015 Ukraine power grid cyberattack, the 2017 WannaCry
ransomware attack, or the 2020 University Hospital of Düsseldorf hack, the
vulnerability of critical infrastructures and society to cyberattacks becomes
apparent (Al-rimy et al., 2018; Davis II et al., 2017; Ehrenfeld, 2017). As a con-
sequence, securing information technology and cyber incident response for
citizens, public services, and critical infrastructures have become part of na-
tional security agendas (Azmi et al., 2016; Kolini & Janczewski, 2017; Skopik
et al., 2018). Related strategies do not only focus on the security of governmental
organization and communication but also emphasize the importance of public-
private partnerships (PPP) and multi-organizational collaboration for incident
communication and response (Papastergiou et al., 2019; Pardo et al., 2004, 2006;
Skopik et al., 2018).

The need for incident response and management led to the deployment of Com-
puter Emergency Response Teams (CERTs), sometimes also called Computer
Security Incident Response Teams (CSIRTs), in the public and private sector
across the world. CERTs are monitoring, analyzing, and communicating threats
and incidents (ENISA, 2020), offering reactive services and preventive mea-
sures for authorities, citizens, and enterprises (Kossakowski, 2001). However,
managing these tasks while processing the increasing amount of available data
across different channels, such as blogs, feeds, social media, and websites has
become a complex challenge (Franke & Brynielsson, 2014; Reuter et al., 2017;
Stieglitz, Mirbabaie, Fromm, & Melzer, 2018). Besides information overload, the
quality and speed of incident response is threatened by false or inaccurate in-
formation (Kaufhold, Rupp, et al., 2020a). In order to provide effective incident
management and response, CERTs are not only required to conduct ad hoc anal-
ysis to enhance their cyber situational awareness (Franke & Brynielsson, 2014),
but also to collaborate with other teams or third parties, sometimes with less
advanced skill levels (Van der Kleij et al., 2017). As security incidents become
more widespread in interconnected infrastructures both in the public and the
private sector, their services and collaboration by sharing threat information
and specialized skills is becoming increasingly important (M. Ioannou et al.,
2019; La Fleur et al., 2021; Settanni et al., 2016).

The collaboration of CERTs, to the best of our knowledge, has not been studied
from the CSCW perspective yet. The study of CERTs in Germany offers an
interesting case to address this gap. As a federal country with 16 states, Germany
has installed 13 CERTs (from which the CERT Nord is responsible for four
states) as well as a CERT for the federal administration (CERT-Bund). Since
2001 they have become "a focal point for preventive and reactive measures in
security-related incidents in computer systems" (BSI, 2019) in Germany. The
states have implemented individual plans, resulting in a network of differently
structured and resourced CERTs. In the light of resulting deviations in expertise,
organizational structures, and used technologies, effective collaboration is of
utmost importance to increase cyber situational awareness, the analysis and
response to cyber incidents, and thus the cyber security of the public sector,
society, and industrial production. However, there is a lack of empirical studies
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examining the collaborative practices of CERTs (Van der Kleij et al., 2017). We
investigate German CERTs that work in and for the public administration to
answer the following research question:

• How do organizational structure, technology use, and cross-organizational
collaboration contribute to cyber incident response of German state-level
CERTs?

To answer our research question, we conducted semi-structured expert inter-
views with 15 participants and analyzed 25 secondary documents. Through a
qualitative content analysis of the captured data, we:

• Offer insights into the organizational structure and work processes of
German state-level CERTs.

• Describe the technologies and practices used for cyber incident awareness,
collaboration, and incident response.

• Analyze the collaboration and its constraints among German state-level
CERTs and external stakeholders.

• Provide key insights, challenges, and design and policy implications for
successful organizational structure, technology use and cross-organizational
collaboration in German state-level CERTs.

Our study contributes to the CSCW discourse by describing "a work environ-
ment/setting where collaboration is important" (Wallace et al., 2017), connecting
cyber security, crisis informatics and CSCW, and building foundations for de-
sign and evaluation studies to support the collaboration of CERTs. The paper
is structured as follows: First, we present related work on the organization,
technology use, and collaboration for cyber incident response to highlight our
research gap (Section 13.2). Second, we outline the methodology in terms of
case selection, mode of content analysis, conducted interviews, and analyzed
documents (Section 13.3). Based on this, we present the results of our qualitative
content analysis (Section 13.4). The paper concludes with a discussion of find-
ings, implications for design and policy, limitations, and future work (Section
13.5).

13.2 R E L AT E D W O R K

The collaboration of spatially and temporally distributed emergency response
teams in general and specifically in the public sector is a central research field
within CSCW (Cobb et al., 2014; Mendonça et al., 2001; Mendonça et al., 2007;
Reuter et al., 2014). There has been extensive research on how the design and
use of technology influences and supports response teams, their workflows, and
collaborative work (Cobb et al., 2014; S. B. Liu, 2014; Reuter et al., 2014; Schafer
et al., 2007). In this sense, collaboration can be described as the development
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of a set of common practices to monitor individual behavior and enable task
coordination as well as flexible division of labor. In this context, technology
provides a set of tools through which certain activities within the present setting
become visible or publicly accessible. To allow the effective management of
crises, the practices are designed to be independent of personnel, so that they
can also be adopted by newcomers without previous collaboration and without
much explanation (Heath & Luff, 1992).

13.2.1 Organization of Governmental CERTs

Incident response in situations of uncertainty and high pressure has been stud-
ied in CSCW with regard to natural and man-made disasters, focusing on
the collaboration among different emergency services, as well as with citi-
zens (Olteanu et al., 2015; Reuter, Ludwig, & Pipek, 2018; Reuter et al., 2014;
Schafer et al., 2007; Soden & Palen, 2018). In terms of cyber incident response,
state-level CERTs have become important organizations to protect citizens, pub-
lic administration, and critical infrastructures against cyberattacks and their
potential real-world impact (Kossakowski, 2001). CERTs exist in public and
private organizations and offer a variety of proactive and reactive services (Wiik
et al., 2006) to achieve their goal "to be a focal point for preventing, receiving
and responding to computer security incidents" (Killcrece et al., 2003). Existing
studies have been emphasizing the necessity of collaboration between the dif-
ferent CERTs (Pethia & Van Wyk, 1990; Slayton & Clarke, 2020) as well as other
security experts and volunteers (Fathi et al., 2020; Werlinger et al., 2010). In a
comparison of national security strategies, Boeke (2018) has highlighted that
due to the state size, Estonian cyber security is largely dependent on the help of
state-directed civilian volunteers and international cooperation. In the United
Kingdom, studies have found that cyber security is the task of private compa-
nies with less importance of state interference as a consequence of privatizing
communication infrastructure (Collier, 2017).

With specific regard to Germany, research has focused on the federal structure
and its consequences for cyber security (Stiftung Neue Verantwortung, 2019). Le-
gal experts have suggested to update federal security architectures in line with
the increasing challenges of cyber security, including the effective integration of
local and state level response into the national security strategy (Duvillard &
Friedli, 2018). In accordance, studies have shown that a decentralized approach
to security can also provide benefits in crisis response (Scavo et al., 2007) . Dis-
tributed management as well as the sharing of information and experiences
has shown to positively impact effectiveness of cyber security (Duvillard &
Friedli, 2018; Weatherseed, 2018). Van der Kleij et al. (2017) identified additional
factors influencing the performance of CERTs, such as "coordination and sharing
information with outside parties", "collaborative problem-solving capacity and
shared incident awareness", and "organizational and incident learning". This
is supported by Ahmad et al. (2012), who suggests double-loops for learning,
which means that the learning should not only include individual incidents
but also systematic response structures, as well as taking part in cyber secu-
rity defense competitions for simulation training (La Fleur et al., 2021). To



1 7 5

create educational simulations for the training of municipal security experts
for effective defense, Gedris et al. (2021) derived design implications for cyber
security scenarios which highlight the complex socio-technical context of public
infrastructure.

13.2.2 Technology and Collaboration of CERTs

To fulfil their tasks, CERTs use a variety of different technologies, especially
Cyber Threat Intelligence (CTI) platforms, to enhance cyber incident response.
Furthermore, they maintain cross-organizational collaboration with other CERTs
and external stakeholders to facilitate collective crisis management (Kühn et al.,
2020). Incident monitoring has shown to be complex due to increasing digital-
ization and services that CERTs have to provide. Often, incident reporting and
procedures in connection with incidents are not standardized, and sometimes
there are legal and psychological restraints in reporting due to data protection
and company policies (Badsha et al., 2019). Therefore, receiving and analyzing
threat incident information made additional security infrastructure and access
for CERTs necessary, such as information on network traffic (Valladares et al.,
2017), deep packet inspection (Pimenta Rodrigues et al., 2017), and the use
of machine learning to support incident detection (Krstic et al., 2019). Paday-
achee and Worku (2017) have pointed out the advantage of collaboration among
CERTs as they are more easily alerted to large-scale cyber security incidents and
better capable to manage them adequately than alone. While many private and
governmental organizations manage cyber security incidents individually, the
protection of interconnected networks against internationally operating crimi-
nal groups can be better addressed with a shift towards cross-organizational
information exchange (Skopik et al., 2016). H. Khurana et al. (2009) propose the
prototype "Palantir" to enable effective multi-site cyber incident response includ-
ing a collaborative workspace for discussions and data sharing. The authors
highlight the crucial role of trust between organizations for sharing incident
data.

Despite the identified need for cross-organizational collaboration and infor-
mation sharing between cyber security organizations such as CERTs (Settanni
et al., 2016; Van der Kleij et al., 2017; Werlinger et al., 2010), mainly the co-
operation between law enforcement agencies has been examined (Croasdell,
2019; M. Ioannou et al., 2019). With view to the collaboration of German CERTs,
the communication between the federal- and the state-level, CERTs as well as
the private CERTs is considered as crucial to gain the situational awareness
on the scope and severity of an incident and decide on the response (Hellwig,
2015; Huber, 2015; Skopik et al., 2018). When CERTs were first established in
Germany, Kossakowski (2001) and Kossakowski and Neufert (2012) observed
that in addition to a lack of time resources, also insufficient mutual trust also
resulted in low levels of cooperation. Thus, the work of security experts consists
of "heterogenous bundles of practices" for the shared commitment towards cy-
ber security (Kocksch et al., 2018). Therefore, our study takes the organizational
structure and the technology use into account.
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13.2.3 Adapting Crisis Informatics Research to the Cyber Security Domain

Since the 2001 September 11 attacks, a considerable body of knowledge has been
established in the research domain of crisis informatics, including empirical
investigations of social media use and role patterns in crises (Starbird & Palen,
2011; Vieweg et al., 2010; Villodre & Criado, 2020), collection, processing, and re-
finement of social media data (Alam et al., 2020; Castillo, 2016; Kaufhold, 2021),
system design and evaluation (Aupetit & Imran, 2017; Kaufhold, Rupp, et al.,
2020a; Onorati et al., 2018), as well as cumulative and longitudinal research (Im-
ran et al., 2015; Olteanu et al., 2015; Reuter, Ludwig, & Pipek, 2018). Although it
is common to distinguish anthropogenic (e.g., building collapse, shootings) and
natural disasters (e.g., earthquakes, epidemics, hurricanes, floods, wildfires) in
crisis informatics (Olteanu et al., 2015), only little domain-specific research con-
siders the anthropogenic risks of cyberattacks (Gedris et al., 2021). However, like
regular emergency services, such as fire or police departments, CERTs provide
preventive and reactive capabilities and started to use social media (tools) to
enhance their situational awareness but in response to cyber threats (Hiltz et al.,
2020; Kaufhold, 2021). Since CERTs are confronted with similar issues when
analyzing open and social data, including information quality and information
overload (Plotnick & Hiltz, 2018), it seems sensible to examine the adoptability
of findings from crisis informatics to the domain of cyber security.

Besides researching formal crisis response organizations, crisis informatics has
examined the emergence of digital volunteers, which are citizens that assist
crisis response using the virtual realm and sometimes organize as Virtual and
Technical Communities (V&TCs) (Reuter et al., 2013; Starbird & Palen, 2011; Van
Gorp, 2014). Grasping the potentials of organized digital volunteers, so-called
Virtual Operations Support Teams (VOST), comprising of trusted volunteers,
were deployed during the 2011 Shadow Lake fire in the USA to monitor social
media activities related to the emergency (St. Denis et al., 2012). In the following
years, VOSTs were deployed across the globe to assist emergency services by
crowdsourcing emergency-related tasks, among them the VOST of the German
Federal Agency for Technical Relief (VOST-THW) (Fathi et al., 2020). This con-
cept is also becoming more interesting for the domain of cyber security: for
instance, to overcome the resource limitations of federal and state-level CERTs in
Germany, a recent initiative seeks to utilize the capabilities of organized digital
volunteers by establishing a formalized Cyber Relief Agency (Arbeitsgruppe
Kritische Infrastrukturen, 2020).

13.2.4 Research Gap

Our literature review revealed a body of research on the organization of CERTs,
including structure (Hellwig, 2015; Kossakowski, 2001; Kossakowski & Neufert,
2012; Slayton & Clarke, 2020; Sundaramurthy et al., 2014), national compar-
isons (Boeke, 2018; Collier, 2017), governmental frameworks (Cichonski et al.,
2012; Deutscher Bundestag, 2009; IT-Planungsrat, 2013, 2016; NIS Directive,
2016), management (Hove et al., 2014; Mitropoulos et al., 2006), and their ef-
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fectiveness (Ahmad et al., 2012; Buchler et al., 2018; La Fleur et al., 2021; Van
der Kleij et al., 2017). Further studies investigated situational awareness, in-
cluding the access (Badsha et al., 2019; Pimenta Rodrigues et al., 2017) and
analysis (Grispos et al., 2019; Krstic et al., 2019; Valladares et al., 2017) of data,
and the dissemination of warnings (M. Ioannou et al., 2019; Papastergiou et al.,
2019). While plenty of research has been conducted on data collection and data
visualization, in their systematic literature review, Franke and Brynielsson (2014)
noted a lack of empirical research on information exchange between relevant
actors. Especially the collaboration between IT security teams, not only from
the perspective of IT security, but also focusing on socio-technical systems has
been highlighted as a field for further research (Kocksch et al., 2018; Van der
Kleij et al., 2017). At the same time, the lack of exchange has been named as
an obstacle in responding to large-scale cyberattacks (Skopik et al., 2016). To
the best of our knowledge, no empirical studies on the collaboration of state
CERTs in the federal system of Germany have been published yet, calling for
an analysis through the lens of CSCW. However, the lack of exchange has been
named as obstacle in responding to large-scale cyberattacks (Skopik et al., 2016).

An exercise that aimed to test the defense skills of 900 participants from EU
member states showed that public-private cooperation is central for guarantee-
ing cyber security, but also stressed the importance of strengthening cooperation
on a national level by establishing more structured operating processes (ENISA,
2018). In a survey with CERT members, M. Ioannou et al. (2019) identified
important challenges in communication and coordination that weakened cyber
security culture. Van der Kleij et al. (2017) conducted semi-structured interviews
with Dutch CERT members, highlighting the need across CERTs for collabora-
tive sensemaking, including collaborative problem-solving capacity and shared
incident awareness However, as it was a study from the field of psychology and
the focus was on team effectiveness, it did not address the aspect of technologies
used or required for collaboration and situational awareness. By analyzing em-
pirical data from documents and interviews, our paper contributes findings on
the implications for cross-organizational collaboration and technology design
for German state-level CERTs.

13.3 M E T H O D O L O G Y: E M P I R I C A L S T U D Y W I T H G E R M A N C E R T S

The German federal administration provides an interesting case as it facili-
tates the collaboration between independent cyber security organizations for
the 16 states and the federal government. The states are represented by 13
CERTs within the public administrations or in state companies, whereas the
federal CERT-Bund is integrated in the German Federal Office for Informa-
tion Security (BSI). The individual CERTs are part of the Administrative CERT
Network (Verwaltungs-CERT-Verbund, VCV) which provides an information
exchange platform for public administration, thus offering an institutionaliza-
tion of CERTs’ partnerships (Deutscher CERT-Verbund, 2021). The structure,
size, and the skill set of these CERTs depend on financial resources and the
requirements of the target groups. They usually have a strategic head, the chief
information security officer (CISO), and an operational head of team, who leads
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a small number of incident managers and cyber security specialists. In some
cases, CERTs provide a public safety answering point (PSAP) for citizens and
enterprises. The basic skill sets of CERT employees comprise IT security knowl-
edge to detect threats and estimate their severity as well as communication skills
to enable a proper response to incidents (Donegan & Sullivan, n.d.). In 2019,
the BSI reported 770,000 emails containing malware in German governance
networks, 114 million new versions of malware, and 252 reported incidents
by critical infrastructure operators (BSI, 2020). While the skills and level of
organization of criminals increase, one CERT employee (I14) assumed that the
number of incidents at least doubles once per year, making the collaboration be-
tween CERTs even more important. The objective of our empirical study, which
comprises semi-structured interviews and document analyses, is to examine
the organizational structure, technology use and cross-sector collaboration in
German state CERTs.

13.3.1 Data Collection: Interviews and Document Research

The semi-structured interviews were designed to provide insights into the
organizational structure, technology use, and collaborative practices within
and between CERTs. To acquire the necessary data, we sent requests for semi-
structured expert interviews (Gläser & Laudel, 2010; Kallio et al., 2016) in two
rounds. We approached all 14 CERTs on federal and state level, but only six
CERTs responded and agreed to participate the interviews. After receiving
their acceptance and informed consent, each interview session lasted around 50
minutes. In the first round of interviews (n=8, I1-I8), we put a strong empha-
sis on organizational factors and collaborative practices. Our interview guide
comprised nine open-ended questions structured in three parts: (1) an intro-
duction of the interviewee and his/her organizational role, (2) the deployment,
organization, and work processes of the CERT, and (3) the communication and
cooperation between CERTs.

As we wanted to gain further insights into technology use by CERTs, we con-
ducted a second round of interviews with those CERTs that were interested
in further research collaboration (n=7, I9-I15). In this second round, we also
included the perspective of some non-CERT organizations (I09, I10, I15). For
instance, we approached a civil protection VOST (I09) and a voluntary hu-
manitarian organization (I15) to gain insights into cyber security practices and
technology use in the domain of crisis management and civil protection. Further-
more, we interviewed an information security officer (I11) of a state company
who previously worked in a CERT organization to utilize his prior experience
and get insights into how his work has changed as an information security
officer. The interview guidelines comprised technology-focused questions on
the (1) interviewees’ role and organization, (2) reporting of cyber incidents, (3)
monitoring of cyber incident data (e.g., indicators of compromise), (4) analysis,
prioritization, and verification of gathered evidence, as well as (5) communica-
tion of recommendations and warnings.
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To include and gain insight into the remaining eight state-level CERTs of Ger-
many which were not available for interviews, we conducted document analyses
using public CERT websites, protocols of parliamentary debates, and adminis-
trative documents (N=25)1. While these official documents are publicly available
and allow the identification of the related CERT, we at least had to ensure the
anonymity of the interviewed CERTs. Table 13.1 summarizes the analyzed
documents and conducted interviews.

Table 13.1: Overview of the interviewed organizations, theirs types, as well as
corresponding documents and interviews, only one interviewee participated
in both rounds (I3, I10). Abbreviations: Head of Team (HT), Incident Manager
(IM), Information Security Officer (IS), Public safety Answering Point (PSAP)

Organization
Type

Documents Interviews (First
Round)

Interviews (Sec-
ond Round)

Ministry CERT - I04 (IM), I05 (IM) -
Service CERT D01-D03 - -
Ministry CERT - I08 (HT) -
Service CERT D04-D06 - -
Service CERT D07-D10 - -
Ministry CERT - I1 (IM), I02 (HT) I12 (HT), I13

(PSAP), I14 (IM)
Ministry CERT D11-D13 - -
Service CERT D14, D15 - -
Service CERT D16-D19 - -
Service CERT - I03 (HT) I10 (HT)
Ministry CERT - I07 (IM) -
Ministry CERT D20-D23 - -
Service CERT D24, D25 - .

Civil Protection - - I09 (HT)
State Company - - I12 (IS)
Civil Protection - - I15 (IS)

13.3.2 Data Analysis: Codebook Development and Structured Content Analysis

We conducted a qualitative content analysis following the step model of de-
ductive category application (Mayring, 2000). This requires defining analytical
categories and developing a codebook, which comprises analytical categories,
definitions, examples, and coding rules to be applied to our interview tran-
scripts and collected documents. We preferred this deductive approach over
an inductive, bottom up, or open coding to allow a structured comparison of
the capabilities and services of CERTs. The codebook design was deductively
informed by relevant literature and especially by the work of Skopik et al.
(2018), who assume that CERTs serve as interface organizations which monitor

1The detailed list can be fount in Table 16.6 in the Appendix 16.4.
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and collect data on threats, assess risks for their customers, communicate and
handle incidents, as well as interact, cooperate, and collaborate with other orga-
nizations. The latter includes expert networks, such as the VCV, where CERTs
exchange knowledge and services. Based on the literature, the first two authors
identified ten analytical categories summarized under the domains of organiza-
tion (CERT association membership, defined protocols for cross-organizational
collaboration, distinct target group definition for incident reporting), technology
(use of exchange platforms, alerting and reporting service, advisory service),
and collaboration (information access, coordination competence, public-private
partnerships, information interface to emergency services). For each category
they developed definitions and coding rules, which are specified in the detailed
codebook.2

Table 13.2: Anonymized CERT scores in terms of organization, technology, and
collaboration. Note that the character “–” is used when no information was
available based on our interview and document analyses; however, it is treated
as 0 when calculating sums.

For the analysis and interpretation of the collected documents (D1-D25) and
conducted interviews (I1-I15), we followed the approach of Kaiser (Kaiser, 2014),
which comprises the steps of transcription, coding of text, identification of core
statements, extension of the data corpus, as well as theoretical analysis and
interpretation. First, we created full transcripts of the interview data. Since we
had to delete the audio material after transcription to ensure anonymity, we
refrained from paraphrasing to preserve the richness of the data. Then, we
analyzed the collected documents and created interview transcripts carefully
to apply codes of the developed codebook to fitting passages. Four coders
were involved in the process: while three coders conducted the initial round of
coding, the main author checked and – if required – amended codes in a second
round to ensure consistent coding across all interviews and documents. Also,
core statements were added as examples to the codebook. Although our work
was guided by the codebook, we also inductively considered categories that
emerged from data in our qualitative analysis.

2The codebook can be found in Table 16.7 in the Appendix 16.4.
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Besides the qualitative analysis of documents and interviews, one aim of our
study was to understand the ways in which differences in the hierarchical
establishment influence the capabilities and services provided by CERTs. The
information whether a CERT is embedded into a ministry or into a separate
state company was extracted from the individual CERT websites. To facilitate
a comparison of both ministry and service CERTs, we used the categories of
the codebook to quantify their organizational, technological, and collaborative
capabilities and services. We used the interview data of the six interviewed
CERTs plus the analyzed documents of the eight non-interviewed CERTs to
determine the scores. Since each category of the codebook represents a specific
capability or service, we used a 3-point scale to evaluate whether a CERT meets
the definition of the category to full extent (1 point), only partially (0.5 points),
or not at all (0 points). For each category, a different coding rule is used to
determine its score. The coding was conducted by two researchers initially
and then checked and amended by the leading author. The individual but
anonymized CERT scores are presented in Table 13.2. Besides the descriptive and
summative lines and columns, each line represents a category (e.g., capability or
service) and each column either a service CERT (n=7) or ministry CERT (n=7). In
the following Tables 13.5, 13.4, and 13.3, we summarize the scores per category
for both ministry and service CERTs and display the percentage-based results.
For instance, service CERTs achieve a 79% score for the "defined protocols for
cross-organizational communication" category, which means that they acquired
5.5 of 7 possible points.

13.4 R E S U LT S

In this section, we present our findings categorized by the themes of organiza-
tion structure, practices and technologies for cyber incident response, as well as
collaboration among CERTs and other stakeholders.

13.4.1 Organizational Structure, Interorganizational Exchange and Target Groups

The organizational establishment of state-level CERTs in Germany was driven
by a directive of the IT Planning Council (I3), which is an institution that coordi-
nates the collaboration between the federal government and states in Germany:
"States are obliged to follow and implement the resolutions of the IT Planning
Council" (I1). Aside from this legally binding dimension, there are various
ways to associate CERTs either within a state ministry or an IT service provider.
The latter can be so-called state companies which are legally dependent, but
organizationally outsourced parts of the state administration (I10). In accor-
dance with the different forms of hierarchical establishment, it became evident
that there is a "administrative-focused perspective" in ministry CERTs, which
work more closely with other ministerial security organizations, in contrast
to a "technology-focused perspective" in service CERTs, which work closer to
the operators of IT infrastructures. Due to different hierarchical establishments,
internal administrative regulation, external regulations of superordinate au-
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thorities, but also a lack of necessary regulations, challenges in daily work and
collaboration become apparent:

"The legal basis for this is not yet available in the level of detail that
would actually be necessary, so that colleagues from [another CERT,
anonymized] can work with us at all, and it is not yet clear how a
common file storage system can be created. It is probably not even
possible" (I1).

When examining the interorganizational exchange between CERTs, the intervie-
wees indicated that the VCV network is used for bilateral cooperation and
multilateral exchange: "And there is a general interest to work hand in hand
because without such a network you are nothing" (I5). Besides state CERTs, the
federal CERT-Bund (as part of the BSI) is present in the VCV but operates at
federal-level and thus works under different framework conditions (I3). Still,
the cooperation with state CERTs is defined by agreements, guidelines, and
technology:

"The cooperation on a state and federal level is organized by a
cooperation agreement, a guideline of the IT Security Council and
a formal, political decision. This decision provides the contents,
complemented by a regulation for reports, and is supported with a
wiki page and a shared chat software by the CERT-Bund" (I5).

Facilitated by the role of the BSI (I3), cooperation among CERTs is planned to
be shifted towards service level agreements:

"There need to be respective contact persons, there needs to be ap-
propriate conversation, and the BSI needs to appropriately support
the states. This is why the BSI has built a centre for liaison in the
past months. Therefore, various cooperation agreements exist that
are planned to become service level agreements" (I5).

Table 13.3: Categories (representing capabilities or services) and anonymized
CERT scores (percentage-based, cf. Table 13.2) in terms of organization and
work

Categories Sevice
CERTs

Ministry
CERTs

Observations and identi-
fied challenges

Design or policy impli-
cations

CERT as-
sociation
member
(VCV)

100% 100% All CERTs are in regular
and institutionalized ex-
change in the VCV

Inclusion of open access
sources, like social me-
dia expert communities,
into automated system,
which gathers incident
relevant information
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Defined
protocols
for cross-
organizational
communi-
cation

79% 86% Almost uniform stan-
dardization regarding
the structure of infor-
mation is observed
(TLP)

Although the TLP is the
most common protocol,
support for different in-
formation classification
protocols is required

Distinct
target
group def-
inition for
incident
reporting

100% 93% Service CERTs seem to
have a more precise defi-
nition of target groups,
while ministry CERTs
address a broader range
of groups (such as citi-
zens and SMEs)

Service CERTs seem to
have a more precise defi-
nition of target groups,
while ministry CERTs
address a broader range
of groups (such as citi-
zens and SMEs)

There are different protocols and standards that regulate the work, information
management, and communication of CERT teams (Table 3). These include,
amongst others, the standard on how to report cyber threats, for instance,
via phone call or online form and the information sharing traffic light protocol
(TLP), which is used to determine the confidentiality of information in intra- and
interorganizational communication by classifying documents or information
as red, amber, green, or white (with decreasing confidentiality). Almost all
CERTs mentioned those two procedures either in the interviews or in public
documents. All CERTs primarily support the public administration as their main
target group. Still, some of them also include citizens, small and medium-sized
enterprises (SMEs), or critical infrastructure providers as their target group
(I12). Due to their variations in employee expertise and quantity, hierarchical
integration, and specified target groups, all CERTs offer a different portfolio
of services: "Therefore, the teams are relatively difficult to compare because
they all have a little bit different focus" (ID3). Within the ministry, CERTs have
IT-security appointees as a point of contact. The coded documents and the
interviews showed no difference regarding this target group. In summary, the
values in Table 13.3 confirm that interorganizational exchange is well developed
both regarding ministry and service CERTs due to the establishment of the VCV.
Still, protocols and work processes could be improved in at least four CERTs.

13.4.2 Technologies and Practices for Cyber Incident Response

When analyzing responses of the second-round interviews (I10-14), we identi-
fied differences and similarities in their use of ICT. An attempt to generalize
ICT use of German state CERTs is depicted in Figure 13.1. The process can
be roughly divided into the steps of acquisition, analysis, and response. First,
incidents are either reported by customers (via mail or telephone) or detected
by software (such as intrusion detection). After initial information about the
incident is gathered, CERTs use a ticketing and reporting system to collect
their evidence for incident response. Second, this evidence is collected and ana-
lyzed using awareness-focused (e.g., manufacturer websites, security advisory
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feeds, and social media channels) and collaboration-oriented (e.g., malware
information sharing platforms, the VCV collaborative chat) channels. Third, the
collected evidence is then used to inform a certain stakeholder with specific
recommendations, to provide (daily) reports for selected stakeholders (e.g., a
daily vulnerability report for ministries), or to issue a general warning for mul-
tiple stakeholders (in case larger-scaled ICT infrastructures are threatened). The

Figure 13.1: Example of a state-level CERT information and communication
technology infrastructure.

acquisition of information about incidents differs among CERTs. For instance,
while one of the CERTs relies only on the reporting of incidents, another uses an
intrusion detection software (IDS) to monitor their state administration network
(I10, I11). In order to structure incident reporting, two CERTs defined a list of
required information for further processing and damage assessment, of which
the latter one is based on the RFC2350 specification. However, to reduce entry
barriers, in the first contact usually only the most important information is
discussed:

"We try to set a relatively low inhibition threshold so that people
report at all. You can’t ask for all when there is a security incident
and people are nervous. Then it is actually enough for us if they pick
up the phone and inform us" (I10).

In terms of awareness-based evidence, the backbone of CERT activities lies in
analyzing manufacturer websites and security advisories to identify Indicators
of Compromise (IOCs). While manufacturer websites report incidents on their
specific hardware or software (e.g., Apple, Cisco Systems, Google, IBM), security
advisories are often curated feeds of security organizations (e.g., BSI, DFN-CERT,
US-CERT) that integrate incident information across different sources. However,
there are multiple issues with collecting open source information. First, they are
provided in different and regularly changing formats, which makes it hard to
maintain software for structured acquisition. Second, as a consequence, CERTs
have to manually check manufacturer websites and security advisories on a
daily basis for their reporting, which can consume up to two hours daily (I10,
I12). Third, as multiple security advisories are used for gathering information,
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CERTs are confronted with the issue of redundant information, currently re-
quiring a manual deduplication of entries or information. Furthermore, some
CERTs actively monitor social media to identify IOCs (I1, I3, I5, I6). Their main
approach is to follow and monitor Twitter accounts of security experts and
organizations, which is occasionally combined with topic-specific searches. One
of the CERTs used TweetDeck to support the semi-automatic monitoring of
Twitter accounts and a more automated monitoring of further social media is
generally desired. However, a major part of Twitter monitoring is still conducted
manually due to legal challenges and lack of tailored technology:

"We monitor social media using the best effort principle. Currently,
we do not have the capacities to monitor all media. We would benefit
from a higher degree of automation, however, we are thwarted a bit
by our lawyers, because we need the legal foundations before" (I1).

Furthermore, VOST-THW uses the tool ScatterBlogs for monitoring and analyz-
ing social media, which however is limited to Twitter and not tailored according
to CERT requirements (I09). When using automation for gathering public data,
data minimization, protection, and privacy regulations of individual organiza-
tions and states must be considered (I09, I15). Two further CERTs do not monitor
social media, but either receive the information from a different state division or
other organizations, such as the BSI, VCV, or in bidirectional cooperation with a
different CERT:

"But there is certainly potential for improvement, i.e., the timely ex-
change of technical safety-relevant information is still done manually
between teams today. There is a clear potential for improvement"
(I3).

Besides collaboration in the VCV, IOCs are collected using a shared instance
of the Malware Information Sharing Platform (MISP), which is an open source
platform for threat intelligence collection and sharing. Amongst others, MISP
allows the provision of structured malware information which can be imported
into IDS software to enhance their detection capabilities and it "works better
than solutions using pattern detection" (I10). However, if IOCs are detected by
multiple CERTs, there is a risk for redundant entries:

"In the VCV, we talk about IOCs and check [manually] if they were
already entered twice or threefold [into MISP]. The redundancy
check is not yet automated" (I6).

In this way, technological shortcomings are compensated by the collaborative
practices among CERTs. Still, interviewees considered the redundancy of secu-
rity advisories as "an unsolved problem in the CERT community" (I10), which
could be relieved by automated redundancy handling algorithms (I10, I14).
Based on these infrastructures, CERTs are able to offer their alerting, report-
ing, and advisory services (Table 13.4). In terms of alerting, CERTs provide
recommendations for action to allow their target groups to respond to cyber
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incidents. If a security vulnerability could potentially affect multiple organi-
zations or target groups, a warning with preventative information is sent via
e-mail distribution lists. Besides individual incident handling, CERTs create
daily vulnerability reports to sharpen the security awareness of their target
groups. In summary, alerting contact points in the administration or the target
groups is at the core task of all CERTs. Other communicative practices of CERTs
are advisory services and education of stakeholders, such as citizens, ministries,
municipalities, or small and medium-sized enterprises. However, some CERTs
are highly specialized and have a more specialized division of labor, than others.
They focus on incident management, while outsourcing communication aspects
such as awareness and education raising to other departments. In contrast to
the organizational structure, Table 13.4 indicates that technologies and services
for cyber incident response are less, but still well established across different
CERTs (avg. 79%-88%). However, an aspect that is not covered by our initial
coding scheme is the lack of supportive technology for gathering open source in-
telligence (OSINT) from manufacturer websites, security advisories, and social
media. This issue implicates a lot of manual intraorganizational work, which
can only be partly alleviated by interorganizational collaborative practices due
to different requirements and technologies used across state administrations,
SMEs, or other clients (I10, I12). In ministry CERTs, their advisory and alerting
functions appear to be somewhat more strongly developed due to the focus on
the overall situational awareness reports.

Table 13.4: Categories (representing capabilities or services) and anonymized
CERT scores (percentage-based, cf. Table 13.2) in terms of technology

Categories Sevice
CERTs

Ministry
CERTs

Observations and identi-
fied challenges

Design or policy impli-
cations

Use of
exchange
platforms

93% 93% • All CERTs participate
in the exchange plat-
forms by the VCV, in
a Wiki and a Chat, but
there is a lack of tools for
gathering OSINT

• Design of tools to in-
crease automation and
reduce redundancies
when gathering OSINT
for incident and threat
processing and sharing

Alerting
and re-
porting
service

86% 86% • All CERTs inform their
target groups on vulner-
abilities, however some
CERTs (mostly in min-
istries) produce regular
additional vulnerability
reports

• An alerting and report-
ing tool should be able
to generate vulnerability
reports, design should
also consider possibili-
ties for automatization
of generation of alerts,
threat and incident data
analysis and reporting

Advisory
service

57% 71% • As ministry CERTs
address more target
groups, their advisory
services seem to focus
on a broader spectrum
of groups

• Further investigation
on the possibilities of
automation of standard
cases Improve the pool-
ing and sharing of ex-
pertise for complex inci-
dents
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Both organizational structure and technology shape the collaboration among
CERTs. Our interview participants especially valued the mutual exchange in
the VCV network. The regular meetings of the VCV are an essential part of the
communication (I4) and CERTs are highly intrinsically motivated to participate
in the meetings that normally take place twice a year (I1) and are used to guide
upcoming collaboration (I3). The CERTs can benefit from synergies within the
VCV, for example, by sharing forms that follow the incident report standard
(I3). The meetings of the VCV help to build relationships and networks on a
personal level (I3):

"Over the years, we have established something like a web of trust
which comprises trustworthy people and, for instance, helps to
verify information gathered online" (I10).

Furthermore, the VCV allows employees of CERTs to visit other institutions (I5)
so that knowledge is shared and they can "immerse into the daily operations
on-site and learn how they live, how the information appears. This form of
communication is very versatile, a whole range of possibilities to learn from
each other and the CERT-Bund" (I5). However, due to varying organizational
guidelines among CERTs, such as slight variations of the TLP confidentiality
levels, the acting individuals have a great responsibility to assess the confiden-
tiality of exchanged information and prevent their unintended disclosure (I3).
Furthermore, the VCV provides the possibility to request resources from other
CERTs but only in a non-binding manner:

"But it is not binding, when [another state] says they have a new
Sand Box solution, they cannot say ‘please send all our malicious
software to them’ [. . . ]. It is an offer, we can accept it or decline it, but
we will not reach a binding decision in the VCV except for standards
for reporting and other such things" (I2).

The network is also used to establish bilateral cooperation to facilitate knowl-
edge sharing or service exchange. For instance, due to limited financial resources,
smaller CERTs may not be able to deliver all required services (I4). To address
this problem of lacking resources, in one case tasks were delegated to a different
state CERT:

"Yes, we are not a complete CERT but cooperate with (anonymized
state). This also means that tasks that should be carried out by us
are covered by the CERT of (anonymized state)" (I4).

This cooperation shows that also smaller states with less resources can enhance
their capabilities in the context of cyber security and can therefore contribute
to the security measures against cyberattacks (I2, I4). In this specific case, the
cooperation affects tasks such as the creation and distribution of warning reports,
tickets, and guidelines as well as the checking of suspicious e-mails (I4). In
terms of information access, some CERTs state that are not oriented towards the
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CERT-Bund with its unique position at federal level but rather focus on mutual
observation and learning of other state CERTs as they take on similar tasks that
need to be adjusted to local peculiarities (I5). However, as a challenge, bilateral
cooperation can be subject to asymmetrical information flows:

"The (anonymized CERT) is sufficiently different from us, we have
nothing to do with them technically, we do not really know who
they are associated with, they simply get our information, but the
return flow is low" (I3).

The nature of collaboration is further influenced by the different types of public
ministerial and service CERTs. This has an impact on the specific expertise of
the recruited personnel: "This makes a difference, the CERTs of an IT service
provider are organized in a technical way, they are usually technicians. There
often are people who are less technically experienced in the ministries" (I2).
Especially different profiles of expertise, regular exchange, and generation of
trust are crucial for networking:

"The personal contact, knowing who you are dealing with, develop-
ing bonds of trust beat all formalities, beat all regulations, because
if there is a will, there is a way. And with this model of personally
getting to know each other this will is built, a network of personally
known actors. When you need help or have limited resources, as a
first step, you rely on those who you have a good relationship with"
(I5).

The collaboration among CERTs can also be viewed from the perspective of
public-private partnerships. In contrast to their ministry-embedded counterparts,
service provider CERTs of some states are based in economic state companies. In
this case, the activities and coordination of the BSI and VCV facilitate intensified
and formalized cooperation between ministry and service CERTs:

"The cooperation between states is encouraged by the BSI, because
they want to reduce their effort of consulting. Therefore, we try to
coordinate ourselves in the VCV before requesting help from the BSI.
But the support of all sides and also from the BSI is excellent. We
usually get an answer on the same working day if it is particularly
important and urgent" (I1).

However, regardless of their organizational embedding, state CERTs compete
with CERTs in the private sector, which are part of bigger enterprises:

"The labor market offers almost no personnel, the teams cannibalize
each other, which is admittedly not constructive. [In] the state CERTs,
fluctuation, and lots of migration between the CERTs take place. This
is not good" (I3).
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There are huge differences in employer attractiveness of either public or private
CERTs. While state CERTs are bound to the tariff agreements for the civil service
of the states, the salary of employees in the private sector tends to be higher,
thus attracting higher numbers of applicants (I3).

Table 13.5: Categories (representing capabilities or services) and anonymized
CERT scores (percentage-based, cf. Table 13.2) in terms of collaboration

Categories Sevice
CERTs

Ministry
CERTs

Observations and identi-
fied challenges

Design or policy impli-
cations

Information
access

50% 57% • Information access de-
pends on the organi-
zational structure: be-
side the incident notifi-
cation, CERTs collect in-
formation from various
sources. Access to more
open sources can be con-
sidered

• Inclusion of open ac-
cess sources, like social
media expert communi-
ties, into automated sys-
tem, which gathers in-
cident relevant informa-
tion

Coordination
compe-
tence

43% 79% • Ministry CERTs seem
to be more capable of
coordinating tasks be-
tween CERTs and other
organizations. The allo-
cation of resources be-
tween CERTs seems to
be unequal

• The unequal distri-
bution of resources
can be addressed by
(semi)automation of
standard tasks, as well
as by pooling expertise
and resources

Public-
private
partner-
ships

50% 50% • Due to protection of
sensitive data, the col-
laboration with private
CERTs is equally limited

• Tools supporting col-
laboration between pub-
lic sector and private
sector CERTs need to
consider legal restric-
tions regarding privacy
and sensitive informa-
tion

Information
Interface
Emer-
gency
Services

50% 64% • The contact to other
authorities seems to be
stronger for ministry
CERTs

• The design should
support the informa-
tion exchange with
emergency services for
cross-organizational
incidents response

As highlighted in Table 13.5, collaborative features of state CERTs are less
developed than organizational and communicative features, achieving rather
mediocre scores (avg. 54%-70%). Both ministry and service CERTs indicate
that information dissemination is very well or at least moderately developed.
It can also be seen that their access to information scores considerably lower,
which however could be due to the fact that some tasks are outsourced to
other organizational units. Only about half of the CERTs mentioned that they
maintain public-private partnerships. However, there are regular and important
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exchanges and partnerships between ministry and service CERTs in at least
two cases, incidents are collaborated on to improve their effectiveness. Coor-
dination competences and information interfaces to emergency services are
higher in ministry CERTs, probably due to easier access and exchange with
other authoritative units, such as emergency management or police.

13.5 D I S C U S S I O N A N D C O N C L U S I O N

In this paper, we investigated the organizational structures, technology use, and
cross-organizational collaboration of German federal and state CERTs. Existing
literature on the topic highlighted a lack of empirical research on collaboration
among CERTs (Van der Kleij et al., 2017). Our multi-method empirical study,
which comprises semi-structured interviews (N=15) and supplementary docu-
ment analyses (N=25), provides findings to answer our research question: How
do the organizational structure, technology use, and cross-organizational collab-
oration contribute to cyber incident response of German state-level CERTs? In
the following, we discuss our findings, implications for design and policy, as
well as limitations and opportunities for future work.

13.5.1 Discussion and Findings

First, in terms of organization, German state CERTs have been established either
as part of state ministries or in external service companies. In both cases, their
aim is to provide preventative and reactive security measures securing the
ICT infrastructures of their respective target groups, such as public adminis-
trations, small and medium-sized enterprises, or citizens (Kossakowski, 2001;
Kossakowski & Neufert, 2012; Slayton & Clarke, 2020; Sundaramurthy et al.,
2014). Due to the digitalization of the administration (e.g., establishment of
e-governments), critical infrastructures and enterprises (e.g., deployment of
IoT), and society (e.g., use of mobile devices), their tasks of monitoring, ana-
lyzing, communicating, and responding to cyber threats and security incidents
are becoming more complex (Mitropoulos et al., 2006). However, in some state
CERTs, a lack of personnel and resources impair a functional division of labor
and successful delivery of their services (La Fleur et al., 2021). One issue lies
in the competition between state CERTs, which are bound to collective wage
agreements, and private sector CERTs that can provide higher wages. This is
partly alleviated by an increasing cross-organizational collaboration, involving
a multitude of actors, such as other CERTs and IT security appointees in other
authorities and organizations. Especially the collaboration among state CERTs,
which was established in the VCV network, has been highlighted as the most
important aspect of effective incident management.

Second, we saw that CERTs use a variety of technologies to support the acquisi-
tion, analysis, and reporting of information related to cyber security incidents
(Figure 13.1). As a starting point, incidents are either reported by customers or
detected by software. Subsequently, some CERTs use a ticketing and reporting
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system to collect and analyze evidence for incident response. On the one hand,
this evidence is gathered from publicly available data, such as manufacturer
websites, security advisories, or social media. On the other hand, further evi-
dence is gathered by collaboration using shared platforms, such as MISP or the
VCV. For example, a chat and wiki are used in the VCV to facilitate collaboration
between federal and state CERTs. However, the divergent allocation of resources
negatively influences the participation of some CERTs within the chat. Trusting
relationships between individuals needs to be supported by a reliable system
based on common understandings and practices (Hellwig, 2015; H. Khurana
et al., 2009; Slayton & Clarke, 2020), such as the common use of protocols for
confidentially (e.g., traffic light protocol, TLP) of security-relevant information
and for documenting cyber threats. Similar to our study, Van der Kleij et al.
(2017) have found that the communication of threats and "in-depth technical
communication" needs more support by formalization and communication
tools, which should be supported by threat intelligence standards, such as STIX
and MEAC. This is also important because monitoring and diagnosing security
threats otherwise often relies on the tacit knowledge of practitioners, which is
difficult to share (Werlinger et al., 2010). Such a formalization would support
the development of explicit expert knowledge, which in turn would benefit
the efficiency of communication between CERTs and external actors (Buchler
et al., 2018; Sundaramurthy et al., 2014). Still, once enough evidence is collected
via awareness-focused and collaboration-oriented channels, a report is gener-
ated that either provides specific recommendations for a certain stakeholder or
general warnings for multiple stakeholders.

Third, the interviews showed that there is strong bilateral collaboration between
CERTs, especially between ministry and service CERTs, as their different access
to IT services and communication infrastructures can lead to useful exchange
of expertise, knowledge, and services. We observed that there are specialized
skills in every CERT that are shared within the CERT community using the VCV
as a platform. Generally, cooperation between CERTs is organized within the
VCV, which is considered essential as it combines the perspectives of ministry
and service CERTs, offering added value for all actors and serving as a web of
trust. One value that was frequently highlighted is the mutual learning within
the VCV; this is in accordance with the suggestion of Ahmad et al. (2012) to
implement "double-loop learning", which is not only focusing on learning from
the individual incidents but also reflecting on systematic corrective actions.
This is achieved through mutual support and exchange between state CERTs
in the areas of awareness raising, response strategies, and technology, such as
anti-phishing campaigns to raise awareness and shared sand boxes to analyze
malware. Regular VCV meetings also have a social component, which later
forms a basis for collaboration and the use of shared technology for information
and service exchange. In the case of ad hoc incident responses, it was pointed
out that individual trust and informal contacts, based on formal contacts, are
key to a fast and effective response. The federal level, represented by the BSI,
has more extensive tasks and competences, including the provision of security-
relevant information to state CERTs. In comparison, the BSI’s technical and
organizational infrastructure is significantly more advanced due to division
of labor into separate departments for situational awareness and response
capabilities. This feature is used for a distribution of tasks between the federal



1 9 2 C O M P U T E R E M E R G E N C Y R E S P O N S E T E A M S A N D T H E G E R M A N C Y B E R
D E F E N S E : A N A N A LY S I S O F C E R T S O N F E D E R A L A N D S TAT E L E V E L

and the state level that supports the regular monitoring and exchange of threat
information. However, the sharing of information between CERTs and non-
CERT actors is sometimes limited due to privacy and confidentiality restrictions
[46] and different legal frameworks for ministry and service CERTs.

13.5.2 Implications for Design, Policy, and Research

Based on our key observations and identified challenges, we propose design
and policy implications (Table 13.6) to support the cross-organizational collab-
oration of German state CERTs and to increase cyber situational awareness
(Hevner, 2007). First, we saw that the organization, structure, and work pro-
cesses of CERTs are based on legal regulations and organizational embedding,
which shaped different perspectives and service portfolios across CERTs. Thus,
when developing ICT, an interoperable and modular architecture to address the
different focuses and services of CERTs should be provided, while still main-
taining the extended need for collaboration. From a policy perspective, a shift
from loose cooperation towards service level agreements should facilitate the
organizational and technological development of work since a lack of liabilities
and regulations for daily work in interorganizational exchange was observed.

Second, a variety of different technologies and practices for communication
among CERTs was observed. While regular meetings were perceived as working
measures for collaboration, knowledge sharing, and relationship building, a
lack of technology support for analysis and communication became apparent.
In order to address these issues, ICT should facilitate a mainly automated but
privacy-preserving (Imran et al., 2018) cross-platform monitoring and analysis
of incident data, including blogs, databases, social media, or websites. Moreover,
deduplication techniques and standardized threat exchange formats would help
to prevent redundant IOCs and to increase efficiency of operations in shared
threat intelligence platforms. Third, in terms of collaboration, we identified
strong bilateral collaborations and delegations of tasks among CERTs but also
multilateral coordination in conjunctions with the BSI, CERT-Bund, and VCV.
Still, a lack of financial, human, and time resources was identified as a barrier
for extensive collaboration and operation. By utilizing the benefits of (semi-
)automation of monitoring and reporting processes, functional and useable
ICT could help to further alleviate such resource constraints. Furthermore, an
asymmetry of information, power, and size across CERTs was identified as
a challenge for collaboration. Here, transparent reporting and tool structures
could help to enhance awareness and trust among CERTs.

In the past, crisis informatics research has focused on the use of prominent
social media, such as Facebook or Twitter. Soden and Palen (2018) suggested
to broaden the scope of crisis informatics and look "beyond social media",
including domains such as participatory mapping. In light of the increasing
interconnectedness of real and virtual realms, first, we suggest crisis informatics
research to also tackle the issues of cyberattacks, which threaten critical infras-
tructures and society. Our study highlights the need for intense collaboration
between relevant stakeholders to monitor and respond to cyberattacks. Second,
it became apparent that besides social media, other open source information
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based on expert blogs, security advisory feeds, or manufacturer websites are
important sources of insight for cyber incident response. In our study, the co-
creation of knowledge was implemented in an interplay of establishing cyber
situational awareness (e.g., monitoring of available open and social information)
and cross-organizational collaboration (e.g., exchange of expertise, provision of
shared services, and verification of information). In terms of situational aware-
ness, crisis informatics leveraged the advent of social media analytics tools
designed according to the needs of emergency services (Kaufhold, Rupp, et
al., 2020a; Onorati et al., 2018; Thom et al., 2016). While they are certainly not
tailored to the requirements of CERTs and do not account for significance of
other OSINT sources, the knowledge created and shared around these tools
can be used – in combination with empirical studies such as ours – to inform
the design of specific CERT technologies. Our interview participants expressed
a positive attitude towards the established cross-organizational collaboration
between CERTs. Still, since the above-mentioned technology seems promising
to reduce the time strain of daily routine (monitoring) tasks, this would open
up further opportunities to conduct other (collaborative) tasks with higher stan-
dards of quality. Moreover, tools facilitating the creation and dissemination of
reports and warnings could help to improve the collaboration among CERTs
and interaction with customers.

Table 13.6: Summary of observed behaviors, identified challenges, and design
or policy implications

Key observations Identified Challenges Design or policy im-
plications

Organization • Organizational
structure is driven by
federal characteris-
tics, directives, and
laws

• Lack of standards
and regulations
for the daily work,
which are required to
remain sustainable

• Interoperable and
modular architecture
for different CERT fo-
cuses and services

• Embeddings shape
different ministry-
and technology-
focused perspectives

• Lack of liabilities in
interorganizational
exchange

• Shift from loose
cooperation towards
service level agree-
ments

Technology • Use of a vari-
ety of different tools
for communication
among CERTs

• Lack of automatiza-
tion in the monitor-
ing of open, public,
or social data

• Reduction of re-
source costs by (semi-
)automation of moni-
toring and reporting
processes

• Embeddings shape
different ministry-
and technology-
focused perspectives

• Lack of liabilities in
interorganizational
exchange

• Shift from loose
cooperation towards
service level agree-
ments

• Communication
and reporting redun-
dancies of IOCs

Collaboration • Bilateral collabo-
ration and delega-
tion of tasks among
CERTs

• Lack of financial,
personnel, and time
resources

• Privacy-preserving
cross-platform mon-
itoring and analysis
of incident data
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• Coordination of
collaborative actions
by the BSI and VCV

• Asymmetry of
information, power,
and size

• Use of deduplica-
tion techniques and
standardized threat
exchange formatse-
ments

• Competition be-
tween public and pri-
vate sectors

13.5.3 Limitations and Future Work

The analysis of the interviews showed that the form and the type of association
of CERTs can substantially influence their work. In contrast to the content
analysis of official documents, the interviews allowed a different kind of insight
into the informal practices of CERTs. The former did not provide information
on the networks between the CERTs but only on formal aspects, such as the
organizational structure, target group definition, task portfolio, and reporting
templates for cyber security incidents. Hence, the part of the analysis that
focuses on technology and collaboration strongly relies on information extracted
from the interviews. Furthermore, more ministry CERT employees agreed to
be interviewed than those from service CERTs. This might have influenced the
imbalance between the coding based on the interviews and the documents,
causing the higher scores of the ministry CERTs as presented in Tables 13.5,
13.3 and 13.4. As every CERT has differences regarding its service portfolio and
tasks, the comparison might be biased towards the interviewed CERTs as well
as towards CERTs with a broader spectrum of tasks and less division of labor.
If some tasks, such as the communication of cyber threats, are not realized in
CERTs but in a different state organization, this is not reflected in the study
design. However, the more resources organizations allocate to incident response,
the more likely they are to change the organization of the division of labor of
monitoring, response, and communication. Still, most of the CERTs studied (12
of 14) combined the tasks within the CERT.

When discussing the generalizability of results, several aspects need to be con-
sidered. On the one hand, our data is based on an empirical study with German
CERTs, which is why we cannot provide a grounded assessment on the sit-
uation in other nations. Differences in national capabilities and legislations
likely influence the activity, permissions, and privacy-preserving behavior of
CERTs (Boeke, 2018; Collier, 2017). Further in-depth research would be required
to compare different analytical technologies (e.g., the degrees of automation
and modularity) and collaborative practices (e.g., cooperations or service level
agreements) across nations on a fine-grained level. On the other hand, cyber
emergency response is a global problem requiring extensive collaboration across
CERTs on both national and international level (Pethia & Van Wyk, 1990; Slayton
& Clarke, 2020). On average, more than ten CERTs are established per Euro-
pean nation (ENISA, 2020), highlighting the necessity for standardized threat
intelligence exchange, transparency, and trust among teams. This is further
emphasized in international collaboration, which is required in large-scale cy-
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berattacks, such as the 2017 WannaCry ransomware attack that infected over
200,000 victims across 150 countries (Zade et al., 2018). Furthermore, the 2021
Microsoft Exchange vulnerabilities have been exploited by a variety of pro-
fessional criminal groups, and which led to the BSI reaching out directly to
9,000 possibly affected enterprises in Germany (BSI, 2021). To respond to the
professionalization of cyber criminals, CERTs increase their capacities and their
interorganizational collaboration. Thus, we assume that our design and policy
implications are viable requirements across international CERTs that require
different implementations based on national capabilities and legislation. How-
ever, in the next step of our national research project, we intend to use the
framework of design case studies (Wulf et al., 2011) in order to complement our
empirical findings with other stakeholders views and translate them into more
fine-grained requirements to iteratively design and evaluate a ICT demonstra-
tor facilitating the data analysis and collaboration practices among state-level
CERTs in Germany.
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P R I VA C Y C O N C E R N S A N D A C C E P T A N C E F A C T O R S O F
O S I N T F O R C Y B E R S E C U R I T Y : A R E P R E S E N T A T I V E S U R -
V E Y

A B S T R A C T The use of Open Source Intelligence (OSINT) to monitor and
detect cybersecurity threats is gaining popularity among many organizations.
This is especially relevant to monitor cyber threats for critical and public in-
frastructure services. However, most of the systems use publicly available data,
gathered on social media and other open sources. Therefore, the acceptance of
OSINT systems by users, as well as the conditions which influence the accep-
tance are relevant for the development of OSINT systems for cybersecurity. We
conducted a survey (N=1,093), in which we asked the participants about their
acceptance of OSINT systems, their perceived need for surveillance, as well
as their privacy behavior and concerns. Further, we tested if the awareness of
OSINT is an interactive factor that affects other factors. Our results indicate that
cyber threat perception and the perceived need for OSINT are positively related
to acceptance, while privacy concerns are negatively related. The awareness of
OSINT, however, has only affected people with privacy concerns. Here, espe-
cially high OSINT awareness and limited privacy concerns were associated with
higher OSINT acceptance. Lastly, we provide implications for further research
and the use of OSINT systems for cybersecurity by authorities. As OSINT is
a framework rather than a single technology, approaches can be selected and
confederated to adhere to data minimization and anonymization as well as
to leverage improvements in privacy-preserving computation and machine
learning innovations. Regarding the use of OSINT, we support approaches that
provide transparency to people regarding the use of the systems and the data
they gather.

O R I G I N A L P U B L I C AT I O N Riebe, T., Biselli, T., Kaufhold, M.-A., & Reuter, C.
(2023). Privacy Concerns and Acceptance Factors of OSINT for Cybersecurity:
A Representative Survey. Proceedings on Privacy Enhancing Technologies (PoPETs).
https://doi.org/10.56553/popets-2023-0028

14.1 I N T R O D U C T I O N

Open Source Intelligence (OSINT) is considered to be one of the most promising
approaches to fight crime and corruption. It is a framework that consists of using
publicly available data that is collected, processed, and correlated to provide
timely information, e.g. for cyber situational awareness (Pournouri & Akhgar,
2015), or for investigative research and journalist teams, like Bellingcat. OSINT

https://doi.org/10.56553/popets-2023-0028
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has also been used and has been specialized to detect cyber crime and cyber
threats worldwide, using a semi-automated process (Pastor-Galindo et al., 2020).
When social media data is used exclusively, OSINT is referred to as Social Media
Intelligence (SOCMINT).

The monitoring and crisis management by emergency services has been studied
in the field of crisis informatics (Reuter, Hughes, & Kaufhold, 2018; Reuter
& Kaufhold, 2018). The approach aims to use public data to gain situational
awareness and provide effective incident prevention and response to improve
public security in crisis situations. In the case of cybersecurity, (governmental)
Computer Emergency Response Teams (CERTs), also known as Computer Se-
curity Incidents Response Teams (CSIRTs), have been adapting this approach
from other emergency services and government agencies (Riebe, Kaufhold, &
Reuter, 2021). CERT members collect information on potential cyber threats
from different public sources like Twitter, vulnerability databases and software
vendor websites to gain situational awareness. This process is increasingly
(semi)automated (Kassim et al., 2022).

With growing numbers of cyber threats, OSINT has become an increasingly
important approach, as more data is available, which can be used for early
risk prevention. As OSINT approaches to detect cyber threats mostly use social
media data (Pastor-Galindo et al., 2020; Riebe, Wirth, et al., 2021), many ethical
and social questions arise at the complex intersection of privacy and security. In
a systematic study of OSINT systems for cybersecurity, Riebe, Bäumler, et al.
(2023) have found that in 73 OSINT systems, only 11 discussed ethical and social
implications, such as privacy impact. Therefore, the principles of "privacy by
design," such as data minimization, must first be applied when using such tools
to collect and analyze any individual’s data.

Such OSINT systems can be used to detect novel threats or to identify and profile
individuals or groups. Profiling in the case of targeted advertising can have
dramatically different consequences than profiling conducted by governments,
law enforcement or emergency services. Studies have shown, that citizens
express the want or need for government agencies to perform democratically
legitimized forms of "surveillance-oriented security technologies" (SOSTs) to
ensure protection from harm (Dinev et al., 2008). The kind of and the extent
to which online surveillance is considered appropriate has been studied with
regard to culture (Dinev et al., 2005), trust in the government (Kininmonth
et al., 2018; Trüdinger & Steckermeier, 2017), and fear of terrorism and crime
(Furnham & Swami, 2019; Wester & Giesecke, 2019), as well as in relation
to specific technologies, such as private communication, financial data, and
camera use in public spaces (Wells & Wills, 2009; S. Zhang et al., 2021). However,
the acceptance of SOSTs is not static and can change due to technological or
contextual events.

The effects of surveillance on people are described by Lyon’s work on the
surveillance society (Lyon, 2001) and by Haggerty and Ericson (2000) as the
creation of data doubles that can be monitored. With more and more areas being
represented digitally, the rhizomatic spread of surveillance into all spheres of
daily life has shifted security and privacy norms (Kaufmann, 2016). On the one
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hand, people are aware of their privacy and advocate for privacy enhancement;
on the other hand, they view surveillance as a necessary method to prevent
harm, manage human-made or natural disasters or respond to incidents affect-
ing public infrastructure. Due to this ambiguity in privacy concerns, the study
of ethical, legal, and social implications (ELSI) has become increasingly relevant.

While this study focuses on the case of OSINT for cybersecurity for German
governmental CERTs in particular, the ethical implications transcend this case
and can therefore be used for other OSINT systems which are used for the
public security. Focusing on these implications supports the development of
technologies that anticipate the complex and non-binary nature of privacy and
security regarding surveillance technologies (Wester & Giesecke, 2019). There-
fore, participatory approaches, such as ELSI-co design (Liegl et al., 2016) and
value-sensitive design (VSD) (Friedman et al., 2013), offer research frameworks
that include indirect and direct stakeholder perspectives in the design and de-
velopment of technologies. Thus, this study aims at understanding the factors
associated with the acceptance of OSINT systems for cybersecurity contexts to
inform the design of these systems.

Therefore, this study’s leading research question asks: How do people evaluate
the use of OSINT for cybersecurity by governmental organizations and which
factors are associated with the acceptance of OSINT?

Our results indicate that cyber threat perception and the perceived need for
OSINT are positively correlated to acceptance, while privacy concerns show
a negative correlation. The awareness of OSINT as an interactive factor only
affects the association between privacy concerns and OSINT acceptance. Pri-
vacy behavior shows no correlation with OSINT acceptance, which shows that
additional research needs to be done on contextual factors for privacy-decision
making and data disclosure.

This paper is structured as follows: Section 14.2 discusses related studies on
surveillance technologies, factors for their acceptance and privacy-preserving
technologies and behavior. In Section 14.3, the design and methodology of the
representative survey of the German population as well as the construction of
the concepts are explained. Afterwards, Section 14.4 presents the results of the
descriptive and statistical analysis. Section 14.5 discusses the results regarding
the state of research and Section 14.6 provides a comprehensive conclusion.

14.2 R E L AT E D W O R K

The related work section introduces the discourse on the acceptance of surveil-
lance technologies (14.2.1) as well as on privacy concerns and behaviors regard-
ing the use of OSINT for cybersecurity (14.2.2). The subsections introduce the
concepts used in the study to answer the research question, on which basis, the
hypotheses are developed (14.2.3).
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14.2.1 Acceptance of Surveillance Technologies

Surveillance technologies, such as OSINT, have been researched in the context
of public security to monitor terrorists and criminal groups. Their capability to
monitor the public on a large scale, as well as existing cases thereof have also
been researched (Esposti & Santiago-Gomez, 2015; Pauli et al., 2016). Surveil-
lance can be defined as the systematic monitoring of individuals or groups for a
given purpose (Lyon, 2001; Trüdinger & Steckermeier, 2017). In the case of OS-
INT for cybersecurity, there are two kinds of systems: Cyber Threat Intelligence
(CTI), which focuses on the detection and analysis of cyber threats, and risk
mitigation systems, which work towards identifying actors and groups (Riebe,
Bäumler, et al., 2023).

The legitimacy of SOSTs depends on the acceptance and the public approval
(Trüdinger & Steckermeier, 2017). Many scholars agree that the perception of
threats is associated with the acceptance of the use of surveillance technologies
(Furnham & Swami, 2019; Trüdinger & Steckermeier, 2017). In this context,
threat perception is conceptualized as the fear of crime or terror. For example,
In their representative telephone survey with 2.176 participants, Trüdinger and
Steckermeier (2017) investigated how information is associated with trust in
different institutions (legislative, executive, and judicature) and how this might
affect the acceptance of surveillance technologies. They concluded that among
other factors, threat perception and the perception of surveillance measures’
effectiveness correlate with the acceptance of the same category. On the other
side, the protection against these threats is also used to legitimize the application
of surveillance technologies (Brown & Korff, 2009).

The study by Furnham and Swami (2019) shows that that attitudes towards
the government and public authorities are associated with the acceptance of
surveillance measures. They developed a scale of 25 items to test attitudes to-
wards surveillance based on personality traits and punitive attitudes, such as
the threat perception and the attitude towards authorities. They have further
shown that "demographic and personality factors were weakly related to atti-
tudes to surveillance while general attitudes to authority were the strongest
predictor" (Furnham & Swami, 2019).

The prerequisites for the acceptance of surveillance measures can also be linked
to various threats, which the COVID-19 pandemic has shown. For example,
A. Ioannou and Tussyadiah (2021) studied the acceptance of surveillance and
privacy protection behaviors during the global health crisis in the US. In ac-
cordance with Trüdinger and Steckermeier (2017), they found that trust in the
government and the need for proactive surveillance are positively associated
with acceptance.

Threat perception and attitudes towards the government and authorities are
also associated with the perceived need for surveillance measures. People with
a higher threat perception are more likely to support government surveillance
technologies (A. Ioannou & Tussyadiah, 2021; Trüdinger & Steckermeier, 2017).
Trust in authorities is positively correlated to the increased acceptance of surveil-
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lance measures (Furnham & Swami, 2019; Trüdinger & Steckermeier, 2017).
Therefore, people who perceive the need for surveillance technologies and trust
their government are more inclined to accept and support measures on this
issue (Dinev et al., 2008). As norms and threat perceptions change, Wilton (2017)
argues, that there is a sift of the threat perception from a focus on predominantly
commercial threats "to a recognition that government activities, in the sphere
of intelligence and national security, also give rise to significant privacy risk".
Thus, people might perceive threats different with regard to their culture or ex-
periences (Dinev et al., 2005; Dinev et al., 2008; Wilton, 2017). As a result, people
might not perceive OSINT as the best approach to deter crime or monitor cyber
threats. Therefore, we developed a construct consisting of items that measure
both aspects of threat perception, namely, acceptance and perceived need.

Like Furnham and Swami (2019), many scholars agree that the perception of
threats is associated with the acceptance of the use of surveillance technolo-
gies (Furnham & Swami, 2019; A. Ioannou & Tussyadiah, 2021; Trüdinger &
Steckermeier, 2017). People with a higher threat perception are more likely to
support government surveillance technologies. Therefore, people who perceive
the need for surveillance technologies are also more inclined to accept them
(Dinev et al., 2008). However, this does not imply that people are willing to share
any kind of information in any situation. The context of a threat (like terrorism
or a natural disaster) is associated with the information people are willing to
provide to an organization (Aldehoff et al., 2019): "The more intimate the type
of information, the lower the approval of the subjects. Telephone numbers,
addresses and location information belong to the data that is not considered
critically intimate and would be communicated by a large portion of subjects."
Therefore, as the public data and the use cases of OSINT in emergency response
and monitoring increases, studies are needed that focus on the context factors
for acceptance of OSINT regarding specific data and information, as well as the
machine learning-driven algorithms for analysis.

14.2.2 Privacy Impact of OSINT

Privacy considerations are relevant to the development of OSINT systems, as
they gather publicly available data, mostly from social media platforms. Privacy
is a well-researched term, which has been explored by psychologists, sociologists
as well as information systems and management research (Dinev et al., 2005;
Dinev et al., 2008; Kokolakis, 2017; Smith et al., 1996). Privacy has been defined
by Westin (1967) as the right to control, edit, manage, and delete information
about one-self and to decide when, how, and to what extent information is
communicated to others.

Due to the rise of digital communication, privacy research has gained more
interest and has been operationalized as privacy concerns, meaning "the an-
ticipation of future possible loss of privacy" (Dinev et al., 2005). As research
on privacy concerns has been conducted focusing on a variety of contexts, like
online shopping, online social networks and IoT, our approach focuses on the
context of online social media, in which people deliberately share personal and
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other information. Social theory and behavioral research have studied reasons
why people take part in social media, such as benefits of participation, profiling
and social connection (Debatin et al., 2009). Debatin et al. (2009) found the
reasons for self-disclosure to be "(a) the need for diversion and entertainment,
(b) the need for social relationships, and (c) the need for identity construction".

Privacy concerns and their explanations have been studied mostly regarding
commercial contexts (Buchanan et al., 2007; Smith et al., 1996)1, and only a small
number of studies have addressed governmental surveillance and monitoring
(Dinev et al., 2008; A. Ioannou & Tussyadiah, 2021; Kininmonth et al., 2018;
Trüdinger & Steckermeier, 2017). In their study on privacy concerns and their
effects on the acceptance of surveillance in Australia, Kininmonth et al. (2018)
tested several factors associated with the acceptance of surveillance technologies.
In particular, they examined the privacy concerns and practices, the concerns
regarding secondary use of data, the perceived need for surveillance, the trust in
the government, as well as the trust in data management and protection. They
found that privacy concerns have a significant influence on the acceptance of
surveillance technologies.

The relation between privacy concerns and the need for surveillance was studied
by Dinev et al. (2008). They found that people who have privacy concerns would
not perceive surveillance as necessary, and are less likely to disclose personal
information. However, they also noted that "surveillance technology is being
adopted and used faster than public awareness of it and is outpacing the public
debate" while people are willing to give information to fight terrorism. Further,
they added that this is also a result of "the nature of the search for a balance
between security and privacy within the context of the continuous flow of
information technology advancements and their implementation in private
and public institutions." The pace of technological and political change on
surveillance measures makes longitudinal studies necessary.

Such a longitudinal study has been conducted by Wester and Giesecke (2019).
They investigated the attitudes towards privacy and surveillance and their
change over time. In this context, they found that the risk perception of surveil-
lance has decreased while the call for transparency has increased "dramatically"
between 2009 and 2017, concluding that "this suggests that citizens not only
make distinctions between different technologies, but also what actor is collect-
ing and analyzing the data. Discussions about trust, transparency and account-
ability should then be held in relation to the different owners – and perhaps the
relation between them." This again strengthens the need for context-focused
research, which also takes data-gathering institutions into account.

As privacy concerns are the anticipation of possible future privacy violations
and/or the loss thereof, the risk perception of certain technologies helps to
better understand user behavior. In their study, Gerber et al. (2019) conducted
an online survey with 942 participants on the risk perception of social networks,
smart home and smart health devices. They found that participants perceived
abstract risks to be more likely but moderately severe, while specific risks were

1For a systematic overview on privacy behaviors and concerns see the meta study by Kokolakis
(2017).
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perceived as moderately likely and more severe. Additionally, people did not
seem to be aware of specific privacy risks in abstract scenarios, illustrated by
standard disclaimers like "your data are collected and analyzed". As a result, the
authors call for measures that raise people’s awareness about what is collected
and analyzed and how information can be used or even abused.

Actual privacy behaviors in contrast to privacy concerns have been the subject
matter of many studies, leading to the discourse on the privacy paradox (Barnes,
2006; Kokolakis, 2017), which assumes a disconnect between desired privacy
and potentially contradicting behavior. However, other studies have questioned
the privacy paradox and its resulting claims. This means, that observed behavior
does not necessarily contradict privacy claims. For example, the privacy calculus
suggest that all behaviors protecting one’s privacy follow a rational choice in
which giving up privacy can be rewarded (Dienlin & Metzger, 2016). Another
branch of research has focused on privacy socialisation and the effects of groups
and activism, especially as social media platforms have become relevant to
political activists (Monsees, 2020). Therefore, people actively avoid surveillance
as an expression of shifting privacy norms and question the legitimacy of
government surveillance or individual measures (Joh, 2013).

In their study on the development of measures for privacy concerns and behav-
ior during online shopping, Buchanan et al. (2007) have found two separate
factors that build the foundation to behavior aimed at protecting privacy. For
the two factors, the general caution and common sense needs to be distinct
from the "sophisticated use of hardware and software", which requires a more
specialized knowledge and technical training for the actual protection.

Looking at the OSINT systems which were developed for cybersecurity pur-
poses in a systematic study, Riebe, Bäumler, et al. (2023) identified 73 systems,
from which 11 discussed ELSI implications. Especially when systems aim at
focusing on particular actors, this could include the profiling of individuals
(Edwards et al., 2017). Thus, privacy and legal implications must be assessed
for systems which aim at profiling as well as detecting insider threats. However,
systems which focus less on individuals and more on cyber threat intelligence
(CTI) to detect and analyze threat early, can also impact privacy. First, the use of
online social networks (Riebe, Wirth, et al., 2021) and second the processing and
analysis of data are relevant for privacy implications (Ranade et al., 2018). In this
context, the trade-off between data protection requirements and the demand for
forensic investigators are discussed by Nisioti et al. (2021).

14.2.3 Research Gap and Hypotheses Development

The research on surveillance has focused on different application areas, such as
camera surveillance in public spaces (Wells & Wills, 2009), and online surveil-
lance (Kininmonth et al., 2018), as well as causes of legitimization, such as fight-
ing crime, terrorism but also public health monitoring (A. Ioannou & Tussyadiah,
2021; Ishmaev et al., 2021). Thus, surveillance has been studied regarding its
factors associated with acceptance as well as concerning different scenarios. The
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importance of the scenario, the surveillance actors and their use of information
has been identified (Aldehoff et al., 2019; Kininmonth et al., 2018; Trüdinger
& Steckermeier, 2017; Wester & Giesecke, 2019). Thus, for the use of OSINT in
cybersecurity, these factors and scenarios need to be researched.

While OSINT systems can also be useful in the early detection and monitoring
of cyber threats and incident communication, they, like other SOSTs, can create
uncertainty (Lyon, 2001). Therefore, to understand the attitudes towards OSINT
in the case of cybersecurity, we conducted a representative survey among the
German population asking about the aforementioned constructs and how they
relate to the acceptance of OSINT (see Table 14.1).

In the following, the research question is further operationalized in hypotheses.
Furnham and Swami (2019), A. Ioannou and Tussyadiah (2021), and Trüdinger
and Steckermeier (2017) have shown, that the level of threat perception is asso-
ciated with the level of acceptance of surveillance measures. Threat perception
is defined as the participant’s fear of crime, terrorism, and of being harmed (see
Table 14.1). As OSINT is a group of surveillance technologies, we derive the
first hypothesis based on their research:
H1: People with a higher cyber threat perception are inclined to be more accept-
ing of OSINT.

However, the perception of a threat might not necessarily mean that people
would perceive the use of surveillance technology as the preferred approach
to detect and to deter criminals and terrorist, or as the preferred measure of
ones protection against these threats (Dinev et al., 2008; Kininmonth et al., 2018).
Therefore, we asked participants for their perceived need of OSINT separately.
This concept has been studied by Kininmonth et al. (2018) and Dinev et al.
(2008). Following their work, we defined the perceived need for OSINT as
the perception that government surveillance is necessary to protect citizens
(see Table 14.1). The concept is also used by A. Ioannou and Tussyadiah (2021)
in the case of surveillance during the COVID-19 pandemic. Thus, the second
hypothesis assumes a positive association between both concepts:
H2: People who think there is an overall need for OSINT are inclined to be more
accepting of OSINT.

Privacy concerns, defined as the anticipation of a future possible loss of privacy
(see Table 14.1, Dinev et al. (2005)), have also been negatively associated with
the acceptance of surveillance in related studies, such as by Kininmonth et al.
(2018) and Dinev et al. (2008). They have shown, that people with higher privacy
concerns are less likely to accept surveillance. Thus, regarding the use of OSINT
for cybersecurity, we expect a negative correlation between privacy concerns
and the acceptance of OSINT:
H3: People with greater privacy concerns are inclined to be less accepting of
OSINT.

Privacy research has intensively studied how privacy concerns are related to
privacy behavior (Barnes, 2006; Dienlin & Metzger, 2016), and has found their
association to be complex, with potentially divergent behavior (Kokolakis, 2017).
Therefore, we separately investigate privacy behavior as the protective behavior
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to protect one’s privacy (see Table 14.1). Because stronger privacy behavior can,
to a certain degree, be viewed as a manifestation of higher privacy concerns, we
assume that it is negatively correlated with OSINT acceptance:
H4: People with stronger privacy behavior are inclined to be less accepting of
OSINT.

In their study on the acceptance of surveillance policy, Trüdinger and Stecker-
meier (2017) research the effect of awareness of surveillance policies on the trust
and acceptance of these policies. They use the concept of awareness, as an indi-
vidual’s knowledge on the existence and use of surveillance (see Table 14.1) is
as an interactive factor. This is especially interesting for OSINT, as the gathering
and analysis of public data online are not observable for the individual and
the effects are rather abstract for people, which might affect their evaluation
of the policies and measures (Gerber et al., 2019). However, in their study on
the effects of the Snowden revelation on the public’s opinion, Valentino et al.
(2020) show that awareness is not associated with the rejection of SOSTs. Thus,
following Trüdinger and Steckermeier (2017), we formulated a more exploratory
hypothesis using awareness of OSINT as an interactive factor:
H5: The level of awareness of OSINT changes the associations between cyber
threat perceptions, privacy concerns, privacy behavior, as well as perceived
need for OSINT and OSINT acceptance.

Table 14.1: Constructs used in the survey

Construct Definition Source

OSINT Accep-
tance

Acceptance of a range of
surveillance activities

(A. Ioannou &
Tussyadiah, 2021;
Kininmonth et al.,
2018; Trüdinger &
Steckermeier, 2017)

Threat Percep-
tion

Fear of crime, terrorism, and of
being harmed

(Dinev et al., 2008;
Kininmonth et al.,
2018; Trüdinger &
Steckermeier, 2017)

Perceived
Need for OS-
INT

Perception that government
surveillance is necessary for the
protection of citizens

(Dinev et al., 2008;
A. Ioannou & Tussya-
diah, 2021; Kinin-
month et al., 2018)

Privacy Con-
cerns

Anticipation of future possible
privacy violation and/or the
loss thereof

(Dinev et al., 2008;
A. Ioannou & Tussya-
diah, 2021; Kinin-
month et al., 2018)

Privacy Behav-
ior

Protective behaviors enacted to
preserve online privacy

(Buchanan et al., 2007;
Kininmonth et al.,
2018; Kokolakis, 2017)

OSINT Aware-
ness

Knowledge on the existence
and use of OSINT

(Gerber et al., 2019;
Trüdinger & Stecker-
meier, 2017; Valentino
et al., 2020)
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14.3 R E S E A R C H D E S I G N

In this section, the research design is presented, including the design of the
survey as a representative study (14.3.1). This section further introduces the
questions posed in the questionnaire (14.3.2), as well as the data collected
and the criteria for the representative survey (14.3.3). In section 14.3.4, the
methodology for the data analysis is described and section 14.3.5 presents the
ethical consideration of the survey design.

14.3.1 Survey Design

The survey was designed within the scope of a three-year research project,
which aims to develop novel strategies and technologies for CERTs to analyze
and communicate the security situation in cyberspace. To design and refine the
questionnaire, the process included a review of published cybersecurity surveys
and two workshops with four cybersecurity practitioners from German state
CERTs (team leader, incident manager, information security officer and public
safety answering point employee) and four interdisciplinary researchers (digital
humanities, human-computer interaction, IT security and political sciences).
The first workshop comprised these phases. First, we held a presentation (15
minutes) to introduce the overall topic, the procedure for conducting a rep-
resentative survey, and the aim of this workshop to generate a questionnaire.
Examples of closed and open-ended questions were also introduced. Second, we
conducted a reflection phase (15 minutes) where, participants were instructed
to note their ideas or questions on a digital board. Third, the workshop ended
with a presentation phase (30 minutes) during which participants presented
their ideas, which we subsequently arranged thematically on the digital board.
Based on this input, we created a preliminary version of the questionnaire.

In the second workshop, we presented and discussed the preliminary ques-
tionnaire by reviewing all questions individually. Participants discussed and
refined existing questions, generated new ones, and reflected upon their the-
matic grouping or relevance for the research project. Based on the workshops
input, we created a second draft of the questionnaire and distributed it via email
to the workshop participants for a final round of feedback and revision. The
final version of the questionnaire is summarized within the next subsection.

14.3.2 Questionnaire

In its final version, the questionnaire comprised 20 closed questions. First, we
obtained consent for participation (Q1) and then asked about demographic
variables of age (Q2), gender (Q3), education (Q4), region (Q5), and monthly
income (Q6).
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Second, we wanted to gain insights into how citizens assess the current and
future threat situation and possible protective measures in cyberspace. Thus, the
participants were asked about their usage of internet devices (Q7), their general
perception of cyber threats (Q8), how familiar they were with institutions that
contribute to cybersecurity in Germany (Q9), how often they had been victims
of specific cyberattacks in the past five years (Q10), whom they would ask for
help in the event of a cyberattack (Q11), how they estimate the risk of becoming
a victim of a cyberattack in the next five years (Q12) and how continuously they
use security tools or measures on personal devices (Q13).

Third, we intended to gain insights into what disadvantages and advantages
citizens see in the analysis of public data (OSINT) by authorities, government,
and companies. Accordingly, participants were asked to evaluate statements
regarding the prevalence, use, and impact of OSINT (Q14), as well as OSINT
activities by security agencies (Q15). Finally, in a second part of the survey we
posed questions concerning citizens’ communication and information needs
and behaviors (Q18-20), which were not analyzed in this study and had no
halo-effect on the previous questions.2

Most questions were designed as five-point verbal rating scales (VRS), with the
exception of Q1 (binary consent), Q2 to Q6 (demographic variables), Q7 (four-
point VRS), Q10 and Q12 (six-point VRS), and Q18 (multiple choice with up to
three items). However, due to the broader scope of the research project, not all
questions were incorporated within the analysis of this specific study. The use of
a neutral midpoint option on a five-point rating scale is a debated issue. On the
one hand, a neutral midpoint enables the accurate response for those with a truly
neutral opinion, while the omission could lead to a potentially arbitrary, forced
choice. On the other hand, the neutral option may be interpreted differently
by individuals and potentially misused as a simple and quick response option
(see Chyung et al. (2017) and Nadler et al. (2015) for discussions on the use of
a midpoint option). We included a midpoint mainly to provide an option for
those with truly neutral opinions and thus reduce arbitrary choices.

14.3.3 Data Collection

We transmitted the questionnaire to GapFish who programmed and hosted the
online survey. After final quality checks and mutual agreement, they invited
participants from their panel to conduct the survey in September 2021. The sam-
ple of N=1,093 participants was selected to represent the German population in
terms of age, gender, education, income, and state (represented by ISO 3166-2
codes).

• Age: 18-24 (8.9%), 25-34 (14.6%), 35-44 (15.0%), 45-54 (16.7%), 55-64 (18.2%),
65+ (26.5%)

• Gender: Female (50.2%), male (49.6%), diverse (0.1%), not stated (0.1%)
2The questionnaire and the items can be found in Table 16.12 in Appendix 16.6.
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• Education: Lower secondary education (28.5%), middle or high school
(55.3%), academic degree (16.3%)

• Monthly Income: <1,500€ (24.5%), 1,500€-2,600€ (30.8%), 2,600€-4,500€
(28.9%), >4,500€ (15.7%)

• State: DE-BB (2.6%), DE-BE (4.5%), DE-BW (13.4%), DE-BY (15.9%), DE-
HB (0.8%), DE-HE (7.6%), DE-HH (2.3%), DE-MV (1.6%), DE-NI (9.7%),
DE-NW (21.7%), DE-RP (4.9%), DE-SH (3.6%), DE-SL (1.2%), DE-SN
(4.9%), DE-ST (2.7%), DE-TH (2.6%)

These criteria ensure that we can infer the German usage patterns with min-
imal biases, avoiding selection biases inherent in surveys, as a predominant
bias includes favoring specific groups based on specific criteria, e.g., based on
occupation and/or availability.

14.3.4 Statistical Analysis

The analysis was conducted using the software tools Microsoft Excel and RStu-
dio Version 4.0.5. Answers with the rating of "no response" were excluded as
missing values from the subsequent analysis. The sample was reduced by two
participants because they did not answer quality check questions correctly, such
as requests to mark a specific answering box. Initially, a descriptive analysis with
response distributions for separate items related to the acceptance of OSINT
was conducted. For the statistical analysis, items were combined with regard
to their corresponding superordinate construct. Since summed values of the
Likert-Scores were used in this course, the corresponding scales were treated
as interval-scaled for the subsequent statistical analysis. The reliability of the
corresponding scales was established based on the internal consistency with
Cronbach’s Alpha and also Omega (as a measure of congeneric reliability, see
Raykov (2001)).

To analyze the hypothesized associations between cyber threat perception, OS-
INT need, privacy concerns, privacy behavior, and OSINT acceptance, a multiple
linear regression was applied. In this course, the former were used as predic-
tors while the latter (OSINT acceptance) represented the dependent variable
in an ordinary least squares (OLS) regression model. Several assumptions for
running multiple linear regression (linearity of associations, multicollinearity,
normality of residuals, homogeneity of residuals) were checked and did not
reveal any severe issues. The regression was conducted twice. Whereas the first
model represented independent effects, the second, more exploratory model,
represented interaction effects with the factor OSINT awareness.

14.3.5 Ethics

The study was conducted in accordance with the requirements of the local ethics
committee at our university. These requirements include, but are not limited
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to, avoiding unnecessary stress, excluding risk and harm, and anonymizing
participants. In the study, the demographic variables of age (Q2), gender (G3),
education (Q4), region (Q5), and monthly income (Q6) were collected. Par-
ticularly sensitive data (e.g. ethnicity, religion, health data) was not collected.
Participants were not misled, but were transparently informed about the study’s
procedure and goals, and subsequently gave their informed consent to partic-
ipate. GapFish (Berlin), as the selected panel provider, is ISO-certified and
ensures panel quality, data quality, security, and survey quality through various
(segmentation) measurements for each survey within their panel of 500,000
active participants.

14.4 R E S U LT S

In this section, the descriptive results focusing on the awareness and acceptance
of OSINT for cybersecurity are be presented in the first Subsection (14.4.1). In the
second Subsection 14.4.2, the factors associated with the acceptance of OSINT
are analyzed.

14.4.1 Descriptive Results

To understand the general and case-specific OSINT acceptance, we asked
participants about their agreement regarding seven abstract and specific use
cases for OSINT in cybersecurity. Scenarios asked for the acceptance of the use
cases and the use of artificial intelligence algorithms for the analysis of data.
Here, the analysis of publicly available data by the police to pursue criminal
activities has the highest acceptance. However, the acceptance is lower when
participants were asked if they would agree that artificial intelligence should
be used to analyze publicly available data. Notably, they expressed greater
dissent to having information shared without their knowledge, i.e., without their
consent. However, the neutral positions are among the largest groups among
the participants (see Figure 14.1). This could mean, that many participants had
not yet formed an opinion due to the lack of public discourse on this topic.
Overall, the combination of the six items shows a high internal consistency for
the construct with an alpha of 0.85 and omega of 0.89.3

To understand participants’ cyber threat perception, we asked them to assess
the likelihood of them, or society, or the information infrastructure becoming
a victim to a range twelve cyber threats within the next five years (see Figure
16.5, in the Appendix 16.6). Regarding infrastructure threats, malicious software
was considered to be the most likely threat in the next five years, while the
threat by distributed denial of service-attacks and advanced persistent threat
were perceived to be less likely, both with high numbers of neutral participants.
Regarding the individual threat perception, participants perceived the following
risks to be most likely: Spam messages, spyware phishing and unauthorized

3The values for all constructs can be found in Table 16.10 the Appendix 16.6.
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Figure 14.1: Relative results in all items regarding the acceptance of OSINT.

access to personal social media channels. Identity theft and social engineering
to obtain personal information were perceived as the least likely risks . All 17
items show high internal consistency (alpha = 0.97, omega = 0.98).

We used three items to ask participants to evaluate the need for OSINT for
cybersecurity. There was a higher perceived need and level of acceptance to
use OSINT to prevent terrorism and crimes, than for authorities to have more
OSINT powers in general see Figure 14.2). Participants responded similarly,
when asked if the use of OSINT would support preventing crime. However,
it is also interesting that all items show high rates of neutral positions. The
consistency of the items as part of the construct is high with an alpha of 0.84
and omega of 0.85.

Figure 14.2: Relative results in all items regarding the perceived need of OSINT.

Furthermore, we asked participants about their privacy concerns regarding the
use of OSINT for cybersecurity. For this purpose, we used four items covering
the effects of surveillance on individuals and society, as well as its effects on
privacy. Overall, 48% strongly disagreed or disagreed with the feeling of be-
ing constantly watched and monitored. Interestingly, many participants (49%)
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showed neutral positions towards the use of OSINT by government agencies
and the majority did not view OSINT as a violation of their privacy online (see
Figure 14.3). All items show a high internal consistency (alpha = 0.83, omega =
0.84).

Figure 14.3: Relative results in all items regarding the privacy concerns.

Concerning privacy behavior, participants answered seven items on how often
they used certain measures to protect their privacy. With 38-52%, the percentage
of people who had never used any of the protective measures was high for
all requested items. However, a few differences in privacy behavior can be
observed. Among the different behaviors, measures such as covering the camera
lens of laptops and smartphones as well as the use of encrypted messengers
were much more common than the other measures listed. These are followed by
different forms of encryption, e.g., for emails and files, as well as the use of VPN
connections which help to encrypt online traffic. The least used methods are the
use of anonymization services, e.g., proxy services, and meta search engines
that protect user data (see Figure 14.4) . Again, the items show a high internal
consistency (alpha = 0.84, omega = 0.87).

Figure 14.4: Relative results in all items regarding the privacy behavior.

To research the OSINT awareness, participants were asked to what extent they
were aware of OSINT activities using public and social media data. The three
items asked participants for their awareness of publicity, the gathering of such
public data as well as for actors conducting the OSINT activities. Seventy-two
percent of participants were aware that their shared information can be analyzed
by other actors online, but the use of OSINT was lesser-known to participants
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Table 14.2: Regression model

Estimate Std. Error t value Pr(> |t|)

Intercept 1.3783 0.0759 18.16 0.0000
Privacy Concerns -0.0624 0.0156 -4.00 0.0001
Privacy Behavior 0.0205 0.0141 1.46 0.1445
Threat Perception 0.0497 0.0111 4.46 0.0000

OSINT Need 0.6323 0.0156 40.46 0.0000

Residual standard error: 0.4464 on 1086 degrees of freedom
Multiple R-squared: 0.6268, Adjusted R-squared: 0.6254

F-statistic: 456 on 4 and 1086 DF, p-value: < 2.2e-16

(51%, see Figure 14.5). The internal consistency of these items is also rather high
with an alpha of 0.77 and omega of 0.80.

Figure 14.5: Relative results in all items regarding the awareness of OSINT.

14.4.2 Factors Associated with OSINT Acceptance

Main Effects

To assess the main hypotheses, a multiple linear regression was applied to
predict OSINT acceptance based on (H1) cyber threat perception, (H2) need
for OSINT, (H3) privacy concerns, and (H4) privacy behavior. The overall
regression equation was found to be significant (F(4,1086) = 456, p < .001) with
an R-squared of .63. Thus, the regression model contained significant predictors
and the overall model explains around 63% of the variance observed in the
dependent variable OSINT acceptance (see Table 16.11 for an overview of the
regression results).

Of the hypothesized factors, privacy concerns (β = -.06, p < .001), threat per-
ception (β = .02, p < .001) and OSINT need (β = .63, p < .001) significantly
predicted OSINT acceptance, whereas privacy behavior did not (β = .02, p <
.145). Hence, the parameter estimates indicated a positive relationship for all
predictors except for privacy concerns, which is in line with the hypotheses.
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Figure 14.6: Coefficient estimates from multiple linear regression (Significant
predictors for OSINT acceptance are marked with a *). The horizontal lines
indicate the 95 % Confidence Interval of the point estimates.

Among the latter, an increase in privacy concerns was associated with a decrease
in OSINT acceptance.

When comparing the relative size of the parameter estimates, the strongest
increase in OSINT acceptance was observed based on perceived OSINT need.
For an increase in self-reported OSINT need, OSINT acceptance increased by .63
points, which is at least 10 times higher than the change in OSINT acceptance
based on the other predictors (see Fig. 14.6 for a graphical representation of the
relative size of the parameter estimates). This is theoretically plausible, since
OSINT need is more closely linked to potential OSINT acceptance than to the
other predictors.

Effect of OSINT Awareness

A second, more exploratory regression model was created to examine the extent
(H5) to which the awareness of OSINT technologies might affect the associa-
tions between the previously analyzed factors. In this course, the same model
was established, except for one addition: OSINT awareness was added as an
interaction term for (H1) cyber threat perception, (H2) need for OSINT, (H3)
privacy concerns, and (H4) privacy behavior. The objective was to evaluate
whether significant interactions exist that might provide additional information
on the dynamics of OSINT acceptance.

The resulting overall regression equation was found to be significant (F(9,1081)
= 224.4, p < .001) with an R-squared of .65. The complete regression results can
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be found in Table 14.3. Through the novel interaction term OSINT awareness,
slight changes in the original model became apparent. For example, the pre-
viously significant predictor threat perception did not represent a significant
predictor anymore (β = .01, p = .89). Moreover, the interaction model did not
represent a superior explanatory model compared to the initial model. The 2%
increase in explained variance by the interaction model can be considered rather
negligible. Furthermore, the interaction model was actually more exploratory
from a theoretical point of view. Here, the focus was on the interactions with
OSINT awareness, in particular. All but one interaction was found not to sig-
nificantly predict OSINT acceptance. The interaction of privacy concerns and
OSINT awareness was the one factor that significantly predicted OSINT accep-
tance (β = -.06, p < .001). The pattern of interaction can be seen in Figure 14.7.
While OSINT acceptance differed only slightly at best for high levels of privacy
concerns, OSINT acceptance was dependent on OSINT awareness for lower
levels of privacy concern. Higher OSINT awareness was associated with higher
OSINT acceptance, whereas lower OSINT awareness was associated with lower
OSINT acceptance. Thus, minor privacy concerns and low OSINT awareness
were associated with low OSINT acceptance, while minor privacy concerns and
high OSINT awareness accompanied higher OSINT acceptance.
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Figure 14.7: Interaction of Privacy Concerns and OSINT Awareness

14.5 D I S C U S S I O N

In this section, empirical results are discussed in relation to related work in
Subsection 14.5.1. Afterwards, implications for the design and organizational
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Table 14.3: Regression Model with Interaction

Estimate Std. Error t value Pr(>|t|)
(Intercept) 0.5775 0.2265 2.55 0.0109

Privacy Concerns 0.1406 0.0530 2.65 0.0081
Privacy Behavior -0.0246 0.0531 -0.46 0.6431
Threat Perception 0.0061 0.0436 0.14 0.8881

OSINT Need 0.6525 0.0499 13.06 0.0000
OSINT Awareness 0.2799 0.0603 4.64 0.0000
Privacy Concerns:
OSINT Awareness -0.0602 0.0133 -4.52 0.0000
Privacy Behavior:
OSINT Awareness 0.0103 0.0139 0.74 0.4600
Threat Perception:
OSINT Awareness 0.0091 0.0114 0.79 0.4275

OSINT Need:
OSINT Awareness -0.0138 0.0129 -1.07 0.2851

Residual standard error: 0.4324 on 1081 degrees of freedom
Multiple R-squared: 0.6513, Adjusted R-squared: 0.6484

F-statistic: 224.4 on 9 and 1081 DF, p-value: < 2.2e-16

factors for the use of OSINT in the context of cybersecurity are presented in
subsection 14.5.2. Finally, the implications and venture points for future work
are discussed in Subsection 14.5.2.

14.5.1 Factors Associated with the Acceptance of OSINT for Cybersecurity

This study aims to answer the following research question: which factors are
associated with the acceptance of OSINT in the context of cybersecurity? Surveil-
lance of public data is increasingly being applied in many areas, from public
health policy (Boersma et al., 2022), to the protection against crime and terrorism
(Furnham & Swami, 2019; Kininmonth et al., 2018; Trüdinger & Steckermeier,
2017).

The factors positively associated with the acceptance of OSINT are cyber threat
perception and the perceived need for OSINT. As the threat perception has been
studied, this finding is in accordance with the literature (Furnham & Swami,
2019; Kininmonth et al., 2018; Trüdinger & Steckermeier, 2017). However, most
studies have focused on the unspecific fears of crime and terrorism associated
with higher trust in authorities and the state (Furnham & Swami, 2019). We
examined the specific fear of cyber threats against the individual as well as
infrastructure. Similar to other areas of application in cybersecurity, one might
assume that the effective use of surveillance to prevent crime can help to gain
trust in authorities, should people be aware of this measure (Trüdinger & Steck-
ermeier, 2017).
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However, people who had already trusted authorities were more inclined to
accept surveillance measures (Furnham & Swami, 2019). This might be also the
reason why some people believe in the need for surveillance as a measure and
are thus more inclined to accept surveillance technologies. In our study, the
perception that OSINT is needed has been the strongest effect regarding the
acceptance of surveillance, which is not surprising.

The correlation between acceptance and privacy concerns is negative, meaning
that people with higher concerns tend to be less accepting of surveillance (see
Table 16.11). This hypothesis is supported by related work (Dinev et al., 2008;
Joh, 2013) and can be explained by the fact that OSINT may pose risks to
people’s privacy. In contrast to other SOSTs, gathering public data on social
media platforms is invisible and poses abstract risks. Gerber et al. (2019) have
shown that people estimate more abstract risks as less severe than specific ones.

Interestingly, our hypothesis on the effect of privacy behavior was not sup-
ported by the analysis. This could be explained by the so-called privacy paradox
(Barnes, 2006). The privacy paradox has been contested by research on the
privacy calculus, which assumes a rational choice in which people weigh the
benefits against their privacy concerns (Dienlin & Metzger, 2016). As our model
has shown, privacy behavior is not associated with the acceptance of OSINT,
in contrast to the effect of privacy concerns. Whether participants suffer from
the paradox or follow rational choice might also depend on their awareness
of actual surveillance. Kokolakis (2017) has discussed the literature on diver-
gent privacy concerns and behavior, and identified five different explanations
for divergent concerns and behavior in the literature: a) privacy calculus the-
ory, (b) social theory, (c) cognitive biases and heuristics in decision-making,
(d) decision-making under bounded rationality and information asymmetry
conditions, and (e) quantum theory homomorphism. Most of the approaches
offer explanations for decision-making which take context factors into account.
However, among others, particular trade-offs, social settings, as well as heuris-
tics in decision-making and information asymmetries within the process, have
yet to be researched in detail in our field of application.

According to social theory, which explains self-disclosure, Taddicken (2014) has
shown that privacy concerns hardly impact self-disclosure behavior. Never-
theless, there are factors which seem to moderate the relation. As the majority
of users disclose personal information, the author found that there might be
different degrees of self-disclosure "with clearly defined communities where
users feel safe from privacy invasion". Therefore, as users might have diver-
gent privacy concerns regarding more or less public communities, the author
concluded that it would be helpful for users to know their audience.

Therefore, in the final and exploratory hypothesis, we tested awareness as an
interactive factor. Our results show that awareness only changes the dynamic of
association between privacy concerns and OSINT acceptance. Here, awareness
showed the effect that lower awareness and few privacy concerns were associ-
ated with lower rates of acceptance, while higher awareness and fewer privacy
concerns were associated with higher acceptance. Thus, the results highlight
the importance of transparency and information about OSINT for its accep-
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tance by participants. This has been suggested by Wester and Giesecke (2019),
who in a longitudinal study showed that the risk perception of privacy loss
decreased between 2009 and 2017, while calls for transparency had increased
“dramatically". They further suggest "that citizens not only make distinctions
between different technologies, but also what actor is collecting and analyzing
the data. Discussions about trust, transparency, and accountability should then
be held in relation to the different owners – and perhaps the relation between
them." Thus, Wester and Giesecke (2019) are indicating the role of contextual
factors, such as the actors and technologies being used. Research on privacy
behavior and its motivations has shown how the role of context influences shar-
ing decisions (Kokolakis, 2017) as well as how context can be conceptualized
for the technological design as "privacy in context" (Nissenbaum, 2018; Nis-
senbaum, 2004). Nissenbaum has identified two norms for contextual integrity
to be followed: the norm of appropriateness and the norm of flow or distribution
(Nissenbaum, 2004). Hence, a privacy violation would be when informational
norms are breached. For this, the parameters are information type, the actors
and transmission principles. On the other side, Nissenbaum’s concept enables
to the secondary use of data as long as the social context of the self-disclosure is
respected (Nissenbaum, 2018).

14.5.2 Implications for Design and Organization

As OSINT in cybersecurity draws insights from the fields of crisis informatics
(Boersma et al., 2022; Reuter, Hughes, & Kaufhold, 2018) as well as surveillance
studies (Pauli et al., 2016), the research from similar cases can be used to derive
implications for the design of OSINT systems and their evaluation regarding the
factors which are associated with the acceptance of such systems. The discourse
on privacy and relevant context factors (Nissenbaum, 2018; Nissenbaum, 2004)
has shown that the following aspects need further consideration: the kind of
data which is collected (1), the actors or organization gathering the data (2) and
the transmission principles and platforms which allow for the data gathering
(3).

The introduction of the General Data Protection Regulation (GDPR) in the Euro-
pean Union has resulted in a shift in data gathering and analysis by increasing
users’ power over data processing, retention periods, and use (Linden et al.,
2020). The GDRP has greatly influenced the coverage of privacy topics in data
protection, such as safeguarding user data "with the options to access and rec-
tify their information" (Linden et al., 2020). In contrast to other organizations,
authorities can only collect data for a legitimate and legally approved reason
and have to comply with retention periods (Riebe, Haunschild, et al., 2020).

OSINT uses a variety of machine learning and deep learning approaches for
threat detection and analysis (Pastor-Galindo et al., 2020). Thus, machine learn-
ing research with greater attention to privacy is a promising area, which helps
to include privacy preserving requirements. In particular, machine learning as
a service raises privacy concerns, while privacy-preserving computation tech-
niques still demonstrare a lack of "standard tools and programming interfaces,
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or lack of integration with [deep learning] frameworks commonly used by the
data science community" (Cabrero-Holgueras & Pastrana, 2021).

Regarding the organizations using OSINT beyond the context of cybersecu-
rity, investigative journalistic organisations like Bellingcat and OCCRP follow
different interests than, e.g, organisations from crisis management and law en-
forcement. Emergency services are not allowed to collect personal data without
a reasonable suspicion. However, in crisis management, social media data can
become a useful tool for situational assessment. In this case, however, the aim is
not to collect personal data, but to complete the situational assessment. Research
in crisis informatics has shown (Aldehoff et al., 2019) that the tendency to share
more personal data with emergency services changes in crisis situations. Thus,
OSINT systems can be used for event detection and analysis, while profiling and
analyzing personal data have higher legal barriers. However, this discourse will
continue, as questions of accountability and transparency have to be discussed
(Eijkman & Weggemans, 2012).

As many OSINT systems rely on social media platforms, they face the challenge
that social media platforms not only provide information about individuals,
but sometimes support the sharing of information of third parties. This touches
upon issues of interdependent privacy (Humbert et al., 2019; Pu & Grossklags,
2016), in which a person shares information about another individual.

Therefore, particularly in the context of sensitive cybersecurity information,
approaches that help to assess and manage risks from privacy conflicts in
collaborative data sharing need to be taken into account for further research
(Hu et al., 2011). As Riebe, Bäumler, et al. (2023) have shown, most OSINT
systems for cyber security focus on detecting new cyber threats, and might
offer additional analysis for incident managers. Concepts of contextual privacy
could support this approach, for example, as part of limited data gathering
approaches.

Thus, when designing OSINT systems which work on the basis of CTI, the
following implications should be considered:

• OSINT systems should consider the types of data which is gathered and
how it can follow data minimization approaches. In changing threat sit-
uations, the gathering strategy could be adopted, and thus could react
to changed threat perceptions which are associated with higher OSINT
acceptance.

• The system should stay within the social context, which could be achieved
by using professional sources (vendors, vulnerability and cybersecurity
experts, ...), and could react to larger threats by expanded beyond the
context when the need changes.

• Platforms should update their safeguards against disproportionate data
collection and support data minimization.

• Individuals’ awareness could be raised by using participatory design and
maintenance methods .
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The results of our study indicate that the awareness of OSINT in combination
with lower privacy concerns is a relevant factor associated with the acceptance
of OSINT in cybersecurity. This supports findings by Trüdinger and Stecker-
meier (2017). Therefore, authorities and organizations planning to implement
such OSINT systems need to develop strategies to inform affected indirect stake-
holders, as well as to include them in the development and implementation
process (Friedman et al., 2013; Liegl et al., 2016). Research on risk assessment has
shown that people assess the severity and likelihood based on specific scenarios
(Gerber et al., 2019).

Discourses on social media analysis and emergency management provide ven-
ture points for ethical impact assessment. Scholars have argued not to follow a
simple logic of "privacy v.s. security", but to consider a wider field of arguments
from digital ethics (Boersma et al., 2022; Floridi et al., 2019). Participatory ap-
proaches, such as ELSI co-design and Value Sensitive Design (VDS), can make
use of the identification of factors which are associated with the acceptance of
OSINT systems in the context of cybersecurity. Further, such approaches include
civil society in the design and implementation of security-oriented technolo-
gies (Liegl et al., 2016). Participatory approaches could also aim to increase the
knowledge of non-experts regarding OSINT systems. This would help to raise
awareness on these systems.

14.5.3 Limitations and Future Work

Limitations to our study are presented in the following: As the sample is repre-
sentative for the German population only, the results are not directly transferable
to other countries. Studies have shown that factors like privacy concerns are
associated with cultural socialization (Dinev et al., 2005). Therefore, the effect of
the factors we have identified, especially regarding cyber threat perception and
privacy concerns, may differ in other cultural contexts. Individualistic cultures,
like the United States, might be an interesting and relevant case for further
studies on the acceptance of OSINT for cybersecurity. A direct comparison of
different cultures would be especially promising in this context. Further, studies
have shown, that people have varying understandings of what they perceive as
personal, private or even intimate information (Taddicken, 2014), which was not
part of the questionnaire and should be investigated further. Similar, contextual
factors (Nissenbaum, 2018) and interdependent concepts of privacy (Humbert
et al., 2019) need to be studied in greater detail.

Another limitation arrives due to the random sample of the representative
study. Many items scored high for "neutral" positions among the participants.
While this is to be expected for normally distributed response patterns, this
pattern was also evident for asymmetric items. This might have been due to
participants’ lack of technology-specific expertise, as the development of OSINT
systems has not been part of a broader public debate yet, and the use of different
technological approaches might not be known to many participants. This also
makes specific questions regarding single technological approaches difficult
and not feasible in the study design. Thus, further studies need to take expert
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perspectives into account, as well. We also did not control for affiliation and
familiarity with cyber security topics, which could have provided an additional
opportunity for analyzing differences between individuals with more and less
expertise. However, this was not one of our study’s primary goals - an occasional
presence of a higher level of expertise, as would be expected in a random sample,
was sufficient for our purpose.

With regard to the items, the issue of neutral responses could also have been
avoided by not offering a neutral option at all. The usefulness and pitfalls of
using such a category have already been discussed in relevant, related literature
(see (Chyung et al., 2017; Nadler et al., 2015) for an overview). One the one
hand, we could have potentially gained more insights by not providing such
a neutral option. On the other hand – particularly in light of the non-expert
sample and potentially actual neutral opinions – this would have introduced
more noise into the data by forcing arbitrary choices. Nonetheless, the issue of
providing a neutral midpoint should be considered in future studies. Regarding
the specific items assessing OSINT needs, it should be noted that some of them
were not ideally worded and represented compound questions, which may have
increased noise in the data. Lastly, the study uses the data based on self-reported
behavior. Thus, the actual privacy behavior might differ from the data in this
study.

14.6 C O N C L U S I O N

The use of OSINT for cybersecurity is a growing research topic, and the number
of systems for cyber threat detection and analysis using public online data is
increasing (Pastor-Galindo et al., 2020; Riebe, Wirth, et al., 2021). In areas of
emergency and crisis management, the surveillance of public data has increased,
not only since the COVID-19 pandemic (Boersma et al., 2022; A. Ioannou &
Tussyadiah, 2021). Research on factors associated with the acceptance of such
systems has studied the use of surveillance technology to fight crime and
terror, as well as to support people during human-made and natural disasters.
Particularly in cybersecurity, new information on cyber threats appears early on
online social networks (Behzadan et al., 2018). This is increasingly being used
by security operators and government authorities to detect cyber threats early
on.

As research on other areas of application has shown, the acceptance of surveil-
lance and of specific measures depends on the context of application, the mea-
sures themselves, the information about the measures, and the implementing
institutions. The acceptance of OSINT for cybersecurity as a particular case
of security-oriented surveillance is an important piece in the puzzle. Thus, a
representative study with 1,093 participants in Germany was conducted to
understand how people evaluate OSINT in the context of cybersecurity and
which factors are associated with the acceptance thereof. The results indicate
that:
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• Cyber threat perception and the perceived need for OSINT are positively
correlated to acceptance, while privacy concerns show a negative correla-
tion.

• The awareness of OSINT, however, has only affected the association be-
tween privacy concerns and OSINT acceptance.

• Specifically, high OSINT awareness and minor privacy concerns were asso-
ciated with higher OSINT acceptance, whereas low OSINT awareness and
minor privacy concerns were associated with lower OSINT acceptance.

Implications for further research and the use of OSINT systems for cybersecurity
by authorities include conducting research on the implementation of data mini-
mization as a design principle, as well as the association of contextual factors
for acceptance, such as the data types and scenarios for situational adaption of
gathering strategies. Such approaches should additionally make use of improve-
ments in privacy-preserving computation and machine learning innovations.
In terms of OSINT use, we support approaches that provide transparency to
people regarding the use of the systems and the data they gather, analyse and
retention periods.



2 2 2 P R I VA C Y C O N C E R N S A N D A C C E P TA N C E F A C T O R S O F O S I N T F O R
C Y B E R S E C U R I T Y: A R E P R E S E N TAT I V E S U RV E Y



15
C Y S E C A L E R T : A N A L E R T G E N E R A T I O N S Y S T E M F O R
C Y B E R S E C U R I T Y E V E N T S U S I N G O P E N S O U R C E I N T E L -
L I G E N C E D A T A

A B S T R A C T Receiving relevant information on possible cyber threats, attacks,
and data breaches in a timely manner is crucial for early response. The social me-
dia platform Twitter hosts an active cyber security community. Their activities
are often monitored manually by security experts, such as Computer Emergency
Response Teams (CERTs). We thus propose a Twitter-based alert generation sys-
tem that issues alerts to a system operator as soon as new relevant cyber security
related topics emerge. Thereby, our system allows us to monitor user accounts
with significantly less workload. Our system applies a supervised classifier,
based on active learning, that detects tweets containing relevant information.
The results indicate that uncertainty sampling can reduce the amount of manual
relevance classification effort and enhance the classifier performance substan-
tially compared to random sampling. Our approach reduces the number of
accounts and tweets that are needed for the classifier training, thus making the
tool easily and rapidly adaptable to the specific context while also supporting
data minimization for Open Source Intelligence (OSINT). Relevant tweets are
clustered by a greedy stream clustering algorithm in order to identify significant
events. The proposed system is able to work near real-time within the required
15-minutes time frame and detects up to 93.8% of relevant events with a false
alert rate of 14.81%.

O R I G I N A L P U B L I C AT I O N Riebe, T., Wirth, T., Bayer, M., Kühn, P., Kaufhold,
M.-A., Knauthe, V., Guthe, S., & Reuter, C. (2021). CySecAlert: An Alert Gener-
ation System for Cyber Security Events Using Open Source Intelligence Data.
International Conference on Information and Communications Security, 429–446.
https://doi.org/10.1007/978-3-030-86890-1_24

15.1 I N T R O D U C T I O N

Social Media has become a viable source for cyber security incident prevention
and response, helping to gain situational awareness for Computer Emergency
Response Teams (CERTs). Therefore, the trend towards processing Social Me-
dia data in real-time to support emergency management (Reuter & Kaufhold,
2018) continues to grow. Husák et al. Husák et al. (2020) show how Cyber
Situational Awareness (CSA) is an adaptation of situational awareness to the
cyber domain and supports operators to make strategic decisions. To perform
such informed, situational decision-making, CERTs have to gain CSA by gath-

https://doi.org/10.1007/978-3-030-86890-1_24
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ering and processing threat data from different closed and open sources (Yang
& Lam, 2020). These include Open Source Intelligence (OSINT), which uses
any publicly available open source to accumulate relevant intelligence (Mittal
et al., 2016). Especially the micro-blogging service Twitter has proven itself as
a valuable source of OSINT due to its popularity among the cyber security
community (Behzadan et al., 2018), as well as its available content and metadata
for analysis (Tundis et al., 2020). Alves et al. (2020) have shown that there is a
small but impactful subset of vulnerabilities being discussed on Twitter before
they are included into a vulnerability database. Increasingly big amounts of
data make the use of more complex models possible. While concentrating on
volume might be the best variable for some use cases, focusing on near real-time
and data minimizing (Koops et al., 2013) approaches have been neglected in
the recent state of research. Therefore, this paper seeks to answer the following
main research question: (RQ) How can relevant cyber security related events
be detected automatically in near real-time based on Twitter data?

By answering this research question the proposed paper aims to make the
following contributions (C): The first contribution (C1) deducts the concept and
presents the implementation of an automated near real-time alert generation
system for cyber security events based on Twitter data (Section 15.2). The second
contribution (C2) covers the evaluation of the CySecAlert system that assists
CERTs with the detection of cyber security events in order to improve CSA
by automatically generating alerts on the basis of Twitter data (Section 15.3).
The near real-time capability is achieved by labelling and clustering the Twitter
stream within the required 15-minutes time frame (Sabottke et al., 2015). The
third contribution (C3) provides a comparison of existing tools based on the
systematic of Atafeh and Khreich Atefeh and Khreich (2015) that are suitable to
detect relevant cyber security related events based on Twitter data (Section 15.4).
Lastly, the results are summed up (Section 15.5). To enable further improvement
of our work, we will make the source code and the labelled Twitter dataset
available.1

15.2 C O N C E P T

This section presents the concept of CySecAlert, including the data source and
architecture (15.2.1), data preprocessing (15.2.2), and training of the relevance
classifier (15.2.3) which serve as input to detect novel cyber security events
(15.2.4). It concludes with a concise description of the concept’s implementation
(15.2.5).

15.2.1 Data Source and Architecture

Twitter offers a multitude of advantages over other Social Media platforms.
Firstly, Twitter is frequently used for the early discussion and disclosure of

1https://github.com/PEASEC/CySecAlert

https://github.com/PEASEC/CySecAlert
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software vulnerabilities (Alves et al., 2020). Secondly, Twitter accommodates a
broad variety of participants, that are involved in the discourse evolving around
cyber security topics. Since most important cyber security news feeds (e.g.,
NVD, ExploitDB, CVE) are present on the platform, Twitter serves as a cyber
security news feed aggregate (Alves et al., 2021) and is used by both individuals
and organisations (Trabelsi et al., 2015). In addition, tweets can be processed
fast and easily (Alves et al., 2021), due to their limited length.
Hasan et al. (2018) propose a general framework for Event Detection systems. We
added a relevance classifier to the architecture that filters out irrelevant tweets.
By classifying relevance per tweet, the individual relevance of each tweet was
determined before the clustering process, reducing the number of tweets at an
early stage. This extension was necessary because our tweet retrieval method
is account-based, leveraging preexisting lists of cyber security experts’ Twitter
accounts (see Table 16.7.1 in the Appendix 16.7).

15.2.2 Preprocessing and Representation

In a preprocessing step, we standardized the tweet representation by converting
their content to a lower case and removing any textual part that is unlikely to
contain relevant information, i.e., stop words, URLs, and Social Media specific
terms and constructs (e.g. "tweet", "retweet", user name mentions) as well as
non-alphanumerical characters. Then the text was tokenized and stemmed.

We applied a clustering-based approach to Event Detection. Therefore, a represen-
tation of individual tweets was necessary. To address this issue we adopted the
setting of Kaufhold, Bayer, and Reuter (2020), where a Bag-of-Words approach
was applied. Clustering and classification were performed online. Therefore, the
Inverse Document Frequency (IDF) regularization term would have had to be
updated after every iteration, undermining the benefits of online techniques. In
the context of crisis informatics, it has been suggested that the regularization via
IDF does not necessarily yield a relevant benefit on classification performance
(Kaufhold, Bayer, & Reuter, 2020). Therefore, we omitted IDF regularization
and represented tweets by Term Frequency (TF) vectorization only.

15.2.3 Relevance Classifier

To filter relevant tweets, we used an active learning approach (Habdank et
al., 2017), which has been found to reduce the amount of labelled data that
is required to reach a certain accuracy level (Imran et al., 2016; Settles, 2010).
We employed uncertainty sampling in order to obtain beneficial tweet samples
for labeling. Therefore, we examined the suggestion of Kaufhold, Bayer, and
Reuter (2020) regarding rapid relevance classification. Lewis and Catlett (1994)
point out that it is reasonable to label the post which the current classifier
instance is least confident about. Thus, the Relevance Classification is performed
by application of pool-based sampling with the least confidence metric. Pool-based
sampling refers to an algorithm class that picks an optimal data point out of
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the set of non-labelled data points utilizing a metric that refers to the data’s
information content (Settles, 2010). We applied the least confidence metric that
regarded a data point as the most optimal labeling sample if the classifier was
least confident about its classification (Settles, 2010). Therefore, the datum with
a prediction confidentiality closest to the decision boundary was selected.

Uncertainty sampling requires retraining of the classifier after every labeling
process (Lewis & Catlett, 1994), which is not done in online learning. Kaufhold,
Bayer, and Reuter (2020) have shown, that this improvement in training time
comes at the price of classifier accuracy, which can be addressed by using a
fast online learning algorithm for the selection of data to be labelled, while
batchwise creating a more sophisticated offline classifier with the same labelled
data in parallel (Lewis & Catlett, 1994). The combination of an incremental k
Nearest Neighbor (kNN) classifier for uncertainty sampling and Random Forest
(RF) is suggested to perform well on datasets in crisis informatics (Kaufhold,
Bayer, & Reuter, 2020). The Evaluation shows that this is true for the domain
of cyber security as well (Section 15.3.2). Despite the increase of deep learning
algorithms in this field, the utilization of classical machine learning algorithms
suits best for this use case as the retraining can be performed automatically
without the need for long training phases and specific training optimizations
for every batch.

15.2.4 Detecting Events and Generating Alerts

Clustering based event detection approaches utilize vectorized representations
of Social Media posts. In this scenario, every cluster represented a candidate
event. We applied a simple greedy clustering algorithm that utilizes similarity
metrics of new Social Media posts to old ones by considering them part of a
new cluster if they exceeded a certain similarity threshold and otherwise adding
them to the most similar preexisting cluster (Allan et al., 2000). We performed
the clustering based on nearest-neighbor search and used cosine similarity to
the nearest cluster’s centroids.

Alves et al. (2021) propose a more sophisticated method that applies regular
offline k-means clustering to improve the cluster quality. However, we chose
not to do so as we put a special emphasis on near real-time applicability on our
system. Furthermore, we justify the choice of relatively simple event detection
techniques by the fact that the active learning approach for relevance classifica-
tion in the cyber security event detection domain constitutes the core novelty of
our contribution.

To obtain significant events, candidate events are filtered by their significance.
Depending on the costs of alert processing and underlying costs regarding false
alerts, it is reasonable to allow a system operator to configure the system’s alert
generation sensibility. CySecAlert supports the prediction of candidate events
based on (1) overall post count associated with the event, (2) count of experts
covering the event, and (3) the number of retweets.
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The significance of candidate events based on the system operator’s configura-
tion was evaluated when a new tweet was added to the respective cluster. If the
cluster met the significance criteria and no alert had been issued based on the
candidate event before, an alert was issued to the system operator. In order to
assure the application’s near-real-time capabilities tweets older than a certain
time threshold (14 days by default) were removed from their respective cluster.

To summarize events, research suggests that textual clusters can be represented
by display of their respective centroid (Concone et al., 2017; Ritter et al., 2015).
We chose this event representation because it is cost-efficient and maintains the
feeling of handling original Twitter data. We additionally allowed the display
of the entirety of posts associated with an event to allow a system operator to
further examine the event.

15.2.5 Implementation

CySecAlert was implemented in Java 11 and utilized a MongoDB database
because of its high performance in handling textual documents. Figure 15.1
serves as an overview of the implementation’s architecture.

The Crawler module requested the most recent tweets of a list of trusted Twitter
users in a regular manner. For this purpose, it used the Connector module. This
functionality was implemented using Twitter4J2. To train a relevance classifier,
it is necessary to manually label a set of tweets. The proposed application
offers the use of active learners to reduce labeling effort. We evaluated an
active batch RF, an active Naive Bayes, and an active kNN classifier. We used
the classifier implementation of Weka3. A Relevance Classifier was trained
based on the labelled data. The tweets to be labelled depended on the chosen
sampling method. We chose an RF because its performance is well-proven in
the context of Twitter Analysis, which was verified by qualitative evaluation.
Our implementation utilized the Weka implementation of an RF in its default
configuration. The Relevance Classifier was used to filter out irrelevant tweets.

Then relevant tweets that covered the same topics were clustered to candidate
events. This allowed an estimation of how much coverage a topic has on Twitter
and helped to avoid alerts being used twice for the same topic. Therefore,
we employed a greedy streaming clustering algorithm, which assigned each
new tweet to the cluster with the most similar centroid according to the cosine
similarity. If this similarity was smaller than a certain operator-defined threshold
(Similarity Threshold) the tweet was designed to a new cluster.

A pre-evaluation has shown that the TF-IDF representation yielded performance
benefits compared to the TF representation for the clustering task. Due to the
sparsity of these vectors, we modeled them as HashMaps. Since classical IDF
had to be updated after every added tweet, we stored the tweets in TF vector-
ized form and a centralized instance of IDF vector. The IDF regularization was

2Twitter4J Version 4.0.7 (twitter4j.org/en/index.html on 14.08.2020)
3Weka v3.8.4 (https://www.cs.waikato.ac.nz/ml/weka/ on 14.08.2020)

twitter4j.org/en/index.html
https://www.cs.waikato.ac.nz/ml/weka/
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Figure 15.1: Architecture of proposed Information and Communication Technol-
ogy (ICT) illustrating the information flow for [T]weets, [L]abels and [E]vents.
The ICT is divided into Tweet Retrieval (A), Relevance Classifier Training (B)
and Real-Time Event Detection (C).

applied on-demand if calculations required a vectorized representation. After
every tweet insertion, the altered cluster was examined regarding its qualifica-
tions for an alert. Such a cluster was eligible for an alert if no alert had yet been
issued for it and the count of unique tweets it contained exceeds a predefined
threshold (Alert Tweet Count Threshold). The cosine similarity threshold and the
tweet count threshold for the issuing of alerts were passed during program
initialization.

15.3 E VA L U AT I O N

This section presents the dataset (15.3.1). The dataset is used to evaluate the
active learning (15.3.2), relevance classification (15.3.2), alert generation (15.3.3),
system performance (15.3.4), and near real-time capability (15.3.5) of CySecAlert.
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15.3.1 Dataset

We gathered 350,061 English tweets (151,861 tweets excl. retweets) published
by 170 Twitter accounts of leading cyber security experts in the time period
between 1st January 2019 and 31st July 2020. The list of accounts was derived
based on a set of blog entries that provide lists of leading cyber security experts
on Twitter (see Table 16.7.1 in the Appendix 16.7).

In Relevance Classification, it is common to apply a binary classification into
relevant and irrelevant tweets (Alves et al., 2021; Bose et al., 2019; Dionisio et al.,
2019). The class definitions of relevant and not relevant we applied are illustrated
in a codebook after Mayring (2004) (see Table 16.13 the Appendix 16.7).

Table 15.1: Class Distribution over Tweets of Ground Truth Datasets.

S1 S2

From 01/12/2019 01/05/2020
To 31/12/2019 14/05/2020

Irrelevant 5,801 (88.9%) 5,780 (85.25%)
Relevant 724 (11.10%) 1000 (14.25%)

Total 6,525 6,780
κ 0.9318 0,9377

Based on the dataset and the proposed annotation scheme, we created an anno-
tated ground truth dataset consisting of two subsets (S1, S2) covering different
time frames. The Datasets S1 and S2 were annotated by an additional researcher
to estimate the inter-rater reliability of the coding scheme as shown in the code-
book. Our ground truth shows a high level of inter-rater reliability (κ > 0.90)
measured by Cohen’s kappa (κ). We used S2 for evaluation purposes. The class
distributions of these datasets are illustrated in Table 15.1.

15.3.2 Relevance Classification

Sampling Method

We evaluated the influence of active learning and the selection of a sampling
method and sampling classifier on the performance of a relevance classifier in or-
der to choose a high-performing classifier. Therefore, we used the preprocessed
and stemmed ground truth datasets S1 and S2. In this evaluation, a scenario
was simulated where no labelled data is available initially. A virtual expert
incrementally labelled tweets that were chosen by different sampling methods.
The labels were taken from the respective ground-truth dataset. We examined
a Naive Bayes classifier, a kNN classifier with k = 50 and an RF classifier. As
uncertainty sampling technique we applied least confidence measure in a pool-based
sampling scenario were examined.
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While Naive Bayes and kNN can be implemented in an incremental manner
and thus allow to add single tweets without retraining, the RF classifier did not
offer this property. For this reason, kNN and Naive Bayes were updated after
every new labelled tweet and the next uncertainty sampling step was performed
on the updated classifier. In contrast, the RF classifier sampled a set of most
uncertain tweets (rather than one) which were labelled as batches before being
added to the training set. Thereafter, the classifier was retrained on the updated
dataset.

An evaluation of the experiment (see Table 16.6 in Appendix 16.7) showed, that
the active version of the Naive Bayes classifier performed worst, representing
nearly random classification behaviour. However, the kNN classifier was able
to train a model whose AUC measure plateaus around roughly 0.75 for both
datasets. This finding is similar to the results of Kaufhold et al. Kaufhold, Bayer,
and Reuter (2020). In contrast to them, we also considered active learning with
an RF classifier. In our evaluation setting, it performed best with an AUC in the
range of 0.9. Therefore, we choose a RF classifier for our system.

Classification Model

In this subsection, we analyse whether the use of a different active learning
algorithm-based sampling method is useful for an RF relevance classifier. We
compare (1) kNN and (2) batchwise RF uncertainty sampling with (3) random
sampling and (4) batchwise Random-RF-Hybrid Sampling. This hybrid ap-
proach picks 50% of tweets per batch by RF-based uncertainty sampling and
50% tweets at random. By determining a threshold of Random Trees, which
is needed to classify an instance as positive, a classifier is instantiated from
the learned RF. In the context of this contribution, we chose the F1 metric for
evaluation purposes, as it is suitable for imbalanced datasets.

We evaluated the performance of the RF instances based on the F1 measure of
the classifier instance with the highest F1 measure for every 100 labelled tweets.
The evaluation was conducted by leaving out 1,000 tweets and using them as a
test set. In order to mitigate performance issues, the uncertainty sampling was
performed on a randomly chosen subsample of size 200 (500 for active batch
RF), which changed in every iteration, rather than on the complete data pool.
The results of this evaluation are illustrated in Figure 15.2.

The experimental results show that every examined type of uncertainty sam-
pling leads to classifier out-performance compared to random sampling. For
every experiment, the classifier instance that used a randomly sampled dataset
was not able to achieve the performance of uncertainty sampled classifier with
300 or more labelled tweets, even if it was trained based on 1,000 randomly
sampled tweets. Furthermore, the results indicate that there are no significant
performance differences between the tested uncertainty sampling classifiers.

Due to the fact that there are no substantial classification quality implications,
we opted for the kNN based uncertainty sampling because it can be executed in
an online manner. Additionally, the results suggest that the overall classification
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Figure 15.2: Performance Comparison of RF Classifier trained on dataset S1
(left) and S2 (right) with uncertainty sampling by different classifiers: Random
(loosely dotted]), RF Classifier (dotted), 50% RF and 50% Random (dashed) and
by kNN classifier with k = 50 (solid). Average over 5 Executions using a 1,000
tweet holdout set measured in F1.

performance suffered for datasets with higher class imbalance. Nevertheless, the
results indicate that after around 600 labelled tweets the classifier achieved its
best classification quality and therefore did not show significant improvements
for a bigger training dataset. This constituted a reduction of manual tweet
annotation of up to 90% compared to a randomly sampled approach, which
makes it necessary to label the whole dataset (roughly 6,000 tweets each).

15.3.3 Alert Generation

In this section, we jointly evaluate the clustering algorithm and the alert genera-
tion process. Therefore, we executed the combination of these modules using
different parameters for Similarity Threshold and Alert Tweet Count Threshold.
Even though there are multiple configurations for alert generation thresholds,
the evaluation was performed based on the relevant tweet count per cluster
metric only. Thereby, we received a list of clusters that represent a list of relevant
events and their associated tweets. By comparing this list to the ground truth
dataset (Section 15.3.1), the quality of the alert generation process could be
estimated.

Therefore, clusters that were found by the clustering algorithm and flagged as
alerts are classified as topic related, mixed or duplicate. A cluster was regarded
as topic related if more than half of its tweets belong to the same topic of the
ground truth topic list. If a topic related cluster that discussed this topic had been
found before, the cluster was marked as duplicate. If there was no major topic in
the cluster, it was defined as mixed. Topic related clusters were marked as positive,
while mixed and duplicate clusters were marked as negative. Combining this
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information we derived a calculation for precision and recalled measures as
follows:

Precision =
#truepositives

#truepositives + #falsepositives
=

#topicrelated
#clusters

(15.1)

Recall =
#truepositives

#truepositives + #falsenegatives
=

#topicrelated
#topics

(15.2)

In order to decouple the evaluation of clustering and alert generation from
the performance of the relevance classifier, we tested the clustering-based alert
generation algorithm on the set of relevant and potentially relevant tweets from our
ground truth datasets S1 and S2. We used TF-IDF as tweet vectorization in order
to avoid the formation of big clusters based on frequently used common words.
The results show that an increase in the value of the used similarity threshold
(in the observed range) decreases the recall (see Table 16.14 in Appendix 16.7).
Intuitively, this can be explained by the creation of more clusters due to similarity
failing the threshold. Therefore, clusters are smaller on average and stay under
the alert generation threshold, which leads to suppression of alert generation
for relevant topics. In contrast, the influence of similarity threshold on cluster
precision (which is the invert of the wrongful alert quote) is lower. This is the
reason why operators should be advised to prefer lower values for the Cosine
Similarity Threshold. Even though this configuration increases the wrongful
alert rate, it increases the recall. Nevertheless, if the similarity threshold is
chosen too low, this does not hold. For example, a similarity threshold of 0 led
to every tweet being part of one giant cluster. This led to a low recall as well.
The alert generation instance with the best performance regarding the F1 score
resulted in a precision of 96.08% and a recall of 96.23%.

Our experiment shows that the value of the Cosine Similarity Threshold leading to
an optimal F1-measure depends on the Alert Tweet Count Threshold. Furthermore,
the results indicate that minor changes in Alert Tweet Count Threshold have no
significant effect on the Alert Generation System’s performance. Comparing the
best performing configurations for every examined Alert Tweet Count Threshold
(similarity threshold of 0.3 for 3, similarity threshold of 0.25 for 5) shows that
the performance differences are lower than 5%. Therefore, the system operator
is advised to choose the Alert Tweet Count Threshold based on an alert frequency,
that s/he is willing to process.

15.3.4 System Performance

This section examines the performance of the overall system combining Uncer-
tainty Sampling, Relevance Classification, and Alert Generation. The evaluation
is conducted based on the datasets S1 and S2. After data preprocessing, an
RF classifier was trained based on 600 tweets that were chosen by Uncertainty
Sampling using a kNN classifier. Every tweet in the dataset that the resulting
classifier deemed relevant was passed to the Alert Generation System which
is configured according to the findings in Section 15.3.3: Alert Tweet Count
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Threshold=5, Cosine Similarity Threshold=0.25. The evaluation of the clusters was
performed analogous to the procedure in Section 15.3.3 with irrelevant clus-
ters as additional cluster class. A cluster was thereby considered irrelevant if it
contained at least 50% tweets that are labelled as irrelevant. The experimental
results (Table 15.2) suggest that the system is capable of detecting 90% of the
events occurring in the ground truth data while 15% of reported alerts were not
part of the ground truth data (false alert rate).

Table 15.2: Combined Performance of Relevance Classifier, Clustering Algorithm
and Alert Generation for datasets S1 and S2.

Dataset S1 S2

Precision 95% 85.19%
Recall 90.48% 93.88%
F1 92.68% 89.32%

15.3.5 (Near-)Real-Time Capability

The run-time tests were performed on a computer with an AMD Phenom II
X6 CPU and 12 GB DDR3 RAM running Windows 10. We divided the alert
generation system into two stages and measured their execution time separately:
(TU1) the Relevance Classifier and (TU2) combining the clustering process with
the alert generation process. We conducted the experiments using dataset S1.
Since individual tweet frequency is highly volatile, we conducted our simulation
assuming the following worst-case scenario: Every user sends twice his/her
average daily tweet count in the same one our frame: 2.5 Tweets per user per 15
minute time-frame.

Sabottke et al. (2015) suggest that the cyber security community on Twitter
consists of about 32,000 accounts. Assuming that the system is used to issue
alerts based on the tweets of 25% of these accounts, 20,000 have to be processed
in a 15-minute time frame in order to allow near real-time execution. Our
experiments show that the execution of (TU1) takes 17.5 seconds for 20,000
Tweets. Based on the class distribution, we determined in Section 15.3.1, ≈ 2, 000
of these tweets are going to be labelled as positive. Assuming that tweets that are
older than 14 days are discarded, the clusters of the clustering service contain
about 112,000 tweets at any time in this scenario. Extrapolation of the experiment
on the execution time for the proposed clustering algorithm suggests that the
clustering of 500 tweets takes about 210 seconds in this case. That corresponds
to around 840 seconds (or 14 minutes) for the given 2,000 tweets. Adding the
execution times of (TU1) and (TU2) up shows that an execution in the given
15-minute time frame is possible. An execution in a timely manner for more
accounts or accounts that are more active is possible using a more powerful
machine.
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15.4 R E L AT E D W O R K A N D D I S C U S S I O N

To use Twitter as an OSINT source for CERTs, we conducted a comparative
analysis of existing tools and approaches which are suitable to complete this
task (15.4.1). Based on our contributions (15.4.2), we identified limitations and
potentials for future work (15.4.3).

15.4.1 Cyber Security Event and Hot Topic Detection

Previous work has examined the possibilities of Twitter as an information source
for cyber security event detection (overview in Table 15.3). As the techniques
for event detection using Twitter differ, Atafeh and Khreich (Atefeh & Khreich,
2015) offer a systematic approach that allows a comparison based on the of the
necessary parts. Most previous work (Bose et al., 2019; Concone et al., 2017;
Dionisio et al., 2019; Sapienza et al., 2018; Trabelsi et al., 2015) examines the
detection of generic cyber security threats. The majority of these publications
(Bose et al., 2019; Concone et al., 2017; Trabelsi et al., 2015) employs some kind
of clustering algorithm on a Term Frequency-Inverse Document Frequency (TF-
IDF) representation of single tweets compared by the cosine similarity distance.
Even though the publications’ core approach is related, they differ in details
concerning the preprocessing of tweets and usage of the detected clusters. On
closer inspection, most methodologies use human-generated input that serves
as a filter for user-generated content and automatically expands these filters
configuration by utilizing Twitter data (Le Sceller et al., 2017). These filters are
either represented by lists of relevant keywords (Le Sceller et al., 2017) or a set of
credible experts (Lee et al., 2017). To our knowledge, the scientific literature has
not discussed the advantages and disadvantages of either approach extensively.
This is especially true for the performance of machine learning algorithms on
the respective databases. While a keyword-based retrieval approach is less
prone to miss relevant tweets regarding a certain objective, it may attract a lot of
tweets that contain a relevant keyword in a different semantic. Account-based
approaches reduce the number of tweets that have to be processed and therefore
reduce performance requirements for the underlying hardware. However, these
accounts have to be known beforehand.

15.4.2 Contributions

For the CySecAlert concept (C1), we opted for an account-based retrieval ap-
proach, that retrieves tweets based on a list of credible cyber security experts’
accounts. Active learning using uncertainty sampling has shown to be beneficial
for training supervised classifiers with limited data in other domains (J. Bernard
et al., 2018; Imran et al., 2016; Kaufhold, Bayer, & Reuter, 2020; Settles, 2010).
Literature of crisis informatics in combination with our evaluation suggests
that an incremental kNN classifier outperforms a Naive Bayes classifier and an
active batch sampling version of an RF classifier if they are used as uncertainty
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sampling classifier for a batch RF classifier. Therefore, they allow high-quality
classifiers with a smaller training set. This is valuable for the privacy by de-
sign principle of data minimization (Koops et al., 2013). This means that fewer
accounts and tweets are needed. In detail, our evaluations (C2) show that a
training set containing only 600 tweets gathered by Uncertainty Sampling (10%
of ground truth database) is suited to build a sufficient classifier. A classifier
based on a training set consisting of 1,000 randomly sampled tweets is out-
performed by a set of 200 uncertainty sampled tweets. The evaluation shows
that CySecAlert scores a maximal F1 measure of 92.68% (Precision: 95%, Recall:
90.48%) (Section 15.3.4). In comparison to other approaches (C3), this exceeds
the performance of Bose et al. (2019) with an F1 measure of 78.26% (Precision:
81.82%, Recall: 75%) and is comparable to the results of Dionísio et al. (2020)
with an F1 measure of 95.1%, who have examined a related task. Although these
papers are most comparable as they conduct similar experiments, a direct com-
parison of the evaluation results is nevertheless impractical because they refer
to datasets of different time periods gathered from different sets of accounts.
Regarding the real-time capability to our knowledge, only Le Sceller et al. (2017)
included a simple evaluation in their experiments. We extend the research in
this direction as we perform a more in-depth analysis also incorporating the
usage behavior. The near real-time of the system is not only supported by its
capability to analyse the real-time Twitter stream (Concone et al., 2017; Le Sceller
et al., 2017; Sapienza et al., 2018), it also performs almost as fast as the SONAR
system (Le Sceller et al., 2017) (17.5 seconds for 20,000 tweets compared to 12
seconds).

15.4.3 Limitations and Future Work

As the CySecAlert system is designed to support CERTs, further improvements
and evaluations as part of larger-scale incident monitoring are planned, such
as the deployment on other social media platforms and longitudinal testing
with larger datasets. The tests will include further studies regarding the security
of the system against hacked or fake accounts as well as the risk of model
poisoning. Further, controlled experiments will be conducted to exclude the
impact of the dataset. Additionally, in recent times more sophisticated clustering
algorithms have been proposed. For instance, Alves et al. (2021) extends a greedy
clustering approach by offline re-clustering if the cluster affiliation of a new
tweet is unclear. This approach may be suited to avoid duplicate clusters in our
clustering algorithm but may have a negative impact on the real-time properties.
Furthermore, re-clustering, in general, interferes with the used online event
selection process by changing cluster affiliation of past tweets. Future work
should examine streaming clustering algorithms that are suited to enhance
the proposed system’s overall performance without strongly influencing the
capability of processing tweets of many users in a timely manner and the need
for re-clustering.

Following the proposed system by Kaufhold, Bayer, and Reuter (2020), we
used the bag-of-word approach to represent text. However, recent contributions
suggest that Word Embeddings can have relevant performance advantages over a
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multitude of other textual representation methods, including the bag of word
approach applied in this contribution (Mikolov et al., 2013). Future research
should examine if the application of Word Embeddings is suited to further im-
prove the proposed alert generation system’s performance without the negative
influence of the system’s timing constraints. Furthermore, NNs in general and in
the domain of cyber security related event detection enjoy increasing popularity
and show high performance in relevance classification tasks (Dionisio et al.,
2019). While the current state of the system with its real-time, low-resource, and
robust applicability is only suited for classical machine learning algorithms,
future work should examine the influence of different uncertainty sampling
classifiers on the performance of NNs as relevance classifiers.

15.5 C O N C L U S I O N

This work proposes a framework for timely detection of novel and relevant
cyber security related events based on data from the social media platform
Twitter (CySecAlert). CySecAlert is capable of collecting tweets based on a list of
trusted user accounts, filtering them by relevance, dividing them into clusters
by topic similarity, and issuing alerts if one such topic surpasses a predefined
significance threshold. The system further aims to support data minimization
for OSINT by focussing on a network of expert accounts. Further, it is easy for
an expert community, such as CERTs, to adopt as well as quick to train with
little labelling and runs in near real-time. Our study based on manually labelled
ground truth data shows that the amount of labelled data to train a classifier
can be substantially reduced by the application of uncertainty sampling for
training set generation in contrast to random sampling. The proposed classifier
achieves a precision of 87.18% and a recall of 84.12%, while the cluster-based
alert generation subsystem achieves a false alert rate of 3.77% and detects
96.08% of relevant events in the ground truth dataset. An evaluation of the
overall system shows that it is able to detect up to 93.88% of relevant events in a
ground truth dataset with a false alert rate of 14.81%.
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CERT Computer Emergency Response Team

CCW Convention on Certain Conventional Weapons
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CTI Cyber Threat Intelligence

DURC Dual Use Research of Concern
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RRI Responsible Research and Innovation

TA Technology Assessment
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A P P E N D I X

16.1 D U A L - U S E A N D T R U S T W O RT H Y ? A M I X E D M E T H O D S A N A LY S I S
O F A I D I F F U S I O N B E T W E E N C I V I L I A N A N D D E F E N S E R & D

16.1.1 Data Sources

Table 16.1 illustrates the values which are part of the normative dimensions of
the concept of Trustworthy AI, while Table 16.2 provides an overview over the
documents which have been used for the document analysis.

Table 16.1: Values that constitute Trustworthy AI (European Commission, 2019),
non-exhaustive overview

Lawfulness EU primary law

Secondary law

UN human rights treaties, conventions of Council of
Europe, EU member state laws

Domain-specific rules

Ensuring due process and equality before law

Citizens’ rights

Robustness
(socio-technical
dimension)

Safety
Security
Offering alternatives

Accuracy

Reliability

Reproducibility

Ethical Dimension Human autonomy, oversight

Human centric view (choice), dignity

Human rights and freedoms

Explicability (incl. interpretability)

Normative
Dimensions

Values

Continued on next page
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Table 16.1: Values that constitute Trustworthy AI (European Commission, 2019),
non-exhaustive overview (Continued)

Paying particular attention to vulnerable groups (histor-
ically disadvantaged groups, people with disabilities,
children, unequal access to resources)

Privacy, data governance

Environmental and social well-being

Competitiveness

Accountability and responsibility

Involvement of stakeholders in all steps

Mindfulness of tensions (e.g., trade-off with accuracy)

Working towards continuous improvement

Trust

Holistic approach

Quality of service indicators (incl. traditional software
metrics of functionality, i.e., usability, performance,
maintainability)

Normative
Dimensions

Values

Table 16.2: Documents for the analysis (accessible via the Fraunhofer IOSB
webpage and the online library catalogue

D1 "Business Area Artificial Intel-
ligence and Autonomous Sys-
tems"

Webpage Civilian

D2 "KonsensOP: Context-sensitive
Assistance in Aware Op"

Webpage Civilian,
medicine

D3 "SPARC – Situation Prediction
and Reaction Control: The
SPARC-Concept for fully-
automatic Driving"

Webpage Civilian,
driving

D4 "Business Area Defense: Facili-
ties"

Webpage Military

D5 "Business Area Defense:
Overview"

Webpage Military

Number Document Type Field of
Application,
Topic

Continued on next page
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Table 16.2: Documents for the analysis (accessible via the Fraunhofer IOSB
webpage and the online library catalogue (Continued)

D6 "Business Area Defense: Fields
of Activity"

Webpage Military

D7 "CSD (Coalition Shared Data)
Server based on STANAG1
4559"

Product flyer Military, in-
formation
processing

D8 "PoET 2.0: Image-based Deter-
mination of Optimal Camou-
flage in Practice"

Article Military

D9 "Situation Detection for an Inter-
active Assistance in Surgical In-
terventions Based
on Dynamic Bayesian Net-
works"

Publication
(Philipp et al.,
2016)

Civilian,
medicine

D10 "Using Heterogeneous Multi-
level Swarms of UAVs and
High-Level Data Fusion to Sup-
port Situation Management in
Surveillance Scenarios"

Publication
(Bouvry et al.,
2016)

Military,
surveil-
lance

D11 "A Tractable Interaction Model
for Trajectory Planning in Auto-
mated Driving"

Publication
(Ziehn et al.,
2016)

Civilian,
driving

D12 "Context-based Automatic Re-
construction and Texturing of
3D Urban Terrain for Quick-
response Tasks"

Publication
(Bulatov et al.,
2014)

Military

D13 "Automatic Understanding of
Group Behavior Using Fuzzy
Temporal Logic"

Publication (IJs-
selmuiden et al.,
2014)

Civilian,
surveil-
lance

Number Document Type Field of
Application,
Topic

16.1.2 Analysis and Results

Table 16.3 shows the frequency of the terms representing values which are
associated with civilian and military use of AI. Figure 16.1 shows the coding
scheme of the values and the corresponding categories. As for the results, Figure
16.2 shows the patent citation network, while Figure 16.3 illustrates the German
company network according to the patent citations.
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Table 16.3: Frequency of word stems representing values in civilian and military
corpora

Focus on data 190 96

Focus on information 77 32

Focus on input 29 23

Awareness: geography 21 0

Awareness: space 96 276

Awareness: time 65 231

Robustness 13 1

Accuracy 50 25

Obscurity 51 3

Information quality 16 11

Awareness: adaptivity 5 6

Awareness: object 38 107

Awareness: target 15 2

Awareness: movement 23 26

Explainability 7 76

Human centrism: Assis-
tance to humans

76 601

Health 0 2

Safety, security 32 29

Intelligence of systems 26 103

Modelling, reconstruc-
tion

133 178

Automation 56 97

Autonomy 16 16

Self-consciousness, rea-
soning

28 97

Behavior 5 72

Gestures 1 22

Values NMil
(Word Occurrences)

NCiv
(Word Occurrences)
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Figure 16.1: Coding scheme for the qualitative analysis.

Figure 16.2: European patent network with patent classes as nodes linked by
patent citations, n=2,438. For visualization, we used visNetwork (Almende et al.,
2021). Network measures were calculated with ggraph (Lin Pedersen, 2022) and
igraph (Csardi, 2022).
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Figure 16.3: German company network according to patent citations, with mili-
tary (red) and civilian (blue) applicants. For visualization, we used visNetwork
(Almende et al., 2021). Network measures were calculated with ggraph (Lin
Pedersen, 2022) and igraph (Csardi, 2022).

16.2 M E A N I N G F U L H U M A N C O N T R O L O F L AW S : T H E C C W- D E B AT E
A N D I T S I M P L I C AT I O N S F O R VA L U E - S E N S I T I V E D E S I G N

Table 16.4 provides the sample for the discourse analysis, while Figure 16.4
provides the major terms representing the four main discourses.

Table 16.4: Overview of Sample

CCW/GGE.2/2018/WP.1 United King-
dom

7 CCW working papers of
the first

CCW/GGE.2/2018/WP.2 Estonia and
Finland

(April’18) meeting

CCW/GGE.2/2018/WP.3 France

CCW/GGE.2/2018/WP.4 United States
of America

CCW/GGE.2/2018/WP.5 Brazil

CCW/GGE.2/2018/WP.6 Australia

CCW/GGE.2/2018/WP.7 Austria,
Brazil, Chile

Title (abbreviated) Parties Parties Number and Type
of Document

Continued on next page
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Table 16.4: Overview of Sample (Continued)

CCW/GGE.1/2018/WP.1 Venezuela,
Non-Aligned
Movement

7 CCW working papers of
the second

CCW/GGE.1/2018/WP.2 Argentina (August’18) meeting

CCW/GGE.1/2018/WP.3 Poland

CCW/GGE.1/2018/WP.4 United States
of America

CCW/GGE.1/2018/WP.5 Intern. Com-
mittee of the
Red Cross

CCW/GGE.1/2018/WP.6 Russia

CCW/GGE.1/2018/WP.7 China

LAWS6b Brazil, Esto-
nia, Pakistan,
UK,

10 country statements (5 on
agenda

LAWSGeneralExchange Australia,
EU, Canada,
Germany-

item 6b, first meeting, 5 of
the general

France, Re-
public of
Korea

debate)

Guidelines for the human
control of

N. Sharkey
(International
Committee

4 CCW documents by non-

weapon systems for Robot
Arms Control,
ICRAC)

governmental parties

International law and the
standard of

T. Chengeta
(South
African
Research

human control in weapon
systems

Campaign to
Stop Killer
Robots

Statement to the Convention J. Scholz J. Gaillott (Trusted

AI in Weapons: The Moral
Imperative

Autonomous
Systems
Defence

Title (abbreviated) Parties Parties Number and Type
of Document

Continued on next page
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Table 16.4: Overview of Sample (Continued)

for Minimally-Just Auton-
omy

Cooperative
Research
Centre

University of
South Wales,
Canberra)

Report of the 2018 session UN CCW
GGE

1 summary report of both
meetings

List of Participants, LoP Ad-
dendum

UN CCW
GGE

2 informative notes

DoD Directive Number
3000.0

US Depart-
ment of
Defense

4 documents of specific US
position

AI Next Campaign Explain-
able

(1 DoDD-Directive, 2
DARPA

Artificial Intelligence websites, 1 army interview)

Safer, smarter, faster: An in-
terview

US Army

with Gen. James McConville

Google says it won’t use AI
for

CNN 8 newspaper articles (inter-
views) and

weapons press releases

The Wired Interview: iRobot
CEO

The Wired

Colin Angle

Lockheed Martin and Drone
Racing

Lockheed
Martin

League Launch Ground-
breaking AI

Innovation Challenge

The new recruitment of AI
experts to

significantly strengthen
Samsung’s AI

Samsung

R D capabilities

AI is the next step for robots
– A

Dataconomy

Title (abbreviated) Parties Parties Number and Type
of Document

Continued on next page
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Table 16.4: Overview of Sample (Continued)

Conversation with Nicolas
Boudot

US Drone Program Whistle-
blower

Global Re-
search

Explains Why She Spoke
Out

Brandon Bryant: "Ramstein
is

Das Er-
ste/NDR

absolutely essential"

Don’t fear my robots, says
the Boston

Dynamics founder who
makes

Business
Insider

machines that drive the in-
ternet wild

Title (abbreviated) Parties Parties Number and Type
of Document

Figure 16.4: Extract of terms occurring at least 200 times & major discourses

16.3 U . S . S E C U R I T Y P O L I C Y: T H E D U A L - U S E R E G U L AT I O N O F C R Y P -
T O G R A P H Y A N D I T S E F F E C T S O N S U RV E I L L A N C E

Table 16.5 illustrates the changes regarding the regulation of cryptography as a
dual-use good in the U.S.
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Table 16.5: Historical development of the regulations of cryptography in the
U.S.

Before
1992

More than 0-bit,
weapon

• All exports required a license

1992 More than 40-bit,
weapon (partly
dual-use)

• 9 types of encryption were seen as a
dual-use technology

1996 More than 40-bit,
dual-use

• An exception of the export
ban was possible after a techni-
cal assessment when goods were
focused on the mass-market
• Exports of symmetrical encryp-
tion at up to 56-bits: required a plan on
how key escrow would be implemented
• Exports of encryption of all
security levels: required a back-
door for prosecution matters
• Waiting time was reduced to 40
days

1998 More than 56-bit,
dual-use

• Exports of encryption with a more flex-
ible key length to banks, financial institu-
tions, or actors in the medical field

2000 More than 56-bit,
dual-use

• Key length was no longer
important for export licenses
• Exporting mass-market cryptog-
raphy of all key lengths was possible
• Possible license exception for mass-
market encryption at up to 64-bits
following a technical examination

2010 More than 56-bit,
dual-use

• Reduced bureaucracy for certain ex-
ports: technical assessment for less
sensitive or most mass-market en-
cryption was no longer required
• Instead, a registration and a self-report
were required

2019 More than 56-bit,
dual-use

• Many different types of license excep-
tions for all kinds of encryption, pro-
vided some criteria are met

Currently
(2021)

128-bit, dual-use • The access to user data is made legally
available by the support of the ICT com-
panies

Year Level of security
and categorization
of cryptography

Most important legislative changes
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16.4 C O M P U T E R E M E R G E N C Y R E S P O N S E T E A M S A N D T H E G E R M A N
C Y B E R D E F E N S E : A N A N A LY S I S O F C E R T S O N F E D E R A L A N D
S TAT E L E V E L

The appendix comprises an overview of analyzed documents (see Table 16.6)
and the codebook used for our empirical study (see Table 16.7).

Table 16.6: Overview of analyzed documents with references (see Section 13.3.1)

Name Doc.-Nr. Reference

CERT Berlin D01: ITDZ Berlin, “IT Infrastructure: Security,
[IT-Infrastruktur: Sicherheit],“ 2020.

D02: ITDZ Berlin, “Range of services [Leis-
tungsspektrum],“ 2020.

D03: Committee on Digital Administration Pri-
vacy and Freedom of Information [Auss-
chuss für Digitale Verwaltung Datenschutz
und Informationsfreiheit], "Word and Con-
tent Record [Wort-und Inhaltsprotokoll].”
[Online]. Available: https://www.parlam
ent-berlin.de/ados/17/ITDat/protokoll
/it17-068-ip.pdf.

CERT-
Brandenburg

D04: Brandenburg IT service provider [Bran-
denburgischer IT-Dienstleister], “CERT-
Brandenburg.” 2020.

D05: Land Brandenburg, “Response of the State
Government to Minor Inquiry No. 1522
by Dr. Saskia Ludwig, Member of the
CDU Parliamentary Group, printed mat-
ter 6/3705 [Antwort der Landesregierung
auf die Kleine Anfrage Nr. 1522 der Abge-
ordneten Dr. Saskia Ludwig CDU-Fraktion
Drucksache 6/3705].” 2016.

D06: Land Brandenburg, “IT Security [IT-
Sicherheit].” 2020.

CERT BWL D07: State Parliament of Baden-Württemberg
[Landtag von Baden-Württemberg], “State-
ment of the Ministry of the Interior, Digiti-
zation and Migration: The so-called cyber
defense in the state’s security architecture
[Stellungnahme des Ministeriums für In-
neres, Digitalisierung und Migration: Die
sogenannte Cyberwehr in der Sicherheit-
sarchitektur des Landes],” 2017.

Continued on next page

https://www.parlament-berlin.de/ados/17/ITDat/protokoll/it17-068-ip.pdf
https://www.parlament-berlin.de/ados/17/ITDat/protokoll/it17-068-ip.pdf
https://www.parlament-berlin.de/ados/17/ITDat/protokoll/it17-068-ip.pdf
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Table 16.6: Overview of analyzed documents with references (see Section 13.3.1)
(Continued)

D08: State Parliament of Baden-Württemberg
[Landtag von Baden-Württemberg], “State-
ment by the Ministry of the Interior, Digiti-
zation and Migration: Prevention and De-
tection of Cybercrime [Stellungnahme des
Ministeriums für Inneres, Digitalisierung
und Migration: Verhinderung und Aufk-
lärung von Cybercrime-Straftaten],” 2019.

D09: Cyberwehr, “Cyberwehr – Homepage [Cy-
berwehr – Startseite],” 2020.

D10: Cyberwehr, “Impressum Cyberwehr,”
2020.

CERT M-V D11: Ministry of the Interior and Sports [Minis-
terium für Inneres und Sport], “IS Guide-
line M-V: Guideline for Ensuring Informa-
tion Security in the State Administration
of Mecklenburg-Pomerania [IS-Leitlinie
M-V: Leitlinie zur Gewährleistung der
Informationssicherheit in der Landesver-
waltung von Mecklenburg-Vorpommern],”
May 2014.

D12: DVZ M-V, “IT Security [IT-Sicherheit].

D13: CERT M-V, “Description according to RFC
2350 [Beschreibung nach RFC 2350].” 2020.

CERT Nord D14: CERT Nord, “CERT Nord.” 2020.

D15: Saxony-Anhalt State Parliament [Landtag
von Sachsen-Anhalt], “Minor Inquiry - KA
7/1554: Attacks on information technol-
ogy and the data network of the state
of Saxony-Anhalt [Kleine Anfrage - KA
7/1554: Angriffe auf die Informationstech-
nik und das Datennetzwerk des Landes
Sachsen -Anhalt].” Apr. 2018.

CERT NRW D16: State company IT.NRW [Landesbetrieb
IT.NRW], “Information Security for the
State Administration of North Rhine-
Westphalia [Informationssicherheit für die
Landesverwaltung NRW].” 2020.

D17: WIRTSCHAFT.NRW, “Security in Informa-
tion Technology [Sicherheit in der Informa-
tionstechnik].” 2020.

Continued on next page
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Table 16.6: Overview of analyzed documents with references (see Section 13.3.1)
(Continued)

D18: D. and E. of the L. N.-W. Ministry of Econ-
omy, Innovation [D. und E. des L. N.-W.
Ministerium für Wirtschaft, Innovation],
“Meeting of the Digitization and Innova-
tion Committee on March 15, 2018 [Sitzung
des Ausschusses für Digitalisierung und
Innovation am 15. März 2018].” 2018.

D19: CERT NRW, “Responsible Disclosure Pol-
icy CERT NRW.” 2016.

SAX.CERT D20: SAX.CERT, “Vulnerability Advisory Ser-
vice,” 2020.

D21: SAX.CERT, “Cooperations [Kooperatio-
nen],” 2020.

D22: SAX.CERT, “Description according to RFC
2350 [Beschreibung nach RFC 2350].” Feb.
2020

D23: Freistaat Sachsen, “Minor Inquiry of the
Member of Parliament Valentin Lippmann,
Parliamentary Group BÜNDNIS 90/DIE
GRÜNEN: Hacker Attacks at Saxony’s Po-
lice and Office for the Protection of the
Constitution [Kleine Anfrage des Abgeord-
neten Valentin Lippmann, Fraktion BÜND-
NIS 90/DIE GRÜNEN: Hackerangriffe bei
Sachsens Polizei und Verfassungsschutz],”
2016.

ThüringenCERT D24: Freistaat Thüringen, “Not without protec-
tion: Information Security Thuringia CERT
[Nicht ohne Schutz: Informationssicherheit
Thüringen CERT],” 2018.

D25: Freistaat Thüringen, “ThüringenCERT De-
scription according to RFC 2350 [Beschrei-
bung nach RFC 2350],” Aug. 2019.
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Table 16.7: Codebook with categories, definitions, examples, and coding rules

CERT as-
sociation
member
(VCV)

The CERT is
part of the VCV
and operates
within and
through it with
other CERTs.
The CERT enters
into confidential-
ity agreements
with external
partners

"With external
communication
partners, such as
municipalities, we
handle things dif-
ferently; we have
them sign confiden-
tiality agreements
and then file them
accordingly.” (I01)

1 = Part of a cross-
CERT alliance
0.5 = Coopera-
tion with cross-
institutional net-
works, but no
overarching insti-
tutionalization
0 = No institution-
alization exists,the
CERT primarily acts
alone without cross-
organizational
structures.

Defined
protocols
for cross-
organi-
zational
commu-
nication
(such as
TLP)

The work of
the CERT is
regulated by pre-
defined protocols
that determine
and influence its
working process

“So, it is assumed
that every informa-
tion that is passed
on in written form
in the VCV is also
classified according
to TLP. So that’s how
it’s handled by de-
fault." (I01)

1 = The CERT op-
erates on the basis
of predefined pro-
tocols that regulate
its work process.
TLP are classified
0.5 = The CERT
works and operates
on the basis of
customary rules
that govern its
work process, but
does not explicitly
operate on the
basis of protocols
0 = There is no evi-
dence of protocols
regulating the work
process

Categories Definition Example Coding Rule

Continued on next page
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Table 16.7: Codebook with categories, definitions, examples, and coding rules
(Continued)

Distinct
target
group def-
inition for
incident
reporting

The CERT works
and interacts
with a previously
defined target
group/ works in
a target group-
specific way
Target groups:
State administra-
tion, municipal
administra-
tion, Citizens,
Companies /CI
operators

"There are with us,
we have different
target groups, our
primary target
group is the state
administration,
meanwhile also
more or less the
municipal adminis-
tration [...]" (I01)

1 = The CERT works
with many target
groups and acts in
accordance with
their specific needs
0.5 =There are recur-
ring groups that the
CERT addresses, but
no specifically de-
fined target groups
0 = The CERT does
not have defined
target groups

Use of
exchange
platforms

The CERT par-
ticipates in the
exchange of
information
There is a cen-
tral exchange
platform for the
different CERTs
The CERT
participates in ex-
change meetings
of the VCV

"We have different
types of commu-
nication, we have
regular working
meetings with the
entire administra-
tive CERT network
and all the state
CERTs plus the
federal CERT meet
at least twice a
year and exchange
information with
presentations and
workshops on
specialist topics.
We talk on the
phone regularly, we
exchange emails
regularly, we have
set up a wiki where
we exchange infor-
mation, exchange
documents, across
states." (I01)

1 = The CERT is
part of various
exchange platforms
and communica-
tion channels as
well as exchange
meetings through
which it stays
informed about cur-
rent developments,
topics, etc. and can
exchange ideas
and information
0.5 = Exchange
happens mostly
within the CERT,
mostly in-house
platforms are used
0 = The CERT is
not part of any
exchange platforms

Categories Definition Example Coding Rule

Continued on next page
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Table 16.7: Codebook with categories, definitions, examples, and coding rules
(Continued)

Alerting
and re-
porting
service

The CERT
prepares and
forwards status
and vulnera-
bility reports
on the current
cyber situation
The CERT for-
wards alert
messages to
affected entities
The CERT
forwards no-
tifications of
acute security
vulnerabilities to
affected entities
and provides
advice

"[...] Situation
reports and vul-
nerability reports
daily and also this
new cyber situation
report which is
only a leadership
information, that
is such a Din A4
page in horizontal
format, where also
with traffic light col-
ors is represented,
how the situation
presents itself from
the point of view of
the cyber security
area of Hessen3C
just for this day,
also divided into
Hessian munici-
palities, Hessian
State administration
Internet etc." (I01)

1 = The CERT is
responsible for
writing status and
vulnerability re-
ports on the cyber
situation and send-
ing security alerts
to affected entities
0.5 = CERT for-
wards specific
security alerts to
affected entities
0 = CERT is not
responsible for
security alerts

Categories Definition Example Coding Rule

Continued on next page
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Table 16.7: Codebook with categories, definitions, examples, and coding rules
(Continued)

Advisory
service

The CERT pro-
vides advice to
public author-
ities, citizens,
private compa-
nies, politicians
and members
of parliament
In the case of
acute alerts, the
CERT provides
advice to the
affected parties
The role of CERT
is to provide
information and
advice.

"Yes, we have a
broad block of
recommendations
that we give to
external parties,
we create various
products for our
customers. These
are, on the one hand,
a situation report, a
vulnerability report
and, more recently,
a cyber situation
report, where we
try to provide infor-
mation for different
levels in a way that
is appropriate to the
target group and the
client, I would say."
(I01)

1 = The CERT
advises all (au-
thorities, citizens,
(private sector)
companies, politi-
cians/members of
parliament (3/3))
0.5 = The CERT does
not provide advice
to all stakeholders
0 = The CERT
does not have an
advisory function

Information
access

The CERT
collects infor-
mation from
various sources
The CERT moni-
tors compliance
with the con-
fidentiality
requested by
information
providers

"The CERT is noti-
fied, usually by tele-
phone or by e-mail,
which is still here
within the state ad-
ministration. In gen-
eral, these are the
two media that are
used 99.9% of the
time. We can also
be reached by fax,
but that is not really
used anymore these
days. For very se-
rious matters, there
is of course also a
cryptofax." (I01)

1 = The CERT has ac-
cess to information
via various sources
and works closely
with its partners;
there are clearly
defined rules for
obtaining informa-
tion, it monitors and
receives information
(active access)
0.5 = The CERT
is neither active
nor passive
0 = There is no
clear access to
information and
information gath-
ering is not clearly
regulated

Categories Definition Example Coding Rule

Continued on next page
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Table 16.7: Codebook with categories, definitions, examples, and coding rules
(Continued)

Coordination
compe-
tence

The CERT dis-
tributes tasks
among other
CERTs on the
accordance of
different com-
petences (based
on experience)
Tasks are dis-
tributed among
the CERTs inter
alia by the VCV

"In any case, and
it’s also the case
that between the
states, as I said,
cooperation is also
now being pushed
by the BSI, they of
course also want to
relieve themselves,
because all the
states approach the
BSI and say advice
please, here and
there and because
of this tool and that
tool and they are
then overwhelmed,
even if they have a
lot of staff, but the
states are not their
only cooperation
partner. And that’s
why we in the
VCV are trying to
coordinate with our
colleagues from the
federal states before
we go to the BSI and
ask them." (I01)

1 = The CERT is
part of a clearly
defined competence
distribution strategy,
e.g., within the
framework of the
VCV, and actively
participates in the
coordination of
tasks, e.g., in the
event of an incident
0 = The CERT does
not participate in
any distribution of
competencies but
works only for itself

Categories Definition Example Coding Rule

Continued on next page



2 6 5

Table 16.7: Codebook with categories, definitions, examples, and coding rules
(Continued)

Public-
private
partner-
ships

The CERT co-
operates with
external enti-
ties/private
companies
CERT commis-
sions companies
for the (technical)
execution of
tasks

"[...] because there
are also many data
that you don’t want
to give to the exter-
nal e.g., if we now
come from the polit-
ical area or from the
management area, it
is always very dif-
ficult to work to-
gether with external
parties, that is also
always a trust is-
sue." (I01)

1 = The CERT
works explicitly
with external or
private-sector enti-
ties and outsources
the technical ex-
ecution of tasks
0.5 = The CERT ac-
cepts requests from
the private sector,
but does not work
together with them
in the sense of coop-
eration and division
of competencies
0 = The CERT
operates only in a
government context
and has no connec-
tions to the private
sector.

Categories Definition Example Coding Rule

Continued on next page
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Table 16.7: Codebook with categories, definitions, examples, and coding rules
(Continued)

Information
Interface
ES

The CERT takes
on a connecting
and a sepa-
rating role by
advising and
mediating be-
tween agencies
The CERT liaises
with other ES

"For us, however, it
is important that the
cyber security and
CERT department is
of course not an
agency of the police
or the Federal Of-
fice for the Protec-
tion of the Constitu-
tion, even if we co-
operate with them.
In fact, we have
completely different
tasks; we want to
carry out technical
analyses. We don’t
do forensics, even if
some slides say so.
[...]" (I01)

1 = The CERT
operates in an inten-
tionally embedded
connecting role with
other ES such as
the Federal Office
for the Protection
of the Constitution
and the police
0.5 = In individual
cases, the CERT
may cooperate with
organizations such
as the Federal Office
for the Protection
of the Constitution
or the police, but it
does not have a per-
manent role in them
0 = The CERT works
completely inde-
pendently of other
agencies such as
the police or the
Federal Office for
the Protection of the
Constitution and
has no connection
whatsoever with
them

Categories Definition Example Coding Rule

16.5 VA L U E S A N D VA L U E C O N F L I C T S I N T H E C O N T E X T O F O S I N T
T E C H N O L O G I E S F O R C Y B E R S E C U R I T Y I N C I D E N T R E S P O N S E : A
VA L U E S E N S I T I V E D E S I G N P E R S P E C T I V E

16.5.1 Category System of the Literature Review

The category system was created for the structured quantitative analysis of the
selected publications in the literature review (see Table 16.8).
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Table 16.8: Categories and subcategories used for the quantitative analysis in
the literature review

Year 1 -

Country 2 -

User Group 3-a Law Enforcement

3-b Civilian Cybersecurity

3-c Individuals

3-d Not Specified

Usage Scenario 4-a Investigation

4-b Cyber Threat Intelligence

4-c Risk Assessment and Mitigation

4-d Several

Funding Sources 5-a State-funded by Civilian Institutions

5-b State-funded by Military Institutions

5-c Privately Funded by Companies

5-d Privately Funded by Other Organisa-
tions

5-e Not Specified

Technology 6-a Data acquisition

Features 6-b Relevance Classification or Filtering

6-c Quality/ Credibility/ Reliability assess-
ment of CTI

6-d Quality/ Credibility/ Reliability assess-
ment of CTI Sources

6-e Cyber Event Detection

6-f Data Visualisation

6-g Report/IoC Generation

6-h Social Network Analysis

6-i Assessment of Organisational Attack Sur-
face

6-j Identification of Communities or Users

Algorithmic 7-a Classification

Approaches 7-b Regression

7-c Clustering

7-d Topic Modelling

7-e Named Entity Recognition

Category No. Subcategory

Continued on next page
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Table 16.8: Categories and subcategories used for the quantitative analysis in
the literature review (Continued)

7-f Artificial Neural Network

Machine Learning 8-a Supervised learning

Type 8-b Unsupervised Learning

8-c Semi-supervised Learning

8-d None

Data Sources 9-a Vendor Websites

9-b Security Blogs, Forums, or Websites

9-c Dark Web Forums or Market Places

9-d Surface and Deep Web Hacker Forums

9-e Threat Intelligence Feeds and Platforms

9-f Vulnerability Databases

9-g Twitter

9-h Other Social Networks

9-i Source Code Repositories

9-j Internet Relay Chat

9-k Bins

9-l Unspecified Source

9-m Combination of Sources

Consideration of 10-a Consideration

ELSI Aspects 10-b No Consideration

Category No. Subcategory

16.5.2 Codebook

In the qualitative content analysis following Kuckartz (2016), sections that are
covered by the definitions and coding rules of several categories can be coded
with multiple categories. Coding units are sections of meaning describing one
coherent thought. A shortened version of the codebook is presented below (see
Table 16.9).
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Table 16.9: Categories and subcategories used for the qualitative analysis in the
literature review

Value In the section, one or sev-
eral values, i.e. abstract con-
cepts deemed important to
people’s lives (Friedman et
al., 2013), are described as
either important or desir-
able to individuals, groups,
and organisations; or are re-
ferred to as relevant for the
design of technical artifacts,
systems, or processes.

‘That it could also depend a
bit on transparency. For ex-
ample, whether you want
to make the training mod-
els comprehensible to the
public in the sense of open
source or something. So how
their social media data is
evaluated, so to speak, and
for what purpose, and... all
that kind of thing. So trans-
parency maybe as a value
here’ (F1).

Value Conflict In the section, either a con-
flict between two or more
competing values that sug-
gest two or more different
and incompatible choices
for the design of technical
artefacts, systems or pro-
cesses is described (Van de
Poel & Royakkers, 2011).

‘And there is of course
the tension between, for
instance, whether an au-
thor’s name is displayed
or not. It can, so to speak,
contain information in or-
der to conduct further re-
search, but perhaps it must
be anonymised for data pro-
tection reasons, which of
course is also an area of ten-
sion between knowledge in-
terest and data protection’
(F1).

Subcategory Definition Example

Accuracy In the section, accuracy, i.e.
the correspondence or close-
ness of a statement or piece
of information to the truth,
the reality or a differently
defined standard (P. Hayes
et al., 2020), is highlighted
as an important, relevant,
or desirable property of the
training, input or output
data of technical artefacts,
systems or processes, as well
as of the information com-
municated by CERTs.

"Well, of course we only try
to subscribe to information
that is relevant to us or to
our target groups, as we al-
ways call them. So we have
a pretty good overview of
the software that is in use in
the state, of course not in de-
tail. So we would never sub-
scribe to Security Advisories
for an obscure product that
probably nobody has in use"
(I1).

Category Definition Example

Continued on next page
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Table 16.9: Categories and subcategories used for the qualitative analysis in the
literature review (Continued)

Security In the section, security, i.e.
the state of a referent object
that is free from threat or
danger (Van de Poel, 2020),
is stressed as important, rel-
evant, or desirable.

"First of all, the whole thing
would have to be set up in
a secure environment that
is operated according to the
ISMS and the state of the art.
If I install something here
and run it in an unsecured
cloud environment and any-
one can break into it or get
access to it, that might not
be a good idea. That means
it should be an environment
that is really provided with
resources for IT security and
active operation"(I9).

Efficiency In the section, efficiency, i.e.
the ability to accomplish
tasks or achieve outputs
with the minimal expendi-
ture of resources (Cousins et
al., 2019), is stressed as an
important, relevant, or de-
sirable property of technical
artifacts, systems, and pro-
cesses, or characteristic of in-
dividuals, groups, or organi-
sations.

"Of course it would be good
if information from outside
could already be adequately
processed, automated and
sorted. The more it is au-
tomated, the more it takes
work off your hands, logi-
cally. That would be all well
and good, of course, but
I couldn’t tell you now in
what form that would be fea-
sible. But technical support,
for me as a computer scien-
tist, I am always available in
any form" (I2).

Category Definition Example

Continued on next page
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Table 16.9: Categories and subcategories used for the qualitative analysis in the
literature review (Continued)

Accountability
& Responsibil-
ity

In the section, accountabil-
ity, i.e. the obligation to face
the consequences of and ac-
count for previous actions
and decisions related to a
technical artifact, system or
process (Van de Poel, 2011),
or responsibility, i.e. the obli-
gation to evaluate one’s own
role and duties with regard
to a situation or a context of
action (Van de Poel & Roy-
akkers, 2011), is stressed as
important, relevant, or desir-
able.

"What are the consequences
if the AI makes wrong pre-
dictions? That is the ques-
tion. Okay then maybe in
the end there will be no
report. So I just basically
asked myself what can be
the consequences of all this.
Can this also go so far
that it somehow has legal
consequences, that someone
is somehow held respon-
sible for the fact that in
the end the result was not
achieved that should have
been achieved" (F1).

Autonomy In the section, preserving or
enhancing the autonomy of
actors, i.e. their ability to in-
dependently formulate and
pursue their objectives, ex-
ert their evaluative capabil-
ity and implement their de-
cisions with minimal exter-
nal restrictions in a given ex-
ternal context (May, 1994), is
stressed as important, rele-
vant, or desirable.

"So I see with all technology
the point that should still
be supportive, it should be
a tool for the human being.
But it should not determine
the people. And I think that
is a very big point" (I5).

Transparency In the section, transparency,
i.e. a situation or state that is
beneficial to the knowledge
of individuals, groups, or or-
ganisations about a topic or
fact related to a technical
artefact, system or process
(Turilli & Floridi, 2009), is
stressed as important, rele-
vant, or desirable.

"So of course I would be
happy if the whole system
is open source as far as pos-
sible, subject to this evalua-
tion and the risks, and is also
open development. So it’s
not just open source, here’s
the software. But open de-
velopment" (I9).

Category Definition Example

Continued on next page
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Table 16.9: Categories and subcategories used for the qualitative analysis in the
literature review (Continued)

Privacy In the section, respecting
privacy, i.e. individuals’,
groups’, or organisations’
claim to determine for
themselves when, how, and
to what extent information
about them is communi-
cated to others (Westin,
1967), and the demand
that the flow of personal
information adheres to
legal and social norms (Nis-
senbaum, 2009), is stressed
as important, relevant, or
desirable.

"Are CERTs legally allowed
to collect and store social
media data? So that’s a legal
question, actually. And per-
haps also which data then
specifically from social me-
dia, so really everything that
is there or somehow, yes cer-
tain things then also not that
are somehow private or so"
(F1).

Ownership &
Property

In the section, ownership
and property, i.e. the rights
of individuals, groups or or-
ganisations to possess, use,
manage, profit from or be-
queath objects or pieces of
information (Friedman &
Kahn, 2002), are stressed as
important, relevant, or desir-
able.

"On the one hand, from a le-
gal point of view, the first
issue is data collection. Be-
cause you always need a
basis and an argument for
what the data is collected
and who is allowed to col-
lect the data. Of course, the
question is on what basis it
happens and how generally
this basis can be expanded.
Because when I collect the
data for the first time, I don’t
necessarily know what’s in
it" (I4).

Category Definition Example

Continued on next page
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Table 16.9: Categories and subcategories used for the qualitative analysis in the
literature review (Continued)

Freedom from
Bias

In the section, freedom from
bias, i.e. the absence of
any systematic discrimina-
tion against individuals or
groups (Friedman & Kahn,
2002), is stressed as impor-
tant, relevant, or desirable.

"What we’ve been thinking
about is actually whether
we should have some kind
of news feed or some-
thing, where people can
subscribe to it proactively.
But even there we have
the situation, of course, if
people don’t subscribe to
something like that, then
you don’t reach the peo-
ple. So I think our funda-
mental problem is how do
I adequately reach people?
Which medium is best?" (I7).

Trust In the section, trust, i.e.
expectations, assumptions
or beliefs of actors about
the likelihood that other
actors’ future actions will
be beneficial, favourable or
at least not detrimental to
them (Robinson, 1996), are
stressed as important, rele-
vant, or desirable.

"But perhaps trust in gen-
eral also depends very much
on who operates the tool
in the end, whether the
whole thing is transparent,
i.e. how much is communi-
cated about the AI to the out-
side world, what data is col-
lected" (F1).

Category Definition Example

16.6 P R I VA C Y C O N C E R N S A N D A C C E P TA N C E F A C T O R S O F O S I N T F O R
C Y B E R S E C U R I T Y: A R E P R E S E N TAT I V E S U RV E Y

Table 16.10 shows the internal reliability of the constructs, while Table 16.11
presents the regression model. The questionnaire and its items are displayed in
detail in Table 16.12. Figure 16.5 shows the relative results of all items regarding
the participants’ threat perception.
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Table 16.10: Reliability of the constructs

Construct Reliability
(Alpha, Omega)

OSINT Acceptance .85, .89
OSINT Awareness .76, .85
Threat Perception .97, .98
Perceived Need for OSINT .84, .85
Privacy Concerns .83, .84
Privacy Behavior .84, .87

Table 16.11: Regression Model

Estimate Std. Error t value Pr(> |t|)
Intercept 1.3783 0.0759 18.16 0.0000

Privacy Concerns -0.0624 0.0156 -4.00 0.0001
Privacy Behavior 0.0205 0.0141 1.46 0.1445
Threat Perception 0.0497 0.0111 4.46 0.0000

OSINT Need 0.6323 0.0156 40.46 0.0000
Residual standard error: 0.4464 on 1086 degrees of freedom

Multiple R-squared: 0.6268, Adjusted R-squared: 0.6254
F-statistic: 456 on 4 and 1086 DF, p-value: < 2.2e-16

Table 16.12: Questionnaire

Acceptance of OS-
INT: How would
you evaluate the
following statements
about OSINT ac-
tivities by security
agencies?

1 Strongly disagree; 2 Disagree; 3 Neutral; 4 Agree; 5
Strongly agree

• The automated collection and analysis of publicly
available information from the Internet to increase
public safety is not a problem for me.

• Artificial intelligence should also be used for effi-
cient analysis of publicly available information from
the Internet.

• Agencies should use OSINT technologies to auto-
mate the generation of alerts about security threats
(e.g., in cyberspace) based on public information
from the Internet.

Construct Item

Continued on next page
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Table 16.12: Questionnaire (Continued)

• Government use of OSINT technologies to auto-
mate the collection and analysis of cyber threat and
vulnerability information would help increase cyber-
security.

• Prediction of future security-related events (e.g.,
hacking attacks or crimes) based on publicly avail-
able information from the Internet as part of crime or
harm prevention would be welcome.

• Publicly accessible information from the Internet
should be automatically analyzed by the police for
the purpose of investigating and prosecuting crim-
inal offenses (e.g., to preserve evidence or identify
criminal networks).

• Civilian rescue and relief organizations (e.g., fire de-
partments, THW, Red Cross) should use automated
OSINT technologies to improve coordination of re-
sponders and volunteers in large-scale emergencies
(e.g., floods).

Awareness of OS-
INT: How much do
you agree with the
following statements
about the prevalence,
use and impact of
OSINT?

1 Strongly disagree; 2 Disagree; 3 Neutral; 4 Agree; 5
Strongly Agree

• I know that publicly available data may be collected
as part of OSINT.

• I understand that publicly available data is pro-
cessed by various agencies, governments, and com-
panies as part of OSINT activities.

• I am aware that some of the information I publish
on the Internet is publicly viewable and therefore
usable by anyone.

Perceived Need for
OSINT: How would
you evaluate the
following statements
about OSINT ac-
tivities by security
agencies?

1 Strongly disagree; 2 Disagree; 3 Neutral; 4 Agree; 5
Strongly agree

Construct Item

Continued on next page
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Table 16.12: Questionnaire (Continued)

• The collection and analysis of data as part of OS-
INT helps protect society from threats such as crime,
cyberattacks, or terrorism.

• The analysis of public user data and posts increases
public safety, as security authorities can intervene
before a crime is committed.

• Security agencies need broader powers to use OS-
INT technologies for automated collection and analy-
sis of publicly available data on the Internet.

Threat Perception:
How high do you
estimate the risk of
becoming a victim of
one of the following
types of cyberattacks
in the next five
years?

1 I cannot judge; 2 Very low; 3 Rather low; 4 Average;
5 Rather high; 6 Very high

a) Threats to infras-
tructure

• Malicious software such as viruses or worms

• No access to online services due to a cyber attack
(DDoS attack)

• Theft of computing power, for example through
cryptomining

• Ongoing complex, targeted and effective at-
tack against IT infrastructures (Advanced Persistent
Threats)

b) Threats against
oneself / personal
data

• Unsolicited, mass delivery of messages (spam)

• Exclusion, insult, spreading of rumors or sexual
harassment on the Internet (cyberbullying)

• Threatening or stalking on the Internet (cyberstalk-
ing)

• A person steals your personal information and
pretends to be you (identity theft)

• Malicious payment request to regain control over
their data or device (ransomware or extortion soft-
ware).

• Loss of money or goods due to online shopping
fraud

Construct Item

Continued on next page
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Table 16.12: Questionnaire (Continued)

• Malware that coerces me into buying security soft-
ware (scareware)

• Software that spies on me in the background (spy-
ware)

• Spying on or stealing confidential data (phishing)

• Unwanted publication of private data on the Inter-
net (doxing)

• Disclosure of confidential information through ma-
nipulation (social engineering)

• Unauthorized third-party access to an online or
social media account

Privacy Concerns:
How much do you
agree with the fol-
lowing statements
about the prevalence,
use, and impact of
OSINT?

1 Strongly disagree; 2 Disagree; 3 Neutral; 4 Agree; 5
Strongly agree

• Government use of OSINT in Germany severely
limits our social and political freedoms.

• I sometimes feel like I’m being watched or moni-
tored all the time.

• OSINT data collection violates my right to privacy.

• Surveillance in a society makes people feel weak
and powerless.

Privacy Behavior:
How continuously
do you use the
following security
programs or security
measures on your
personal devices
(computer, smart-
phone, etc.) to be
protected against
cyber threats?

1 I do not know; 2 Never; 3 Once; 4 Rarely; 5 Occa-
sionally; 6 Often

• Encrypted messenger apps (e.g. Signal)

• Encryption software for files and hard disks

• Encryption software for e-mail (e.g. PGP)

Construct Item

Continued on next page
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Table 16.12: Questionnaire (Continued)

• Anonymization services (e.g. proxy server, Tor
browser)

• VPN connections for encryption of data traffic

• Covering the camera lens of smartphones or web-
cams

• Metasearch engines that do not store user data

Construct Item

Figure 16.5: Relative results in all items regrading participants’ threat perception.
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16.7 C Y S E C A L E RT : A N A L E RT G E N E R AT I O N S Y S T E M F O R C Y B E R S E C U -
R I T Y E V E N T S U S I N G O P E N S O U R C E I N T E L L I G E N C E D ATA

16.7.1 Dataset

Table 16.7.1 provides the websites and blogs we used to retrieve 170 accounts
of the leading cyber security experts on Twitter, from which we gathered the
dataset of 350,061 English tweets (see Section 15.3).

1. The top 25 infosec leaders to follow on Twitter: (https://techbeacon.com)

2. Top 15 Security Experts to Follow on Twitter in 2018: (https://www.mend.io)

3. Best Cyber Security Twitter Profiles to Follow 2018: (www.cyberdb.co)

4. 100 Security Experts You Could Follow on Twitter:
(https://www.bridewellconsulting.com)

5. 10 Cybersecurity Twitter Profiles To Watch: (https://www.darkreading.com)

6. 21 Cyber Security Twitter Accounts You Should Be Following:
(https://www.sentinelone.com)

16.7.2 Codebook

In Table 16.13 the codebook Mayring, 2004 for the annotation of tweets is
presented, which is applied to the coding of the dataset (see Section 15.3.1).
Table 16.13 gives an overview of the codes’ definitions.

Table 16.13: Codebook for Tweet Relevance Classification.

Code Definition Example

Relevant (2) Information on existence,
properties, assessment, real-
world application or warning
of (1) vulnerabilities in soft-
ware, (2) vulnerabilities in
hardware, (3) malware, or
(4) attack vectors, that are (a)
currently in use, (b) may be
(ab-used) or (c) in theory

"Zeppelin, a new #ran-
somware variant of Vega
family, is targeting #technol-
ogy and health companies
across Europe, the US and
Canada."1, "Frankfurt City
IT Network Taken Offline to
Stop #Emotet #Botnet Infec-
tion"2, "Citrix Vulnerability
Puts 80K Companies at Risk"3

Irrelevant (1) None of the above

10Twitter (twitter.com/unix_root/status/1204813126371295238)
11Twitter (twitter.com/neirajones/status/1208817022295068672)
12Twitter (twitter.com/InfosecurityMag/status/1209175732695523330)

https://techbeacon.com/security/top-25-infosec-leaders-follow-twitter
https://www.mend.io/resources/blog/top-15-security-experts-to-follow-on-twitter/
https://www.bridewellconsulting.com/100-security-experts-follow-twitter
https://www.darkreading.com/vulnerabilities---threats/10-cybersecurity-twitter-profiles-to-watch/d/d-id/1325031
https://www.sentinelone.com/blog/21-cybersecurity-twitter-accounts-you-should-follow/
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16.7.3 Classifier Comparison

Figure 16.6 depicts the results of active classifier comparison. Experiment details
are discussed in Section 15.3.2.

Figure 16.6: Performance comparison of Naive Bayes (red), kNN with k = 50
(blue) and Random Forest (brown) classifier with uncertainty sampling based
on their respective model on dataset S1 (left) and S2 (right). Average over 5
executions using Cross-Validation.

16.7.4 Alert Generation by Similarity Threshold

Table 16.14 depicts how recall and alert generation is impacted by the similarity
threshold of the greedy clustering (see Section 15.3.3).

Table 16.14: Performance measures of greedy clustering-based generated alerts
for different similarity thresholds and for alert count thresholds 3 and 5 for the
data sets S1 and S2, respectively.

Alert Count Thresh. 3 (S1) 5 (S2)

Similarity-Thresh. 0.25 0.3 0.4 0.5 0.2 0.25 0.3

Precision 81.54% 96.08% 90.63% 94.11% 75% 95.24% 86.67%
Recall 100% 96.23% 60.41% 30.18% 100% 95.24% 61.9%

F1 89.83% 96.15% 72.5% 45.7% 86% 95.24% 72.22%
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