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Are two words recalled or recognised as one? How age-of-acquisition 
affects memory for compound words 
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A B S T R A C T   

The age at which a person acquires knowledge of an item is a strong predictor of item retrieval, hereon defined as 
the Age of Acquisition (AoA) effect. This effect is such that early-acquired words are processed more quickly and 
accurately than late-acquired items. One account to explain this effect is the integrated account, where the AoA 
effect occurs in the early processes of lexical retrieval and hence should increase in tasks necessitating greater 
semantic processing. Importantly, this account has been applied to lexical processing, but not, to date, memory 
tasks. The current study aimed to assess whether the integrated account could explain memory tasks, using 
compound words, which differ from monomorphemic words regarding ease of mapping and semantic processes. 
Four-hundred-and-eighty participants were split into four groups of 120 participants for each of four experi-
ments. Participants were required to recall unspaced and spaced compound words (Experiments 1 and 2, 
respectively) or make a recognition decision for unspaced and spaced compound words (Experiments 3 and 4, 
respectively). This approach allowed us to establish how semantic processing was involved in recalling and 
recognising the items. We found that (AoA) was related to all tasks such that irrespective of space, early-acquired 
compound words were recalled more accurately than late-acquired compound words in free recall. In recognition 
memory, late-acquired compound words were recognised more accurately than early-acquired compound words. 
However, the slope for the AoA was semantic processing influenced free recall to a greater extent than the 
recognition memory, with the AoA effect being larger in free recall than recognition memory. In addition, the 
AoA effect for the compound word was larger in spaced compound words than unspaced compound words. This 
demonstrates that the AoA effect in memory has multiple sources.   

What is the AoA effect? 

The age at or order wherein a person learns words, phrases and ob-
jects is known as the Age of Acquisition (AoA) effect. In lexical pro-
cessing, it is a truism that early-acquired stimuli are processed more 
quickly and accurately than late-acquired stimuli (e.g. Elsherif et al., 
2023). The AoA effect has been demonstrated in many tasks including 
recognition without identification (e.g., Catling et al., 2021), word 
naming (e.g. Ellis & Morrison, 1998), phrasal lexical decision (Arnon 
et al., 2017) and progressive demasking (Ploetz & Yates, 2016). For 
more information about the AoA effects in lexical tasks and neuro- 
diverse populations such as aphasic patients see reviews by Brysbaert 
and Ellis (2016) and Elsherif et al. (2023). 

Historically, it has been debated whether the subjective ratings of 

AoA is a genuine variable or the result of a variable not controlled for (e. 
g. cumulative frequency and/or frequency trajectory; Zevin & Seiden-
berg, 2002, 2004), though, in the main, these concerns have been 
quashed, as it has been demonstrated that the AoA effects cannot be 
simply reduced to these other variables or any other lexical-semantic 
variables (e.g., Brysbaert, 2017). There is, however, evidence indi-
cating that there is a potential common origin shared between AoA and 
frequency (i.e. lexical-semantic level), as the magnitude of both pre-
dictors increase with greater semantic processing (see review by Elsherif 
et al., 2023). 

Theories of the AoA effect 

There are three predominant theories that explains the nature of the 
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AoA effect: the representation theory, the mapping theory and the in-
tegrated account of the AoA effect. According to the representation 
theory (Van Loon-Vervoorn, 1989 cited in Brysbaert et al., 2000), the 
order in which concepts are acquired influences structure of the con-
ceptual knowledge. At the hub or centre of the network are 
early-acquired concepts. Early-acquired concepts have a greater number 
of semantic connections to other concepts, affording them richer se-
mantic representations than late-acquired concepts (Henry & Kuper-
man, 2013; Steyvers & Tenenbaum, 2005). In turn, early-acquired words 
are less likely to be forgotten, are more easily processed and more 
accessible (see reviews by Henry & Kuperman, 2013; Marful et al., 2016; 
Steyvers & Tenenbaum, 2005). Put simply, within this account, the AoA 
effect occurs as a result of the semantic representation gradually 
developing over time. Evidence in favour of this account has demon-
strated that the AoA effect increases with greater semantic processing, as 
the AoA effect is observed to be smaller in tasks such as lexical decision 
compared with visual word naming (see review by Elsherif et al., 2023 
but see the opposite pattern in logographic languages; e.g. Chang & Lee, 
2020; Havelka & Tomita, 2006). One explanation for this is that lexical 
decision necessitates access to the lexical-semantic representation in 
order to recognise words and reject nonwords, while word naming ac-
cesses letter-to-sound corresponding without necessarily accessing se-
mantics (Cortese et al., 2018; Kuperman, 2013). 

Alternatively, there is the mapping theory, which is not incompatible 
with the representation theory (e.g. Ellis & Lambon Ralph, 2000; Lam-
bon Ralph & Ehsan, 2006; P. Monaghan & Ellis, 2010). In the mapping 
theory, prior to the entry (learning) of any words, the neural network 
has rich resources that enables early-acquired words to be well estab-
lished within the mental lexicon. As a result of early-acquired words 
entering the neural network, the connections between input and output 
representations are modified. In turn, Late-acquired words items have to 
fit into the network’s structure, despite the fact that the resources for 
consolidating the lexical representation of late-acquired items are not as 
rich. If the letter-sound correspondence is systematic and regular (e.g. 
visual word naming), late-acquired words can benefit from the structure 
formed by early-acquired words, whereas when the relationship is 
arbitrary (e.g. spoken and written picture naming), late-acquired words 
face a processing cost (Zevin & Seidenberg, 2002). Supporting evidence 
has shown that visual word naming produces smaller AoA effects than 
spoken picture naming, as the relationship for the former has a regular 
letter-sound correspondence and the latter has a more arbitrary rela-
tionship, thus cannot gain from any general rules built up due to regu-
larity of input–output coding (e.g. Catling & Elsherif, 2020; Lambon 
Ralph & Ehsan, 2006). 

The final theory is a hybrid approach of the representation theory 
and mapping theory (Chang et al., 2019; Chang & Lee, 2020; Cortese 
et al., 2020; Dirix & Duyck, 2017a,b; Elsherif & Catling, 2021; Elsherif 
et al., 2023; Menenti & Burani, 2007). This account argues that the AoA 
effect occurs as a result of a combination of the formation of the se-
mantic representation and changing plasticity in the neural network 
throughout development (Chang et al., 2019). Chang and Lee (2020) 
noted the AoA effect is smaller in lexical decision tasks than character 
naming tasks. The former was less influenced by semantic processing 
than the latter, and also the latter showed an interaction of regularity 
and AoA such that the AoA effect was stronger in irregular than in 
regular and systematic words. The integrated account of the AoA effect 
argues that early-acquired words are afforded a processing advantage, as 
they have more connections and greater accessibility than late-acquired 
words, thus the processing advantage is shaped gradually by the expe-
rience of learning during development (Brysbaert & Ellis, 2016; Dirix & 
Duyck, 2017). This theory has been limited to monomorphemic items 
and can be strengthened by generalising the pattern of findings to 
morphologically complex words such as compound words. By assessing 
compound words, one can assess the involvement of lexical and se-
mantic elements during lexical and lexemic processing. 

Is the AoA effect observed in compound words? 

Compound words (e.g. drugstore) are formed from two lexemes: the 
modifier (e.g. drug in drugstore) and head (i.e. store in drugstore). The 
head lexeme contains information relating to the semantic category and 
morphosyntactic features of the whole compound and makes the whole 
compound a noun. Different languages vary as a function depending on 
whether compounds are left- or right-headed. In English, the majority of 
compounds are right-headed (Plag, 2018; Williams, 1981). The second 
lexeme is the modifier that narrows the semantic domain (i.e. meaning) 
of the head noun (e.g. drugstore is a store that sells drugs; Benczes, 2005, 
2014, 2015; Günther et al., 2020). Compared to monosyllabic words, 
disyllabic words such as compound words have more irregular spelling- 
to-sound correspondence, thus readers need more time to process the 
pronunciation (Cortese & Schock, 2013). Despite this difference in terms 
of processing, we know that the subjective ratings of AoA contributes to 
lexical retrieval of compound words (Bonin et al., 2022; Elsherif et al., 
2020; Elsherif & Catling, 2021; Juhasz et al., 2015, Juhasz, 2018). 
Compound word processing easily fits under the integrated account in 
that compound words are more irregular in terms of letter and sound, 
thus more time is required to process pronunciation. As a result, se-
mantic processing becomes more apparent and begins to influence the 
processing of the compound words (Elsherif & Catling, 2021). 

It should be noted that compound words cannot only be presented as 
one lexical item but can have a space between lexemes to induce 
morphological decomposition. Using the morphological decomposition 
route, processing would lead to the meaning of the separate lexemes 
within a compound word to be compared with the meaning of the 
compound word. This extra semantic step that participants are likely to 
make in this paradigm result in semantic variables such as imageability 
and familiarity having more influence, as participants name the modifier 
before the head has been fully processed. Elsherif et al. (2020) investi-
gated the properties of combinatorial naming and word naming. The 
authors observed that AoA contributed to word naming latencies. 
However, when the same compounds were presented with a space, 
imageability, AoA and familiarity of the compound word, together with 
the AoA and imageability of the modifier and head lexeme affected the 
speed to name the compound word. The authors argued that when a 
space is included, participants process the meaning of the separate 
lexemes within a compound word and compare it to the meaning of the 
whole compound word, otherwise the separate lexemes would compete 
with the meaning of the compound word. This is followed by the inte-
gration of the two meanings, leading to greater semantic processing 
during combinatorial processing. Despite this explanation, these find-
ings and the integrated account of the AoA effect has been limited to 
lexical processing. They have not been extended to other cognitive do-
mains such as memory, where the AoA effect is more unclear. 

The AoA effect within the memory domain 

Although the AoA effects in lexical processes have been reliably 
documented, the effects of AoA within the memory domain have been 
equivocal. For instance, several studies find the the AoA scores to be 
positively related to recall or recognition memory, where later-acquired 
words were associated with better performance (e.g., Cortese et al., 
2010; Cortese et al., 2015; Dewhurst et al., 1998; Lau et al., 2018; 
Macmillan et al., 2021; Morris, 1981 but see Kilecioğlu et al., 2020; 
Momenian, 2022; Raman et al., 2018; Volkovyskaya et al., 2017 who 
observed early-acquired words were related to better performance), 
while others have found no significant effects of AoA on both free recall 
and recognition memory (e.g., Coltheart & Winograd, 1986; Gilhooly & 
Gilhooly, 1979; Rubin, 1980). However, the results of previous studies, 
excluding recall and recognition memory megastudies (Cortese et al., 
2010; Cortese et al., 2015; Lau et al., 2018; Macmillan et al., 2021) were 
limited by small sample sizes for both participants and items, together 
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with substantial methodological variance, coupled with participant 
heterogeneity, this all potentially adds noise to the data and may 
obscure AoA effects. 

In two megastudies on recognition memory, Cortese and colleagues 
(2010, 2015) used regression analyses on recognition of approximately 
2500 monosyllabic and bisyllabic words, respectively. Cortese and col-
leagues observed that late-acquired words were recognised better than 
early-acquired words, reflecting a reverse AoA effect. However, the 
findings were limited to recognition memory, and thus were unable to 
disentangle task-specific and task-general item-level properties. Using 
the same approach as Cortese et al., Lau et al. (2018) conducted 
recognition and recall tasks on 532 concrete words. The authors repli-
cated the findings of Cortese et al. such that late-acquired words were 
recognised better than early-acquired words. However, the AoA effect 
was noted not to be present in the free recall task. 

Taken together, depending on the type of memory task, lexical pre-
dictors (e.g. frequency and AoA) do predict memory performance. 
Furthermore, the influence of lexical-semantic predictors (e.g. word 
frequency) are noted to be larger in free recall than in recognition tasks, 
while sublexical and structural factors such as word length show the 
opposite pattern (Lau et al., 2018). One explanation is that free recall 
requires processes that involve reconstruction of degraded word traces 
after encoding or searching for the lexical item in memory during 
effortful retrieval (e.g. Roodenrys et al., 1994). As a result, free recall 
may be less prone to low-level properties of words such as the ortho-
graphic features (Hunt & Elliot, 1980). Recognition memory, however, 
is sensitive to low-level processes such as perceptual, orthographic and 
phonology properties, which impact familiarity processes underlying 
recognition memory performance (Lau et al., 2018; Wilson et al., 2018). 
In turn, semantic processing is less likely to be involved in this task, and 
the structural properties of words (e.g. word length) are more likely to 
affect recognition memory (Lau et al., 2018). 

Although these findings are informative in understanding the AoA 
effect relating to memory processes, these studies do require further 
generalisability. Although Cortese et al.’s (2010, 2015) and Lau et al. 
(2018) are an improvement over previous research, as participants were 
presented to all words in a recognition memory experiment with a large 
sample size in terms of items, and better measures of word frequency, 
AoA, and other lexical-semantic properties, they are not optimal for 
studying the AoA effects within morphemes, as they only focused on the 
lexical properties, as opposed to lexical and morphemic properties of 
memory. As a result, our understanding is limited to the surface-level 
predictors of morphologically complex words, such as compound 
words, but does not allow access to deeper level processes. Compound 
words allow us to assess the involvement of lexical-semantic item 
properties during lexical and lexemic processing. Finally, an important 
issue that remains to be addressed is the mutual influence of semantic 
and perceptual predictors on the common and task-specific processes in 
the two types of memory tasks. 

We applied signal detection theory (SDT; Green & Swets, 1966) in 
the recognition memory task to analyse and dissociate two conceptually 
distinct measures of performance. The first measure is sensitivity/dis-
criminability (d’). The d’ is an indicator for a participant to make a bi-
nary distinction between signal (i.e. word recognised in study phase) 
and noise (i.e. word not recognised in study phase) to detect words in 
different contexts. The d’ is computed based on the difference between 
hit rates (i.e. correct detection of the item when they are present) and 
false alarms (false detection of the items when they were absent), 
providing an unbiased measure for bottom-up processes. The second 
measure of SDT is Response bias (c). The response bias is a measure of 
the likelihood a participant favours one response over the other, 
reflecting top-down strategic component of the decision that is orthog-
onal to the ability to discriminate the target among noise (Stanislaw & 
Todorov, 1999). In contrast to previous and more traditional approaches 

for SDT, which used general linear models with responses aggregated 
across trials for each participant to produce hit rates, miss rates, or false 
alarm rates for each participants, using by-subject and by-item analysis 
(see Elsherif et al., 2017 as an example on emotion recognition), disre-
gards variance across and within participants and stimuli (Rabe, 2018). 
Previous studies (e.g. Arsal et al., 2021; Poon, 2020; Rabe, 2018) used 
trial level data to model fixed and random effects within a signal 
detection model for categorical response data. Within the current study, 
we used general linear mixed models to consider all data points, while 
modelling psycholinguistic characteristics of the specific item with d’ 
and c as dependent measures. 

The AoA literature in respect to memory is dominated by the rep-
resentation theory. However, structural properties are also involved in 
recognition memory (e.g. Lau et al., 2018). The AoA effect in memory 
could have multiple sources; however, to date, this has not been inves-
tigated. The present study used the integrated account of the AoA effect, 
to assess the role of AoA in recognition memory and free recall with and 
without a space inserted between lexemes. This study assessed the 
following predictions: 

Based on previous findings (e.g. Lau et al., 2018; Macmillan et al., 
2021) and the item-noise model (McClelland and Chappell, 1998), it is 
suggested that memory is the result of storing individual features that 
each have a specific probability of being stored. Their features can exist 
at any orthographic, phonological and/or semantic level. At test, the 
features present in the word are compared to the stored memory rep-
resentation. When there is high overlap between the two, then the item 
is more likely to be judged as ‘old’ than if there is a low overlap. In 
recognition memory, the memory representations are going to be 
weaker for earlier-acquired words, as they share orthographic, phono-
logical and semantic features with many competitors than later-acquired 
words. Relative to early-acquired words, later-acquired words might be 
less noisy (i.e. have a higher probability of being stored, aiding recog-
nition), thus are more likely to be distinctive, leading late-acquired 
words to be recognised more accurately than early-acquired com-
pound words. As a result of fewer features being involved to cue the 
items, we predict that the AoA effect would not be demonstrated in free 
recall. 

According to the representation theory, the memory representation 
is weaker for earlier-acquired words, as they share semantic features and 
have more connections to other words and semantic concepts, leading to 
richer semantic representations than late-acquired words. As a result, 
the semantic features of later-acquired words might be less noisy. First, 
we would predict a reversed AoA effect such that late-acquired words 
are recognised more accurately than early-acquired words. In addition, 
compared to recognition memory, free recall requires degraded word 
traces to be reconstructed after encoding for the lexical item in memory 
during effortful retrieval (e.g. Ballot et al., 2021; Hunt & Elliot, 1980; 
Poirier & Saint-Aubin, 1995; Lau et al., 2018). We should therefore 
expect to observe the AoA effect in free recall and recognition memory 
task. In addition, the magnitude of effect sizes should be larger in free 
recall than recognition memory. The representation theory would pre-
dict that the magnitude of the AoA effect should be independent of 
whether (or not) a space is inserted between lexemes, as free recall al-
lows the reader to ignore the perceptual properties of the word. How-
ever, recognition memory is more likely to be depend on the low-level 
perceptual properties, and the space between words is more likely to 
cause access to semantic processing and encourage access to the varying 
semantic pathways at the lexical and morphemic level (Elsherif et al., 
2020; Elsherif & Catling, 2021). 

According to the mapping theory, the representation for early- 
acquired words is weaker than that of later-acquired words, as early- 
acquired words would enter the neural network and become well 
established such that the input and output representations are modified 
based on the structure formed by the early-acquired words. This leads to 
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richer and more well-established lexical representations for early- 
acquired than late-acquired words. In turn, late-acquired words should 
show an advantage over early-acquired words, as late-acquired words 
have a distinct lexical representation and would thus be less noisy. 
However, the inclusion of a space for a compound word is also more 
likely to make the perceptual properties of the item in recognition 
memory more salient and distinctive, the mapping between letter and 
sound would be more irregular, thus incurring a processing cost. In turn, 
this should lead to a larger and a steeper slope for the AoA effect in 
spaced compound words than unspaced compound words. In addition, 
the AoA of the lexemes should be more likely to have an impact in the 
recognition memory task with a space than that without a space, as 
participants would be encouraged to use the morphemic pathway, as 
opposed to the lexical, pathway (Elsherif et al., 2020). Finally, the 
mapping theory would also predict that the AoA effect should be 
observed in free recall tasks, as longer and more complex words such as 
compound words have less regular letter-sound mapping, thus semantic 
processing is more likely to contribute to memory performance of such 
words. 

Dataa availability 

The experimental data and R analysis files can be downloaded via the 
Open Science Framework at https://osf.io/qu9hc/. 

General method overview 

Power analysis 

To reduce experimenter bias, the data were analysed after all the 
participants were recruited and a stopping rule was introduced. A power 
analysis, using Westfall et al.’s (2014) formula for effect size calculation 
based on Elsherif et al. (2020) was conducted (see Brysbaert & Stevens, 
2018, for discussion), indicating that our sample size should exceed the 
number required to reach the desired level of power of 0.80 (minimum 
of 13 recommended, while we included the data from 48 participants in 
the analyses) for a word naming study. However, as accuracy is the main 
focus in these tasks, this was increased to 120 participants per experi-
ment in order to increase the number of observations and ensure the 
minimum number had been met. 

Experiment 1: Recall memory without a space 

The purpose of Experiment 1 was to assess whether AoA influences 
recall memory when compound words are used. We could not find 
previous published research that examined this. We therefore used the 
design of Lau et al. (2018), who found effects of frequency and 

imageability in free recall in monomorphemic words. We predicted that 
the AoA of the modifier and the compound word would contribute to the 
free recall memory performance, as it requires additional semantic 
processing in order to reconstruct the degraded representations that 
requires effortful lexical-semantic processing (Lau et al., 2018). 

Method 

Participants 
One-hundred twenty British monolingual undergraduate students, 

aged 18–27 years (M = 18.53 ± 1.19 years; 98 females). Participants 
were remunerated with course credits. The experiment was conducted in 
accordance with the British Psychological Society’s ethical guidelines 
and approved by the University’s ethical committee. All participants had 
normal or corrected-to-normal vision and signed a consent form to 
participate in the study. 

Materials 
The stimuli are described in detail elsewhere (Elsherif et al., 2020, 

Elsherif & Catling, 2021). Briefly, each participant saw 226 words that 
were noun-noun compounds (see supplementary materials). We 
extracted word frequencies as Zipf values for the compound word, 
modifier and head lexemes from the SUBTLEX-UK database (van Heuven 
et al., 2014)1. Letter length of the compound word was obtained by 
calculating the length of the word. From Juhasz et al.’s (2015) database, 
we obtained the AoA and imageability (i.e. the ease that a word evokes a 
verbal or non-verbal mental image) of the compound word, together 
with the semantic transparency (ST, the extent that the meaning of the 
compound word is based on the meaning of the head and modifier 
lexeme e.g. door to doorbell), and lexeme meaning dominance (LMD, 
whether the meaning of the compound word is contained in the modifier 
or head lexeme). The AoA, imageability and familiarity of the modifier 
and head are all based on subjective ratings, and were taken from the 
respective database (AoA: Cortese & Khanna, 2008; Schock, Cortese & 
Khanna, 2012; imageability: Cortese & Fugett, 2004; Schock, Cortese, 
Khanna et al., 2012; familiarity: Balota et al., 2001) (See Table 1 for 
psycholinguistic properties). 

Design 
There were two additional concerns that needed to be considered. 

The number of study lists needed to be a factor of 226 (i.e. total number 

Table 1 
Descriptive statistics for word target characteristics for compound word.  

Predictors Compound word Modifier lexeme Head lexeme 

M SD Range M SD Range M SD Range 

Word length 8.61 1.34 6–13 4.42 1.02 2–8 4.19 0.84 2–7 
Frequency (out of 7) 2.67 0.72 0.696–4.48 4.50 0.79 2.69–6.78 4.69 0.82 2.38–7.421 

Familiarity (out of 7) 5.77 1.15 1.57–7.00 4.72 1.66 1–6.41 4.98 1.50 1–6.43 
Imageability (out of 7) 4.28 1.61 1.05–6.95 4.95 1.47 1.40–7.00 5.07 1.44 1.40–6.90 
AoA 

(out of 7) 
4.70 1.22 1.93–7.00 3.54 0.86 1.70–6.10 3.35 0.82 2–6.30 

ST 
(out of 7) 

4.59 1.33 1.6–6.71 NA NA 

LMD 
(out of 10) 

5.17 1.42 1.47–8.67 NA NA 

Note. AoA = Age-of-Acquisition, ST = Semantic Transparency and LMD = Lexeme Meaning Dominance. Although there is a discrepancy between the maximum and 
range of values shown in this table, this discrepancy is from the van Heuven et al.’s SUBTLEX-UK online database and the Likert scale used (scale of 1–7 discussed on 
their website). We had used the word “to”, which had a Zipf scale of 7.42 and function words tend to go beyond the maximum score. 

1 According to Van Heuven et al. (2014), any words not found in SUBTLEX- 
UK were given a word frequency value of 0.696. This was given to only seven 
words (‘oxcart’, ‘prizefight’, ‘turtledove’, ‘castoff’, ‘carryall’, ‘filmstrip’ and 
‘campground’). 
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of studied items). Second, we had to ensure the number of items used in 
the study phase would not produce ceiling and floor effects in free recall 
task or recognition memory task. In a typical free recall task, a list length 
of 10 or more study items is typically used. Increasing the number of 
items within a list would lead to poorer recall performance (e.g. Gillund 
& Shiffrin, 1984; Grenfell-Essam & Ward, 2012). Considering ceiling 
and floor effect constraints, a list length of 19 study items was chosen for 
the free recall task. As a result, for the free recall task, study lists 1–11 
consisted of 19 items, whilst for study list 12 consisted of 17 items. 

Procedure 
The free recall tasks and recognition memory were conducted using 

E-Prime version 2 (Schneider et al., 2002). The experiments for free 
recall were pre-registered: https://osf.io/aqx7m and for recognition 
memory were pre-registered: https://osf.io/u7d9x. 

Study Phase. After providing informed consent, participants 
received instructions for the study phase. Participants were told they 
would see a series of words and that it was critical to pay attention to 
each word. They were told to try to memorise as many words as possible. 
In each study trial, a fixation point appeared for 500 ms, after which a 
stimulus was presented. For each participant, words were randomly 
sampled without replacement across all lists. The order of presentation 
of words within each list was randomised. Following Lau et al. (2018), 
we used a presentation duration of 1500 ms where each word was 
presented at the centre of the screen in a sequential manner. Afterwards, 
a blank inter-trial interval screen followed each stimulus presentation, 
lasting for 1000 ms. 

Distractor phase. Between each study phase and each test phase, a 
distractor task followed, wherein participants completed simple math-
ematics verification problems. These instructions occurred both in 
written and verbal form for all participants. Participants were given the 
opportunity to ask questions prior to the study. This distractor task 
involved participants verifying 18 simple mathematic problems (e.g., 
[6/2] + 4 = 7?). Participants were informed to press the “m” and “z” 
keys for correct and incorrect solutions, respectively. 

Test Phase. In respect to the recall memory task, in the testing phase, 
participants were given a screen with 50 blank spaces and were 
instructed to recall as many words as they could from the study list. 
Participants were given five minutes to recall as many words as possible 
in any order immediately after the presentation of each 19 word list on 
the computer. Participants were told that points would be awarded for 
each correct answer and not to worry about typos or near-correct re-
sponses. Accuracy was assessed in the free recall. A correctly recalled 
items was defined as the items being written down correctly, however, if 
there was any typo then they were coded as correctly recalled items and 
only differ depending on orthography. They would be coded as incorrect 
if the item had two different lexemes that were included (e.g. airfire), or 
the item was not recalled during the test phase. The experiment took 
approximately 45 min. 

Analysis 

All analyses were conducted in R 3.6.1. (R Core Team, 2019), using 
the “tidyverse” package version 1.3.0 for data processing (Wickham 
et al., 2019). We analysed the data using linear mixed-effect models 
(LMM) using the lme4 package, version 1.1.26 (Bates et al., 2015). T 
values were computed for each variable of interest and a variable was 
significant at the alpha =.05 level if the absolute t value was greater than 
1.96 (Baayen et al., 2008). In model summaries, we report both marginal 
(R2m) and conditional R2 values (R2c), using the “MuMIn” package 
version 1.43.17 (Barton & Barton, 2015). The value obtained from R2m 
reflects the estimate of the variance explained by fixed factors only, 
whereas the latter explains the variance of the whole model (i.e. fixed 
and random factors; Nakagawa & Schielzeth, 2013). 

The LMM is conducted on accuracy in each trial (coded as 1 or 0 for 
correct or incorrect, respectively), as linear regression coefficients are 

directly interpretable when interactions or fixed effects are included, 
making LMM safer to use. A LMM was used as opposed to using a general 
logistic mixed model since the former produces unbiased estimates of 
effects on binary outcomes (Gomila, 2021). The following LMM analyses 
were conducted separately for free recall and recognition memory, with 
item and subject as random factors and all the predictors as fixed factors 
All the predictors were centred as their means. 

We used a benchmark model that included frequency and word 
length of the compound word and the frequency of the modifier and 
head (Elsherif et al., 2020; Juhasz et al., 2015; Kuperman, 2013).2 For all 
LMM models, collinearity diagnostic analyses showed a variance infla-
tion factor (VIF) of 1.09. In addition, we checked the extent to which the 
AoA of the compound word and its lexemes could explain the variance 
beyond the main linguistic processing predictors (without the fear of 
collinearity). Each variable of interest was added separately to the 
model. The correlation matrix between the variables is shown in Table 2. 

Results 

The data and materials for all experiments are available at htt 
ps://osf.io/qu9hc/. 

Recall memory without a space (Experiment 1) 
Following the advice of Woods et al. (2023), across the samples, the 

rate of missingness was less than 1% and was missing at random. The 
mean recall accuracy for recall memory without a space was 0.406 (SD 
= 0.491; 95% CI[0.40, 0.41]). In the baseline model for the recall 
memory without a space, the frequency of the compound word and head 
lexeme 3made significant contribution to free recall without a space 
accuracy (see Table 3). The more frequent the compound word, the more 
likely it would be recalled, whereas the more frequent the head lexeme 
of the compound word, the less likely it would be recalled. Familiarity, 
AoA, imageability and semantic transparency of the compound word 
together with the imageability, and AoA of the modifier and head 
lexeme contributed to free recall without a space accuracy (see Table 4). 
The more familiar, imageable, and semantically transparent the com-
pound word, the more likely they would be recalled. In addition, the 
earlier the compound words AoA, the more likely they will be recalled. 
The earlier the modifier and head lexemes of a compound word AoA, the 
more likely they will be recalled. However, the familiarity of the mod-
ifier lexeme, LMD, word length and familiarity of the head lexeme did 
not significantly contribute to the free recall without a space between 
lexemes accuracy. These results will be discussed after Experiment 2. 

Experiment 2: Recall memory with a space 

Experiment 1 found that early-acquired compound words, together 

2 We deviate from the pre-registration for all four experiments, as the in-
clusion of phonetic complexity as an additional measure can make the outcome 
of the analysis less stable, making it more difficult to interpret the findings. (e.g. 
Wysocki et al., 2022). The VIF when phonetic complexity was included 6.15 
driven by alveolar initial phoneme onset. Once removed, the VIF produced a 
value of 1.55. In line with Open Scholarship Principle and to showcase trans-
parency, we have included the analyses for accuracy with phonetic complexity 
in the supplementary material.  

3 Additionally, to follow the modelling approaches of previous research such 
as Elsherif et al. (2019), Elsherif and Catling (2021), Juhasz et al. (2015), 
Juhasz (2018) and Kuperman (2013), we coded initial phoneme onset onset 
variables: bilabial, labiodental, dental, labiovelar, postalveolar, alveolar, 
palatal, palatal.alveolar, glottal, velar and voiced as either a presence of the 
feature (1) and absence of the feature (-1). Although this is conducted in 
naming studies to control for initial phoneme characteristics, it was conducted 
to ensure that the effects in memory were not a result of phonetic complexity 
not being controlled. In all experiments, we observed that the findings were not 
due to these effects (see supplementary materials for more detail). 
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with modifier and head lexemes were more likely to be recalled than 
late-acquired compound words, modifier and head lexemes. The pur-
pose of Experiment 2 was to examine whether AoA influences free recall 
when a space is inserted between the lexemes. Although this method of 
presentation may appear trivial it induces morphological decomposition 
and forces readers to travel down the morphological decomposition 
route, thus the effects of the morphemes should become evident (Frisson 
et al., 2008). If morphological decomposition is involved, the effects of 
AoA, imageability and frequency should be larger, as semantic pro-
cessing is more likely to be taxed on (Brooks & de Garcia, 2015; Elsherif 
et al., 2020). This occurs, as the meaning of the lexemes within a com-
pound word, depending on semantic transparency, cannot easily be re- 
assembled to give the meaning of the compound as a whole. Using a 
lexical decision task, Libben et al. (2003) noted that when compounds 
were presented as two separate words, opaque compound words took 
longer than transparent compound words. In turn, the meaning of two 
lexemes are accessed, which compete with and are compared to the 
meaning of the compound word, followed by the integration of the two 
meanings, leading to greater semantic processing during combinatorial 
processing (Brooks & de Garcia, 2015; Kuperman, 2013). This additional 
step in semantic processing allows semantic variables to become more 
influential, together with the individual lexeme. This finding has been 
demonstrated in word naming (Elsherif et al., 2020; Elsherif & Catling, 
2021) but as of yet has not been shown in free recall. 

Method 

Participants 
One-hundred twenty British monolingual undergraduate students, 

aged 18–24 years (M = 18.92 ± 0.99 years; 100 females). Participants 
were remunerated with course credits. The experiment was conducted in 
accordance with the British Psychological Society’s ethical guidelines 
and approved by the University’s ethical committee. All participants had 
normal or corrected-to-normal vision and signed a consent form to 
participate in the study. None of the students participated in the previ-
ous experiment. 

Materials and procedures 
The same materials and procedures were used as in Experiment 1 

with the following exception: a space was inserted between the two 
lexemes of the compound (e.g. air plane). The insertion of the space was 
included in the study and test phase. Participants were informed that 
they would be simultaneously presented with two lexical strings which 
they had to recall as one word. 

Table 3 
Linear mixed effects regression results for the baseline model for Experiment 1.a  

Values CL CFreq MFreq HFreq 

β  0.001  0.040  − 0.005  − 0.015 
SE  0.006  0.007  0.007  0.007 
2.5%CI  − 0.011  0.026  − 0.019  − 0.029 
97.5% CI  0.013  0.054  0.009  − 0.001 
t-value  0.23  6.14*  − 0.73  − 2.36* 
R2m  0.007 
R2c  0.120 

Note. Coefficients and standard error are presented for each variable in the 
baseline model: compound word length (CL), compound word frequency 
(CFreq), modifier frequency (MFreq) and Head frequency (HFreq). CI = Confi-
dence interval and SE = Standard error. *Significant at the α =.05 level. a This 
model did not converge with the variable of interest. We only included a random 
subject- and item intercept. 

Ta
bl

e 
2 

Co
rr

el
at

io
ns

 b
et

w
ee

n 
in

de
pe

nd
en

t v
ar

ia
bl

es
.  

 

CL
 

CF
 

CF
A

 
CA

O
A

 
CI

 
ST

 
LM

D
 

M
L 

M
F 

M
FA

 
M

A
oA

 
M

I 
H

L 
H

F 
H

FA
 

H
A

O
A

 

CF
  

0.
01

   
   

   
   

   
 

CF
A

  
0.

07
  

0.
33

**
* 

   
   

   
   

  

CA
oA

  
0.

04
  

−
0.

20
**

  
−

0.
65

**
* 

   
   

   
   

 

CI
  

0.
04

  
0.

04
  

0.
54

**
* 

 
−

0.
66

**
* 

   
   

   
   

ST
  

0.
08

  
−

0.
08

  
0.

37
**

* 
 

−
0.

37
**

* 
 

0.
45

**
* 

   
   

   
  

LM
D

  
−

0.
06

  
−

0.
01

  
0.

00
  

−
0.

06
  

0.
24

**
* 

 
0.

03
   

   
   

  
M

L 
 

0.
78

**
* 

 
−

0.
02

  
0.

05
  

−
0.

02
  

0.
04

  
0.

04
  

−
0.

07
   

   
   

 
M

F 
 

−
0.

08
  

0.
27

**
* 

 
0.

22
**

* 
 

−
0.

11
  

−
0.

10
  

0.
11

  
−

0.
10

  
−

0.
11

   
   

   
M

FA
  

0.
06

  
0.

09
  

0.
19

**
  

−
0.

17
**

  
0.

13
+

0.
21

**
  

−
0.

09
  

0.
08

  
0.

49
**

* 
   

   
 

M
A

oA
  

0.
23

**
* 

 
−

0.
09

  
−

0.
15

* 
 

0.
30

**
* 

 
−

0.
12

+
−

0.
16

* 
 

0.
00

  
0.

28
**

* 
 

−
0.

59
**

* 
 

−
0.

50
**

* 
   

   

M
I  

0.
10

  
−

0.
13

+
0.

03
  

−
0.

24
**

* 
 

0.
42

**
* 

 
0.

22
**

* 
 

0.
08

  
0.

14
* 

 
−

0.
13

+
0.

18
**

  
−

0.
31

**
* 

   
  

H
L 

 
0.

65
**

* 
 

0.
04

  
0.

14
* 

 
0.

09
  

0.
01

  
0.

08
  

0.
01

  
0.

03
  

0.
00

  
0.

00
  

0.
03

  
−

0.
01

   
  

H
F 

 
−

0.
12

+
0.

15
* 

 
0.

00
  

−
0.

01
  

−
0.

15
* 

 
0.

09
  

−
0.

17
**

  
0.

02
  

0.
21

**
* 

 
0.

13
+

−
0.

06
  

−
0.

19
**

  
−

0.
21

**
* 

   

H
FA

  
0.

01
  

0.
09

  
0.

10
  

−
0.

02
  

−
0.

01
  

0.
23

**
* 

 
0.

06
  

0.
03

  
0.

05
  

0.
09

  
−

0.
02

  
−

0.
01

  
−

0.
02

  
0.

55
**

* 
  

H
A

oA
  

0.
17

* 
 

0.
01

  
−

0.
11

  
0.

08
  

−
0.

12
+

−
0.

08
  

−
0.

14
* 

 
0.

02
  

−
0.

05
  

−
0.

05
  

0.
11

  
−

0.
07

  
0.

24
**

* 
 

−
0.

55
**

* 
 

−
0.

41
**

* 
 

H
M

I  
0.

03
  

−
0.

09
  

0.
14

* 
 

−
0.

20
**

* 
 

0.
48

**
* 

 
0.

15
* 

 
0.

38
**

* 
 

−
0.

07
  

−
0.

19
**

  
−

0.
05

  
−

0.
07

  
0.

34
**

* 
 

0.
14

* 
 

−
0.

25
**

* 
 

0.
13

* 
 

−
0.

34
**

* 

N
ot

e.
 C

L 
=

co
m

po
un

d 
w

or
d 

le
ng

th
, C

F 
=

co
m

po
un

d 
w

or
d 

fr
eq

ue
nc

y,
 C

FA
 =

Co
m

po
un

d 
w

or
d 

fa
m

ili
ar

ity
, C

A
oA

 =
Co

m
po

un
d 

ag
e-

of
-a

cq
ui

si
tio

n,
 C

I =
Co

m
po

un
d 

w
or

d 
im

ag
ea

bi
lit

y,
 S

T 
=

se
m

an
tic

 tr
an

sp
ar

en
cy

, L
M

D
 =

le
xe

m
e 

m
ea

ni
ng

 d
om

in
an

ce
, M

L 
=

le
ng

th
 o

f t
he

 m
od

ifi
er

, M
F 
=

fr
eq

ue
nc

y 
of

 th
e 

m
od

ifi
er

, M
A

oA
 =

ag
e-

of
-a

cq
ui

si
tio

n 
of

 th
e 

m
od

ifi
er

, M
FA

 =
fa

m
ili

ar
ity

 o
f t

he
 m

od
ifi

er
, M

I =
im

ag
ea

bi
lit

y 
of

 th
e 

m
od

ifi
er

, H
L 
=

le
ng

th
 o

f 
th

e 
he

ad
, H

F 
=

fr
eq

ue
nc

y 
of

 th
e 

he
ad

 le
xe

m
e,

 H
FA

 =
fa

m
ili

ar
ity

 o
f t

he
 h

ea
d,

 H
A

oA
 =

ag
e-

of
-a

cq
ui

si
tio

n 
of

 th
e 

he
ad

, H
I =

im
ag

ea
bi

lit
y 

of
 th

e 
im

ag
ea

bi
lit

y.
 +

p 
<

.1
0,

 *
 p

 <
.0

5,
 *

* 
p 
<

.0
1 

an
d 

**
* 

p 
<

.0
01

. 

M.M. Elsherif and J.C. Catling                                                                                                                                                                                                               



Journal of Memory and Language 132 (2023) 104449

7

Results and discussion 

Recall memory with a space (Experiment 2) 
Following the advice of Woods et al. (2023), across the samples, the 

rate of missingness was less than 1% and was missing at random. The 
mean recall accuracy for recall memory without a space was 0.406 (SD 
= 0.491; 95% CI[0.40, 0.41]), while the mean recall accuracy for recall 
memory with a space was 0.404 (SD = 0.491; 95% CI[0.398, 0.41]. 
There was no significant difference between these conditions (b = 0.002, 
t = 0.14, p =.89). In the baseline model for the recall memory with a 
space between lexemes (see Table 5), the frequency of the compound 
word and head lexeme made significant contribution to free recall with a 
space accuracy. The more frequent the compound word, the more likely 
it would be recalled, whereas the more frequent the head lexeme of the 
compound word, the less likely it would be recalled. Familiarity, AoA, 
imageability and semantic transparency of the compound word together 
with the imageability, AoA and familiarity of the modifier lexeme 
contributed to free recall with a space accuracy (see Table 6). The 
imageability of the head lexeme contributed to free recall with a space 
between the lexemes’ accuracy. The more familiar, imageable, and 
semantically transparent the compound word, the more likely they 
would be recalled. In addition, the earlier the compound words are ac-
quired, the more likely they will be recalled. The earlier the modifier of a 
compound word is acquired, the more likely they will be recalled. The 
more imageable the head of the lexeme of a compound word, the more 
likely they will be recalled. However, the LMD, word length, familiarity 
and AoA of the head lexeme did not significantly contribute the free 
recall with a space between lexemes accuracy. 

The estimate value for familiarity and imageability of the compound 
word, which has been argued to be a measure of lexical/semantic pro-
cesses in compound word processing (e.g. Juhasz et al., 2015), was also 
numerically larger for the recall without a space than the recall with a 
space task (Tables 3–6), while the AoA, familiarity and imageability of 
the lexeme was stronger in recall with a space between lexemes than 

those without lexeme, indicating that lexical-semantic effects are 
stronger for recall without a space, while lexeme-semantic effects are 
stronger for recall with a space. 

In Experiment 1 and 2, we found an effect of AoA on free recall. 
Participants were more likely to recall early-acquired compound words 
than late-acquired compound words. This finding replicates previous 
studies that have shown the AoA effect in free recall (e.g. Almond & 
Morrison, 2014; Raman et al., 2018). This demonstrates that the AoA 
effect is a robust variable that impacts free recall. This aligns with the 
integrated account (Chang & Lee, 2020; Elsherif et al., 2023), free recall 
requires processes that entail the reconstruction of degraded word rep-
resentations, thus inducing an effortful search to locate a lexical item by 
activating a semantic representation of the word. This is demonstrated, 
as we have shown effects of imageability, frequency and familiarity 
within the free recall tasks such that high-frequency, imageable, familiar 
and semantically transparent items are more likely to be recalled than 
low-frequency, low imageable, unfamiliar and semantically opaque 
items. In addition, as semantics is likely to be involved, the AoA effect is 
likely to be magnified, as semantic processing is more likely to induce 
more arbitrary mappings between input and output (Chang et al., 2019). 
This indicates that the integrated account can explain the findings of the 
AoA effect in free recall. Also, based on these findings, we can conclude 
that the AoA effect contributes to free recall in compound words. 

Experiment 3: Recognition memory without a space 

Recognition memory is ideal to assess the generalisability of the AoA 
effects, as the task demands in recognition memory differs from free 
recall (e.g. Lau et al., 2018). Recognition memory is more susceptible to 
low-level processes such as orthographic sensitivity; thus we use 
recognition memory to assess the extent to which AoA effects within 
memory in compound words are due to differences in accessing the 
meaning of early- and late-acquired words (i.e. semantic processing) 
and/or differences in sensitivity to low-level processes (i.e. orthographic 
processing). Several papers have examined AoA on recognition memory. 
Cortese et al. (2010, 2015) and Lau et al. (2018) found that AoA pre-
dicted recognition memory. Experiment 3 was designed to assess 
whether the AoA affects recognition memory in compound words 
without a space inserted between lexemes. Based on these studies, we 
predict that there should be a late-acquired word advantage, as these 
items are semantically and orthographically distinct (Cortese et al., 
2010, 2015). 

Method 

Participants 
One-hundred twenty four British monolingual undergraduate stu-

dents, aged 18–23 years (M = 18.76 ± 0.85 years; 106 females). Par-
ticipants were remunerated with course credits. The experiment was 
conducted in accordance with the British Psychological Society’s ethical 
guidelines and approved by the University’s ethical committee. All 

Table 4 
Linear mixed effects regression results for the baseline model plus the additional 11 variables included for each separate model for Experiment 1.  

Values CFAa CAoAa CIa STa LMDa MFAa MAoAa MIa HFAa HAoAa HIa 

β  0.044  − 0.042  0.039  0.020  − 0.001  0.007  − 0.002  0.012  − 0.001  − 0.017  0.010 
SE  0.007  0.006  0.006  0.006  0.006  0.007  0.008  0.004  0.008  0.007  0.005 
2.5%CI  0.030  − 0.054  0.027  0.008  − 0.013  − 0.007  − 0.018  0.004  − 0.017  − 0.031  0.0002 
97.5% CI  0.058  − 0.030  0.051  0.032  0.011  0.021  0.014  0.020  0.015  − 0.003  0.020 
t-value  6.65*  − 7.10*  6.52*  3.18*  − 0.18  0.93  − 2.08*  2.85*  − 0.14  − 2.18*  2.16* 
R2m  0.013  0.014  0.013  0.008  0.007  0.007  0.008  0.008  0.007  0.008  0.008 
R2c  0.120  0.120  0.120  0.120  0.120  0.120  0.120  0.120  0.120  0.120  0.120 

Note. Coefficients and standard error are presented for each variable when added separately to the baseline model containing compound word length, frequency, 
modifier frequency and head frequency. CI = Confidence interval; SE = Standard error; CFA = Compound word familiarity; CAoA = Compound word Age of 
acquisition, CI = Compound word imageability, ST = semantic transparency, LMD = lexeme meaning dominance; MFA = Modifier familiarity, MAoA = Modifier age of 
acquisition, MI = Modifier imageability, HFA = Head familiarity, HAoA = Head age of acquisition and HI = Head imageability. *Significant at the α =.05 level. a This 
model did not converge with the variable of interest. We only included a random subject- and item intercept. 

Table 5 
Linear mixed effects regression results for the baseline model for Experiment 2.a  

Values CL CFreq MFreq HFreq 

β  − 0.006  0.042  − 0.006  − 0.015 
SE  0.008  0.009  0.009  0.009 
2.5%CI  − 0.02  0.024  − 0.024  − 0.033 
97.5% CI  0.01  0.060  0.012  0.003 
t-value  − 0.78  4.86*  − 0.69  − 1.74. 
R2m  0.007 
R2c  0.122 

Note: Coefficients and standard error are presented for each variable in the 
baseline model: compound word length (CL), compound word frequency 
(CFreq), modifier frequency (MFreq) and Head frequency (HFreq). CI = Confi-
dence interval and SE = Standard error. *Significant at the α =.05 level. a This 
model did not converge with the variable of interest. We only included a random 
subject- and item intercept. 
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participants had normal or corrected-to-normal vision and signed a 
consent form to participate in the study. None of the students partici-
pated in the previous experiment. However, we excluded four partici-
pants, as they had a mean error rate above 60%. 

Design 
For the recognition memory task, we separated the words into two 

lists (i.e. Lists 1 and 2). These two lists were created to counterbalance 
the items across participants and to reduce target repetition but allow 
data collection for all targets. Each target was presented once in each 
list. The two lists were matched on all relevant variables. To ensure that 
both lists had the targets occurring as ‘old’ or ‘new’ equally often, half of 
the participants were randomly assigned to List 1 to be studied and List 2 
to be unstudied words, and vice versa for the remaining participants. 
However, to collect responses for all items, there were two sessions, in 
which the participants who received List 1 in Session 1 received List 2 in 
Session 2 and the other half participants who received List 2 in Session 1 
received List 1 in Session 2. The mean difference in timings of these 
sessions was three to seven days (M = 5.93). 

Materials 
The same materials were used as in Experiment 1. However, we 

noted that the number of items presented for free recall is likely to result 
in ceiling effects for recognition task (e.g. Lau et al., 2018). Cortese et al. 
(2010, 2015) had participants study 50 words per block and obtained an 
average score of.73. As a result, we increased it to 38 studied word to 
reduce ceiling effect and floor effects4. 

Procedures 
The study and distractor phase from Experiments 1 and 2 were the 

same for the recognition memory task except that during the study 
phase, participants were first presented with 38 words randomly 
sampled without replacement from the ‘old’ list, with each word being 
presented for 1500 ms at the centre of the screen. The main difference 
was in the test phase, where participants were told they would again see 
a list of words and that points would be awarded for correctly stating if 
the item was old or new. Participants received the presentation of all 38 
old words along with 38 new words (i.e. foils), pseudo-randomly 
interspersed within the testing block. Participants were asked to 
respond by pressing the “m” key labelled as old, if they had seen the item 
in the previous list or the “z” key labelled as new, if this is the first time a 
word occurred in this list. Participants were told that each word would 

occur precisely twice for both sessions, and thus there would be an equal 
chance of a stimulus being “Old” or “New”. In a given trial, participants 
saw a stimulus word presented in black print on the centre of the screen 
for 1500 ms. If no response was made within 1500 ms, the experiment 
continued automatically. Following the response or timeout, there was 
an inter-trial interval of 1000 ms between their response and the onset of 
the next stimulus. Participants tracked their position in the experiment 
via a progress bar at the top of the screen. The experiment took 
approximately 45 min. 

Analysis 
The same analyses were conducted as Experiments 1 and 2. Also for 

the recognition memory tasks, we would favour using signal detection 
metrics such as d’ and c, as we believe that as there is a trade-off such 
that any psycholinguistic effect for memory is spread between hits or 
false alarms and is captured only imperfectly in either measures5. d’ is 
conducted by calculating the proportion of yes and no responses when a 
target is present or absent (Green & Swets, 1966; Macmillan & Creel-
man, 2005). A d’ value of zero indicates chance-level performance, a 
positive d’ value indicates better discriminability index and a negative 
value is indicative of performance below chance. When contrast coding 
is explicitly noted, then there is no requirement to include post-hoc 
testing to determine the directionality of effects, so model coefficients 
reflect the effect magnitude independently of other predictors’ levels 
(see Brehm & Alday, 2022 for a detailed discussion of contrast coding in 
LMM). All categorical variables were deviation coded (+1, − 1). Sensi-
tivity was calculated by including IsOld (unstudied vs. studied, as − 1 
and 1, respectively). The slope for IsOld indicates the differences in 
response probability between studied and unstudied trials, and in-
teractions with IsOld indicate changes in sensitivity (Rabe, 2018). 

The second measure is response bias (β or criterion c), which is an 
indicator of a participant tendency to select one of the response alter-
natives. A c value of 0 provides a measure that it is an unbiased response. 
If c > 0, target detection is very like the result of a very conservative 
approach indicating participants were more likely to respond that the 
item was not studied, whereas if c < 0, target detection is likely the 
outcome of a very liberal approach, suggesting the item was studied. Put 
simply, the higher the response bias, participants were more likely to 
report the target as absent, leading to lower false alarms and hits, while 
the converse is demonstrated for the lower the response bias (Elsherif 
et al., 2017; Stanislaw & Todorov, 1999). Parameter estimates where 
IsStudied is absent, reflects response bias. Trial-level information was 

Table 6 
Linear mixed effects regression results for the baseline model plus the additional 11 variables included for each separate model for Experiment 2.  

Values CFAa CAoAa CIa STa LMDa MFAa MAoAa MIa HFAa HAoAa HIa 

β  0.050  − 0.049  0.046  0.028  − 0.003  0.026  − 0.022  0.023  − 0.005  − 0.012  0.011 
SE  0.009  0.008  0.008  0.008  0.008  0.009  0.010  0.006  0.010  0.010  0.006 
2.5%CI  0.030  − 0.065  0.030  0.012  − 0.019  0.008  − 0.042  0.011  − 0.0246  − 0.032  − 0.001 
97.5% CI  0.068  − 0.033  0.062  0.044  0.010  0.044  − 0.002  0.035  − 0.002  − 0.002  0.001 
t-value  5.57*  − 6.37*  5.74*  3.43*  − 0.31  2.81*  − 2.13*  4.15*  − 0.51  − 1.22  1.87. 
R2m  0.015  0.017  0.015  0.010  0.007  0.009  0.008  0.012  0.007  0.008  0.008 
R2c  0.122  0.122  0.122  0.122  0.122  0.122  0.122  0.122  0.122  0.122  0.122 

Note. Coefficients and standard error are presented for each variable when added separately to the baseline model containing compound word length, frequency, 
modifier frequency and head frequency. CI = Confidence interval; SE = Standard error; CFA = Compound word familiarity; CAoA = Compound word Age of 
acquisition, CI = Compound word imageability, ST = semantic transparency, LMD = lexeme meaning dominance; MFA = Modifier familiarity, MAoA = Modifier age of 
acquisition, MI = Modifier imageability, HFA = Head familiarity, HAoA = Head age of acquisition and HI = Head imageability. *Significant at the α =.05 level. a This 
model did not converge with the variable of interest. We only included a random subject- and item intercept. 

4 It is important to note that even though the list length in free recall is half of 
that of recognition memory, thus accuracy should be higher in the former than 
the latter. This was not the case, as accuracy was around 80% in the latter and 
40% in the former. If the list lengths were the same between both tasks, the 
difference between tasks would have become larger. 

5 We deviate from the pre-registration for recognition memory by focusing 
solely on signal detection metrics, as they have been argued to be a better 
measure over solely hits and false alarm rates. However, in line with Open 
Scholarship Principle and to showcase transparency, we have included the 
analyses for accuracy with phonetic complexity in the supplementary material. 
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preserved, thus random variation among participants (i.e. by-subject 
random effects) and items (i.e. by-item random effects). 

Results and discussion 

Sensitivity 
Following the advice of Woods et al. (2023), across the samples, the 

rate of missingness was less than 1% and was missing at random. In this 
analysis, we assess d’ and c, each of those terms represent either a grand 
mean or condition effect on either response bias or sensitivity. The fixed 
effects (see Tables 7 and 8) capture the grand means of d’ for the psy-
cholinguistic effects in recognition memory without a space between 
lexemes. Sensitivity was unsurprisingly high on average (b = 0.044, t =
13.14, p <.001). In the baseline model for recognition without a space 
model, participants showed higher sensitivity to high-frequency com-
pound words than low-frequency compounds, while there was higher 
sensitivity to low-frequency modifiers and head lexemes of the com-
pound word than high-frequency modifiers and lexemes within the 
compound word. In addition, participants showed lower sensitivity to 
early-acquired, less imageable and less familiar compound words than 
late-acquired, highly imageable and familiar compound words. Partici-
pants showed higher sensitivity to early-acquired modifiers and head 
lexemes within compound words than late-acquired modifiers and head 
lexemes, whereas imageable and familiar head lexeme within the 
compound word showed higher sensitivity than less imageable and more 
unfamiliar head lexeme within the compound word. However, the 
imageability and familiarity of the modifier lexeme did not contribute 
significantly to recognition memory performance, while semantic 
transparency and lexeme meaning dominance did not contribute 
significantly to recognition memory performance. 

Response bias 
The fixed effects (see Tables 9 and 10) capture the grand means of C 

for the psycholinguistic effects in recognition memory without a space 
between lexemes. Participants were more likely to be very conservative 
in recognition memory without a space (b = 0.808, t = 77.68, p <.001). 
In the baseline model, participants showed a stronger bias to recognise 
infrequent compound words than frequent compound words, while 
there was a stronger bias to recognise frequent modifier lexemes within 
a compound word than infrequent modifier lexeme within a compound 
word. However, there was no effect of word length of a compound word 
or the frequency of the head lexeme on recognition performance. There 
was a stronger bias to recognise unfamiliar and low imageable com-
pound words than familiar and high imageable compound words. There 
was a weaker bias for familiar and imageable head lexemes within 
compound words than unfamiliar and less imageable head lexemes 
within compound words. However, there was no effect of the AoA 
lexeme meaning dominance and semantic transparency of the com-
pound word on response bias. There was no familiarity, imageability 
and AoA of the modifier lexemes within a compound word on response 
bias. There was no effect of AoA of the head lexeme within a compound 
word on response bias. These results will be discussed after Experiment 
4. 

Experiment 4: Recognition memory with a space 

Several papers have examined AoA on recognition memory. Cortese 
et al. (2010, 2015) and Lau et al. (2018) found that AoA predicted 
recognition memory. Experiment 4 was designed to assess whether the 
AoA affects recognition memory in compound words with a space 
inserted between lexemes. Recognition memory, however is more likely 
to be affected by the space between lexemes than free recall, thus the 
structural properties of words would be exaggerated, allowing semantic 
processing to be more likely to be involved in recognition memory 
(Cortese & Schock, 2013). We predict that having a space between 
words would have a bigger impact in the recognition memory task 

Table 7 
Linear mixed effects regression results for the baseline model for Experiment 3 in 
d’ (sensitivity) a.  

Values CL CFreq MFreq HFreq 

β  − 0.002  0.022  − 0.033  − 0.010 
SE  0.003  0.004  0.004  0.003 
2.5%CI  − 0.010  0.014  − 0.041  − 0.016 
97.5% CI  0.004  0.030  − 0.025  − 0.004 
t-value  − 0.58  6.20*  − 9.34*  − 2.86* 
R2m  0.005 
R2c  0.080 

Note. Coefficients and standard error are presented for each variable in the 
baseline model: compound word length (CL), compound word frequency 
(CFreq), modifier frequency (MFreq) and Head frequency (HFreq). CI = Confi-
dence interval and SE = Standard error. *Significant at the α =.05 level. a This 
model did not converge with the variable of interest. We only included a random 
subject- and item intercept. 

Table 8 
Linear mixed effects regression results for the baseline model plus the additional 11 variables included for each separate model for Experiment 3 in d’ (sensitivity).  

Values CFAa CAoAa CIa STa LMDa MFAa MAoAa MIa HFAa HAoAa HIa 

β  0.020  0.007  0.017  − 0.006  − 0.005  0.007  − 0.009  − 0.34  − 0.016  − 0.011  0.008 
SE  0.004  0.003  0.004  0.003  0.003  0.004  0.004  0.002  0.004  0.004  0.002 
2.5%CI  0.010  0.001  0.009  − 0.012  − 0.011  − 0.001  − 0.017  − 0.344  − 0.0238  − 0.019  0.010 
97.5% CI  0.028  0.013  0.025  − 0.0001  0.0009  0.015  − 0.001  − 0.336  − 0.002  − 0.002  0.028 
t-value  5.02*  2.14*  4.95*  − 1.64  − 1.31  1.85.  − 2.17*  − 1.44  − 3.91*  − 2.58*  3.39* 
R2m  0.006  0.006  0.006  0.005  0.005  0.006  0.005  0.005  0.006  0.006  0.006 
R2c  0.081  0.081  0.081  0.080  0.080  0.081  0.080  0.080  0.081  0.080  0.081 

Note. Coefficients and standard error are presented for each variable when added separately to the baseline model containing compound word length, frequency, 
modifier frequency and head frequency. CI = Confidence interval; SE = Standard error; CFA = Compound word familiarity; CAoA = Compound word Age of 
acquisition, CI = Compound word imageability, ST = semantic transparency, LMD = lexeme meaning dominance; MFA = Modifier familiarity, MAoA = Modifier age of 
acquisition, MI = Modifier imageability, HFA = Head familiarity, HAoA = Head age of acquisition and HI = Head imageability. *Significant at the α =.05 level. a This 
model did not converge with the variable of interest. We only included a random subject- and item intercept. 

Table 9 
Linear mixed effects regression results for the baseline model for Experiment 3 in 
c (response bias) a.  

Values CL CFreq MFreq HFreq 

β  0.005  − 0.013  0.015  − 0.015 
SE  0.003  0.003  0.003  0.003 
2.5%CI  − 0.0008  − 0.019  0.009  − 0.021 
97.5% CI  0.011  − 0.007  0.021  − 0.009 
t-value  1.71.  − 4.07*  4.61*  − 0.27 
R2m  0.005 
R2c  0.080 

Note. Coefficients and standard error are presented for each variable in the 
baseline model: compound word length (CL), compound word frequency 
(CFreq), modifier frequency (MFreq) and Head frequency (HFreq). CI = Confi-
dence interval and SE = Standard error. *Significant at the α =.05 level. a This 
model did not converge with the variable of interest. We only included a random 
subject- and item intercept. 

M.M. Elsherif and J.C. Catling                                                                                                                                                                                                               



Journal of Memory and Language 132 (2023) 104449

10

compared to the free recall task as the former may be more prone to low- 
level properties of words such as orthographic features than the latter 
(Hunt & Elliot, 1980). In addition, it has been shown that the addition of 
a space between lexemes is likely to affect lexical decision tasks such 
that spaced compounds take longer to recognise than unspaced com-
pounds (e.g. Juhasz et al., 2005). Based on previous findings that 
showed creating a space between lexemes should encourage further 
resources within semantic processing, we would expect to observe larger 
semantic processing within recognition memory with a space between 
lexemes, thus larger AoA effects should be noted. 

Method 

Participant 
One-hundred twenty four British monolingual undergraduate stu-

dents, aged 18–22 years (M = 18.85 ± 0.86 years; 101 females). Par-
ticipants were remunerated with course credits. The experiment was 
conducted in accordance with the British Psychological Society’s ethical 
guidelines and approved by the University’s ethical committee. All 
participants had normal or corrected-to-normal vision and signed a 
consent form to participate in the study. None of the students partici-
pated in the previous experiment. However, we excluded four partici-
pants, as they had a mean error rate above 60%. 

Analysis, materials and procedures 
The same analysis, materials and procedures were used as in 

Experiment 3 with the following exception: a space was inserted be-
tween the two lexemes of the compound word (e.g. air plane). The 
insertion of the space was included in the study and test phase. Partic-
ipants were informed that they would be simultaneously presented with 
two lexical strings which they had to recognise whether they had studied 
the item. The mean difference in timings of these sessions was four to 
seven days (M = 5.20). 

Results and discussion 

Rt 
Following the advice of Woods et al. (2023), across the samples, the 

rate of missingness was less than 1% and was missing at random. We 
analysed RTs for studied items only in recognition memory with and 
without a space. We removed incorrect responses and missed/late re-
sponses only for RT data. Outliers, including responses faster than 200 
ms and greater than or below 2.5SD from the group mean were also 
removed, leading to the removal of 27.3% of responses for recognition 
memory RT (Brysbaert & Stevens, 2018; see supplementary materials for 
psycholinguistic predictors on reaction time data and data trans-
formation). Spaced items (M = 1014, SD = 371; 95% CI[1009, 1019]) 
took longer to recognise as studied items than unspaced items (M = 879, 
SD = 372; 95% CI[874, 884]) (b = -0.16, t = -3.44, p <.001). 

Sensitivity 
We used signal detection metrics such as d’ and c to provide more 

accurate and reliable measures of memory. In this analysis, we assess d’ 
and c, each of those terms represent either a grand mean or condition 
effect on either response bias or sensitivity. The fixed effects (see Ta-
bles 11 and 12) capture d’ as well as the psycholinguistic effects in 
recognition memory with a space between lexemes. Sensitivity was 
unsurprisingly high on average (b = -0.06, t = 17.87, p <.001). Partic-
ipants were significantly more sensitive to compound words with a 
space between lexemes than those without a space between lexemes (b 
= 0.017, t = 3.55, p <.001). 

In the baseline model for recognition with a space model, partici-
pants showed higher sensitivity to longer words than smaller words, 
whereas high-frequency head lexeme of a compound showed higher 
sensitivity than low-frequency head lexeme within a compound word. 
However, there was no significant effect of the frequency of the com-
pound word nor its head lexeme on recognition memory performance. In 
addition, participants showed higher sensitivity to familiar, highly 
imageable and early-acquired compound words than unfamiliar, low 
imageable and late-acquired compound words. Furthermore, partici-
pants showed higher sensitivity in recognition memory following 
familiar, highly imageable and early-acquired head lexemes within 
compound word than unfamiliar, low imageable and late-acquired head 
lexemes. However, there was no effect of semantic transparency and 
lexeme meaning dominance of the compound word, together with the 
imageability, familiarity and the AoA of the modifier within the com-
pound word did not contribute to recognition memory performance. 

The estimate value for frequency, which has been argued to be a 
measure of lexical/semantic processes in compound word processing (e. 
g. Juhasz et al., 2015), was also numerically larger for the recognition 
memory without a space than the task with a space, while word length 
predictor was numerically larger for recognition memory with a space 
than without a space (Tables 7, 8, 11 and 12). This indicates that lexical- 
semantic effects are stronger for the recognition memory without a 

Table 10 
Linear mixed effects regression results for the baseline model plus the additional 11 variables included for each separate model for Experiment 3 in c (response bias).  

Values CFAa CAoAa CIa STa LMDa MFAa MAoAa MIa HFAa HAoAa HIa 

β  − 0.014  − 0.007  − 0.012  0.001  0.009  − 0.049  − 0.003  0.029  − 0.011  − 0.003  − 0.006 
SE  0.003  0.003  0.003  0.003  0.003  0.003  0.004  0.002  0.004  0.004  0.002 
2.5%CI  − 0.020  − 0.013  − 0.018  − 0.005  0.003  − 0.055  − 0.011  0.025  − 0.0188  − 0.011  − 0.010 
97.5% CI  − 0.008  − 0.001  − 0.006  0.007  0.010  − 0.043  0.004  0.033  − 0.002  − 0.002  0.001 
t-value  − 4.11*  − 0.23  − 3.80*  0.31  0.30  − 0.14  0.91  1.41  − 3.18*  0.94  − 2.95* 
R2m  0.006  0.006  0.006  0.005  0.005  0.006  0.005  0.005  0.006  0.006  0.006 
R2c  0.081  0.081  0.081  0.080  0.080  0.081  0.080  0.080  0.081  0.080  0.081 

Note. Coefficients and standard error are presented for each variable when added separately to the baseline model containing compound word length, frequency, 
modifier frequency and head frequency. SE = Standard error; CFA = Compound word familiarity; CAoA = Compound word Age of acquisition, CI = Compound word 
imageability, ST = semantic transparency, LMD = lexeme meaning dominance; MFA = Modifier familiarity, MAoA = Modifier age of acquisition, MI = Modifier 
imageability, HFA = Head familiarity, HAoA = Head age of acquisition and HI = Head imageability. *Significant at the α =.05 level. a This model did not converge with 
the variable of interest. We only included a random subject- and item intercept. 

Table 11 
Linear mixed effects regression results for the baseline model for Experiment 4 in 
d’ (sensitivity).a  

Values CL CFreq MFreq HFreq 

β  0.012  0.001  0.006  0.009 
SE  0.003  0.004  0.004  0.004 
2.5%CI  0.010  − 0.007  − 0.002  0.001 
97.5% CI  0.018  0.009  0.014  0.017 
t-value  3.53*  0.18  1.62  2.50* 
R2m  0.007 
R2c  0.068 

Note. Coefficients and standard error are presented for each variable in the 
baseline model: compound word length (CL), compound word frequency 
(CFreq), modifier frequency (MFreq) and Head frequency (HFreq). CI = Confi-
dence interval and SE = Standard error. *Significant at the α =.05 level. a This 
model did not converge with the variable of interest. We only included a random 
subject- and item intercept. 
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space than with a space between lexemes, while recognition memory 
with a space may tap into the structural processes. In terms of lexemic 
processing, the AoA, familiarity and imageability of the modifier was 
stronger in the recognition memory without a space, while the image-
ability of the modifier was stronger in the recognition memory with a 
space. This suggests that recognition memory without a space taps into 
the lexemic-semantic process, while recognition memory with a space 
may tap into the lexemic process level at lexemic level. 

Response bias 
The fixed effects (see Tables 13 and 14) capture the grand means of C 

for the psycholinguistic effects in recognition memory with a space 
between lexemes. Participants were more likely to be very conservative 
in recognition memory with a space (b = 0.809, t = 85.67, p <.001). 
There was no significant difference in response bias for spaced versus 
unspaced recognition memory (b = -0.001, t = -0.08, p =.94). 

In the baseline model, participants showed a stronger bias to 
recognise infrequent head lexemes within compound words than 

frequent head lexemes within compound words. However, there was no 
effect of word length of a compound word or the frequency of the 
compound word and modifier lexeme within a compound on recognition 
performance. In addition, participants showed stronger bias to unfa-
miliar, low imageable and late-acquired compound words than familiar, 
high imageable and early-acquired compound words. Furthermore, 
participants showed weaker bias in recognition memory following 
familiar, highly imageable and early-acquired head lexemes within 
compound word than unfamiliar, low imageable and late-acquired head 
lexemes. However, there was no effect of semantic transparency and 
lexeme meaning dominance of the compound word, together with the 
imageability, familiarity and the AoA of the modifier within the com-
pound word did not contribute to recognition memory performance. 

In Experiments 3 and 4, we found an effect of AoA on recognition 
memory but in different directions. In Experiment 3, participants were 
more likely to recognise late-acquired compounds more accurately than 
early-acquired compound words, while in Experiment 4, participants 
were more likely to recognise early-acquired compound words more 
accurately than late-acquired compound words. The former replicates 
previous findings such that the reverse AoA effect is observed in 
recognition memory (e.g. Dewhurst et al., 1998; Macmillan et al., 2021). 
The results are also in line with the previous regression studies (e.g. 
Cortese et al., 2010, 2015; Lau et al., 2018). The findings of Experiment 
4 do not replicate the previous results, as we observe an AoA effect such 
that early-acquired compound words are recognised more accurately 
than late-acquired words. One possible explanation is that recognition 
memory is sensitive to low-level processes such as perceptual, ortho-
graphic and phonological properties, which influences the familiarity 
processes underlying the performance. As a result of the space being 
included, thus structural properties of the word may be exaggerated, as 
demonstrated with spaced items taking longer to process than unspaced 
items. The space encourages the reader to recognise the compound word 
as two short words, which are more orthographically distinct (e.g. 
Cortese et al., 2020), leading to reverse word length effect such that long 
words are recognised more accurately than short words (e.g. Hendry & 

Table 13 
Linear mixed effects regression results for the baseline model for Experiment 4 in 
c (response bias).a  

Values CL CFreq MFreq HFreq 

β  − 0.001  0.001  − 0.007  − 0.015 
SE  0.003  0.004  0.004  0.004 
2.5%CI  − 0.007  − 0.007  − 0.015  − 0.023 
97.5% CI  0.005  0.009  0.001  − 0.007 
t-value  − 0.30  0.20  − 1.94.  − 4.07* 
R2m  0.007 
R2c  0.068 

Note. Coefficients and standard error are presented for each variable in the 
baseline model: compound word length (CL), compound word frequency 
(CFreq), modifier frequency (MFreq) and Head frequency (HFreq). SE = Stan-
dard error. *Significant at the α =.05 level. a This model did not converge with 
the variable of interest. We only included a random subject- and item intercept. 

Table 12 
Linear mixed effects regression results for the baseline model plus the additional 11 variables included for each separate model for Experiment 4 in d’ (sensitivity).  

Values CFAa CAoAa CIa STa LMDa MFAa MAoAa MIa HFAa HAoAa HIa 

β  0.010  − 0.010  0.011  − 0.002  − 0.003  0.006  − 0.007  0.004  0.008  − 0.018  0.008 
SE  0.004  0.004  0.004  0.004  0.004  0.004  0.004  0.002  0.004  0.004  0.003 
2.5%CI  0.002  − 0.018  0.003  − 0.010  − 0.011  − 0.002  − 0.015  0.0005  0.0002  − 0.026  0.002 
97.5% CI  0.018  − 0.002  0.019  0.006  0.005  0.014  0.001  0.008  − 0.002  − 0.002  0.001 
t-value  2.55*  − 2.95*  3.10*  − 0.47  − 0.84  1.47  − 1.52  1.58  2.14*  − 4.26*  3.07* 
R2m  0.007  0.007  0.007  0.007  0.007  0.007  0.007  0.007  0.007  0.007  0.007 
R2c  0.068  0.068  0.069  0.068  0.068  0.068  0.068  0.068  0.068  0.069  0.069 

Note: Coefficients and standard error are presented for each variable when added separately to the baseline model containing compound word length, frequency, 
modifier frequency and head frequency. CI = Confidence interval; SE = Standard error; CFA = Compound word familiarity; CAoA = Compound word Age of 
acquisition, CI = Compound word imageability, ST = semantic transparency, LMD = lexeme meaning dominance; MFA = Modifier familiarity, MAoA = Modifier age of 
acquisition, MI = Modifier imageability, HFA = Head familiarity, HAoA = Head age of acquisition and HI = Head imageability. *Significant at the α =.05 level. a This 
model did not converge with the variable of interest. We only included a random subject- and item intercept. 

Table 14 
Linear mixed effects regression results for the baseline model plus the additional 11 variables included for each separate model for Experiment 4 in c (response bias).  

Values CFAa CAoAa CIa STa LMDa MFAa MAoAa MIa HFAa HAoAa HIa 

β  − 0.016  0.010  − 0.011  − 0.001  0.003  − 0.004  0.001  0.001  − 0.009  0.010  − 0.005 
SE  0.004  0.004  0.004  0.004  0.004  0.004  0.004  0.002  0.004  0.004  0.003 
2.5%CI  − 0.024  0.002  − 0.019  − 0.009  − 0.005  − 0.012  − 0.007  − 0.003  − 0.0168  0.002  − 0.011 
97.5% CI  − 0.008  0.018  − 0.003  0.007  0.011  0.004  0.009  0.005  − 0.002  − 0.002  0.001 
t-value  − 3.96*  2.79*  − 2.99*  − 0.36  0.75  − 1.04  0.30  0.52  − 2.14*  2.60*  − 1.97* 
R2m  0.007  0.007  0.007  0.007  0.007  0.007  0.007  0.007  0.007  0.007  0.007 
R2c  0.068  0.068  0.069  0.068  0.068  0.068  0.068  0.068  0.068  0.069  0.069 

Note: Coefficients and standard error are presented for each variable when added separately to the baseline model containing compound word length, frequency, 
modifier frequency and head frequency. SE = Standard error; CFA = Compound word familiarity; CAoA = Compound word Age of acquisition, CI = Compound word 
imageability, ST = semantic transparency, LMD = lexeme meaning dominance; MFA = Modifier familiarity, MAoA = Modifier age of acquisition, MI = Modifier 
imageability, HFA = Head familiarity, HAoA = Head age of acquisition and HI = Head imageability. *Significant at the α =.05 level. a This model did not converge with 
the variable of interest. We only included a random subject- and item intercept. 
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Tehan, 2005; Lau et al., 2018; Tehan & Tolan, 2007). As a result of this 
orthographic distinctiveness, late-acquired words are unlikely to benefit 
from the structure formed by early-acquired words (Ellis & Lambon 
Ralph, 2000), leading to early-acquired word advantage. Put simply, 
these findings align with the integrated account (Chang & Lee, 2020; 
Elsherif et al., 2023), as the space disrupts the low-level processes that 
allow late-acquired word to benefit from the structure formed by early- 
acquired words to be recognised (Ellis & Lambon Ralph, 2000). This 
indicates that the integrated account can explain the findings of the AoA 
effect in recognition memory. Based on these findings, we can conclude 
that the AoA contributes to recognition memory of compound words. 

Additional data analysis across experiments: Interaction of the 
AoA of the compound word, task and space. 

We assessed whether there was an interaction between frequency, 
familiarity, imageability or AoA and task. Here we investigated studied 
items only to make it easier to interpret the findings between task. Task 
(recognition and recall coded as − 1 and 1, respectively) was coded as 
fixed effects. When contrast coding is explicitly noted, then there is no 
requirement to include post-hoc testing to determine the directionality 
of effects, so model coefficients reflect the effect magnitude indepen-
dently of other predictors’ levels (see Brehm & Alday, 2022 for a 
detailed discussion of contrast coding in LMM). The combined model 
was associated with R2m = 12.98% and R2c = 22.13% where task was a 
significant predictor (b = 0.350, SE = 0.013, t = 27.01), with more hits 
in recognition task than for free recall. Task by frequency, familiarity or 
AoA of the compound word was added into the combined model sepa-
rately as a fixed factor. Adding task × frequency to the model resulted in 
a significant improvement (χ2(1) = 183.38, p <.001), where R2m =
12.83% and R2c = 22.11% respectively. Adding task × familiarity to the 
model also resulted in a significant improvement (χ2(2) = 408.42, p 
<.001), where R2m = 13.27% and R2c = 22.39% respectively. A similar 
result was obtained for AoA and task (χ2(2) = 447.81, p <.001), where 
R2m = 13.29% and R2c = 22.40% respectively. In addition, the pattern 
was noted with imageability (χ2(2) = 317.62, p <.001), where R2m =

13.23% and R2c = 22.32% respectively. The interaction patterns (Fig. 1) 
showed that all target effects were stronger for free recall than hits and 
in opposite directions. The more frequent, familiar and imageable the 
compound words, the more the items were recalled. However, the less 
frequent, familiar and imageable the compound words, the more hits 
were obtained. In respect to AoA, earlier-acquired compounds words 
were recalled more accurately than late-acquired compound words, 
whereas later-acquired compound words received fewer hits than 
earlier-acquired compound words. 

Additional data analysis across experiments: Psycholinguistic 
and space interaction 

We assessed whether there was an interaction between frequency, 
familiarity, imageability or AoA and Space in these tasks. Again here we 
investigated studied items only to make it easier to interpret the findings 
between task. Task (recognition and recall coded as − 1 and 1, respec-
tively) and Spaced (unspaced and spaced coded as − 1 and 1, respec-
tively) were coded as fixed effects. When contrast coding is explicitly 
noted, then there is no requirement to include post-hoc testing to 
determine the directionality of effects, so model coefficients reflect the 
effect magnitude independently of other predictors’ levels (see Brehm & 
Alday, 2022 for a detailed discussion of contrast coding in LMM). The 
baseline model that was used included interaction of task by the range of 
psycholinguistic predictors. Adding space × frequency to the model did 
not result in a significant improvement (χ2(1) = 0.05, p =.82), neither 
space × familiarity (χ2(1) = 0.23, p =.63) nor space × imageability 
improvement (χ2(1) = 0.07, p =.79). However, adding AoA × space 
resulted in a significant improvement of the model (χ2(1) = 7.91, p 
=.005), where R2m = 13.30% and R2c = 22.41% respectively. The slope 
of the AoA effect on memory tasks is much larger in the spaced com-
pounds than the unspaced compounds (Fig. 2). Nevertheless, the three- 
way interaction of space and task did not interact with any of these 
predictors, excluding imageability. Adding Imageability × space × task 
resulted in a significant improvement of the model (χ2(2) = 6.41, p 
=.04), where R2m = 13.24% and R2c = 22.32% respectively. In recall, 

Fig. 1. The interaction patterns between (A) task and frequency, (B) task and familiarity, (C) task and AoA and (D) task and imageability on accuracy.  
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the higher imageability score, the more likely an item would be recalled, 
irrespective of a space. The more imageable the item, the higher the hit 
rate (see Fig. 3). 

General discussion 

The current study is the first to assess the effects of AoA on compound 
words through old/new recognition and free recall. Across the four ex-
periments, the results showed that the age at which a person learned a 
compound word significantly impacted recognition memory and recall 
performance. The present results support previous findings (e.g. Almond 
& Morrison, 2014; Cortese, Khanna, & Hacker, 2010, 2015) that the AoA 
of a compound word contributes to free recall and recognition memory. 
In addition, we observed that the age at which the modifier lexeme was 
acquired, together with their imageability and familiarity was more 
likely to affect free recall. One explanation is that the modifier lexeme 

narrows the semantic domain of the head lexeme, thus any predictors 
related to the modifier lexeme have been argued to be semantic in na-
ture (Benczes, 2005; Elsherif & Catling, 2021). This indicates that within 
this task, the AoA effect is semantic in nature. Within Experiments 3 and 
4, the predictors related to form and meaning (e.g. word length and the 
head lexemes) were found to contribute to recognition memory per-
formance, together with semantic predictors of the compound word. 
This indicates that recognition memory is affected by the form and 
meaning processes, as opposed to primarily only semantic processes. 

The effect of the AoA of the modifier was only observed in free recall, 
not recognition memory where the AoA of the modifier contributed to its 
accuracy, supporting Elsherif et al. (2020). Elsherif et al. argued that the 
presence of lexeme AoA occurs when semantic processing is involved. 
The AoA of the modifier indicates that semantic processing is involved in 
free recall, while the AoA effect of the head lexeme in recognition 
memory suggests that the mapping between low-level processes and 

Fig. 2. The interaction patterns between space and AoA on accuracy.  

Fig. 3. The interaction between task, Space and Imageability on accuracy.  
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semantic processing is involved in this task. In addition, the AoA effect 
of the compound word and modifier decreases from free recall to 
recognition memory task. This suggests that the AoA effect for recog-
nition memory could occur in the mapping between these representa-
tions. However, these findings also demonstrate that the AoA effect 
within memory cannot be determined solely by the mappings between 
representations but also by the formation of the semantic representa-
tion. Overall, the findings of AoA effects in compound words follow the 
prediction of the integrated view of AoA (Brysbaert & Ellis 2016; Chang 
et al., 2019; Chang & Lee, 2020; Elsherif & Catling, 2021; Dirix & Duyck, 
2017; Elsherif et al., 2023; Menenti & Burani, 2007). 

It is important to note that the direction of the AoA effect differs in 
recognition memory depending on whether a space is included, such 
that late-acquired words are recognised more accurately than early- 
acquired compound words in Experiment 3. One possible explanation 
for these results is the semantic distinctiveness effect. Cortese et al. 
(2010) argued that when learning a novel word, early-acquired com-
pound words become the reference point or the hub for which the novel 
word is accessed. The reverse AoA effect should be observed, as early- 
acquired compound words have more representations and centres con-
nected to it than late-acquired compound word, thus early-acquired 
words are not semantically distinct. However, as late-acquired com-
pound words have fewer representations and connections, they become 
more semantically distinct and are recognised better than early-acquired 
words (cf. Gullick & Juhasz 2008). The same argument can be applied to 
low-frequency modifiers in that low-frequency modifiers have fewer 
representations and connections than their higher-frequency counter-
parts, thus they become more semantically distinct. However, the se-
mantic distinctiveness account is agnostic to the free recall task. 
Nevertheless, based on the semantic similarity effect (i.e. items are 
better recalled from the same semantic categories; e.g. Crowder, 1979; 
Glanzer & Schwartz, 1971; see also Belke et al., 2005 who observed 
larger semantic interference in late-acquired, as opposed to early- 
acquired words), the semantic distinctiveness account would predict 
an AoA effect such that early-acquired words are recalled better than 
late-acquired words. Nonetheless, in the current study, we do observe 
effects of imageability and familiarity in recognition memory, thus the 
effects observed may be lexical-semantic in nature. 

It is important to discuss the observed result that the AoA effect was 
found to be present when a space was included in compound words. In 
Experiment 4, we found that early-acquired compound words are rec-
ognised more accurately than late-acquired word. This poses a challenge 
for the semantic distinctiveness explanation for the AoA effect. How-
ever, it could be explained by the fact that within Experiment 4 we 
observed a reversed word length effect such that long words were more 
likely to be recognised than short words. There are two possible, and not 
mutually exclusive, explanations for this reversed length effect that 
could link to our AoA findings. One explanation is that long words 
derived greater benefits from lexical knowledge than short words (e.g. 
Jefferies et al., 2011), thus additional lexical knowledge is more likely to 
lead to better recognition, as the representation is degraded. The AoA 
effect being present may result from additional lexical knowledge 
beginning to contribute to recognition of specific items, thus early- 
acquired words can benefit from their connections in order to be rec-
ognised more easily than late-acquired words, which do not have as 
many semantic connections and are thus likely degrading even further. 
This is shown as we also observe effects of imageability and familiarity 
in the recognition memory with a space task. The second explanation is 
that the inclusion of a space within the compound word is more likely to 
lead two individual words being processed. As a result of these two 
words being perceived by the reader, they become more orthographi-
cally distinct (Cortese et al., 2020), leading to the reader to recognise the 
items more quickly. 

In addition, we examined the interaction between the effect of 
lexical-semantic variables and insertion of a space and task type. We 
observed two noted findings: First, when comparing lexical-semantic 

properties, frequency, familiarity, imageability and AoA of the com-
pound word was larger in recall tasks than recognition memory tasks. 
This is in line with previous studies (e.g. Ballot et al., 2021; Lau et al., 
2018), who have demonstrated that the magnitude of imageability and 
frequency effects are smaller in recognition memory than free recall, 
indicating that recall tasks tap more into the lexical-semantic properties 
than recognition memory, supporting previous findings (e.g. Lau et al., 
2018), and the AoA has a common origin with lexical-semantic pre-
dictors, as predicted by the representation theory (see review by Elsherif 
et al., 2023). Second, the spacing between compounds only interacted 
with one psycholinguistic variable, namely, the AoA of the compound 
word, such that spaces inserted between lexemes produced a larger slope 
for the AoA effect. This is further supported by the three-way interaction 
of imageability, space and task where placing a space between lexemes 
affected the magnitude of the impact of imageability on recognition 
tasks only. Furthermore, imageability is more likely to aid in recognising 
studied items but not when there is a space placed between lexemes. 
These findings indicate that processing space within memory is inde-
pendent of lexical or semantic processes and occurs at a perceptual 
level6. One explanation could be that the space affects the stability of 
lexical representation. According to the mapping theory, compound 
words when entering the mental lexicon can benefit from the rich re-
sources of the neural network, thus once the compound word is well- 
established, it can form connections with other compound words and 
the individual lexemes. However, the space disrupts the representation, 
making it less stable and more likely to incur a larger processing cost, 
thus leading to larger AoA effect. 

Participants respond more slowly and showed larger d’ in recogni-
tion memory when a space was inserted between lexemes than without a 
space inserted. This supports research from Juhasz et al. (2005), who 
used a lexical decision task and found that inserting a space between 
compound words led to slower reaction times than with no space, as 
processing is disrupted. Although these tasks are different, they both 
involve a decision process, not otherwise included in natural reading. 
However, this explanation contradicts Inhoff et al. (2000), who found 
that a space led to faster lexical decision latencies than compound words 
without a space. Both experiments used a decision-based process, thus 
one explanation could be that Inhoff et al. (2000) used a mixed list such 
that spaced and unspaced compounds were placed in the same list, 
whereas, within the current study, we kept spaced and unspaced com-
pounds in separate lists. This difference between the present study and 
Inhoff et al. may result in participants using different strategies to 
recognise and discriminate items. Future research should investigate 
free recall and recognition memory of compound words (i.e. with and 
without a space) in relation to list composition. 

Free recall and recognition memory with and without a space 
inserted between lexemes is theoretically important not only for AoA 
effects but also to assess lexemic properties of memory. The results of 
these tasks established that the influence of lexical-semantic variables 
differ between tasks, specifically that that these effects were greater in 
free recall than recognition memory. The directionality of these effects is 
shown to indicate that lexical-semantic access occurs later in the pro-
cessing of the compound word. One explanation is that compound words 
are naturally long words, thus the relationship between spelling and 
sound are more arbitrary, allowing lexical-semantics processing to be 
more involved (Cortese et al., 2013). Second, free recall requires pro-
cesses that entail the reconstruction of degraded word representations, 
and effortful search to locate lexical items. In addition, the degraded 
word is likely to be arbitrary and, in both cases, this may necessitate 
greater semantic processing (Lau et al., 2018). Recognition depends on 

6 With regard to lexeme-AoA properties, we note that there is a larger slope 
for the AoA effect in free recall than recognition memory. In addition, the 
modifier AoA is larger in spaced than unspaced compounds, indicating that 
lexemic processing was involved. 
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low-level processes (such as perceptual, orthographic and phonological 
processing) to recognise if the item is studied, and is similar to word 
naming, thus semantic processing is likely to take a smaller role. 
Nevertheless, in the current study, recognition and recall of compound 
words with a space only interacted with AoA, not the other lexical- 
semantic properties. The explanation could be that inserting a space 
between lexemes encourages access to lexemic and low-level properties 
of the word, and the difference between spaced and unspaced com-
pounds is at the perceptual level to the participants. The interaction 
between task and AoA was very large, while the interaction between 
space/no space and AoA was small but statistically reliable. It could be 
that larger differences for the AoA and space/no space may be observed 
when using stimuli that are arbitrary in nature such as using pictures or 
tangrams7, leading to larger AoA effects. A large-scale and systematic 
comparison of free recall and recognition memory, with and without a 
space inserted between lexemes, is important to test the integrated view 
of the AoA effect, perhaps using a creative destruction approach (i.e. 
pre-specifying alternative results by competing hypotheses on a complex 
set of experimental findings; Delios et al., 2022; Tierney et al., 
2020,2021). 

One limitation of the current paper was that the interaction between 
task and psycholinguistic effects could potentially be explained as a 
functional ceiling effect. That is, the initial level of performance in 
recognition memory was already very high (i.e. more than 75% of the 
required hit rates was observed for several participant, as such repre-
sents a functional ceiling), thus a recognition test may simply be not as 
sensitive as recall (i.e. recognition is an insensitive test) and may be 
over-estimating the variables importance. As the number of items pre-
sented at the study or test phase are likely to increase the chance of 
revealing a functional effect, it would best in future studies to present 
more than 19 study items and the 38 test items to ensure that the dif-
ficulty of the task can allow us to assess which psycholinguistic property 
contributes to the recognition memory task, and hence provide a more 
sensitive measure of recognition memory. Importantly, the recognition 
test memory was of sufficient sensitivity. The current study observed 
that our psycholinguistic effects, specifically AoA, was obtained using 
signal detection theory, that provides us a measure of sensitivity and 
response bias. Hits do not provide us with a reliable measure of memory. 
However, to make it easier to interpret the findings between tasks, it is 
necessary to use the hit measures, as theis measure was used in both 
tasks. This means that it is better to use sensitivity and response bias 
within recognition memory tasks but hit rates between memory tasks. 
Although this limitation is important and would be recommended to 
review this issues in future research, they are by no means critical to the 
central message of this research. 

The four experiments from the current study highlight that the AoA 
effect does influence memory. Previous research has demonstrated that 
AoA affects recognition but does not affect serial or free recall in 
monomorphemic words (e.g. Macmillan et al., 2021). This pattern of 
results does not occur in compound word, as AoA contributes strongly to 
free recall with and without a space and recognition memory with and 
without a space. This highlights the generality of the AoA effect not only 
in lexical processing but also more broadly in the mechanisms relating to 
memory. In addition, these findings support the integrated account of 
the AoA effect, as we suggest the current study demonstrates that the 
AoA effect within memory occurs as a result of semantic distinctiveness 
and the mapping between representations. Put simply, the results from 
this study add to the growing evidence indicating that the AoA effect 
contributes to the gradual development of perceptual and semantic 
representations and the connections between these representations 
within a novel cognitive domain. 
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