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Abstract

A Transfer Learning Framework for Self-Adaptive Intrusion Detection in
the Smart Grid based on Transferability Analysis and Domain-Adversarial

Training

Pengyi Liao

Machine learning is a popular approach to security monitoring and intrusion detection

in cyber-physical systems (CPS) like the smart grid. General ML approaches presume that

the training and testing data are generated by identical or similar independent distribution.

This assumption may not hold in many real-world systems and applications like the CPS,

since the system and attack dynamics may change the data distribution and thus fail the

trained models. Transfer learning (TL) is a promising solution to tackle data distribution

divergence problem and maintain performance when facing system and attack variations.

However, there are still two challenges in introducing TL into intrusion detection: when

to apply TL and how to extract effective features during TL.

To address these two challenges, this research proposes a transferability analysis and

domain-adversarial training (TADA) framework. This work first proposes a divergence-

based transferability analysis to decide whether to apply TL, then develops a spatial-

temporal domain-adversarial (DA) training model to reduce distribution divergence be-

tween two domains and improve attack detection performance. The main contributions

include: (i) A divergence-based transferability analysis to help evaluate the necessity of
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TL in security monitoring for CPS, such as intrusion detection in the smart grid; (ii) A

spatial-temporal DA training approach to extract the spatial-temporal domain-invariant

features to mitigate the impact of distribution divergence and enhance detection perfor-

mance. The extensive experiments demonstrate that the transferability analysis is capable

of predicting accuracy drop and determining whether to apply TL. Compared to the state-

of-the-art models, TADA can achieve high and more robust detection performance under

system and attack variations.
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Chapter 1

Introduction

1.1 Background

1.1.1 Smart Grid Security Challenges

In recent years, cyber-physical systems (CPS), which integrate smart sensors, net-

working, computing, and control technology, are causing great changes in modern in-

dustry [9, 10]. As a trans-continental CPS infrastructure, the smart grid connects utilities

and customers with two-way power and information flows to provide more efficiency, re-

liability, and safety of power delivery. As illustrated in Figure 1, a smart grid is mainly

composed of physical systems and cyber systems [11]. The physical system, i.e. power

grids, consists of power generation, transmission, distribution, and customers. As a next-

generation power system, the physical system also includes various distributed generation

and storage, such as solar and wind energy. The cyber systems leverage various communi-

cation networks, like local area networks (LANs), field area networks (FANs), wide area
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networks (WANs), etc., to connect multiple utilities and customers [12]. With the in-depth

communication and integration of physical systems and cyber systems, smart grids can re-

alize intelligent and reliable management of power generation, transmission, distribution,

and power consumption.

Figure 1: The cyber-physical architecture of the smart grid [1].

However, the growing number of interconnections among billions of cyber-physical

devices creates complex interdependence and vulnerabilities that will inevitably raise the

occurrence of cyber-attacks in power systems. In recent years, power grid security acci-

dents have brought great threats to life and the economy, as shown in Figure 2. For exam-

ple, in 2010, the Stuxnet infected the supervisory control and data acquisition (SCADA)

systems in an Iranian nuclear program and damaged the centrifuges [13]. In 2015, hackers

infected the SCADA system with the BlackEnergy Trojan virus, and carried out targeted
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network attacks on a number of energy companies and power distribution companies, caus-

ing power outages in the Ivano-Frankivsk region of Ukraine [14]. 225,000 customers suf-

fered from power outages that lasted for hours. In 2016, the Israel electricity authority

was infected by a computer virus, and many computers in the authority were paralyzed

for two days [15]. In the same year, the power supply of Kyiv’s electricity grid was dis-

rupted by Crashoverride malware, causing a partial blackout [16]. In 2017, the electricity

transmission lines in Turkish were attacked by cyber-incidents, resulting in electricity cuts

in Istanbul [17]. In 2018, cyber-attacks accessed control systems at U.S. power plants to

shut down power plants [18]. In 2019, the electricity grid in Venezuela was attacked by

hackers, affecting 23 states of the country [19]. In 2020, the Maharashtra power system in

India was targeted by cyber-attackers during the Galwan crisis [20].

Based on the aforementioned accidents, we can find that the impact of cyber-physical

attacks on the smart grid could be grievous and disastrous, as reported in recent studies [14,

21, 22, 23, 24]. Hence, it is of great importance to achieve high cyber security in the smart

grid.

1.1.2 Intrusion Detection System

In general, in the smart grid, the unauthorized activities that could compromise the

confidentiality, integrity, and availability (CIA) of the power systems could be treated as

an intrusion [25]. Intrusion detection systems (IDS) are important CPS security techniques

that protect the state of networks or systems from internal and external malicious activ-

ities [5]. The objective of IDS is to identify the malicious actions that compromise the

CIA of the smart grid. IDS monitors and analyzes the behaviors of networks or systems,
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Figure 2: Power grid security incidents caused by cyber-physical attacks [2].
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generates alerts, and responds to malicious activities [5]. Based on the differences in the

database maintained, detection strategies, and challenges, the IDS can be categorized into

2 groups: misuse-based methods and anomaly-based methods [5, 4, 26].

• Misuse-based IDS: Misuse-based IDS are also called signature-based IDS. Misuse-

based IDS basically take each attack as a signature and maintain a signature database.

The detection process is to match an attack with the signatures of the previous in-

trusion in the signature database. When an attack is matched, the alarm will be

triggered. The advantage of misuse-based IDS is its low false alarm rate. The disad-

vantage is that it has a high missed alarm rate because it can not identify unknown

attacks since there are no prior signatures of such attacks in its profiles. Moreover,

the misuse-based IDS requires maintaining and updating a large signatures database,

which is expensive, time-consuming, and sometimes impossible due to emerging

and fast-evolving attacks [27].

• Anomaly-based IDS: Anomaly-based IDS can identify the zero-day attacks to over-

come the limitation of the misuse-based IDS. The basic idea of anomaly-based IDS

is to set a database of normal behaviors and identify the abnormal behaviors that

deviate from the normal behavior database. The advantage of anomaly-based IDS is

that it can detect unknown attacks. The disadvantage is that it may have a high false

alarm rate (FAR) since the new normal activities may be categorized as anomalies.
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1.1.3 Smart Grid Data Integrity Attacks

Traditional IDS need to regularly update databases, which are expensive, time-consuming,

and sometimes impossible due to emerging and fast-evolving attacks. While many statis-

tical and knowledge-based IDS approaches have been proposed to identify attacks, there

is a particular coordinated cyber attack in the power grid, called data integrity attack, that

can access the measurement data and bypass the traditional surveillance and detection

techniques [28].

In power systems, the state estimation is a key procedure to control power in the energy

management system (EMS), which is responsible for estimating the current state of power

systems, and can be further leveraged to filter the measurement noise and detect attacks,

to maintain the security and stability of the systems [29]. As shown in Figure 3, the raw

measurements of the power system are collected through the remote terminal units (RTUs)

and sent via the SCADA networks to the control center. Then the state estimator leverages

the collected measurements to estimate the system operation state and detect fault data,

and the system controller will use the estimated state in the optimal power flow, economic

dispatch, and contingency analysis [30].

However, with the incorporation of the cyber networks and the physical power grid,

the state estimation is no longer immune to some data integrity cyber attacks [8]. In this

research, we consider data integrity cyber attacks that can compromise power meter mea-

surements and pose profound disruptions in state estimation, energy distribution, and real-

time pricing. For instance, false data injection (FDI) attack is a particular class of intrusion

that targets data integrity [3]. FDI can compromise measurements, inject malicious data to

manipulate the estimated states stealthily, and evade bad data detection (BDD). As shown

6



Figure 3: FDI attacks on state estimation in a power system [3].

in Figure 3, FDI attacks could have several ways to manipulate the measurement data with

access to the end devices or the networks [3]. FDI can compromise the RTUs directly

to manipulate the measurements such as voltage magnitudes and angles. Alternatively,

FDI can also intercept the RTUs communication to manipulate the data from the meters to

the control center. A successful FDI attack will evade detection and pose a severe threat

to power system state estimation, possibly inflicting severe impacts like power outages,

physical damages, and monetary losses.
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1.2 Problem Statement

With increasing coupling among CPS devices, the traditional IDS approaches may

not be adequate to detect data integrity cyber attacks. In the last several years, machine

learning (ML) has claimed significant attention in detecting FDI in the smart grid secu-

rity research community [31, 32]. Compared to traditional IDS, ML approaches can learn

and leverage complex non-linear relationships to discover the difference between normal

and attack data for attack detection [5]. Moreover, ML methods can also generalize well

when exposed to novel attacks [32]. Hence, various ML detection mechanisms have been

exploited extensively and demonstrated high accuracy and efficient computation in at-

tack detection [31, 33, 34], such as k-nearest neighbor (kNN) and support vector machine

(SVM).

Many ML-based attack detection models assume that the training and testing data are

in the same space and have the same or similar independent distributions [1]. However,

this assumption is unlikely to hold in most real-world CPS scenarios because of system

dynamics and attack changes. For instance, in power grid, the system load demand is

continuously changing, and the system topology may also be altered by normal operations.

Meanwhile, the same scheme attacks may happen at different times and target different

buses, and new scheme attacks are emerging as well. These variations will alter the data

distribution and render a well-trained ML detection model to perform poorly on a new

dataset. Moreover, labelled attack data is extremely rare compared to labelled normal data

in real-world power systems. Models trained on insufficient data are fragile, and a small

change in the attack data distribution may cause a significant drop in detection accuracy.

Transfer learning (TL) is hence proposed to help solve these problems. This technique
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enables models to transfer the knowledge learned from a labelled domain to another unseen

domain with distribution divergence [35]. Over the last few years, TL has shown remark-

able achievements in image identification and semantic parsing tasks [36]. Recently, TL

is also introduced into highly dynamic CPS scenarios to enhance cyber-security situation

awareness [37]. However, there are still two challenges that need to be considered when

applying TL for attack detection in the smart grid. The first challenge might be referred to

as transferability: when a model will suffer a severe performance drop and thus TL should

be applied? The second challenge is how to extract effective features of the power system

data during the TL.

To tackle these two challenges, we propose a transferability analysis and domain-

adversarial training (TADA) framework. The proposed framework has two steps. The

first step is to leverage selected data divergence metrics and regression models to predict

detection accuracy drop and identify the tasks calling for TL. Then the framework devel-

ops a spatial-temporal DA training approach to extract spatial-temporal domain-invariant

features to enhance attack detection performance. The approach leverages parallel long

short-term memory (LSTM) networks and convolutional neural networks (CNN) to ex-

tract spatial-temporal features, and employ DA training to reduce distribution divergence

between two domains and thus improve detection performance.

1.3 Contributions

The main contributions of this research are summarized as follows:
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• We formulate the problems of when to apply TL and how to extract effective fea-

tures during TL for attack detection in power systems and tackle the problems by

proposing a two-step TL framework.

• We propose a divergence-based transferability analysis to help evaluate the necessity

of TL in security monitoring for CPS, such as intrusion detection in the smart grid.

• We develop a spatial-temporal DA training approach, which is able to extract spatial-

temporal domain-invariant features to enhance attack detection performance under

system variations and attack variations.

1.4 Thesis Structure

The thesis is organized into 6 chapters, and the overall structure is shown in Figure 4.

Chapter 1 presents the background, problem, and motivation of the thesis.

Chapter 2 discusses the related work about intrusion detection techniques in the smart

grid, and various TL approaches that are applied in the IDS, especially the domain adap-

tation methods. This chapter also reviews the data distribution divergence metrics used to

evaluate transferability.

Chapter 3 presents the overview of the proposed two-step attack detection framework.

The first step is to determine when to apply TL, and the second step is to effectively

extract critical features during TL. The details of each step are illustrated in the following

two chapters, respectively.

Chapter 4 proposes a divergence-based transferability analysis to justify the necessity

10



of TL. Specifically, we first leverage three commonly-used metrics to evaluate the dis-

tribution divergence, and train two regression models for each metric to approximate the

relation between accuracy drop and divergence. Then the regression models are used to

predict an accuracy drop in determining whether to apply TL. Moreover, considering com-

bining different metrics to extract complementary distribution divergence information, we

also propose an ensemble method that combines all metrics to further improve prediction

performance.

Chapter 5 proposes a spatial-temporal DA training approach to learn domain-invariant

representations to detect returning threats at different times and locations. The framework

leverages LSTM and CNN as the feature extractor to concurrently extract spatial-temporal

domain-invariant features from the multivariate data on time and space dimensions, miti-

gating the impact of distribution divergence and thus improving detection performance.

Chapter 6 draws the conclusions and presents the potential future works of the research.
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Figure 4: Structure of the Thesis.
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Chapter 2

Literature Review

2.1 Intrusion Detection in the Smart Grid

A wide range of IDS approaches has been proposed to detect attacks in the smart

grid [38, 39, 32, 40]. There are two common methods to classify IDS: detection-based

and source-based. According to the difference in detection methods and database main-

tained, IDS can be categorized into misuse-based methods and anomaly-based methods,

as illustrated in the Subsection 1.1.2. According to the difference in input data sources

used to detect malicious activities, IDS can also be categorized into host-based methods

and network-based methods. In this research, since we are interested in applying ML

techniques to detect attacks in the smart grid, we analyze the intrusion detection literature

and categorize them into non-learning-based and learning-based techniques, as shown in

Figure 5.
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Figure 5: Taxonomy of IDS [4, 5].
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2.1.1 Non-Learning-based Techniques

Khraisat et al. [4] conducted a comprehensive survey and classified the non-learning-

based IDS techniques into two categories: statistics-based and knowledge-based. Statistics-

based IDSs [41, 42, 43, 44] first measure the statistical metrics of packets like mean, me-

dian, and deviation, then leverage the statistical metrics to build a statistical model for the

normal data. Finally, a statistical reference test is used to calculate the probability that a

downstream instance belongs to the normal model. An instance with a low probability will

be considered an attack behaviour [45, 46, 47].

Boero, Dusi, and Aiello et al. [48, 49, 50] propose a statistical fingerprint-based IDS.

Instead of inspecting the packets, they examine a group of parameters related to the traffic

flow and get the statistical measurements as the fingerprint. Then, the fingerprint is used

to determine whether the traffic is normal. Zheng et al. [38] propose a hierarchical IDS,

which identifies the intrusions based on statistical processing. Their method collects and

abstracts traffic information and converts it into status-related statistical variables. The

statistical model then compares the statistical variables with the typical network activities

and determines whether the traffic is affected by the malware. Wattenberg et al. [51]

introduce a nonrestricted α-stable first-order model to detect intrusions in the network

traffic. They use α-stable functions to model the marginal distribution of real traffic, and

apply the means of a generalized likelihood ratio test (GLRT) to classify traffic patterns.

The results indicate their method has high accuracy in detecting floods and flash crowds.

Knowledge-based IDS [52, 53, 54, 55, 56] first uses normal traffic data to establish a

knowledge base. The instances that vary from the standard knowledge base will be consid-

ered intrusions. This knowledge base is basically created based on human knowledge, i.e.,

15



a group of human-defined rules. Thus, knowledge-based IDS is also called an expert sys-

tem. The advantage of knowledge-based IDS is that it can decrease the false positive rate

because the system has a collective knowledge base of various normal behaviours. How-

ever, in an open and dynamic environment, like CPS, it is expensive and time-consuming

to update the knowledge regularly. Alcaraz et al. [39] propose a rule-based expert sys-

tem where only the authenticated and authorized entities can access distributed elements.

Practical studies show that their method can not only accept or deny access but also pro-

vide approaches to dealing with extreme situations. Le et al. [57] introduce a finite state

machine (FSM) based IDS. If the FSM frequently changes its topology and the number

of changes exceeds the predefined threshold, the behaviour will be considered an attack.

The experiment results indicate their method can effectively monitor topology attacks with

reasonable overhead.

2.1.2 Learning-based Techniques

The purpose of intrusion detection is to distinguish intrusion behaviours from normal

behaviours and to categorize specific intrusion behaviours according to their character-

istics. From the perspective of ML, intrusion detection can be regarded as a standard

classification problem. ML has been proven to be efficient for classification tasks in many

application domains. In IDS, ML can not only learn significant differences between in-

trusions and normal behaviours but also have better adaptability to new intrusions than

conventional IDS because of its generalization. In recent years, a wide variety of ML

techniques have been introduced into intrusion detection in the smart grid [26, 32, 58, 59].
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In this subsection, according to the depth of the model structure, we follow [5] and cate-

gorize common ML algorithms into two types and discuss their applications in the IDS.

Shallow Models

Some shallow ML models have been studied for several decades, and their methodolo-

gies are mature. These models focus on detection accuracy and application efficiencies,

such as computation time and deployment complexity [5]. Shallow ML models can be

generally classified into two types, namely, supervised and unsupervised.

Supervised learning uses labelled data to train a classifier, then applies the classifier

to classify the testing data into intrusions or normal behaviours [31]. A rich line of su-

pervised learning methods, such as multi-layered perceptron (MLP), kNN, SVM, decision

tree (DT), naïve Bayes, etc., has been explored in the IDS in the literature [33, 34]. Ozay et

al. [32] test and compare three classic supervised ML algorithms for false data injection

(FDI) attacks, including MLP, kNN, and SVM. They find that kNN is sensitive to the sys-

tem size, and its performance may degrade in large-size systems. On the contrary, SVM

and MLP perform well in large-size systems. Jindal et al. [60] use a two-phase approach to

detect energy fraud in the smart grid. The electricity consumption data is firstly processed

by the DT and then fed into SVM. The experiments show that this top-down approach can

identify energy fraud behaviours with an accuracy of over 92% and a false positive rate

(FPR) of 5%.

In the CPS, sometimes there is not sufficient labelled data, manually labelling data is

expensive, time-consuming, and sometimes impossible due to emerging and fast-evolving
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attacks. Unsupervised learning can address this problem by extracting interesting informa-

tion from unlabelled data. Menon et al. [61] propose a k-Means approach to cluster traffic

between utility centers and smart homes, and identify anomalies. The experimental results

show their approach can achieve higher accuracy in detecting attacks than other clustering

algorithms. Alseiari et al. [62] introduce a mini-batch K-means IDS to monitor the data

traffic in the advanced metering infrastructure (AMI) and detect anomalies in real time.

Compared with other online clustering techniques, their approach has a high detection rate

and a low FPR.

Deep Learning Models

Deep learning models can take advantage of their complex structures and vast numbers

of parameters to outperform shallow models in many application scenarios, thus attract-

ing more and more interest in the community of CPS security [5]. The number of deep

learning-based IDS studies has increased incredibly since 2015 [63]. Deep learning mod-

els can also be categorized into supervised learning and unsupervised learning.

Supervised deep learning models include deep belief network (DBN), deep neural net-

work (DNN), CNN, recurrent neural network (RNN), etc. He et al. [40] propose a deep

learning approach to detect FDI with historical measurements. They use a conditional

deep belief network (CDBN) to extract high-dimensional temporal features from differ-

ent sensor measurements and identify FDI attacks. The experiments on IEEE 118-bus

and 300-bus power systems indicate the proposed method has a high detection accuracy.

Min et al. [64] introduce a CNN-based IDS, which makes use of both statistical features
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and payload features. They utilize CNN to extract effective information and train a so-

phisticated random forest for classification. Wang et al. [65] propose a novel IDS which

combines the CNN and LSTM. The approach first uses CNN to learn low-level spatial fea-

tures, then learn high-level temporal features with LSTM. The experimental results show

that their method can effectively decrease the false alarm rate.

Unsupervised deep learning models contain autoencoder, restricted Boltzmann ma-

chine (RBM), and generative adversarial network (GAN), etc. Rigaki et al. [66] use GAN

to modify the malware’s traffic behaviours to mimic legitimate traffic to avoid detection.

The GAN guides the malware to generate network traffic similar to real Facebook chat

traffic. Results demonstrate that the GAN can successfully improve the chances of the

intrusions not being blocked. Zhang et al. [27] introduce a GAN-based IDS to address

the problem of a limited number of samples. The proposed method first uses Monte Carlo

methods to generate synthesized intrusion data, augments the synthesized data by GAN,

and finally utilizes the augmented data to train a classifier to identify intrusions. Results

show their approach outperforms other methods in accuracy, precision, recall, and F1-

score.

Based on the aforementioned literature review, we can find that learning-based meth-

ods have been widely employed in the IDS. However, the CPS has some peculiarities that

may make ML methods harder to use. General ML-based attack detection models assume

that the training and testing data are in the same space and have the same or similar in-

dependent distributions [1]. In these cases, an ML model is trained and can be used for

a long time without changes. However, this assumption is unlikely to hold in most real-

world CPS scenarios. The data distribution of a CPS may change dynamically because
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of system and attack variations. If the data distribution changes, the trained model will

degrade, and we need to train a new model from scratch with the newly collected data.

In many real-world applications, recollecting data and retraining the models are expensive

and time-consuming. Such a gap requires techniques that can help trained models adapt to

new datasets with different data distributions.

2.2 Transfer Learning

2.2.1 Overview of Transfer Learning

Transfer Learning is hence proposed to address the data distribution divergence. TL is

an ML technique that transfers the knowledge learned from one domain to a different but

similar domain [67]. In the real world, there are lots of cases of applying TL. For instance,

learning to play badminton may help one learn to play tennis. Similarly, learning to ride a

bicycle may help one learn to ride a motorcycle.

To elaborate on how TL addresses the aforementioned gap, we first define several no-

tations of TL. In TL, a domain D consists of a feature space X and a marginal probability

distribution P(X). A task consists of a label space Y and an objective predictive function

f(·) from X to Y [37]. The objective function f(·) also refers as conditional probability

P (Y |X) from a probabilistic view, which is learned from the training data [35]. Given a

source domain DS and a target domain DT , the objective of TL is to learn and transfer the

knowledge from the source domain to achieve a high performance on the target domain.

Depending on label availability in the source and target domains, TL problems can be

categorized into three types: transductive TL, inductive TL, and unsupervised TL [68], as
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shown in Figure 6.

In inductive TL, labelled data is available in the target domain no matter whether the

labelled data is available in the source domain or not [69, 70, 71, 72, 73]. The tasks of

the source and target are different regardless of whether their domains are identical. If

some labelled data is available in the source domain, inductive TL is similar to multitask

learning. If the labelled data is unavailable in the source domain, inductive TL is close to

self-taught learning.

In transductive TL, the labelled data is only available in the source domain [74, 75,

76, 77, 78]. The source task and target task are the same, but their domains are different.

According to the differences between the two domains, transductive TL can be categorized

into two types: either the feature spaces of the source and target domains are different, or

the marginal distributions are different.

In unsupervised TL, there is no labelled data in either the source or the target do-

mains [68]. The source task and target task are different but related. Unsupervised TL can

benefit special tasks, where sufficient labelled data in both the source domain and target

domain is not available.

TL has been extensively adopted and witnessed remarkable advances in image and

video applications [79]. Lately, TL methods are applied to anomaly detection in In-

ternet [67, 68, 80, 81, 82] and cloud [83] applications, which shed new light on intro-

ducing TL to empower intrusion detection in highly dynamic cyber-physical power sys-

tems [1, 35].
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2.2.2 Domain Adaptation in TL

Domain adaptation is a subcategory of transductive TL techniques that reduces domain

divergence and improves models’ generalization [67]. In domain adaptation, given a la-

belled source domainDS = {(xS1 , yS1), ..., (xSn1
, ySn1

)}, and an unlabelled target domain

DT = {(xT1), ..., (xTn2
)}, we assume that the feature space of the source and target do-

mains is identical, i.e., XS = XD, the label space is identical, i.e., YS = YD, and their

conditional distributions are same, i.e., PDS
(Y |X) = PDT

(Y |X). But the marginal proba-

bility distributions of the source and target domains are different, i.e., PDS
(X) ̸= PDT

(X).

The aim of domain adaptation is to leverage the labelled data in the source domain to learn

a function f(·) to predict the label in the target domain. Csurka and Wang et al. [84, 85]

reviewed the domain adaptation methods and classified them into three types: discrepancy-

based methods, adversarial-based methods, and reconstruction-based methods.

Figure 6: Classification of TL.

Discrepancy-based methods [86, 87, 88, 89, 90] reduce the generalization error of the

target domain by reducing the difference between the two domains. Maximum mean dis-

crepancy (MMD) is one of the most commonly used measures of the difference between

the distributions of the source and target domains. Domain adaptive neural network [91]
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and deep domain confusion (DDC) [92] are the earliest MMD-based deep domain adap-

tation methods. DDC only uses linear kernel MMD in a layer to measure the discrepancy.

Long et al. improve the DDC by using multiple kernels MMDs and applying them in

several layers [93]. They further propose the joint adaptation network (JAN) [94]. JAN

considers the joint probability distribution of features and labels, resulting in further per-

formance improvement.

Adversarial-based methods [77, 95, 96, 97, 98] introduce the idea of GAN [99] into

the domain adaptation problem. Ganin et al. propose a domain-adversarial (DA) training

strategy to extract feature representations that are both label-discriminative and domain-

invariant [72]. The training process of adversarial domain adaptation is a game process

between the feature extractor and the domain discriminator: the domain discriminator

learns to distinguish the source domain samples from the target domain samples, while the

feature extractor tries to confuse the domain discriminator by learning domain-invariant

features [100]. Volpi et al. introduce an adversarial discriminative domain adaptation

(ADDA), where the weights are not shared, and the source domain features and the target

domain features are extracted independently [101]. Long et al. propose a conditional

domain-adversarial network (CDAN) [102] to align multimodal distributions.

Reconstruction-based methods [103, 104, 105, 106, 107] use autoencoders to recon-

struct data to keep the inter-class representation distinguishable and inter-domain repre-

sentation indistinguishable. Autoencoder [108], including two processes of encoding and

decoding, is an unsupervised learning method that can be used to suppress information

loss. Glorot and Chen et al. [109, 110] train an autoencoder using all samples from the
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source and target domains, then train a classification model on the source domain repre-

sentations, and apply the classification model directly to the target domain. Bousmalis et

al. [107] introduce a domain separation network (DSN). In DSN, the source and target

domains use the domain-shared encoder to encode the domain-shared information and

use the domain-specific encoder to encode the domain-specific information. Hence, both

common properties and domain-specific properties are extracted.

2.3 Transferability Analysis

2.3.1 Overview of Transferability Analysis

In this research, transferability analysis refers to the approach to analyzing the data

and determining whether there is a need to apply TL. In most TL papers, researchers

assume there is a need for TL and propose novel TL approaches to achieve state-of-the-art

performance. However, in real-world applications, frequently applying TL is costly and

time-consuming. If the ML model trained on the source domain can generally retain a

good performance when applied to the target domain, there is no need for TL because the

performance improvement would be trivial. Meanwhile, Weiss et al. state in their survey

that if the source domain and target domain are not well-related, the knowledge learned

from the source domain will have a negative impact on the target domain, which is referred

to as negative transfer [111]. In this case, one would better train a new model from scratch

instead of applying TL. Thus, it is vital to identify the cases suitable for TL and apply TL

promptly.

Ben et al. [112] conducted a theoretical study and proved that a classifier’s error in
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the target domain is bound by its error in the source domain and the divergence between

the source and target domains. Other studies also indicate that the model generalization

error in the target domain is affected by the difference between the source domain and

the target domain [67, 100]. Since when to transfer depends on whether the performance

of a trained model trained in the source domain has degraded significantly in the target

domain, and the accuracy drop from the source domain to the target domain is related to

the data distribution divergence of them, the transferability analysis could lead to a data

distribution divergence measurement problem.

There are some studies that have used data distribution divergence to detect attacks

directly in the power system without TL. Gu et al. [113] use Kullback–Leibler (KL) diver-

gence to calculate the distance between normal and false data to identify the latter directly.

Pal et al. [114] measure the Euclidean distance between real and tampered data to detect

the data manipulation attacks directly. Gupta et al. [115] use the relative entropy between

normal and the perturbed power flow data, to predict the blackout risk. However, these

studies mainly focus on measuring the dissimilarity between two data distributions and

generating alerts for anomalies directly. Little attention has been paid to relating the dis-

tribution divergence with accuracy. Compared to these works, our transferability analysis

focuses on predicting the performance degradation based on the divergence to decide when

TL should be triggered, instead of measuring the dissimilarity for a direct alert.

Recently, several studies outside the field of TL have started to establish a connec-

tion between distribution divergence and accuracy. Among them, the most related work is

from Elsahar and Deng et al. [116, 117], who used various methods such as H-divergence,
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Fréchet distance, and confidence-based metrics to predict the accuracy drop of modern nat-

ural language processing (NLP) and computer version (CV) models under domain shifts.

Both studies used predicted accuracy drops to evaluate the robustness of trained models.

However, these studies did not further explore the use of the predicted accuracy to deter-

mine whether/how the model shall be updated to retain the previous performance. Instead,

in our work, we use divergence metrics as an indicator to determine whether one should

apply TL, benchmarking divergence metrics in predicting the accuracy drop to create a re-

liable predictor that will help operators decide whether to apply TL based on the predicted

performance degradation of trained machine learning models.

2.3.2 Domain Divergence Metrics

Based on the aforementioned analysis, we can find that domain divergence plays a

crucial role in predicting the accuracy drop when a trained model is applied to the tar-

get domain. Given its importance, researchers have invested much effort in leveraging

metrics to evaluate distribution divergence. Kashyap and Ruder et al. [118, 119] con-

duct a comprehensive survey on the domain divergence metrics, and classify them into

four groups: geometry-based, domain discrimination-based, mutual information-based,

and higher-order moment-based, as shown in Figure 7.

Geometry-based metrics use the statistical descriptions of data distribution, like mean

and standard deviation, to capture geometry-related information. Wang et al. [120] use

Euclidean distance to measure the distance between different sentences and select the in-

domain sentences. The adaptation results indicate their method can improve the neural
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Figure 7: Taxonomy of Domain Divergence Metrics.
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machine translation (NMT) performance. Ruder et al. [119] take the probability distri-

butions as the vectors and leverages cosine similarity to calculate the distance. The ex-

periments show that the proposed approach can be used to select data. Geometry-based

metrics have the advantage of fast computing. However, geometry-based metrics may lose

their effectiveness in measuring the divergence in high dimensional space [121]. As di-

mensionality grows, the volume of the space increases, and the data becomes sparse. In

high dimensional space, the difference between the maximum and the minimum distance

from a sample to the centroid or other reference points tends to be zero [122, 123].

Domain discrimination-based metrics look at datasets from the perspective of classi-

fiers and train classifiers to extract the high-dimensional feature space information of the

two distributions in a representation layer. Domain discrimination-based metrics train a

classifier to discriminate the samples generated from the source domain and the target

domain and use the classification error-related value to characterize the divergence. Bous-

malis et al. [107] introduce proxy A-distance (PAD) into DSN to extract both domain-

shared and domain-private features simultaneously. The experiments on the unsuper-

vised domain adaptation scenarios demonstrate the effectiveness of their method. Kim et

al. [124] use PAD to check if the proposed model successfully extracts the domain-invariant

features and generalizes well on the target domain.

Mutual information-based metrics look at datasets from an information theory perspec-

tive and capture the probability information between two distributions by measuring the

amount of information required to convert one distribution to the other. Asch et al. [125]

leverage KL divergence and Rényi divergence to compare different domains and predict

in NLP applications. Remus et al. [126] use Jensen-Shannon (JS) divergence to measure
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the divergence between source and target domains, and their results are compared to the

state-of-the-art domain adaptation approaches. Duh et al. [127] use cross entropy (CE) to

measure the similarity between two probability distributions and select similar sentences

in machine translation.

Higher-order moment-based metrics capture the moment information between two dis-

tributions. Wang et al. [128] use MMD to reduce the domain discrepancy of feature rep-

resentations in the named entity recognition (NER) and show that their approach can out-

perform the best baseline in most tasks. Zellinger et al. [129] introduce central moment

discrepancy (CMD) into domain-invariant representations for domain adaptation. They

test their scheme on Office and Amazon reviews datasets and prove CMD can achieve

high accuracy on most domain adaptation tasks.

Inspired by the existing work, we investigate and choose different divergence mea-

surement metrics to measure the data distribution divergence between different domains.

With these metrics, we want to identify the potential relation between attack detection

accuracy drop in the smart grid and distribution divergence and approximate the relation

through regression models. Specifically, the research first selects three commonly used

metrics [112, 130, 128] and uses each metric in isolation to explore the relation between

accuracy drop and divergence, predict accuracy drop, and determine when to apply TL.

Moreover, considering combining different metrics to extract complementary distribution

divergence information, we systematically analyze the divergence metrics published in the

literature, compare the information we can obtain from different metrics, and propose an

ensemble method to combine them to further improve prediction performance.
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Chapter 3

Overview of Framework

3.1 Problem Overview

General ML-based attack detection techniques assume that the training and testing data

have the same feature space and are from similar independent distributions [1]. However,

this assumption may not hold in CPS scenarios because many CPSs operate in open en-

vironments, and the data constantly changes. TL is proposed to address this problem by

transferring learned knowledge from a labelled source domain to a related target domain.

It has been extensively adopted and witnessed remarkable advances in image and video

applications [79]. Lately, TL methods are applied to anomaly detection in Internet [131]

and cloud [83] applications, which shed new light on introducing TL to empower intrusion

detection in highly dynamic cyber-physical power systems [1, 35].

While various TL models have been proposed to transfer the knowledge learned from

one domain to another unseen domain to enhance the attack detection performance, they
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have not considered when TL should be applied to retain the attack detection performance.

Meanwhile, there is another question to consider during TL: how to effectively extract the

internal spatial and temporal features of CPS data to improve detection performance? This

is because the spatial-temporal features have been proven to help discriminate attacks from

normal data [132]. For instance, on the spatial side, the smart grid can be regarded as an

image. To launch FDI attacks on a particular bus, measurements of several specific buses

need to be manipulated simultaneously according to the physical topology [133]. Thus,

exploiting these spatial correlations of measurement data is crucial for intrusion detection

systems (IDS). Moreover, the temporal feature can be extracted from the measurement

flow over a continuous period to enhance the detection of well-constructed attacks, such

as FDI [28].

To tackle these two challenges, we propose a two-step attack detection framework

based on transferability analysis and TL. The overview of the proposed framework is

shown in Figure 8. The first step is leveraging transferability analysis to identify the

tasks that require TL. Then the framework will apply effective TL techniques to reduce

distribution divergence between two domains and improve attack detection performance.

3.2 Divergence-based Transferability Analysis

In transferability analysis, we want to analyze whether a trained model will degrade

significantly and require TL. Studies have indicated that TL performance is related to the

similarity between the source and target domains [134], and the effectiveness of TL may

remain high in a certain range of distribution divergence, depending on how critical the
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Figure 8: Overview of the proposed transferability analysis and domain-adversarial train-
ing (TADA) framework.

application scenarios are.

We can use Figure 9 as an illustrative example of the possible relation between the

effectiveness of TL and distribution divergence:

1. If the divergence between the source domain and target domain is within a small

range, the ML model trained on the source domain can generally retain a good

performance when applied to the target domain, so TL is unnecessary as the per-

formance boost would be trivial, while the adaptation can be costly.

2. If the divergence is too large, even a TL model could suffer a severe accuracy drop

on the target domain as the case is beyond transferable [134]. In this case, one would

better train a new model from scratch instead of applying TL.

3. If the divergence is somewhere in between, it may be significant enough to degrade

the performance of a trained ML model but not beyond what a TL model can handle.
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Figure 9: The relation between divergence and effectiveness of TL.

This will be the sweet spot where we can leverage TL to retain a good performance

against the divergence by adapting - instead of re-applying or re-creating an ML

model.

In this research, we will mainly focus on the transferability between the first and the third

situations, where one needs to decide if the divergence makes it necessary to transfer an ex-

isting ML model with effective TL methods. Since the model’s performance drop is related

to the distribution divergence between two domains [67, 100, 112], we want to measure

the distribution divergence, and then use the divergence to predict the performance drop

and determine whether to apply TL.
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3.3 Divergence-based TL

To achieve high detection performance during TL in CPS, effective feature extrac-

tion techniques need to be adopted to extract the internal spatial and temporal features of

CPS data. Various TL approaches, such as fine-tuning [135], knowledge distillation [136],

and one-short learning [137], have been proposed to transfer spatial-temporal features to

enhance the robustness of IDS. Xu et al. [135] introduce fine-tuning into a CNN-based

network detector to enhance the detection ability against new intrusions. Tariq et al. [137]

propose a CANTransfer to detect intrusions in multivariate time series data. While the

aforementioned TL schemes can transfer spatial-temporal features learned from one do-

main to a different but similar domain, they do not consider reducing the data distribution

divergence that leads to performance drop and thus can not solve the problem in this re-

search.

Domain-adversarial (DA) training is a subcategory of TL techniques that reduces do-

main divergence and improves model generalization by extracting domain-invariant fea-

tures [67]. The domain-adversarial neural networks (DANN) [72] proposed by Ganin et

al. is one of the most studied and promising methods. Zhang et al. [1, 35] further extend

DANN with customized classifiers and propose a semi-supervised DA training model. The

extensive experiments show that DANN is capable of decreasing distribution divergence in

dynamic time-varying power systems. In this research, we follow their method and adopt

DANN as our TL approach.

As shown in Step 2 of Figure 8, there are three essential networks in DANN: feature

extractor, label predictor, and domain discriminator. In DANN, the goal of the domain

34



discriminator is to minimize the domain discrimination loss, while the goal of the fea-

ture extractor is to maximize the domain discrimination loss to extract domain-invariant

features. To satisfy these two opposed objectives simultaneously during the training pro-

cess, a gradient reversal layer (GRL) is added between the feature extractor and the do-

main discriminator. With the GRL, after the gradient of the domain discrimination loss

is back-propagated away from the domain discriminator, the gradient is negated and then

continues to be back-propagated to the feature extractor. In this way, the DANN enables

the feature extractor to extract the domain-invariant features by maximizing the domain

classification loss. The model trained on the source domain can also generalize well to

the target domain. Meanwhile, during TL, we also want to adopt advanced and effective

feature extraction techniques to extract CPS data’s internal spatial and temporal features

to enhance detection performance.

Based on the remaining gaps and aforementioned analysis, the research proposes a

two-step attack detection framework based on transferability analysis and spatial-temporal

DA training, as shown in Figure 8. The framework first determines whether a model

will suffer a significant accuracy drop on the target domain and thus require TL, then

uses DA training to extract the domain-invariant spatial-temporal feature to improve the

attack detection performance against distribution divergence. The details of each step are

illustrated in Chapter 4 and Chapter 5, respectively.
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Chapter 4

Divergence-based Transferability

Analysis

The goal of transferability analysis is to analyze whether a trained model will degrade

significantly and thus require TL. It has been proven that the performance degradation

of a trained mode is related to data distribution divergence between two domains [112].

So the data distribution divergence measurement plays a crucial role in predicting per-

formance drop and triggering TL. Therefore, the thesis first selects three commonly used

metrics [112, 130, 128] and uses each of them in isolation to explore the relation between

accuracy drop and divergence. The approximated relation is then leveraged to predict the

accuracy drop on the unlabelled target domain based on measured distribution divergence,

and determine when to apply TL. Moreover, considering that different metrics can extract

complementary distribution divergence information, we systematically analyze the diver-

gence metrics published in the literature, compare the information we can obtain from
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different metrics, and propose an ensemble method to combine them to further improve

prediction performance.

4.1 Single Metric Transferability Analysis

4.1.1 Problem Formulation

CPS operating in open environments may have significant data distribution divergence,

which may lead to accuracy degradation for a model trained on the source domain and

tested on the target domain. Given a source domain DS and a target domain DT , the

distribution divergence may be caused by a variety of reasons. It can be due to covariate

divergence, where only the feature distribution changes, i.e., PDS
(X) ̸= PDT

(X), but the

conditional distribution remains the same, i.e., PDS
(Y |X) = PDT

(Y |X). It may be caused

by concept divergence, where PDS
(X) = PDT

(X) and PDS
(Y |X) ̸= PDT

(Y |X), or label

divergence, where PDS
(Y ) ̸= PDT

(Y ) and PDS
(X|Y ) = PDT

(X|Y ), or a combination of

the above divergence.

This research focuses on the covariate divergence, which often occurs in CPS intrusion

detection scenarios because the system variations and attack variations will influence the

normal and attack data distribution. In the power system, the system variations may be

caused by the different load demands, normal operations, or topology changes. The attack

variations could arise when the same scheme is launched again at different periods or

locations in the grid. This research considers the binary intrusion detection problem in

the smart grid, which intends to classify the multivariate time series measurement data

as attack events or normal operations. We focus on the scenarios where two consecutive
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attacks target at different times and/or different locations.

We are interested in the attack detection accuracy drop that requires the TL. We assume

that the source domain consists of labelled normal data and attack data, where DS =

{(xS1 , yS1), ..., (xSn1
, ySn1

)}. If we had a fully labelled target domain DT , the accuracy

drop could be measured by empirical data:

∆Pr = PrDS
− PrDT

, (1)

where PrDS
is the accuracy of a model trained on a source domain DS , and PrDT

is the

accuracy when this model is applied to the target domain DT . However, the detection

system deployed in the smart grid detects attacks online, and the new generated target

domain is unlabelled, i.e., DT = {(xT1), ..., (xTn2
)}. So, the accuracy drop can not be

calculated via Eq. (1) with the unlabelled target domain.

To solve the problem, we propose to employ dataset pairs from the labelled source

domain to explore the relationship between divergence and accuracy drop, then use the

relation to predict the accuracy drop of the unlabelled target domain. If we have the

divergence-accuracy drop relation, the accuracy drop of the target domain can be predicted

by:

∆Pr′ = A(d), (2)

where ∆Pr′ is the predicted accuracy drop, A is the relation between accuracy drop and

divergence, and d is the distribution divergence of the source domain and the target do-

main.

The proposed transferability analysis aims to predict accuracy drop and identify the
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unlabelled target datasets where a trained model will degrade significantly and call for

TL. The challenges are how to measure the data distribution divergence in intrusion de-

tection and how to approximate the relation between accuracy drop and divergence, which

are tackled by the proposed analysis in Figure 10. We measure the accuracy drop and

divergence between each pair of datasets from source domains, then train regression mod-

els to approximate the divergence-accuracy drop relation. With the approximated relation

model, we can calculate the divergence between the target domain and source domain, and

leverage the relation model to predict the accuracy drop on the unlabelled target domain.

If the predicted accuracy drop is in a suitable range, trigger the TL.

Figure 10: The proposed divergence-based transferability analysis for the smart grid in-
trusion detection.
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4.1.2 Methodology

Data Distribution Divergence Metrics

The distribution divergence information can be characterized with different metrics.

First, we first select three widely used divergence metrics to evaluate distribution diver-

gence:

Proxy A-Distance (PAD)

PAD is a domain discrimination-based metric proposed by Ben-David et al. [112].

Ben-David et al. have proven that the error of a trained model on a target domain is

bounded by its error on the source domain and the H-divergence between the source do-

main and the target domain. H-divergence depends on the capability of a trained classifier

to discriminate between samples generated from source and target domains. To calcu-

late the H-divergence with finite data sampled from the source and target domains, Ben-

Davidr et al. propose the PAD to approximateH-divergence.

To compute PAD, source domain data and target domain data are mixed, and samples

from source and target domains are labelled as 0 and 1, respectively. Then a classifier

Gd is trained on the mixed dataset to distinguish between samples from source and target

domains. Finally, the classifier is tested on the held-out test dataset. The PAD is defined

as:

ϵ (Gd) =
1

|D|
∑

xi∈D′
s,D

′
t

|G (xi)− I (xi)| , (3)

PAD = 2(1− 2ϵ (Gd)), (4)

where Gd is the trained classifier. ϵ (Gd) is the classifier’s error on the held-out dataset
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D′
s and D′

t. I is the true domain label. In the experiments of this research, following the

approach of Ben-David et al.[112], we train a linear SVM as our classifier.

Kullback–Leibler (KL) Divergence

KL divergence [138] is a mutual information-based metric and has shown effective-

ness in predicting performance in sentiment analysis [139]. KL divergence measures the

relative entropy between two probability density functions p(x) and q(x):

DKL(P ||Q) =

∫
p(x)log

p(x)

q(x)
dx. (5)

We adopt the work of John et al. [140] and consider the two datasets following Gaussian

mixture models (GMM). The marginal densities of x ∈ Rd under p and q are:

p(x) =
∑
a

πaN (x;µa; Σa),

q(x) =
∑
b

πbN (x;µb; Σb).

(6)

To estimate D(P ||Q), we could conduct a Monte Carlo simulation. Using n i.i.d.

samples {xi}i=1
n , we have:

DMC(P ||Q) =
1

n

n∑
i=1

log
p(xi)

q(xi)
→ D(P ||Q). (7)

The variance of the estimation error could be decreased when n→∞.

Maximum Mean Discrepancy (MMD)

MMD is a higher-order moment-based metric and has been widely used in TL. MMD

estimates divergence between two distributions based on the Reproducing Kernel Hilbert
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Space (RKHS)[141]. Given two datasets X = {x1, x2, ..., xn1} and Y = {y1, y2, ..., yn2}

that come from two distribution P and Q, the empirical estimation of the distance is de-

fined by:

DMMD(X||Y ) =

∥∥∥∥∥ 1

n1

n1∑
i=1

φ(xi)−
1

n2

n2∑
j=1

φ(yj)

∥∥∥∥∥
H

. (8)

where φ(x): X →H, is a kernel-based function mapping samples to a feature representa-

tion space in RKHS.

The feature representation varies with the different choices of kernels. In this research,

the radial basis function (RBF) kernel is adopted since the RBF kernel can take advan-

tage of the Taylor expansion of the Gaussian function to match all the moments of two

distributions [107].

Divergence-based Performance Drop Prediction

After measuring the accuracy drop and data distribution divergence by the selected

metrics, the potential relation between the distribution divergence and the detector accu-

racy drop are approximated through regression models, including linear regression and

neural network regression.

Linear Regression

A strong positive relation between detection accuracy drop and divergence can be ob-

served in Figure 14: Pearson correlation coefficient ρ [142] is above 0.83 in all cases.

According to Haldun and Dancey et al. [143, 144], 0.8 < ρ <= 1 shows a strong relation

between two variables. Based on this observation, we first introduce a linear regression

model.

∆Pr = w1d+ w0, (9)
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where w0 and w1 are parameters of the linear regression model, d is the distance between

DS to DT , and ∆Pr is the accuracy drop of a model that is trained on DS and applied to

DT .

Neural Network Regression

Considering that the divergence-accuracy relation may not be linear, we also leverage

a neural network (NN) regression model. The neural network regression model can learn

a non-linear and complicated relation between accuracy drop and divergence.

∆Pr = fneural(d), (10)

where fneural is a fully connected neural network, we adopt the same configuration as

[116]. The input d is the distribution divergence of two domains. The output ∆Pr is the

accuracy drop.

With the regression models, we can measure the divergence between the source do-

main and the unlabelled target domain, and predict the accuracy drop according to the

divergence. If the divergence exceeds the accuracy drop threshold Π, we will trigger TL

for the target domain. The entire proposed transferability analysis process is summarized

in Algorithm 1.

4.1.3 Experiments Setup

This subsection will introduce our experimental setup to validate the single metric

transferability analysis for intrusion detection.
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Algorithm 1 Transferability Analysis
Input: The set S of labelled source datasetDS; The set T of unlabelled target datasetDT ;

Accuracy drop upper bound Π and lower bound π
Output: TL decision

1: for source dataset pair DSm and DSn in S do
2: # Measure divergence
3: d← D(DSm ||DSn)
4: # Measure accuracy drop
5: Train a classifier on DSm , calculate accuracy PrDSm

6: Apply classifier on DSn , calculate accuracy PrDSn

7: ∆Pr ← PrDSm
− PrDSn

8: end for
9: # Train a regression model

10: ∆Pr = A(d)
11: # Predict accuracy drop for target domain
12: for dataset pair DS and DT in S and T do
13: d′ ← D(DS||DT )
14: ∆Pr′ = A(d′)
15: # Make TL decision
16: if ∆Pr′ <= π then
17: Use exiting ML model
18: else if π < ∆Pr′ < Π then
19: Train a TL model
20: else
21: Train a new ML model
22: end if
23: end for
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Data

Normal Data

To establish experiments based on realistic scenarios, we obtain public load demand

from ISO New England [6] from August 24th to 30th, 2019, as shown in Figure 11. In

ISO New England, the demand was reported every 5 minutes. To increase the sampling

rate and maintain the trend of the demand curve, the demand data is interpolated with a

1-second interval by the Spline method in MATLAB.

Figure 11: One-week load demand of ISO New England [6].

The IEEE 30-bus system [7] is selected as the simulation scenario, and MATLAB

toolbox MATPOWER is leveraged to generate and synthesize the above load demand.

As illustrated in Figure 12, the system consists of 30 buses and 41 branches with a total

load demand of 189.2 MW. We first assume that the default operating point in the 30-bus

system is at its peak (100%) and match the total load demand to the peak load of the data

we obtained from ISO New England. Then we assume that the total demand of the IEEE
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30-bus system follows the same changes as that of the ISO New England grid (in terms of

percentage w.r.t. the peak load). For example, if the total demand of the ISO New England

drops from 100% at the peak to 80% after 2 hours, the total demand for the IEEE 30-bus

system will also decrease to 80% of its own peak after 2 hours. This matching will allow

us to apply the same aggregated load profile of the ISO New England to that of the IEEE

30-bus system.

Figure 12: The IEEE 30-bus system by the Illinois Center for a Smarter Electric Grid
(ICSEG) [7].

Meanwhile, we follow [145] and introduce variations into a load for each node over

time. Based on [145], we assume that at a given period, if the load of the entire grid
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is changed by x%, the corresponding individual load change across 30 buses follows a

normal distribution with a mean of x% and a variance of y%. For example, from tk to

tk+1, if the total load of the grid is increased by 3.0%, the load of each node may increase

similarly but with potential random variations, such as 3.2% or 2.6%, and the average

will be 3.0%. In our experiments, x is the change obtained from the ISO New England

load profile, y = x/100. 142 measurements over a 1-second interval are calculated and

collected through the DC optimal power flow (DC-OPF) solver in MATPOWER as normal

data.

Attack Data

Distinct attack models have been proposed and developed to analyze and enhance the

security of the smart grid in the past two decades [23]. The FDI, first proposed by Liu et

al. [133], is one of the most widely studied threat models and is therefore chosen as the

attack model in this research. The attack scheme of FDI is shown in Figure 13. To elab-

orate on how FDI introduces treats on power systems, we first introduce conventional bad

data detector (BDD) in the power system state estimators (PSSE). In the DC state estima-

tion, the relation between state variables and observed measurements can be formulated as

follows [133]:

z = Hx+ e, (11)

where z = z1, z2, ..., zn represent the physical measurements, x = x1, x2, ..., xm are the

state variables, H is an n×m Jacobian matrix of power grid topology, and e = e1, e2, ..., en

are measurement errors often models by the white Gaussian noise. Based on the observed

measurements z and H, the estimated states x̂ can be obtained with the following weighted
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least square (WLS) solution,

x̂ = (HTWH)−1HTWz, (12)

where W is a diagonal matrix.

W =



σ−1
1

σ−1
2

. . .

. . .

σ−1
n


(13)

where each element in W is the reciprocal of the variance of meter error.

Figure 13: Attack scheme of FDI [8].
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With the estimated states x̂, the traditional BDD first measures residual between ob-

served measurements z and estimated measurements Hx̂,

r = z−Hx̂. (14)

where x̂ = x̂1, x̂2, ..., x̂m is the estimated states, and r is the residual. Then, BDD cal-

culates the L2 − norm of residual and adopts the statistical residual tests to detect the

presence of bad data via comparing the residual with a threshold τ . If ∥r∥ > τ indicates

that there is an bad data.

To bypass the residual-based BDD and stealthily compromises measurements from

electricity grid sensors in a coordinated fashion, the FDI attack is designed to exploit a

mathematical vulnerability in the residual-based BDD. The FDI attack is assumed to have

the knowledge of topology matrix H, so the attacker can choose to generate attack vector

a as follows,

a = Hc, (15)

where where c ∼ N(0, σ2
c ) is the false state error injected into the system. Then attacker

injects attack vector a into the normal measurements z and generate the manipulated mea-

surements za by,

za = z+ a. (16)

In this case, the states x̂a estimated from the manipulated measurements za can be
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computed by,

x̂a = (HTWH)−1HTWza

= (HTWH)−1HTW(z+ a)

= x̂+ (HTWH)−1HTWa

(17)

where W is a diagonal matrix.

Since za = z+ a, the new residual will be [133]:

ra = za −Hx̂a

= z+ a−H(x̂+ (HTWH)−1HTWa)

= z−Hx̂+ (a−H(HTWH)−1HTWa)

= z−Hx̂+ (Hc−H(HTWH)−1HTWHc)

= z−Hx̂+ (Hc−Hc)

= z−Hx̂.

(18)

Compare the residual without FDI attack in Eq. (14) and the residual with FDI attack in

Eq. (18), we can find that the residual remains the same, allowing the FDI attack to bypass

the residual-based BDD.

A successful FDI attack will evade detection and pose a severe threat to PSSE in the

SCADA systems, with the possibility of inflicting severe impacts like power outages, phys-

ical damages, and monetary losses [14]. The FDI attack has successfully attracted the at-

tention of many researchers with more than 2,000 citations. Therefore, in this research, we

choose the FDI attack as the attack model. This research will use the manipulated mea-

surements za as the attack data. The false state c is set with a mean of zero and a variance
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of σ2
c = 0.1.

Case Setup

Three scenarios are considered to validate the effectiveness of the proposed approach,

including temporal, spatial, and spatial-temporal cases. Considering the labelled attack

data could be extremely rare in the smart grid compared with the labelled normal data, if

there is no attack data available, the power grid operators can review the attack models [23]

in the literature and synthesize the most prominent attacks. This can still be helpful in

defence planning and operations against the most prominent subset of attacks.

Temporal Scenario

First, we consider a known attack returning at different times. We assume that attackers

launch the attack vector at the same locations but across different periods in temporal

cases. Since the load demand and its patterns vary significantly throughout the day, we

select the 4-hour time window data as the source domain and target domain to best capture

the characteristics of data distributions.

As illustrated in Table 1, source domain datasets are generated from the labelled histor-

ical normal and attack data from Day 1 to Day 5. Considering the load patterns distinct in

different periods of a day, we define 4 cases based on our previous work [35] according to

the variation of load demand: the valley, the ascending slope, the peak, and the descending

slope. We also use the 4-hour time window but divide each day of Day 6 and Day 7 into

six intervals as the target domain datasets for testing.

Spatial Scenario

For spatial scenarios, we consider attacks returning at different locations. We assume
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Table 1: Setup of cases in the temporal scenario.

Cases
Source Domain from Day 1 to 5

Target Domain on Day 6 and 7
Load Patterns Hours

1 Valley 2–5
2 hours of normal data followed

by 2 hour of attack data
2 Ascending 11–14
3 Peak 17–20
4 Descending 21–24

the load demand will be similar in source and target domains. We select the same 4-hour

time window of the different days for source and target data while choosing different attack

locations for the target data.

Since we use the IEEE 30-bus system, there are a total of 30 potential buses to be

attacked. However, some buses carry zero loads and are non-attackable. We follow the

reference [146] and notice that attackers will not choose to attack 15 specific buses. Hence

for the IEEE 30-bus system, we have 15 attackable source domain datasets and target

domain datasets. We also assume that the attackers only inject one bus when launching

the attack. By conducting training and testing on 15×15 pairs experiment, the non-transfer

methods perform worst when target buses are 14, 16, 19, thus we select 15 buses as the

source domain datasets separately and Buses 14, 16, 19 as target domain datasets.

spatial-temporal Scenario

For spatial-temporal scenarios, we consider attacks that happen at different times and

locations. We assume that the time and locations of attack in the target domain both vary

from the source domain. To this end, we select 4 hours (“valley”) as the source load

demand pattern and another 4 hours (“Peak”) as the target load demand pattern. And we

inject different buses for source domain datasets and target domain datasets.
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Classifier Architecture

We use the DANN [72] as our benchmark TL model, which aims to learn domain-

invariant features by maximizing the domain discriminator loss and minimizing the label

predictor loss. Yongxuan et al. [1] propose a DANN-based TL approach in the smart grid

and show their approach is sufficiently powerful to perform well on intrusion detection

in the smart grid. For the basic classification model used to calculate the classification

accuracy drop in the transferability analysis, we extract the feature extractor and the label

predictor from DANN and combine them into an MLP [147], which contains 5 layers and

592 neurons in total.

We train the MLP on the source domain and test it on the target domain to acquire the

classification accuracy drop. A threshold Π is set to indicate whether the data distribution

divergence could have a significantly negative effect on the trained ML model. Consider-

ing FDI is a severe threat, we use 10% of accuracy drop as the threshold in triggering TL

in experiments.

To evaluate TL performance after identifying the tasks, we compare the detection ac-

curacy of DANN and a non-transfer ML method. Since MLP has demonstrated supe-

rior accuracy and computation efficiency in intrusion detection [33], we choose MLP as

the non-transfer ML method and follow the same configuration as that in transferability

analysis. All classifiers are implemented in Scikit-learn [148] and Keras with manually

optimized parameters releasable upon request.
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4.1.4 Results and Discussion

Figure 14 shows the relation between actual detection accuracy drop (y-axis) and the

divergence (x-axis) measured by selected metrics in temporal, spatial, and spatial-temporal

scenarios. In Figure 14, each dot corresponds to a pair of datasets. We also plot the linear

regression line and neural network regression line in green and red.

Figure 14: Relation between actual detection accuracy drop and divergence measured by
selected metrics in temporal, spatial, and spatial-temporal experiments.

Comparison between Three Scenarios

We can find a strong positive relation between accuracy drop and distribution diver-

gence with a high Pearson correlation coefficient: ρ is above 0.83 in all experiments. This

observation also indicates that it is feasible to predict the accuracy drop by distribution
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divergence. Among the three scenarios, spatial cases have the lowest divergence and accu-

racy drop. This is because the normal data of source and target domains are from the same

load demand pattern and share similar distributions. Meanwhile, spatial-temporal cases

have the biggest divergence and accuracy drop, since the source and target domains vary

in both temporal and spatial variables.

Table 2: Error (%) of accuracy drop prediction in the target domain.

Scenarios Metrics
Linear Regression Neural Network Regression
RMSE MaxAE RMSE MaxAE

Temporal
PAD 2.38 8.62 2.34 7.72

KL 2.52 7.88 2.22 7.43

MMD 3.65 10.94 3.26 9.14

Spatial
PAD 1.88 6.35 1.87 6.32

KL 1.43 4.48 1.41 4.25

MMD 2.45 7.51 2.36 7.79

spatial-temporal
PAD 2.77 8.28 2.75 8.74

KL 2.60 7.46 2.46 7.53

MMD 4.20 12.74 3.84 12.72

Comparison of Divergence Metrics and Regression Models

Table 2 shows the root mean squared error (RMSE) and maximum absolute error

(MaxAE) of different metrics with the two regression models. To show the accuracy drop

prediction ability of the proposed transferability analysis, following Elsahar et al. [116],

we first make a comparison in predicting classification accuracy between the selected met-

rics and baseline. The baseline divides the divergence of the historical source dataset pairs
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into small intervals, and calculates the mean accuracy drop in each small divergence in-

terval as the expected accuracy drop. For the target dataset, if the measured divergence is

located in a specific interval, the baseline takes the expected accuracy drop of that inter-

val as the predicted accuracy drop of the target domain. The baseline RMSE, are 7.09%,

4.18%, and 8.19% in temporal, spatial, and spatial-temporal scenarios, respectively. The

baseline MaxAE are 18.91%, 13.87%, 20.28% in each scenario.

Overall, all our selected metrics improve significantly over the baseline in both RMSE

and MaxAE. For instance, in temporal cases, PAD and KL with either linear regression

or neural network regression both decrease RMSE to below 2.38% and MaxAE to under

8.62%. MMD performs slightly worse than the first two metrics but still achieves high

performance compared to the baseline. MMD has an RMSE of 3.65% and MaxAE of

10.94% with linear regression, and an RMSE of 3.26% and MaxAE of 9.14% with neural

network regression. Among the three metrics, PAD and KL have comparable performance

and show robust prediction power in all three scenarios. In addition, PAD and KL are more

accurate than MMD in RMSE and MaxAE.

Neural network regression has a slightly smaller RMSE than linear regression in all

scenarios, but their general performance is close. Overall, the RMSE of two regression

models with all three selected metrics is lower than 4.20% in all cases, implying the pre-

dicted accuracy drop is close to the ground accuracy drop. This indicates a strong relation

between accuracy drop and divergence, and we can use this relation to predict accuracy

drop.
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TL Performance

Based on the above observation, we can measure the divergence and leverage the re-

gression relation to predict the accuracy drop of an unlabelled target domain dataset, and

determine whether to trigger TL accordingly. We set 10% as the accuracy drop thresh-

old and classify all 6,240 experiments in temporal, spatial, and spatial-temporal scenarios

into TL-unnecessary and TL-necessary cases. TL-unnecessary cases refer to experiments

whose predicted accuracy drop is lower than 10%. TL-necessary cases refer to experi-

ments whose predicted accuracy drop is greater than 10%. Then, we apply non-TL and

TL methods to both cases to evaluate the detection performance. The average detection

accuracy of non-TL and TL methods on both TL-unnecessary and TL-necessary cases is

illustrated in Table 3. Specifically, the accuracy shown in the row of “TL-unnecessary” is

the average of 1704 experiments in temporal, spatial, and spatial-temporal scenarios. The

accuracy shown in the row of “TL-necessary” is the average of 4536 experiments in three

scenarios.

Table 3: Average Detection Accuracy (%) of non-TL and TL on Different Cases.

Cases
Non-TL

Accuracy
TL

Accuracy
Accuracy

Improvement
TL-unnecessary 89.53 94.65 +5.12

TL-necessary 76.87 91.79 +14.92

In the experiments, the transferability analysis can successfully identify all TL-necessary

cases and trigger TL to improve the attack detection performance. In all TL-necessary

cases, TL has an average accuracy improvement of 14.92%. Compared with the TL-

necessary cases, TL gives less improvement in the TL-unnecessary cases. In these cases,
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there are less distribution divergence and accuracy drop, and thus TL gives less accuracy

improvement margin.

4.2 Ensemble Metrics Transferability Analysis

4.2.1 Problem Formulation

Based on the literature review in Subsection 2.3.2, we can find that different types of

metrics can look at the data distribution from different angles and extract different dis-

tribution divergence information [118]. Ruder et al. [119] have proved the importance

of combining different metrics to capture complementary information in divergence mea-

suring. In the last section, we use every single metric in isolation to explore the relation

between accuracy drop and divergence. However, it might be difficult for a single di-

vergence metric to capture multiple data distribution divergence information since each

metric may only cover limited aspects of data distribution divergence information.

To tackle this problem, this section further proposes an ensemble method that combines

different types of metrics to improve the accuracy drop prediction and justify the need for

TL in cyber-security monitoring. Specifically, the research first selects one metric from

each divergence metric category, then trains the neural network regression model using all

selected metrics to approximate the relationship between divergence and accuracy drop.

To compare the ensemble metrics method with the single metric method in predicting

accuracy drop, we also train linear regression models for each metric.
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4.2.2 Methodology

Distribution Divergence Metrics

We systematically analyze different divergence measurement metrics and classify them

into four categories by comparing the information each metric provides [118, 119]. Con-

sidering different categories of metrics can capture various and complementary distribu-

tion divergence information, we choose one metric from each category that has been shown

to have good divergence measurement and performance prediction ability:

Geometry-based Metrics: Geometry-based metrics, such as Euclidean distance and

Manhattan distance [118], use the statistical descriptions of data distribution, like mean

and standard deviation, to capture the geometry-related information. We choose cosine

similarity since it has demonstrated effectiveness in measuring similarity between two

domains [149]. The cosine distance (Cos) is defined as 1− cosine similarity:

DCos = 1− cos(m⃗, n⃗) = 1− m⃗ · n⃗
∥m∥ · ∥n∥

, (19)

where m⃗ and n⃗ are two statistical vectors used to describe two distributions.

Domain Discrimination-based Metrics: Domain discrimination-based metrics look

at datasets from the perspective of classifiers and train classifiers to extract the high-

dimensional feature space information of the two distributions in a representation layer.

The classifier is trained to discriminate the data domains between the source and target,

and the divergence is characterized by the classification error. Among the available met-

rics, the proxy A-distance (PAD) [116] performs best in measuring divergence and pre-

dicting the performance drop in tasks like part of speech tagging [118], and thus is picked
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in this paper. The approach to calculate PAD is present in Eq. (4).

Mutual Information-Based Metrics: Mutual information-based metrics look at datasets

from an information theory perspective and capture the probability information between

two distributions by measuring the amount of the information required to convert one dis-

tribution to the other, like Kullback–Leibler (KL) divergence [118] and cross entropy [119].

We choose Jensen-Shannon (JS) divergence as it is a symmetric variance of KL divergence

and has been proven to be a reliable indicator for measuring domain similarity in tasks such

as sentiment analysis [126].

DJS(P ||Q) =
1

2
DKL(P ||M) +

1

2
DKL(Q||M), (20)

where DKL(P ||Q) =
∫
p(x)log p(x)

q(x)
dx, M = 1

2
(P + Q). p(x) and q(x) are probability

density functions of two distributions.

Higher-Order Moment-Based Metrics: Higher-order moment-based metrics, like cor-

relation alignment (CORAL) [118] and CMD [129], capture the moment information be-

tween two distributions. MMD is chosen in this work since it has been extensively adopted

to measure the domain discrepancy in domain adaptation works [93]. The approach to cal-

culate MMD is present in Eq. (8).

Regression Models

Using the aforementioned metrics, we can measure distribution divergence with la-

belled historical data in the source domain, then train a neural network regression model
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with ensemble metrics:

∆Acc = fensemble (dCos, dPAD, dJS, dMMD), (21)

where fensemble is a fully connected neural network with all selected metrics as the input.

We also train a linear regression model for every single metric and compare the ensem-

ble metrics method to the single metric method in predicting accuracy drop. The single

metric regression model is present in Eq. (9).

The regression models are leveraged to predict accuracy drop based on the measured

divergence for the unlabelled target domains. As shown in Figure 10, if the predicted drop

is neither too small that TL is unnecessary nor too large that it is beyond transferable, TL

will be leveraged to improve the detection accuracy.

4.2.3 Experiments Setup

In this experiment, we extend to longer periods to validate the effectiveness of the pro-

posed transferability analysis and focus on the more challenging spatial-temporal cases.

We obtain seven years of real-world load demand of ISO New England [6] from 2015

to 2021, as shown in Figure 15, for normal data simulation. Following the previous ex-

periments, the FDI is chosen as the attack model to generate the attack data. We use the

standard IEEE 30-bus system as the simulation system and assume it may be attacked at

different times and locations. In terms of attack times, considering the load demand of

different seasons distinct, we set up 4 cases from each year’s data: winter, spring, summer,

and fall, to capture the temporal divergence, as shown in Table 4. Source domains are
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generated from the labelled historical normal and attack data from 2015 to 2018. Target

domains contain unlabelled normal data and attack data from 2019 to 2021. Source and

target domains can choose different locations from the 15 attackable buses to inject attack

data. In this way, we can generate the source and target domains where attacks occur at

different times and buses.

Figure 15: ISO New England seven-year load demand [6].

We randomly chose two domains from the labelled historical data between 2015 and

2018 as a pair of training and validation domains. Then we measure the distribution diver-

gence between the two domains and calculate the model’s accuracy drop from the training

domain to the validation domain. Regression models with single metric and ensemble

metrics are trained to learn the relationship between the measure divergence and accuracy

drop. Then, the trained regression models are leveraged to predict the accuracy degrada-

tion on the unlabelled target domain between 2019 and 2021. If the predicted accuracy

degradation exceeds the predefined threshold, the second step of the proposed framework

will be applied to maintain the performance.
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Table 4: Cases setup of temporal variation.

Cases Seasons Months
Source Domain from

Year 2015 to 2018

Target Domain from

Year 2019 to 2021

Mean of

Load (MW)

Standard Deviation

of Load (MW)

Mean of

Load (MW)

Standard Deviation

of Load (MW)

1 Winter
Mid-December to

Mid-March
14,482.95 750.09 13,851.43 500.32

2 Spring
Mid-March to

Mid-June
12,744.30 560.54 11,838.29 627.72

3 Summer
Mid-June to

Mid-September
15,390.25 953.51 14,890.62 961.39

4 Fall
Mid-September to

Mid-December
13,107.20 533.23 12,501.28 613.43

4.2.4 Results and Discussion

The RMSE and MaxAE of each regression model in predicting the accuracy drop are

shown in Figure 16. The left four are the performance of each metric with linear regres-

sion, and the right one is that of the ensemble method with all metrics. We also compare

selected metrics with the baseline. Following [116], the baseline does not learn regression

models but takes the mean of the actual accuracy drop on the validation domains as its

prediction. The RMSE and MaxAE of baseline are 7.24% and 19.76%, respectively. All

selected metrics outperform the baseline in both RMSE and MaxAE. Among the four se-

lected metrics with linear regression, PAD and JS have the highest prediction performance,

reducing RMSE and MaxAE significantly to under 2.88% and 8.27%, respectively. MMD

performs slightly worse than PAD and JS, but still improves the baseline by 3.03% in

RMSE and 7.31% in MaxAE. Cos performs worst among the selected metrics but still

achieves smaller RMSE and MaxAE than the baseline.
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Figure 16: RMSE and MAE of accuracy drop prediction.

Moreover, compared to using a single metric to predict accuracy drop, the ensemble

method provides better performance. The ensemble method achieves an RMSE as low as

1.79% and a MaxAE of 5.62%. This is because the ensemble method takes advantage of

different metrics that can capture complementary distribution divergence information to

further improve prediction performance [119]. Overall, the ensemble method decreases

the RMSE to below 1.80%, indicating that the predicted accuracy drop with the ensemble

metrics is close to the ground truth. This also implies that it is feasible to predict models’

performance drop by distribution divergence.

4.3 Summary

This chapter studies the problem of when one should apply TL for intrusion detection

in the smart grid. We propose a divergence-based transferability analysis to justify the
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necessity of TL. We first leverage three metrics of different properties to evaluate the

distribution divergence, and train linear regression models and neural network regression

models for each metric to approximate the relation between accuracy drop and divergence.

Moreover, we also train an ensemble model which takes advantage of all metrics selected

from four divergence categories. Afterward, the regression models are applied to predict

the accuracy drop on the unlabelled target domains and determine whether to apply TL.

Datasets from real normal operation profiles and simulated attacks are used to validate

the effectiveness of the proposed transferability analysis against variations in attack timing,

locations, and both. The result shows that the selected metrics and regression models are

capable of predicting the accuracy drop of a trained model on an unseen dataset. Specif-

ically, in all three scenarios, the proposed analysis with individual metrics demonstrates

high accuracy in predicting accuracy drop with an RMSE lower than 4.20%, and DANN

can be timely triggered to achieve an average accuracy improvement of 14.92%. More-

over, compared to using individual metrics with linear regression, the ensemble method

provides better prediction performance, with an RMSE as low as 1.79%. The work of

single metric transferability analysis has been published in the journal IEEE Access [150].

The work of ensemble metrics transferability analysis has been published in the journal

Energies.
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Chapter 5

Spatial-Temporal DA Training

5.1 Problem Formulation

With the divergence metrics and regression models, we can measure the divergence

between the source domain and the unlabelled target domain, and predict the accuracy

drop according to the divergence. If the divergence exceeds the accuracy drop threshold

Π, we will trigger TL to maintain the performance. After identifying the tasks that require

TL, there is another question to consider: how to extract effective features in the dynamic

CPS scenarios during TL?

In this work, we focus on unsupervised TL, where we have the labelled source domain

DS = {(xS1 , yS1), ..., (xSnS
, ySnS

)}, and unlabelled target domainDT = {(xT1), ..., (xTnT
)},

where x ∈ RT×C , T is the length of the time series, and C is the dimension of feature

space. Unsupervised TL is a common situation in real power systems intrusion detection,

as the IDS deployed in the smart grid needs to detect intrusions in real time, and the newly
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generated dataset is usually unlabelled.

We assume that source and target domains contain both normal and attack data, but the

data distributions of the two domains are different. This research considers one case of

data distribution divergence in the TL, covariate divergence, where two domains have the

same conditional distribution, i.e., PDS
(Y |X) = PDT

(Y |X), but their feature distributions

are different, i.e., PDS
(X) ̸= PDT

(X). Specifically, this work considers a spatial-temporal

TL problem, where attackers target the power systems during different periods when load

demand has changed, and inject intrusions on different buses in the power grid.

To tackle this problem, this work aims to build a deep TL model that can learn infor-

mative features to mitigate the impact of data distribution divergence. The challenge is

how to effectively extract spatial-temporal domain-invariant features for CPS data during

TL, which is tackled by the proposed spatial-temporal DA training in Figure 17. If the

predicted accuracy drop in the transferability analysis falls in the pre-defined range, the

TL will be triggered. Specifically, a DA training model with CNN and LSTM is applied

to extract spatial-temporal domain-invariant features, reduce distribution divergence, and

improve detection performance against attacks at different times and locations.

5.2 Methodology

5.2.1 Domain-Adversarial Training

The domain-adversarial (DA) training of the proposed approach aims to extract the

domain-invariant representations to reduce divergence between source and target domains.

In this way, the model trained on the labelled source domain could also generalize well to
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Figure 17: The proposed spatial-temporal DA training approach.

the unlabelled target domain. Our model builds on DANN [72], which introduces adver-

sarial training into TL to extract domain-invariant features in an embedded representation

layer. Moreover, we customize the design of the feature extractor to extract the spatial-

temporal features from CPS data.

The DANN consists of three networks, namely, feature extractor, label predictor, and

domain discriminator, as shown in Figure 17. The feature extractor is trained to extract the

critical features from the source and target domains, and then feed the extracted features

into the label predictor and the domain classifier simultaneously. The label predictor is

trained to classify the training samples as normal operations or attack events. During the

training process, only the features extracted from the source domain will be fed into the

label predictor. The data from the target domain are not labelled, so they can not be used to

train the label predictor. The features extracted from both source and target domains will

be fed into the domain discriminator. The data from the source and target domains will
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be labelled as 0 and 1, respectively. The domain discriminator is utilized to distinguish

whether the data comes from the source domain or the target domain.

Moreover, a gradient reversal layer (GRL) is added between the feature extractor and

the domain discriminator to make the domain discriminator perform poorly. In this way,

the gradient back-propagated from the domain discriminator to the feature extractor is

reversed, so the feature extractor will update its parameters in the direction to fail the

domain discriminator.

By training three networks simultaneously, the feature extractor tries to minimize

the label predictor loss and maximize the domain discriminator loss, thereby extracting

domain-invariant and label-discriminative features. The total loss function is constructed

as:

L(θf , θy, θd) =
m∑
i=1

Li
y(θf , θy)− λ

n∑
j=1

Lj
d(θf , θd), (22)

where Ly is the label predictor loss, Ld is the domain discriminator loss, λ is the adaptation

factor used to tune the trade-off between two network losses [72], and the minus sign

indicates the adversarial training. θf , θy, and θd denote the sets of parameters in the feature

extractor, label predictor, and domain discriminator, respectively. Through DA training,

the domain divergence is minimized, and inter-class distance is maximized. Consequently,

the attack detector trained on the source domain could generalize well to the target domain.

5.2.2 Spatial-Temporal Feature Extraction

We further customize the design of the feature extractor to extract the deep spatial-

temporal features from CPS data. Motivated by the success of deep learning on CV
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and NLP tasks, the feature extractor in this work consists of CNN and LSTM to extract

domain-invariant spatial and temporal features, as depicted in Figure 17. The CNN is

used to extract cross-measurement correlation of CPS data since they can effectively ex-

tract spatial features [151]. The LSTM, which is capable of learning long-term dependen-

cies [28], works on mining the context information of the sequential measurement flow.

A parallel combination of three layers of CNN and two layers of LSTM is adopted in this

work because extensive experiments conducted by Zhang et al. [152] have proved that

this combination could effectively extract spatial-temporal features. A feature fusion layer

is leveraged to contact the extracted spatial and temporal features as the spatial-temporal

features and feed them to the label predictor and domain discriminator.

Typically, the raw measurements from different smart meters at time index t is a one-

dimensional (1-D) vector:

vt = [m1
t , m

2
t , ..., m

C
t ], (23)

where mi
t is the reading of the ith measurement. For an observation period [t, t+N ], there

will be a measurement flow with N + 1 vectors, each containing C measurements. To ex-

tract temporal features with LSTM, we employ the sliding window to divide measurement

flow into individual segments. Each segment has a fixed length of time series vectors and

is defined as:

sj = [vt, vt+1, ..., vt+T−1]
T, (24)

where T is the fixed sliding window size, and sj denotes the jth segment fed into the

feature extractor. Each segment is fed into CNN and LSTM concurrently.

The CNN is responsible for learning spatial features. Following [153], we employ
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three layers of 1-D CNN to extract the spatial features of each measurement vector in the

segment sj:

rk = Conv1D(vk), (25)

where rk is the extracted spatial features corresponding to the measurement vector vk. To

be comparable to the temporal features in terms of size, the extracted spatial features rk in

the same segment are fed into a global average pooling (GAP) layer. The GAP can reduce

the computational burden and avoid overfitting, thus enhancing the generality of spatial

features. The final spatial features can be expressed as:

fspatial = GGAP (rt, rt+1, ..., rt+T−1), (26)

where GGAP is the pooling layer. fspatial denotes a single vector representing the spatial

features.

The LSTM is leveraged to extract the temporal features of multivariate time series

measurements. Specifically, the LSTM networks have two LSTM layers, and each LSTM

layer has T units since each segment contains T measurement vectors. Since we are

interested in segment-level intrusion detection, the output of the last unit in the second

layer is selected to generate temporal features:

h2
t+T−1 = LSTM(sj), (27)

where h2
t+T−1 is the output of the last unit in the second layer.
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Then, a fully connected layer is added to improve temporal feature representation [152]:

ftemporal = GFC(h
2
t+T−1), (28)

where GFC is the fully connected layer. ftemporal denotes a single vector representing the

temporal features.

Finally, the extracted spatial and temporal features are contacted as the spatial-temporal

features in the feature fusion layer:

fspatial−temporal = [fspatial, ftemporal]. (29)

Then the spatial-temporal features are fed into the label predictor and domain discrimi-

nator for DA training. By training three networks simultaneously, the feature extractor can

learn the domain-invariant and label-discriminative spatial-temporal features, and improve

the attack detection performance.

5.3 Experiments Setup

5.3.1 Data & Case Setup

We use the same dataset and experiment setup as Section 4.2. We select 60 minutes

as the sliding window, i.e., T = 60, to transform measurement data into time series data.

Moreover, this paper considers that the attack data percentage is not always consistent in

real-world power systems. Based on the fact that the attack data is generally rare compared

to the normal data in the smart grid [154], this paper sets the attack data percentage range
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of [5%, 40%]. Meanwhile, considering many ML algorithms are tested and developed

on balanced datasets, this work also sets up relatively balanced datasets with an attack

data percentage range of [45%, 55%]. Combining this two, this work has datasets with

an attack data percentage range of [5%, 55%]. The attack data percentages are chosen in

every 5% among [5%, 55%] to validate the robustness of the proposed framework, that is,

5%, 10%, 15%, 20%, 25%, 30%, 35%, 40%, 45%, 50%, and 55%.

5.3.2 Comparison Models

The performance of TADA is validated by comparing three non-TL models and two

state-of-art TL models. The three non-TL models are MLP, linear SVM, for their high

performance and low computational complexity in intrusion detection [33, 34], and fully

convolutional network (FCN) [153], for its ability to learn deep spatial features. For the

state-of-art TL models, we choose DANN and the convolutional deep domain adaptation

model for time series data (CoDATS) [155] for their capacity in domain adaptation.

We adopt accuracy and F1-score for evaluation and comparison, which can be calcu-

lated as follows:

Accuracy =
TP + TN

TP + TN + FP + FN
, (30)

where TP, TN, FP, and FN represent true positive, true negative, false positive, and false

negative, respectively. Since we use imbalanced domains in this work, examining the

accuracy alone could sometimes be misleading. Hence we also introduce the F1-score,

which is the harmonic mean of precision and recall:

F1− score =
2× Precision×Recall

Precision+Recall
, (31)
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where Precision = TP
TP+FP

, Recall = TP
TP+FN

.

5.3.3 Model Implementation

The 3-layer CNN is set with kernel sizes of {8, 5, 3} and kernel numbers of {128,

256, 128}. Following [151], we use grid research and find that combining the LSTM time

step size of 60 (in minutes) and the hidden state size of 100 achieves robust detection

performance. We refer [72] and gradually change the adaptation factor λ in Eq. (22) from

0 to 1 to tune the trade-off between the label predictor loss and the domain discriminator

loss. In this way, the domain discriminator loss will be suppressed at the early training

stage. Furthermore, an annealing learning rate that decreases from 0.01 to 0.001 is applied

in this work.

We use MATLAB R2020b and MATPOWER v7.1 to generate datasets. All models are

implemented in Python v3.6, TensorFlow v2.4.0, Keras v2.4.3, and Scikit-learn v0.24.2.

The hardware environment for training and testing is an AMD Ryzen 9 3900X 12-Core

Processor 3.80 GHz with 32GB RAM, and an NVIDIA GeForce RTX 2070 Super GPU.

5.4 Results and Discussion

5.4.1 FDI Detection Performance

Table 5 illustrates the accuracy of TADA and five compared models in detecting FDI

attacks at different seasons. The accuracy shown in the table is the average of every 1080

experiments, where we inject attacks on individual buses of different locations. We use

the ensemble method to predict the accuracy drop of each case. Since FDI attacks may
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severely impact the power systems, this work sets an accuracy drop of 10% as the thresh-

old for activating TL. The target seasons where the actual accuracy drop is smaller than

10% are underlined. In these seasons, the accuracy drop is not significant enough to call

for TL, because this small accuracy drop may be the normal accuracy variation. In this

case, TL is unnecessary, because frequently applying TL can be costly but the perfor-

mance boost would be trivial. Table 5 shows that the predicted accuracy drop of all the

underlined seasons are less than 10%, indicating the ensemble method successfully iden-

tifies all TL-unnecessary cases. Overall, the predicted accuracy drop is close to the actual

accuracy drop. We can also find that except for winter in Case 4, the source and target

domain pairs between the same season, winter and summer, spring and fall, demonstrate

less accuracy drop. This is because the load demand of source and target domains from

the aforementioned pairs is similar, as shown in Table 4. Similar load demand indicates

less data distribution divergence and accuracy drop.

Among all methods, SVM and MLP have the lowest detection accuracy, with an av-

erage accuracy of 72.55% and 74.10%, respectively. This is because they can neither

learn deep spatial-temporal features nor use domain adaptation to mitigate the impact of

distribution divergence. FCN performs slightly better than SVM and MLP with an av-

erage accuracy of 78.06%, because FCN can leverage CNN to extract spatial features

within the smart grid measurements. But FCN is also a non-TL model, so it will suf-

fer performance degradation when facing significant distribution divergence. Moreover,

compared to three non-TL models (SVM, MLP, and FCN), TL models (DANN, CoDATS,

and TADA) achieve higher detection accuracy. This suggests that the three TL models

can extract domain-invariant features to improve classification accuracy, while the non-TL
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Table 5: Comparison of TADA and five ML classifiers in detecting FDI attacks at different
seasons

Cases
Source

Seasons

Target

Seasons

Predicted

Drop

Actual

Drop
TADA CoDATS DANN FCN SVM MLP

Best-Case

Margin

Worst-Case

Margin

1 Winter

Winter 8.97 8.89 97.31 93.86 91.17 86.68 79.56 81.03 +17.74 +3.44

Spring 26.01 25.20 94.87 87.69 85.69 72.44 67.65 66.93 +27.94 +7.18

Summer 11.47 11.23 95.74 93.31 89.13 79.82 74.13 75.57 +21.61 +2.43

Fall 20.97 20.65 94.84 90.93 85.51 71.41 66.02 69.27 +28.82 +3.91

2 Spring

Winter 18.55 18.74 96.68 89.14 88.16 77.30 71.74 70.42 +26.25 +7.54

Spring 12.81 13.02 96.05 93.00 89.74 81.50 75.66 78.91 +20.39 +3.04

Summer 19.62 19.14 95.42 90.49 88.03 70.23 67.72 71.04 +27.70 +4.93

Fall 6.26 6.36 97.89 93.21 90.23 86.22 78.85 82.69 +19.04 +4.68

3 Summer

Winter 17.28 17.62 95.08 90.55 86.03 78.55 72.15 73.56 +22.93 +4.53

Spring 28.21 27.19 92.90 89.47 84.39 70.83 64.86 66.98 +28.04 +3.43

Summer 7.19 7.29 96.87 89.79 90.12 85.07 79.25 81.89 +17.61 +6.75

Fall 23.17 23.80 94.99 86.57 82.80 71.50 68.19 64.67 +30.32 +8.42

4 Fall

Winter 11.76 11.49 96.52 90.78 91.06 84.12 78.53 78.10 +18.42 +5.46

Spring 14.48 14.75 94.98 93.30 90.04 78.42 74.35 76.44 +20.63 +1.68

Summer 24.77 23.92 93.08 89.68 81.19 72.99 67.32 67.40 +25.75 +3.39

Fall 9.20 9.09 96.08 94.51 92.56 81.91 74.76 80.70 +21.32 +1.57

The target seasons are underlined where the actual accuracy drop is smaller than a predefined threshold
(10%) and thus DA training is unnecessary.
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models fail to mitigate the impact of distribution divergence.

Among the three TL models, although DANN can learn domain-invariant features,

it has the lowest detection accuracy since it can not extract temporal or spatial features.

TADA outperforms CoDATS by an average improvement of 4.56%. This is because Co-

DATS can only learn temporal features, but TADA can learn both temporal and spatial fea-

tures concurrently to further improve FDI detection performance. Overall, TADA demon-

strates the highest accuracy in all cases. The best-case and the worst-case improvements

reach +30.32% compared to MLP during fall in Case 3, and +1.57% compared to Co-

DATS during fall in Case 4. The results suggest that TADA can not only take advantage

of DA training to extract domain-invariant features but also leverage LSTM and CNN

to learn spatial-temporal features, to achieve superior FDI detection performance against

distribution divergence.

Considering we are using imbalanced domains in this work, we further present the

F1-score of TADA and other compared models under different attack data percentages,

as shown in Figure 18. The results show that the detection performance of all methods

is generally increasing as the percentage of attack data increases and the dataset becomes

more balanced. When the attack data percentage is less than 25%, TADA demonstrates a

significant improvement compared to other models. The F1-score of TADA does not fur-

ther improve when the attack data percentage is higher than 25%, but it still outperforms

other models. Overall, TADA shows the highest F1-score when the attack data percent-

age varies, which indicates that TADA can achieve robust detection performance against

variations in attack data percentage.
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Figure 18: Comparison of F1-score of TADA and other ML classifiers under different
attack data percentages.

5.4.2 Visualization of Data Distribution

To vividly visualize the results of the domain-invariant feature extraction, Figure 19

employs t-SNE and presents normal and attack data distribution without and with apply-

ing DA training. Specifically, for Figure 19 (a) where DA training is not performed, we

deactivate the domain discriminator and train a serial connection of the feature extractor

and the label predictor, then leverage t-SNE to present the output of the feature extractor,

i.e., the feature fusion layer in Figure 17. For Figure 19 (b) where DA training is per-

formed, we train the whole TADA model and present the output of the feature extractor.

We also plot the decision boundary on the attack detection problem, which is given by the

label predictor in Figure 17. Specifically, a sample will be classified as attack data if the

output of the label predictor is greater than 0.5. Otherwise, it will be classified as normal

data.
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(a)

(b)

Figure 19: Distribution of normal and attack data in the feature fusion layer when (a) DA
training is not applied; and (b) DA training is applied. The circles represent normal data,
while the dots represent the attack data. The green dots and circles correspond to data
from the source domain, and the orange dots and circles correspond to the data from the
target domain. We also plot the decision boundary in purple.
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Figure 19 (a) shows that without DA training, the distributions of source and target do-

mains are different, especially for the attack data injected at different times and locations.

Moreover, the decision boundary can distinguish between normal and attack data from

the source domain, but can not perfectly classify normal and attack data from the target

domain. This is because the classifier is trained based on the labelled source domain, and

the target domain has a different data distribution. After applying DA training, however,

the distribution divergence between the two domains is decreased. The source and target

domains share a similar distribution in the feature fusion layer, as shown in Figure 19 (b).

Specifically, the attack data are clustered on the upper left, while the normal data are clus-

tered on the lower right. Therefore, the label predictor trained on features extracted from

the source domain could also generalize well to the target domain, and achieve a high and

robust detection performance. The results demonstrate that TADA can effectively reduce

distribution divergence and thus improve detection performance.

5.5 Summary

This chapter studies the problem of how to extract features effectively during TL for

attack detection in dynamic CPS scenarios. Considering the internal spatial and tempo-

ral features of CPS data, this chapter proposes a spatial-temporal DA training approach.

The approach develops a DA training architecture with CNN and LSTM to extract the

spatial-temporal domain-invariant features to reduce distribution divergence and thus im-

prove detection performance. The TADA is evaluated in extensive experiments where FDI

attacks are injected at different times and locations.
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The attack detection results show that the TADA can extract effective spatial-temporal

domain-invariant features to improve attack detection performance under system and at-

tack variations. Compared to the state-of-the-art models, TADA demonstrates the highest

detection accuracy, achieving an average accuracy of 95.58%. Moreover, the robustness

of the framework is validated under different attack data percentages, with an average F1-

score of 92.02%. The work of spatial-temporal DA adversarial training has been published

in the journal Energies.
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Chapter 6

Conclusions

As one of the national CPS infrastructures, the smart grid provides efficient, secure,

and sustainable electricity in a growing power-demanding society. The application of sens-

ing, communications, and distributed computing empowers the smart grid in monitoring

and controlling, however, it renders the smart grid exposed to various cyber-attacks and

increases its vulnerability. As reported in recent studies [156, 157, 146], cyber-attacks on

critical infrastructures could have severe social, economic, and physical impacts. Aware of

the importance of cyber-security situation awareness to the power systems, various ML de-

tection mechanisms have been exploited extensively and demonstrated high accuracy and

efficient computation in attack detection [31, 158, 159], such as kNN and SVM. While

ML has been extensively studied to detect attacks in the smart grid, traditional ML models

may suffer performance degradation when facing the system and attack variations. TL is

a promising approach to mitigate the impact of data distribution divergence and maintain

attack detection performance.
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While various TL approaches have been proposed to achieve state-of-the-art perfor-

mance, there is still limited work on a more fundamental question that can be called trans-

ferability: when should one consider the performance of a trained model has degraded

significantly enough to justify the need for TL, without having to retrain a new model

from scratch? To address this problem, we propose a divergence-based transferability

analysis to justify the necessity of TL. First, three metrics of different properties are se-

lected to evaluate the distribution divergence. Then, two regression models are trained to

approximate the relation between accuracy drop and divergence and applied to predict ac-

curacy drop on the unlabelled target domain. We also train an ensemble regression model

that takes all selected metrics as the input to predict the accuracy drop. The experiment

results show that the proposed analysis demonstrated high accuracy in predicting accuracy

drop from the divergence. The single metric method has an RMSE lower than 4.20% in

all experiments, and the ensemble method achieves an RMSE as low as 1.79%.

Meanwhile, we also study the problem of how to extract effective features during TL

for attack detection in power systems. There are rich spatial and temporal features in the

CPS data that can be used to help discriminate attacks from normal data [132]. To tackle

this challenge, we propose a spatial-temporal DA training approach based on DA training

and deep feature extraction techniques. In detail, two deep learning models, CNN and

LSTM, are leveraged to extract spatial and temporal features, respectively. Then, the DA

training model is applied to extract spatial-temporal domain-invariant features, and reduce

distribution divergence between source and target domains. We consider attacks that may

happen at different times and locations in a dynamic power system and evaluate TADA on

realistic datasets. The attack detection results show that the TADA can extract effective
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spatial-temporal domain-invariant features to improve attack detection performance and

achieve an average accuracy of 95.58%. The results also demonstrate that the TADA can

achieve robust detection performance against variations of attack data percentages, with

an average F1-score of 92.02%.

For future work, on the one hand, the accuracy drop and divergence are highly corre-

lated in the transferability analysis experiments. It would be interesting to conduct ad-

ditional experiments to validate whether this is the case for other potential real-world

scenarios, dig into the reason behind it, and improve the understanding of transferabil-

ity analysis. On the other hand, in this work, we assume that the attackers only inject one

bus when launching the attack. However, there are more sophisticated attacks in the stud-

ies that can inject several buses simultaneously, e.g., coordinated cyber-physical attacks

(CCPAs) [160] and coordinated topology attacks [161]. We could study more advanced

coordinated attack scenarios to get a more profound understanding of TL in CPS.

While the concept of FDI was originally introduced in smart grid applications, it can

occur in other scenarios where state estimation is applied. For instance, various state

estimation techniques have been developed and used for aircraft engine health manage-

ment and fault diagnosis [162]. For example, in measurement validation and diagnostics

procedure, the Kalman filter estimates the degradations of the components’ performance

parameters by comparing the error between predicted measurements and raw measure-

ments [163]. With the development of sensor measurement technology, more sensors

are utilized in aircraft engines for health management, which also exposes this complex

multi-sensor system to cyber attacks [164]. Some data integrity attacks, such as FDI, can
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compromise the aircraft sensor measurements and inject malicious data into state esti-

mation stealthily. Since the reliability of aircraft engine state estimation is crucial to the

aircraft’s performance and flight safety, it would be interesting to test our proposed de-

tection framework on aircraft engine health management and see if the model generalizes

well. Furthermore, FDI specifically means the cases when attackers compromise sensor

readings in a stealthy way to bypass the detector. With the increasing interconnections

among CPS devices, attackers are also interested in exploiting similar attacks in other sce-

narios. We would like to extend the proposed method to other application domains, like

smart healthcare [165], finance [166], and governance [167].
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