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ABSTRACT

Neural networks, and in particular Convolutional Neural Networks
(CNNs), are often optimized using default parameters. Neural Archi-
tecture Search (NAS) enables multiple architectures to be evaluated
prior to selection of the optimal architecture. A system integrating
open-source tools for Neural Architecture Search (OpenNAS) of
image classification problems has been developed and made avail-
able to the open-source community. OpenNAS takes any dataset of
grayscale, or RGB images, and generates the optimal CNN architec-
ture. The training and optimization of neural networks, using super
learner and ensemble approaches, is explored in this research. Parti-
cle Swarm Optimization (PSO), Ant Colony Optimization (ACO) and
pretrained models serve as base learners for network ensembles.
Meta learner algorithms are subsequently applied to these base
learners and the ensemble performance on image classification
problems is evaluated. Our results show that a stacked general-
ization ensemble of heterogeneous models is the most effective
approach to image classification within OpenNAS.
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1 INTRODUCTION

Open-source AutoML [1] solutions such as Auto-WEKA [2] and
TPOT [3] focus on creating simpler neural architectures whereas
more complex CNN networks may be developed through libraries
such as AutoKeras [4]. In addition to open-source options, commer-
cial solutions also exist. Many large corporations have developed
powerful online platforms to enable the generation of neural ar-
chitectures automatically. Chief among these solutions is Google’s
Cloud AutoML and Microsoft Azure’s AutoML. However, the alter-
native of using commercial platforms is expensive leaving users
with few practical or viable options.

The development of an open-source NAS tool, OpenNAS [5]
integrates multiple open-source NAS approaches. With OpenNAS,
CNN architectures for grayscale and RGB image datasets are found

Permission to make digital or hard copies of all or part of this work for personal or
classroom use is granted without fee provided that copies are not made or distributed
for profit or commercial advantage and that copies bear this notice and the full citation
on the first page. Copyrights for components of this work owned by others than the
author(s) must be honored. Abstracting with credit is permitted. To copy otherwise, or
republish, to post on servers or to redistribute to lists, requires prior specific permission
and/or a fee. Request permissions from permissions@acm.org.

ASSE °21, February 24-26, 2021, Macau, Macao

© 2021 Copyright held by the owner/author(s). Publication rights licensed to ACM.
ACM ISBN 978-1-4503-8908-2/21/02...$15.00
https://doi.org/10.1145/3456126.3456133

Diarmuid Grimes
Munster Technological University, Cork, Ireland.
diarmuid.grimes@cit.ie

through the Swarm Intelligence (SI) heuristics of Particle Swarm
optimization (PSO) [6] and Ant Colony optimization (ACO) [7].
Pre-trained models using VGG16, VGG19 [8], ResNet50 [9] and
MobileNet [10] architectures were also developed. Finally, models
derived using SI and pre-trained approaches, were combined into
network ensembles and evaluated.

2 BACKGROUND

Initially proposed by LeCun [11], CNNs are feed-forward Deep
Neural Networks (DNNs) used for image recognition. In this study,
SI and ensemble approaches are used to find better combinations
of convolutional, pooling and fully connected layers for CNN ar-
chitectures.

2.1 Neural Architecture Search

The process of automatically finding and tuning DNN is referred
to as Neural Architecture Search (NAS). Systems implementing
NAS typically consist of a search space, a search algorithm and an
evaluation strategy. The architectures to be evaluated are set out in
the search space, the search algorithm determines how the search
space is to be explored and the evaluation strategy determines the
best architectures on unseen data. Brute force training and evalua-
tion of all possible model combinations is a crude approach to NAS
whereas an improvement is to use SI heuristics. Ensembles, combin-
ing multiple models, is an alternative which frequently generates
better results.

2.2 Swarm Intelligence

Swarm Intelligence (SI) is an important category of heuristics within
the domain of Evolutionary Computing. While many SI algorithms
exist, the most prominent are Particle Swarm Optimization (PSO)
[12] and Ant Colony Optimization (ACO) [13]. Using a PSO al-
gorithm, an open-source python library for CNN optimization,
openCNN, was developed by Fernandes et al [14]. An alternative
ACO based approach, known as DeepSwarm, was developed by
Byla and Pang [15].

2.3 Ensemble Techniques

Cheng Ju et al [16] explored the available options when designing
an ensemble for image classification. A detailed analysis was con-
ducted which encompassed the following ensemble techniques: un-
weighted average, majority voting, Bayes optimal classifier, stacked
generalization and a super learner: a cross-validation based stacking
method. In their study, the super learner proved the most accurate
across all methods. The super learner approach is an extension of
stacking in that it creates an ensemble based on cross-validation. A
weighted combination of many candidate learners, developed using
different algorithms, are combined to build the super learner [17].
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Figure 1: Stacking Approach

3 PROPOSED APPROACH

As part of a neural architecture search, optimization in several areas
needs to take place. The number and type of convolutional, pooling
and fully connected layers along with their associated parameters
must be selected. NAS implementation can be achieved through a
variety of approaches including transfer learning using pre-trained
networks, network morphism or swarm intelligence. Furthermore,
the performance of NAS derived networks can often be enhanced
through the use of ensembles.

With this research, ensembles were developed using stacked
outputs from base learners. As illustrated in Figure 1, meta learners
generated new models by using the stacked ensemble outputs to
learn from base learners. Several meta learner algorithms were
evaluated. These algorithms include K Nearest Neighbor (KNN),
Support Vector Clustering (SVC), Random Forest, Logistic Regres-
sion and Multilayer Perceptron (MLP). Combinations of homoge-
neous or heterogeneous base learners were included in creating the
network ensembles. The approach taken in this paper is to focus on
stacking ensembles, scikit-learn ensembles and super learner en-
sembles. With stacking, the accuracy of predictions was improved
by combining multiple weaker base learner models. The outputs of
N weak learners were combined to form the feature set for a meta
learner. Subsequently, the meta learner learns from the prediction
outputs of each base learner.

The single level stacking model is further developed with a multi
stacked ensemble. With a multi stacked approach, the meta learner
is replaced by another set of base learners increasing the model
complexity. The super learner approach is an extension of stacking
to k-fold cross-validation whereby all models use the same k-fold
splits of the data. The meta-model is fit on the out-of-fold predic-
tions from each model. The steps involved in the super learner
approach are outlined in Figure 2 from Hubbard’s original paper
[17].

It can be seen that predictions from the base models, known as
candidate learners, serve as the inputs to the meta model which
subsequently predicts the target for the training dataset.

3.1 Stacking with neural networks

As outlined in the system design of Figure 4, ensemble outputs are
used to create a stacked training dataset for a meta learner. The
meta learner is trained by firstly preparing the training dataset
and then using the prepared dataset to fit a meta-learner model. In
this manner, features of the meta learner dataset are created using
predictions from the base learners.

Seamus Lankford and Diarmuid Grimes

The stacking ensemble approach adopted by OpenNAS en-
ables both heterogeneous and homogeneous ensembles of base
learner models to be evaluated. To develop meta learners, the meta-
algorithms chosen as the secondary machine learning classifier
included Random Forest, Logistic Regression, KNN, MLP and SVC
classifiers. With this implementation, there are two principal modes
of operation. The first mode involves the creation of base learners.
These learners are then used to create ensemble outputs to train
meta-learners. The second mode of operation simply loads pre-built
base learners to create an ensemble for meta-learners.

3.2 Stacking with Scikit-learn and Super
Learners

Using the ML-Ensemble [18] library, a super learner was created
using a Random Forest (RF) as the meta-algorithm. Base learners
used algorithms from Logistic Regression, SVC, KNN, Bagging, RF
and Extra Trees.

Ensemble stacking is achieved using the Stacking Classifier li-
brary. Two types of ensembles were implemented: a one-layer stack-
ing ensemble and a multi stacked ensemble consisting of two layers.
With the one-layer model, two MLP classifiers (with different learn-
ing rates) were used as the base models. These learner outputs feed
into a Random Forest which is used as the meta learner.

The multi stacked approach, illustrated in Figure 3, consists of
two layers of estimators which are joined using Stacking Classifiers.
The first layer consisted of a Random Forest, a KNN and 2 MLP
classifiers (with different learning rates). Predictions from layer 1
are passed to a layer consisting of a Decision Tree and a Random
Forest Classifier. Layer 2 outputs are then combined with an SVC
classifier to make the final prediction.

4 DESIGN

A high-level system architecture overview is presented in Figure
4. Transfer learning, using either feature extraction or fine-tuning
of pre-trained networks, is incorporated in the pre-train function.
Metaheuristics of particle swarm optimization and ant colony opti-
mization are used to search for the optimal neural architecture as
part of the SI design. Particle swarms were created using a psoCNN
library [14] and ant colonies were implemented using the Deep-
Swarm library [15]. Existing AutoML tools, such as AutoKeras [4],
are also integrated into the OpenNAS system.

With the ensemble module, there are options to build custom
stacked ensembles using either homogeneous or heterogeneous
base learners. In addition, there are options to create ensembles
using either scikit-learn or a super learner. Base learner outputs
are subsequently passed to a suite of meta learner algorithms.

5 EMPIRICAL EVALUATION
5.1 Experimental Setup

Two datasets were chosen for the experimental design, namely
CIFAR-10 [19] and Fashion_Mnist [20]. A primary research ob-
jective is the development of a neural architecture search tool
which chooses the optimal architecture for generic datasets of ei-
ther grayscale (one channel) or color (three channel) images. The
CIFAR-10 dataset meets this requirement in that it is a challenging
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Figure 3: Multi Stacked Approach

dataset of color images. The Fashion_Mnist dataset is also suitable
since it is a well-tested and well understood dataset of black and
white images.

Models were developed using a lab of machines each of which
has an AMD Ryzen 7 2700X processor, 16 GB memory, a 256 SSD
and an NVIDIA GeForce GTX 1080 Ti.

For reference, the state of the art (SOA) accuracy achieved on
CIFAR-10 is 98.5% whereas with Fashion_Mnist, the SOA accuracy
is 94.6% [21].

5.1.1 CIFAR-10. CIFAR-10 is a dataset of 60,000 32x32 color im-
ages in 10 classes. There are 6,000 images per class creating a well-
balanced dataset. Furthermore, the dataset is divided into five train-
ing batches and one test batch, each with 10,000 images. Therefore,
there are 50,000 training images and 10,000 test images. The test
batch contains exactly 1,000 randomly selected images from each
class. Training batches contain the remaining images in random
order and contain exactly 5,000 images from each of 10 classes.
CIFAR-10 includes the following image categories: airplane, auto-
mobile, bird, cat, deer, dog, frog, horse, ship and truck.

5.1.2  Fashion_Mnist. Fashion_MNIST is a dataset of grayscale
images consisting of a training set with 60,000 examples and a test
set of 10,000 examples. Each sample is a 28x28 grayscale image,
associated with a label from 10 classes. Fashion item images are
labelled according to the following classes: T-shirt, Trouser, Pullover,
Dress, Coat, Sandal, Shirt, Sneaker, Bag and Ankle boot.

5.2 Stacking Ensembles

Using CIFAR-10 and Fashion_Mnist datasets, stacking ensembles
were evaluated using Random Forest, KNN, MLPC, SVC and Logistic
Regression as meta learners. Both homogeneous and heterogeneous
stacking ensembles were created.

The ACO ensemble consisted of two models whose architecture
was derived from an ACO search whereas the PSO ensemble was
composed of two models developed using a PSO heuristic. Likewise,
pre-trained homogeneous ensembles consisted of two of the same
type of pre-trained network. In addition, the performance of het-
erogeneous ensembles was also explored. The ensemble, Hetero-4
comprised of four models using two VGG16 and two VGG19 models.
The Swarm ensemble was also a four-model ensemble consisting
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Figure 4: OpenNAS System Design

Table 1: Ensemble Mean Performance of Best Meta Learners on CIFAR-10

RF KNN Best Member Runtime (s)
Hetero-6 0.931 0.930 0.900 341
Swarm 0.925 0.921 0.900 254
PSO 0.918 0.916 0.900 198
ACO 0.895 0.889 0.848 76
Hetero-4 0.847 0.841 0.755 170
VGG19 0.818 0.822 0.755 86
VGG16 0.817 0.816 0.743 76

of two ACO derived models and two PSO derived models. A total
of six models were incorporated into the Hetero-6 ensemble which
included two from ACO, two from PSO, one from VGG16 and one
from VGG19.

5.2.1 Ensemble Performance on CIFAR-10. The relative perfor-
mance of all meta learners in classifying CIFAR-10 data is illus-
trated in Figure 5. Two clear groups emerge. The higher performing
group of the RF and KNN classifiers stand out in comparison to the
poorer performing group consisting of the MLPC, SVC and Logistic

Regression algorithms. In the case of the VGG16 ensemble, there is
a difference of 3.7% in accuracy achieved between using a Random
Forest and an SVC approach.

The accuracies achieved by higher performing RF and KNN
meta learners, across all ensemble types, are summarized in Ta-
ble 1. Ensembles consisting of weaker members performed worse
than ensembles with higher performing members. The Hetero-4
ensemble achieves 84.7% using Random Forest whereas the Swarm
ensemble attains an accuracy of 92.5%.
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Figure 5: Ensemble Mean Performance of All Meta Learners on CIFAR-10

Table 2: Ensemble Mean Performance of Best Meta Learners on Fashion_Mnist

RF KNN Best Member Runtime (s)
Hetero-4 0.930 0.924 0.831 156
VGG16 0.922 0.913 0.807 75
VGG19 0.906 0.903 0.831 83
ACO 0.902 0.904 0.867 33
PSO 0.747 0.768 0.686 93

With this study, the impact of the number and diversity of models,
on overall ensemble accuracy can be seen. Increasing the number of
models within an ensemble often increases ensemble accuracy. The
Hetero-6 ensemble performed significantly better (93.1%) compared
with its Hetero-4 counterpart (84.7%) using a Random Forest meta
learner. Heterogeneous ensembles, containing diverse models, were
seen to offer better performance compared to their homogeneous
counterparts.

5.2.2 Ensemble Performance on Fashion_Mnist. The relative per-
formance of meta learners in classifying Fashion_Mnist data, using
different types of ensembles, was investigated. Similar to the CIFAR-
10 evaluations, there were two distinct groups of meta learners
namely the higher performing set of RF and KNN compared with
the weaker performance of MLPC, SVC and LR. The performance
of the higher performing RF and KNN meta learners is illustrated
in Table 2. For all ensemble types, Random Forest was again the
strongest performer of all meta learners. Consistent with a previous
observation, it can be seen that the ensemble set with the highest
number of members offers the greatest performance. The Hetero-4
ensemble, with 4 members, achieves an accuracy of 93% compared
with a lower accuracy of 92.2% on the VGG16 ensemble of two
members.

5.3 Scikit-learn Stacking and Super Learner

For the purposes of this study, the effectiveness of scikit-learn in
classifying CIFAR-10 and Fashion_Mnist data was evaluated. Scikit-
learn stacking was compared with a super learner approach, which
is a stacking ensemble variation incorporating cross fold validation.

5.3.1 Scikit-learn Stacking and Super Learners on CIFAR-10. On
first inspection of CIFAR-10 classification in Table 3, the accuracy
results for both the super learner (49%) and scikit-learn (52%) ap-
pear poor. The performance of these approaches is governed by the
algorithms chosen for the base learners and meta learners. Several
variations of base learner and meta algorithms were tested. Varia-
tions included increasing the number, and diversity, of base learners.
A multi stacked approach, with 2 layers, was also implemented. The
accuracy of all OpenNAS approaches showed little deviation and
stayed within a range of 49% to 53%. Experiments conducted, as
part of the original Auto-Sklearn paper indicate a baseline accuracy
of 51.7% on CIFAR-10 demonstrating a consistency with the results
observed as part of this study [22].

5.3.2  Scikit-learn and Super Learners on Fashion_Mnist. Accuracies
obtained on Fashion_Mnist, when using either the scikit-learn or
the super learner approach, are much improved when compared
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Table 3: Scikit-learn Stacking and Super Learner Performance

CIFAR-10 Fashion_Mnist
Acc (Mean) Runtime (s) Acc (Mean) Runtime (s)
Super learner 0.490 5507 0.887 2144
2 layers 0.520 11910 0.877 3366
1layer 0.524 8852 0.869 2418

with the findings for CIFAR-10. The accuracies achieved, and their
associated run times, are illustrated in Table 3. In comparing ap-
proaches, the super learner approach offered better performance
in both its accuracy (88.7%) and its run time of 2144 seconds. The
super learner essentially has a single layer of base models whose
predictions create the feature set for a meta learner. Its structure is
similar to the one layer scikit-learn ensemble. However, it is not a
strict like for like comparison in that the super learner had 5 base
models whereas the single layer scikit-learn ensemble had just 2
base models. For Fashion_Mnist, the super learner run time was
over 10% faster and achieved nearly 2% improvement in accuracy
when compared to single-layer scikit-learn. This finding was rein-
forced by the 2-layer scikit-learn ensemble which took 50% longer
to build but attained a 1% lower accuracy.

6 DISCUSSION

For CIFAR-10, a heterogeneous ensemble of six base models feed-
ing into a Random Forest meta learner is the highest performing
with an accuracy of 93.1%. Such an arrangement effectively cre-
ates an “ensemble of ensembles”, whose accuracy is significantly
higher (3.1%) when compared with the best performing models in
previous OpenNAS studies [5]. The improvement is even greater
(4.41%) when compared with approaches that rely exclusively on
SI heuristics [15].

Pre-trained ensembles consisting of either MobileNet or Rest-
Net50 models delivered the poorest performance with CIFAR-10.
The other pre-trained ensembles, using VGG architectures, per-
formed very well on the same dataset. However the accuracy of the
VGG homogeneous ensembles was still 4% lower than the highest
ranking ensemble, Hetero-6.

Many of the characteristics exhibited with CIFAR-10 were also
seen in Fashion_Mnist classification. The lowest performing models
were again the pre-train set of Resnet50 and MobileNet. VGG16
and VGG19 ensembles performed well on Fashion_Mnist.

The scikit-learn and super learner approaches performed poorly
on CIFAR-10. Clearly, they are not suited to the classification of
complex triple channel image datasets, which demand a convolu-
tional neural network approach to achieve accuracies greater than
90%. Run times associated with various ensemble types are illus-
trated in Tables 1 - 3. The difference in run time between stacking
ensembles and that of the scikit-learn or super learner approaches is
very significant. In fact, with the classification of CIFAR-10, the run
time of the slowest stacking ensemble (Hetero-6) is 15 times faster
than the quickest of the super learner and scikit-learn approaches.

7 CONCLUSION

With OpenNAS, heterogeneous ensembles achieved the highest
accuracy in classifying both CIFAR-10 and Fashion_Mnist data.
The accuracy achieved with OpenNAS ensembles is competitive
with the current state of the art [21]. Meta learner algorithms have
a significant impact in determining stacking ensemble accuracies.
The Random Forest classifier was consistently the best meta learner,
irrespective of the underlying ensemble.

Super learner and scikit-learn stacking approaches are funda-
mentally designed for simpler neural networks using classifier algo-
rithms from the scikit-learn suite. However, they have been shown
to perform well on CNNs which classify less complex grayscale
image datasets such as Fashion_Mnist.

While Keras offers a powerful framework for neural net de-
velopment, the strengths of the scikit-learn library should not be
overlooked. In particular, in the absence of pre-built base learners,
it was shown how scikit-learn or a super learner approach can be
used to quickly develop high performing ensembles for simpler
datasets. However, for color datasets, a heterogeneous stacked en-
semble of pre-built SI and pre-trained models, is faster and more
accurate than building models from scratch using scikit-learn or a
super learner.
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