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Abstract- Osteoporosis is one of the primary causes of disability and mortality in the elderly. If 

osteoporosis's significant features can be identified, the risk of developing this disease will be reduced. In 

recent years, data mining approaches have become a suitable tool for medical researchers. This study applied 

data mining methods to identify osteoporosis’s significant features. This study applied data from women 

having osteoporosis or osteopenia in the period 2011-2019 in the Osteoporosis Diagnosis Center, Isfahan, 

Iran. Data mining methods such as linear regression, naïve bayes, decision tree, support vector machine, 

random forest, and neural network were implemented on the dataset. This study consisted of 8258 patients’ 

information, of which 1482 had osteoporosis. The results showed that the support vector machine, decision 

tree, neural network are the best method based on accuracy, precision, and AUC measures. Six candidate 

features were age, weight, back pain, low activity, menopause date, and previous fracture. Support vector 

machine, decision tree, and neural network are the best candidate techniques for predicting osteoporosis. Thin 

older people are more at risk of osteoporosis than other people. Yet, people with middleweight and middle 

age are at lower risk of osteoporosis.  

© 2023 Tehran University of Medical Sciences. All rights reserved.  
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Introduction 
 

Today, with the change in people's lifestyles, people 

are more at risk of various diseases. Osteoporosis is a 

pervasive disease that is prevalent in people over 50 

years of age. This disease can lead to bone fractures in 

the most severe form (1). People with an osteoporosis 

rate of 40% are more likely to be at risk for bone 

fractures (2). The World Health Organization estimates 

that more than 200 million women will get osteoporosis 

(3). This disease is one of the primary causes of 

disability and mortality in the elderly (4). It is predicted 

that Iran will become an elderly country in the next 50 

years that will suffer from this disease (5). Osteoporosis 

is four times more common in women than in men. This 

subject shows that the number of female patients is 

much higher than male patients (6). Approximately one 

in three women over the age of 50 are at risk for the 

disease (7). So, predicting the disease is much more 

important in women than in men. The disease is usually 

asymptomatic and causes a sudden fracture of the bone. 

This subject will make it difficult to diagnose this 

disease (5). If important features affecting the disease 

can be identified, the risk of developing it will be 

reduced (8). 

In recent years, data mining approaches have become 

a suitable tool for medical researchers, where they use 

different methods to diagnose the risk of various 

diseases (9-11). Many studies have been conducted in 

the field of data mining and osteoporosis. Moudani et 

al., (12) used the random forest method to predict 

osteoporosis. Yoo et al., identified bone mineral density 
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in postmenopausal women using machine learning 

methods (13). The results showed the Support Vector 

Machine method performed better than others. 

Sharifkhani et al., used the decision tree approach to 

predict the risk of osteoporosis (14). Lee et al., used 

deep learning models to predict osteoporosis (15). 

Guannoni et al., used decision tree, support vector 

machines, and neural networks for predicting 

osteoporosis in Tunisia women (16). The results show 

that the support vector machine and the neural network 

performed better than the decision tree. De lira et al., 

used the j48 decision tree method to predict 

osteoporosis. The study derived several rules on the 

association of risk features with osteoporosis (17). Iliou 

et al., use a preprocessing method with the neural 

network method to predict osteoporosis (18). The results 

show that the method is more accurate than others in 

identifying the significant features. Langrizadeh et al., 

used the neural network to predict osteoporosis with 

approximately 86 percent accuracy (19). Mowafi et al., 

used regression methods for predicting the risk of 

osteoporosis in postmenopausal Egyptian women (20). 

The results showed that features such as old age, lack of 

exercise, and vitamin D deficiency cause getting 

osteoporosis. So, identifying the primary causes of 

osteoporosis can be impressive in preventing the disease 

in young people. Identifying significant features 

decrease the risk of getting osteoporosis in the future. 

 

Materials and Methods 

 

This study used six data mining methods for 

identifying important features of osteoporosis. It 

implements the methods on the data set by Rapid Miner 

software. There are three steps consisting of data 

collection, data preprocessing, and feature selection. 

 

Data collection  

This study applied data about women having 

osteoporosis or osteopenia in the period 2011-2019 in 

the Isfahan Osteoporosis Diagnosis Center. It selected 

26 features by consulting with experts. This set contains 

information about 8258 women. The data is stored in a 

matrix so that each row is equal to patient information 

and each column is equal to a feature. 

 

Data preprocessing 

Data needs to be pre-processed before applying 

classification techniques. There are three stages in data 

preprocessing. The first stage is converting and choosing 

data features and the second stage is missing values. The 

final stage is goal selection. 

 

Converting and choosing data features 

The change involved placing the numerical values of 

age, weight, height, and menopause in a numerical 

interval. Among 26 features applied for osteoporosis 

prediction, only age, weight, and height point out the 

patient's personal information. The remaining 23 

features are all clinical attributes collected from various 

medical examinations.  

 

Missing values 

Missing values for attributes are unknown values. 

The generation of the data is due to user error in data 

entry which can cause many problems in the accuracy of 

the methods. In this step, the missing values are deleted 

or corrected. If the number of missing attributes of the 

recorded is high, the record is deleted. In this data set, 

1167 records were removed. In the remaining records, 

the number of missing attributes was very low, so the 

most frequent value was applied for missing attributes. 

 

Goal selection 

The target feature is the overall diagnosis consisting 

of two values of Osteoporosis and Osteopenia. This 

study considered the remaining 25 features as 

independent variables. 

 

Feature selection 

After collecting the required information, the data set 

was divided into two parts: the training data set and the 

test data set. 70% of the data set was used as a training 

data set and 30% was used as the test data set. The 

training data set was used to extract the significant 

features of osteoporosis disease. The data was 

categorized using RapidMiner software. This software 

uses various methods to classify information. The 

methods used in this study included Random Forest, 

Linear Regression Decision Tree, Naive Bayes, Neural 

Network, and Support Vector Machine. Each technique 

was then implemented on the test dataset. Among 25 

features, all possible sets of 4 features were tested by 

different data mining techniques. We had 12,650 

candidate sets. Among 12650 four-member sets, each 

method chose a set of four members having the highest 

accuracy, precision, and AUC. 

Random forest operates randomly by creating several 

trees at random and making decisions (21), while the 

decision tree method is definite (22). The movement 

starts from the root node and then goes deep to the leaf 

node. The leaf node is the target variable and the other 
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nodes are independent variables. Linear regression 

predicts a dependent variable based on several 

independent variables (23). The independent variable 

here is the target variable, overall diagnosis, and the 

independent variables were age, weight, and height. 

Naive Bayes measures the conditional probability of 

independent variables in relation to the dependent 

variables (24). In the neural network, there are three 

layers called the input layer, the processing layer, and 

the output layer (25). The dependent variable (target) 

corresponds to the output layer and the independent 

variables correspond to the input layer. The support 

vector machine (26) seeks a linear relationship with a 

high confidence margin between independent and 

dependent variables. The methods are among the most 

important classification methods, where they are 

implemented in the test data set. 

Results 
 

This section first examined the data set and then 

described the evaluation criteria. Then, it evaluated the 

performance of each method based on the measures. 

Then, each method extracted significant features. 

Finally, it selected the features with the most occurrence 

as significant features. 

 

Dataset 

Table 1 shows that most patients (48%) are between 

56 and 65. Also, 85 percent of them are in the middle 

height (147-163) and the weights are mostly between 61 

and 85. Table 2 shows the number of patients with 

osteoporosis and osteopenia. 6766 patients had 

osteopenia, and 1428 of them had osteoporosis. 

 

Table 1. Features and values of osteoporosis dataset 

Proportion Values Features 

0.23 45-55 

Age (years) 0.48 56-65 

0.29 66-75 

0.06 130-146 

Height (cm) 0.85 147-163 

0.09 164-178 

0.25 34-60 

Weight (kg) 0.68 61-85 

0.07 86-110 

0.27 1990-1999 

Menopause Date 0.44 2000-2009 

0.29 2010-2020 

0.33 Yes 
Blood pressure 

0.67 No 

0.73 Yes 
Low Activity 

0.27 No 

0..93 Yes 
Low Calcium 

0.07 No 

0.01 Yes 
Corticosteroids Use 

0.99 No 

0.16 Yes 
Early Menopause 

0.84 No 

0.01 Yes 
Hormone Replacement Therapy 

0.99 No 

0.17 Yes 
Diabetes (Type 2) 

0.83 No 
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Cont. table 1 

0.004 Yes 
Stomach Problem 

0.996 No 

0.06 Yes 
Ovaries Removal 

0.94 No 

0.02 Yes 
Kidney Problem 

0.98 No 

0.2 Yes 
LCA 

0.98 No 

0.14 Yes 
Thyroid Malfunction 

0.86 No 

0.1 Yes 
Previous Fracture 

0.9 No 

0.34 Yes 
Back Pain 

0.66 No 

0.03 Yes 
Diabetes Type 1 

0.97 No 

0.03 Yes 
Family History of Osteoporosis 

0.97 No 

0.004 Yes 
Irregular Periods 

0.996 No 

0.009 Yes 
Asthma 

0.991 No 

0.03 Yes 
Rheumatoid arthritis 

0.97 No 

 

Table 2. The set achieved by each data mining method 

Set Accuracy Method 

Menopause Date, Weight, Low Calcium 

Age 
%38  Support Vector Machine 

Weight, Previous Fracture, Low Activity, Age 81% Random Forest 

Low Activity, Blood pressure, Age, LCA 83% Neural Net 

Weight, Age, Menopause Date, Previous Fracture 87% Decision Tree 

Menopause Date, Low Calcium, Low Activity, 

Weight 
88% Naive Bayes 

Blood pressure, Diabetes Type 1, Irregular Periods, 

Family History Of Osteoporosis 
70% Linear regression 

 

 

Evaluation criteria 

This study used the test data set to check the 

methods. First, it determined the confusion matrix. it 

consists of various criteria such as True Positive (TP), 

True Negative (TN), False Positive (FP), and False 

Negative (FN). The target class was osteoporosis. TP 

specifies the number of records that the category has 

correctly placed in the target class. TN identifies records 

that have not been categorized correctly as part of the 

final class. FP identifies the records that the category has 

placed in the target class. FN identifies records that 

mistakenly have not been categorized into the target 

class. Then, based on this matrix, the criteria for the 

efficiency of the data mining method are calculated. One 
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of these criteria is accuracy (27) that the closer the 

accuracy of this criterion, the better the result. This 

criterion is calculated based on the following formula: 

 

𝑨𝒄𝒄𝒖𝒓𝒂𝒄𝒚 =
𝑻𝑷+𝑻𝑵

𝑻𝑷+𝑻𝑵+𝑭𝑷+𝑭𝑵
 (1) 

 

Other criteria are precision (28) and AUC (29) which 

the closer to one, the better performance.  

 

Analysis 

In the test data set, out of 2479 patients, 2058 people 

suffer from osteopenia and 421 people get osteoporosis. 

This study implements six methods on the osteoporosis 

dataset. Table 3 lists the set extracted by each data 

mining method based on the accuracy measure. Table 2 

shows that the support vector machine has the highest 

accuracy among other techniques. Moreover, the set 

consisting of age, weight, menopause date, and low 

calcium was more accurate than the other sets. The 

feature age is in the three top sets extracted by the three 

top accurate techniques. The linear regression set 

accuracy was less than the other sets. 

Table 3 shows that the decision tree, random forest, 

and naïve bayes achieve the highest precision. Set 

consisted of weight, age, low activity, and thyroid 

malfunction to achieve the highest precision. The 

features age and weight were in the three top sets 

extracted by the three top accurate techniques. 

 

 

 

Table 4 shows that the AUC of the neural net is more 

than other techniques. Random Forest is the second-best 

technique based on this measure. The set consisted of 

back pain, age, and low activity, LCA achieved the 

highest AUC among other techniques. The feature back 

pain was in three top sets extracted by the three top 

accurate techniques. 

According to table 5, the age feature has the highest 

occurrence (8 sets). This feature is in the selected set of 

three top-accurate techniques. The weight is the second 

most frequent feature with 7 occurrences. This feature 

and age are chosen by all three highest precision 

techniques. Back pain is the third feature selected by all 

three highest AUC techniques. Low activity is the fourth 

technique in 4 of 7 occurrences. Previous fracture, 

menopause date, and low calcium were considered the 

fifth, sixth, and seventh-most frequent features 

influencing the diagnosis of osteoporosis. 3 of 7 

methods considered the features as significant features. 

The seven first features include age, weight, back pain, 

low activity, previous fracture, menopause date, and low 

calcium. So, these features can be considered as a 

selected set for identifying osteoporosis patients. It is 

noteworthy that the information of the features consist 

of rheumatoid arthritis, kidney problem, stomach 

problem, and asthma is not among the most significant 

features which do not exist in any set is not in table 5. 

The relation between two significant features with 

osteoporosis is shown in Figure 1. 

Figure 1 shows that osteoporosis is more common in 

older people than younger people. When age is 

increased, the chance of osteoporosis is also increased. 

The lower the menopause age, the more chance of 

osteoporosis. The early menopause date increased the 

chance of the disease. Moreover, Figure 1 represents 

that overweight people are at more risk of osteoporosis 

disease. 

Table 6 represents the extracted rules between 

Table 3. The set achieved by each data mining method 

Set precision Method 

Weight, Age, Low Activity 

Thyroid Malfunction 
90% Decision Tree 

Weight, Previous Fracture, Age 
Family History Of Osteoporosis 

88% Random Forest 

Menopause Date, Weight, Age 
Back Pain 

87% Naive Bayes 

Menopause Date, Low Calcium, Early Menopause, 

Back Pain, 
85% Support Vector Machine 

Hormone Replacement Therapy, Blood pressure, Back Pain, 

Age 
85% Neural Net 

Blood pressure, 

Family History Of Osteoporosis, Stomach Problem 
Kidney Problem 

83% Linear regression 
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weight, age, and osteoporosis. It shows that 51 percent 

of people aged between 66 and 75 and the weight 

between 34 and 60 have osteoporosis, while only two 

percent of middle-weight people with age between 45 

and 55 have osteoporosis. 

 

Table 4. The set achieved by each data mining method 

Set AUC Method 

Back Pain, 
Age, Low Activity, Low Calcium 

77% Neural Net 

Weight 

Back pain, Previous Fracture, Menopause Date 
75% Random Forest 

Age, Back Pain, Low Calcium, 

Weight 
74% Naive Bayes 

Blood pressure, 

Age, Irregular Periods, 
Family History Of Osteoporosis 

72% Linear regression 

Low Activity, Age, Low Calcium 
Blood pressure 

69% Support Vector Machine 

Age, Menopause Date, Previous Fracture 

LCA 
66% Decision Tree 

 

 

Table 5. Comparison between features resulting in the performance 

Total number of 

Occurrence 

Occurrence in 

Top Three highest 

auc 

Occurrence in 

Top Three 

highest precision 

Occurrence in Top 

Three highest 

accuracy 

Features 

8 2 3 3 Age 
7 2 3 2 Weight 
4 3 1 0 Back Pain 
4 1 1 2 Low Activity 
3 1 1 1 Previous Fracture 
3 1 1 1 Menopause Date 
3 2 0 1 Low Calcium 
1 0 0 1 LCA 
1 0 0 1 Family History of Osteoporosis 
1 0 0 1 Blood pressure 
1 0 1 0 Thyroid Malfunction 

 

 

 
Figure 1. Osteoporosis curves of three important features 
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Table 6. Extracted rules between weight, age, and osteoporosis 

Rule Condition Result Confidence 

Rule 1 
If age between 45 and 55 and weight between 34 and 

60 
Osteoporosis is True 0.19 

Rule 2 
If age between 56 and 65 and weight between 34 and 

60 
Osteoporosis is True 0.31 

Rule 3 
If age between 66 and 75 and weight between 34 and 

60 
Osteoporosis is True 0.51 

Rule 4 
If age between 45 and 55 and weight between 61 and 

85 
Osteoporosis is True 0.02 

Rule 5 
If age between 56 and 65 and weight between 61 and 

85 
Osteoporosis is True 0.13 

Rule 6 
If age between 66 and 75 and weight between 61 and 

85 
Osteoporosis is True 0.25 

Rule 7 
If age between 45 and 55 and weight between 86 and 

110 
Osteoporosis is True 0.06 

Rule 8 
If age between 56 and 65 and weight between 86 and 

110 
Osteoporosis is True 0.06 

Rule 9 
If age between 66 and 75 and weight between 86 and 

110 
Osteoporosis is True 0.2 

 

 

Discussion 
 

This study applied the data set of patients who 

underwent an osteoporosis diagnosis test at the 

Osteoporosis Diagnosis Center in Isfahan. It 

implemented linear regression, naive bayes, decision 

tree, support vector machine, random forest, and neural 

network on the dataset. The results of assessing these six 

methods using different criteria showed that support 

vector machine performed more accurately than other 

existing methods. Moreover, decision tree achieves the 

highest precision and neural net gets the highest AUC. 

We had 12,650 four-member sets. Among these sets, 

each technique chose the best four-member set based on 

three measures consisting of accuracy, precision, and 

AUC. Some of the features are not in any of these sets. 

The results show that age is the first feature affecting 

osteoporosis. Results show that when the age is 

increased, the risk of getting osteoporosis is also 

increased. In general, older people are more at risk of 

various diseases. The paper showed that age can be 

considered an influential feature in the occurrence of 

disease in humans (30). Today, with the advent of 

COVID-19, older people are more prone to the disease. 

Studies show that the mortality rate in the elderly is high 

(31).  

The second feature influencing osteoporosis is 

weight. The results show that osteoporosis is more 

common in overweight women than in other women. 

The study showed that the consequences of being 

overweight are worse for women than men (32). The 

study showed that osteoporosis is more common in 

overweight women than men (33). Women should be 

attentive to their weight to be less exposed to the 

disease. The third feature is back pain, and the fourth 

feature is Low Activity. Many articles have suggested a 

relationship between these two features and osteoporosis 

(34-35). Low back pain and low activity can be 

impressive in causing osteoporosis. 

The fifth feature influencing osteoporosis is the 

previous fracture. This feature corresponds to the 

function of the human lung. Studies have shown that 

osteoporosis is more common in Japanese women who 

have lung problems (36).  

The sixth significant feature was the menopause 

date, which affects the incidence of various diseases. 

The results showed an indirect relationship between 

menopause date and osteoporosis. In the early 

menopause date, the risk of osteoporosis is more than in 

other states. Yet, the study has shown that there is a 

direct relationship between menopause date and heart 

disease (37). The effect of this feature on the incidence 

of Alzheimer's disease has also been investigated (38).  

Thin older people were more at risk of osteoporosis 

than other people. But, people with middle-weight and 

middle-age were at lower risk for osteoporosis. So, this 

study recommends the set consisting of age, weight, 

back pain, low activity, previous fracture, and 

menopause date for detecting osteoporosis patients. 

Moreover, support vector machine, decision tree, and 

neural net methods could be used for detecting this 

disease. Younger people should pay more attention to 

nutrition and sport to be less at risk of osteoporosis 

disease in older age. 

This study used data collection about women with 

osteoporosis in the period 1390 to 1398 in the 

osteoporosis diagnosis center Isfahan. The study consists 

of 8258 patients’ information, of which 1482 had 

osteoporosis. We assess the six methods consisting of 

decision tree, support vector machine, neural net, 
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random forest, naïve bayes, and linear regression. 

Different criteria are used such as accuracy, precision 

and AUC. 

Support vector machine, decision tree and neural 

network are the best candidate techniques for predicting 

osteoporosis. This study recommends the set consisting 

of age, weight, back pain, low activity, previous 

fracture, and menopause date for detecting osteoporosis 

patients. 
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