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Mixed reality has made its first step towards democratization in 2017 with the
launch of a first generation of commercial devices. As a new medium, one of the
challenges is to develop interactions using its endowed spatial awareness and
body tracking. More specifically, at the crossroad between artificial intelligence
and human-computer interaction, the goal is to go beyond the Window, Icon,
Menu, Pointer (WIMP) paradigm humans are mainly using on desktop computer.
Hand interactions either as a standalone modality or as a component of a
multimodal modality are one of the most popular and supported techniques
acrossmixed reality prototypes and commercial devices. In this context, this paper
presents scoping literature review of hand interactions inmixed reality. The goal of
this review is to identify the recent findings on hand interactions about their design
and the place of artificial intelligence in their development and behavior. This
review resulted in the highlight of the main interaction techniques and their
technical requirements between 2017 and 2022 as well as the design of the
Metaphor-behavior taxonomy to classify those interactions.
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1 Introduction

Mixed Reality embodies experiences that involve both the physical world and virtual
contents. Following the popular Virtuality-Reality Continuum from (Milgram et al., 1995), it
encompasses Augmented Reality, which consists in adding virtual content on the real world
and Augmented Virtuality, which consists in representing physical objects in virtual
environments.

For this new medium, hand interactions are one of the most popular modalities to
manipulate virtual content in mixed reality. Indeed, as we are used to grab and
manipulate physical objects to explore the real world, this modality is intuitive and
perceived as natural. Recent headsets such as HoloLens 2, Meta 2 or Magic Leap One
support natively hand interactions. Besides, external sensors such as Leap Motion (Kim
et al., 2019) and Myo Armband (Bautista et al., 2020) are also used to improve or enable
hand interactions with older headsets. This modality has been made possible with the
progress of computer vision and to some extent the progress of machine learning. Mixed
reality headsets are endowed with sensors and computer vision algorithms that allow the
machine to understand the context around the user, including but not limited to,
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tracking the hand movements in real-time. As such, it is possible
to design more intelligent user interfaces where virtual content
and physical objects are manipulated seamlessly.

According to Billinghurst et al. (2015)’s new interface medium
adoption steps, mixed and augmented reality are still at the second
step of adoption where they still use the desktop computer interface
metaphors called the Window, Icon, Menu, pointer (WIMP)
paradigm. The goal is to go beyond this paradigm and reach the
third step of adoption by designing new interface metaphors suited
to mixed and augmented reality. By definition mixed reality
encompasses interactions with both virtual content and the real
physical world. As such, the new interface and its metaphors will aim
at closing the gap between what is real and what is computer
generated. This can be done, for example, by enabling the user to
manipulate virtual content as he would do with their physical
counterpart or allowing him to seamlessly switch from
interacting with the real and the virtual using diverse modalities
and effectors.

In this paper, we are proposing a scoping literature review on
hand interactions in mixed reality over the period 2017–2022. The
year 2017 was chosen as the starting point of our review because
researchers and developers have been able to start prototyping with
commercial devices with the form under which they are popularized
nowadays. Indeed HoloLens 1 and Meta 21 were released in
2016 and were mostly shipped globally early 2017. Magic Leap
One a direct competitor was also announced at the end of 2017 for a
release in 2018. We aim at providing in this paper an outline of the
hand interaction techniques designed and their technical
requirements to give students and researchers an overview of the
recent trends in the context where accessible headsets for
prototyping has been made available. We also propose a
Metaphor-Behavior taxonomy to describe hand interactions
which extends the model of Frutos-Pascual et al. (2019) and
Macaranas et al. (2015), and was formulated while making this
review.

2 Related works

2.1 What is an interaction in mixed reality?

In the work of Hand (1997), a user in virtual reality is acting to
achieve four fundamental tasks.

1. Navigation;
2. Selection;
3. Manipulation;
4. Application Control.

The model proposed by Hand (1997) can be applied to mixed
reality as the user is also evolving in a 3D environment. The
difference is that in this context, the environment is composed of
both virtual and physical content as targets of the interactions. The
navigation task refers to exploring the environment by changing the
point of view on the scene. In virtual reality, it consists in changing
the point of view of the camera that represents the head of the user.
To extend this model to augmented and mixed reality, the first task
will also refer to moving in the physical world that is spatially

registered by the system. Indeed, in augmented and mixed reality,
there is a need to synchronize the position of the user in the virtual
environment reference frame and the physical world environment
reference frame. This is mostly done by the computing of a common
origin through calibrations to match the two coordinate systems.
More advanced systems also map the real environment topography
to a 3D mesh that allows virtual content to interact with physical
surfaces.The selection task refers to designating an object as the
focus of the interaction with the user. The object can be both virtual
and real in mixed reality.The manipulation task refers to changing
the properties of a designated object such as the position or its shape.
The application control task refers to triggering functionalities and
communicating information to the application. To achieve those
goals, the user has several modalities to convey his intention to the
application and interact with the environment. The most popular
modalities in commercial devices are: hand control, controllers,
voice commands and head/eyes control.

2.2 Hand interaction

Based on the previous definition, hand interactions can be
separated into two categories in most commercial mixed reality
applications.

• gesture based interactions;
• trajectories and simulated physic-based interactions.

A gesture according to Bouchard et al. (2014) is an expressive
and meaningful body motion (hand, face, arms, etc.) that convey a
message or more generally, embed important information of spatio-
temporal nature. In the work of Vuletic et al. (2019), a systematic
review on hand gesture, hand gestures can be classified by three
ways: temporal classification, contextual classification and
instruction based classification. Temporal classification separates
gestures in two classes: static or dynamic, the first one being hand
poses while the second one is composed of several hand moves.
Contextual classification describe what the gestures are used for and
how do they convey the information in comparison to speech
language. In this classification model, gestures can be separated
in two classes: communicative and manipulative. In the
communicative class the sub-categories are.

• Symbolic gestures, representing a symbolic object or concept
with a cultural semantic without having a direct
morphological relation to the designated object;

• Semaphoric gestures, formalizing a dictionary of gesture-to-
action without any semantic background;

• Pantomimic gestures, imitating a sequence of actions to
describe a narrative.

• Iconic gestures, illustrating the content of the speech by
describing a shape, a spatial relation or an action of an object;

• Metaphoric gestures, illustrating the content of the speech by
describing an abstract concept;

• Modalizing symbolic gestures or Beat gestures, following the
rhythm of the speech while emphasizing on part of it;

• Cohesive gestures, highlighting the continuation of a topic that
has been interrupted by using a recurrent gesture.
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• Adaptors, releasing body tension through unconscious
gesture.

The first three are independent from speech and can
communicate on their own while the last five are complementing
speech language. For the second class, any gesture that affects a
spatial component of an object is considered as manipulative.
Deictic gestures that are pointing gestures can be considered as
both communicative and manipulative as they communicate the
object of the focus while also manipulating the direction which is a
spatial component. Finally, instruction based classification separates
gestures into two categories: prescribed or free-form. The former
designates predefined dictionary of gestures that need to be learnt
while the latter is non-restrictive. The hand gestures reviewed by
Vuletic et al. (2019) were classified in one of those groups or a group
formed by a combination of those gesture categories. As mentioned
by the authors, contextual classification has the flaw that is tightly
tied to the context of speech. According to them, a potential research

on a classification that decouples hand gestures from speech could
be interesting for both ergotic (gestures for manipulation) and
epistemic (gestures for learning from tactile exploration).

Koutsabasis and Vogiatzidakis. (2019) established a review on
mid-air interactions with empirical studies such as gesture
elicitations and user studies. Koutsabasis and Vogiatzidakis.
(2019) note that there are no standard for gestures design and
that the design and implementation are targeted for selected
users and for a specific context. In terms of classification,
Koutsabasis and Vogiatzidakis. (2019) grouped the reviewed
interactions in types that describes what the interaction
actually do: Targeting, Navigate, Pan, Typing, Rotate, Select,
Point, 3D model shaping, Grabbing 3D object, Travel, Zoom,
Other. The first three are 2D interactions while the next seven are
3D interactions. There are both 2D and 3D interactions for Zoom
and Other. This classification can be considered as a more
granular classification of the model of Hand. (1997). Indeed,
we can group the subcategories this way.

FIGURE 1
Screening process.
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1. Navigation: Navigate, Zoom, Pan, Travel;
2. Selection: Select, Point, Grabbing 3D object;
3. Manipulation: 3D model shaping;
4. Application control: Typing.

3 Methodology

3.1 Systematic review

For this review, we did a scoping review following the PRISMA
filtering method (Page et al., 2021) as described in this section and as
shown in Figure 1. The research questions we will answer in this
review are.

• RQ1: What hand interactions have been designed and how to
classify them?

• RQ2: What are the apparatus and algorithms for the
implementation of those interactions?

• RQ3: What impact did the availability of commercial mixed
reality headset have on hand interaction design and
prototyping?

To gather the articles, we did one request on the database scopus
with the filters.

• (“augmented reality” OR “mixed reality”) AND (“HMD” OR
“head-mounted display” OR “head mounted display” OR
“helmet mounted display” OR “helmet-mounted display”
OR “HoloLens” OR “egocentric” OR “glass” OR “headset”),
contextualizing the request on the subject of mixed and
augmented reality;

• AND (“hand gesture” OR “hand interaction” OR “hand
manipulation” OR “hand grasp” OR “mid-air interactions”),
restricting the articles to hand interactions.

In the first part of the filters, we decided to include augmented
reality as the border between mixed reality (MR) and augmented
reality (AR) is mobile and Milgram Virtuality-Reality Continuum
(Milgram et al., 1995) describes AR being part of MR. In this context,
we consider experiences in which the user is mainly in the real world
and where virtual contents are added and interacts with the user and
the physical world. The second part of the filters is targeting hand
interactions. We also included egocentric point of view research
because work on hand interactions, that are using sensors in an
egocentric point of view, can be adapted for commercial mixed
reality headsets as they are endowed with similar sensors. The scope
of the research has been limited to 2017 to 2021 because the goal of
this review is to explore the recent research that bloomed with the
release of commercial products in 2017. The request was last
updated on the 23 October 2022 and resulted in 112 articles of
which we removed four duplicates. The Figure 2 illustrates the year
distribution of the articles.

3.1.1 First screening
To filter the articles, we started with the screening on titles and

abstracts using three inclusion criteria of which at least one must
be met.

• the article describes an interaction technique:
• the article describes a technical solution to support
interactions;

• the article is comparing different interaction techniques.

Furthermore, we also defined three exclusion criteria which
invalidate all articles that meet one or several of them.

• the articles describe a technical solution for low-cost AR/MR
such as Google cardboard;

• the article describes human-robot interactions;
• the article describes multi-user collaboration applications.

The first exclusion criteria is more precisely aiming at filtering
articles that focuses more on algorithms that tackle the computing
and streaming cost issues on cheaper HMD device rather than the
interactions themselves which are the focus of this review. 50% of the
articles describe an interaction technique, 24% of them describe a
technical solution to implement interactions and 12% of them
compare different techniques.

This first screening resulted 60 articles that were kept for this
scoping review.

3.1.2 Second screening
For the second screening made on the content of the articles, the

exclusion criteria are.

• the article describe a use case for natively supported
interactions on commercial devices;

• the article does not describe any prototype.

The first criterion allows us to keep articles focused on
interaction techniques and implementations instead of use cases.
This criterion filtered 24 articles which is the biggest part of the
articles that were rejected in this second screening. We then
removed one article that described a concept of architecture
without prototype. We also removed five articles that did not
describe any hand interaction. Finally, we kept the most recent
version of the work of among Bautista et al. (2018) and Bautista et al.
(2020) which resulted in 28 articles in total or 26% of the total
articles from the initial request.

4 Analysis

4.1 Extending frutos and macaranas
taxonomy

In this litterature review, we came across two articles from
Frutos-Pascual et al. (2019) and Serrano et al. (2022) that uses a
taxonomy introduced by Macaranas in order to compare two
popular hand interaction modality in commercial mixed
reality HMD.

4.1.1 Macaranas taxonomy
Macaranas et al. (2015) introduced this taxonomy to classify

strategies to make intuitive interactions using as criteria the type of
mental scheme used to learn them. The three classes are.
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• Metaphoric mapping, which are based on the images that link
repeated outcomes from everyday iteractions to conceptual
metaphors. An example given by the author is the fact that the
height of a pile can be associated to the concept of high
quantity. As such, interactions that are based on going up and
down to increase or decrease an output are using this image
and are hence metaphoric mappings;

• Isomorphic mapping, which are based on the one-to-one
spatial relation between the user input and the system
output. The main focus of this mapping is the correlation
between the spatial movement of the input and the effect
produced. The output can be physical or abstract. The authors
give the example of a User Interface (UI) element made of
empty ticks horizontally lined up that is mapped to the sound
volume. The spatial movement on the horizontal line fills the
ticks which are isomorphically mapped to the sound volume as
each tick represent an quantity of volume;

• Conventional mappings, which are based on the interactions
adapted from previous interfaces the user has used. The
authors underline that they exclude in this mapping the
interactions grounded on image schema-based metaphors
and one-to-one mappings so as to differentiate from the
two formers classes. The authors illustrate in their third
figure using the rotation direction convention learned
through the reading of a clock and the usage of a screw to
learn how to use a control knob to increase the sound volume.

From our understanding of Macaranas et al. (2015)’s model, all
three strategies to make an interface intuitive are not mutually
exclusive. Indeed, the rotation of the knob is mapped to a volume
quantity and thus can also be considered as an isomorphic mapping.
On top of that, the rotation in the correct direction defined across
those three objects is associated to the concept of an increase (the
increase of time for the clock, and the increase in the progression to
achieve the task of closing the jar or screwing for the jar cap and the
screw respectively) can also be considered as a metaphoric mapping.

4.1.2 Application of macaranas taxonomy on hand
interactions for commercial HMD

Frutos-Pascual et al. (2019) and Serrano et al. (2022) are
applying Macaranas et al. (2015) model for strategies to make

interactive system intuitive to compare HoloLens 1 and
respectively Meta 2 and Magic Leap One interactions. Both
authors designate HoloLens 1 interactions as Metaphoric
Mappings as opposed to Meta 2 and Magic Leap One, being
Isomorphic Mappings. Meta 2 and Magic Leap One interactions
are considered as isomorphic mappings because when an object is
grabbed using Meta 2 headset, the object position becomes linked to
the hand position by means of a virtual representation of the hand.
The hand tracking interaction creates a one-to-one spatial mapping
between the hand joints movement and the feedback from the
simulated physics in the virtual environment. On the opposite
side, HoloLens 1 is considered by both authors as using a
metaphoric mapping because it reminds of the mouse clicks on
desktop computer. However, in our opinion, it can be argued that
the whole interaction of HoloLens 1 relies on not the image of a
mouse but the cursor-based interaction from the WIMP paradigm
and thus is a conventional mapping. Besides, the mouse cursor
image is not really associated to any abstract concept as described in
the metaphorical association image scheme in Macaranas et al.
(2015) paper. The research of Frutos-Pascual et al. (2019) and
Serrano et al. (2022) highlight the need for a classification model
for hand gestures unbound by speech as suggested by the review of
Vuletic et al. (2019) because they are using a model designed to
classify learning strategies and not hand interactions. Moreover, we
have not found other work using this Macaranas et al. (2015) to
classify hand interactions which imply that it is not standardized yet.

4.2 Our extension for the specific case of
hand interactions

The model we propose to classify interactions only describes the
way the user is performing an interaction and the way users are
learning how to use them. If we need to describe the use case of the
interactions in our review as defined in the classification of
Koutsabasis and Vogiatzidakis. (2019), we keep the model of
Hand. (1997) which is more general. As the model classifies the
interactions using two criterias, we propose two axis.

• The Interaction Behaviour axis defined by Isomorphic and
Gestural in the extremes;

• The Metaphor axis defined by Conventional and Realistic in
the extremes.

In the first axis, Isomorphic refers to the same definition
proposed by Macaranas et al. (2015) as a one-to-one spatial
mapping between the user hand movement and the effect output
in mixed reality but adding the idea that it is unprescribed. Gestural
as opposed to that is encompassing the association of a motion to a
punctual predefined effect and the extreme being pose based
interaction where the user only needs to shape his hand in a
specific shape to trigger an action. For example, of HoloLens
1 head pointing and air tap selection based interaction is in the
gestural side of the spectrum because it is mainly relying on the air
tap gesture as a predefined trigger of the action. As opposed to that,
Meta 2 and Magic Leap One hand tracking manipulation are more
isomorphic as they rely on the direct contact between the hand
virtual representation and themixed reality content. The better is the

FIGURE 2
Year distribution of the articles reviewed.
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isomorphy between the real hand and the virtual hand serving as an
effector, the better the system react to the user’s input. It can be
noted though that categorizing the headsets globally is not totally
accurate as it depends on the interactions used. For example, on
Meta 2 and Magic Leap One, the user can grab an object. The grab
which triggers the selection of the object is a gestural interaction but
the manipulation of the object is isomorphic. To compare with
Vuletic et al. (2019)’s gesture classifications described in 2.2, the
extreme isomorphy would correspond to free-form gestures while
the extreme gestural would be static gestures. 1) Deictic and
Dynamic Gestures would be in the gestural side of the
continuum but closer to the limit as they can map a motion of
the user to a continuous output.

In the second axis, metaphor refers to the mental image that
helps the user learn to execute the interaction. We use as a definition
of Conventional Metaphor a similar definition to Macaranas et al.
(2015)’s Conventional Mapping but broaden to include all mental
models defined for a specific context and that are learned through
repetitions. As opposed to that, a Realistic Metaphor is based on the
user’s everyday experience and repeated patterns in the real world.
For example, if the user is mimicking the shape of binoculars to
zoom on a content, the metaphor is realistic. Oppositely, if he uses a
two-fingers pinch, referring to the touchscreen interaction
counterpart, the metaphor is conventional. We defined this
classification as a continuum because a gesture can be more or
less conventional compare to others. To explain this aspect, we will
use the comparison to Vuletic et al. (2019) model. In Figure 3 We
have placed the gestures subcategories that can be used
independently from speech language in the Metaphor axis. We
also placed metaphoric gestures even if Vuletic et al. (2019)
originally included them in speech related gestures because the
definition is close to what Macaranas et al. (2015) designate as
Metaphoric Mapping. The most realistic gestures would be
Pantomimic gestures because they represent exactly what a user
would be doing in reality. The most conventional gestures would be
Semaphoric gestures because they have no semantic background and
are learned solely by repetitions from zero for the context of usage.
In between, we have Symbolic gestures that have an acknowledge
meaning in the conventional side. In the realistic side, we have

Metaphoric gestures that are tied to a similarity between a pattern in
the real world and an abstract concept. Furthermore, a Symbolic
gesture is actually a Semaphoric gesture that has been culturally
ingrained in the gesture language by the repetition usage and of
which the meaning has been commonly accepted. As such, in our
model, a conventional interaction will shift toward the realistic ends
of the continuum as it is becoming a standard in the society. To put it
more simply, as an interaction designed for a specific system is
democratized at the scale of the society, it becomes a daily
interaction that people can use as a reference mental model
when learning new interactions. As a result, the placement of an
interaction on the Metaphor continuum can evolve over time. This
the reason why we would position HoloLens 1 air-tap based
interaction on the conventional side of the metaphor spectrum
but close to the frontier with realistic metaphors.

Our taxonomy is also illustrated in Figure 4 with the example of
interactions aiming at navigating in a virtual text content for each
quadrants. In the top left corner of the graph, the Isomorphic
Interaction based on Conventional Metaphor is represented by
the usage of a scroll bar widget. The user is able to grab the
handle of the widget which creates the one-to-one spatial relation
between the widget and his hand. The user is also familiar with
similar widgets that can be found on computers and mobile phones.
In top right corner, the widget can be replaced by a mid-air scrolling
gesture which consists in repeating a vertical translation down or
up. One translation is registered as a gesture and translated to the
movement of the content. The metaphor is conventional as it is a
recurrent gesture for touchscreen interfaces. In the bottom left
corner, the user is manipulating a virtual book. The pages of the
book have a direct spatial relation with the finger representations of
the user, and the metaphor is correlated to the manipulation of a real
book. Finally, in the bottom right corner, the user is doing the mimic
of turning the pages of a book. The gesture of turning one page is
recognized and translated to the browsing of the content. The
metaphor is the same as the precedent interaction but the
behavior is gestural because only the punctual movement is
registered and interpreted by the system.

This model we propose do not aim at being exhaustive in the
classification of the interactions but to give a more global idea of
what type of interaction have been designed with a simple
description of the learning cue and the relation between the hand
movement and the output.

4.3 Analysis of the reviewed paper using the
metaphor-behavior taxonomy

The Figure 5 together with Tables 1, 2 summarize the
classification of the selected articles. In the screened articles, the
distribution of the articles in the taxonomy is illustrated in Figure 6.
We can observe that in terms of metaphor used, the distribution is
almost even. When it comes to the behaviour of the interaction,
there are more gestural interactions than isomorphic ones. For both
axis, there are papers that designs and evaluates interactions in both
side of the spectrum. For example, gesture authoring tools like Mo
et al. (2021) paper can be used to design interactions based on both
types of metaphors. We decided to not classify the article of Mueller
et al. (2017) as they propose a hand tracking technical solution for

FIGURE 3
Independent communicative gesture categories placed in the
proposed taxonomy.

Frontiers in Virtual Reality frontiersin.org06

Nguyen et al. 10.3389/frvir.2023.1171230

https://www.frontiersin.org/journals/virtual-reality
https://www.frontiersin.org
https://doi.org/10.3389/frvir.2023.1171230


FIGURE 5
Classification of the screened articles. Articles numbered using the tables 1 and 2.

FIGURE 4
Illustration of the Taxonomy of interactions by behaviour andmetaphor (The position relative to the extremity of the axis is not relevant in this figure).
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the issue of hand-object occlusion, which could be used to design
any type of interaction from the classification.

In this section, we will be answering to RQ1 using the proposed
taxonomy.

4.3.1 Comparison between isomorphic
interactions and gestural interactions

The article of Frutos-Pascual et al. (2019), on which this
taxonomy is built on, is among the articles screened in this

review. As mentioned above, Frutos-Pascual et al. (2019)
compare the interactions from the headsets HoloLens 1 and
Meta 2. Similarly, Serrano et al. (2022) compare HoloLens 1 and
Magic Leap One. The authors designate the interactions on
HoloLens as Metaphoric Mappings and the interactions on Meta
2 and on Magic Leap as Isomorphic Mappings. However, following
our model, HoloLens 1 cursor head-pointing and pinch gesture
selection-based interactions are Gestural Interactions using a
Conventional Metaphor. Meta 2 and Magic Leap One trajectory

TABLE 1 Table of screened articles (1/2).

Number Authors Title

1 Plasson et al. (2020) 3D Tabletop AR: A comparison of mid-air, touch and Touch + Mid-Air interaction

2 Zhang et al. (2020) ARSketch: Sketch-Based User Interface for Augmented Reality Glasses

3 Ababsa et al. (2020) Combining hololens and leap-motion for free hand-based 3d interaction in mr environments

4 Lee and Chu. (2018) Dual-MR: Interaction with mixed reality using smartphones

5 Chang et al. (2017) Evaluating gesture-based augmented reality annotation

6 Lin and Yamaguchi. (2021) Evaluation of Operability by Different Gesture Input Patterns for Crack Inspection Work Support System

7 Lu et al. (2019) FMHash: Deep Hashing of In-Air-Handwriting for User Identification

8 Yu et al. (2017) Geometry-aware interactive AR authoring using a smartphone in a wearable AR environment

9 Mo et al. (2021) Gesture Knitter: A Hand Gesture Design Tool for Head-Mounted Mixed Reality Applications

10 Frutos-Pascual et al. (2019) Head Mounted Display Interaction Evaluation: Manipulating Virtual Objects in Augmented Reality

11 Lee et al. (2019) HIBEY: Hide the keyboard in augmented reality

12 Jailungka and Charoenseang. (2018) Intuitive 3D model prototyping with leap motion and microsoft hololens

13 Sun et al. (2019) MagicHand: Interact with iot devices in augmented reality environment

14 Jang et al. (2017) Metaphoric Hand Gestures for Orientation-Aware VR Object Manipulation With an Egocentric Viewpoint

TABLE 2 Table of screened articles (2/2).

Number Authors Title

15 Xiao et al. (2018) MRTouch: Adding touch input to head-mounted mixed reality

16 Mueller et al. (2017) Real-Time Hand Tracking under Occlusion from an Egocentric RGB-D Sensor

17 Caputo et al. (2021) SHREC 2021: Skeleton-based hand gesture recognition in the wild

18 Kim et al. (2018) SWAG Demo: Smart Watch Assisted Gesture Interaction for Mixed Reality Head-Mounted Displays

19 Bautista et al. (2020) Usability test with medical personnel of a hand-gesture control techniques for surgical environment

20 Min et al. (2019) VPModel: High-Fidelity Product Simulation in a Virtual-Physical Environment

21 Choudhary et al. (2021) Real-Time Magnification in Augmented Reality

22 Schäfer et al. (2022) The Gesture Authoring Space: Authoring Customised Hand Gestures for Grasping Virtual Objects in Immersive Virtual
Environments

23 Serrano et al. (2022) An empirical evaluation of two natural hand interaction systems in augmented reality

24 Su et al. (2022) A Natural Bare-Hand Interaction Method With Augmented Reality for Constraint-Based Virtual Assembly

25 Hu et al. (2018) 3D separable convolutional neural network for dynamic hand gesture recognition

26 Su et al. (2021) Smart training: Mask R-CNN oriented approach

27 Shrestha et al. (2018) Computer-Vision based Bare-Hand Augmented Reality Interface for Controlling an AR Object

28 Lee et al. (2022) Virtual Keyboards with Real-Time and Robust Deep Learning-Based Gesture Recognition
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and simulated physic-based interactions are Isomorphic
Interactions based on Realistic Metaphors. The user studies from
Frutos-Pascual et al. (2019) show that Meta 2 interactions are
preferred, qualified as more natural and useable, and require less
cognitive charge according to the participants. Several other articles
from the screening (Jailungka and Charoenseang, 2018; Kim et al.,
2018; Ababsa et al., 2020; Bautista et al., 2020) also highlight the
good usability of grasping objects. HoloLens 1 interactions only
outperform Meta 2 interactions in terms of precision for the scaling
which is a manipulation task. On the opposite side, Serrano et al.
(2022) show that although Magic Leap One is preferred in the
subjective questionnaires, there are no statistically significant
differences between HoloLens 1 interactions and Magic Leap One
interactions either for the objective data (accuracy, number of
mistakes, time completion) and the subjective criteria (usefulness,
preference and recommendation).

In our opinion, the studies, instead of comparing the behavior
of the interactions, are reflecting the importance of the metaphors
used by both interactions. Indeed, Serrano et al. (2022) explicitly
use the realism of the interactions to oppose HoloLens 1 andMagic
Leap One. In both articles (Frutos-Pascual et al., 2019; Serrano
et al., 2022), Meta 2 and Magic Leap One interactions are favored
because the realistic metaphor of grasping objects to explore the
world is well ingrained in the knowledge of the users. Besides, even
if HoloLens 1 interactions are using the conventional metaphor of
the WIMP paradigm, the translation of the interface from 2D
screen interactions to 3D mid-air interactions requires the user to
adjust the spatial perception from the 2D mental image. According
to Frutos-Pascual et al. (2019), the high performance of HoloLens
1 interactions for the scaling might be due to the similarity with the
interactions learned on desktop computers and the lack of realistic
metaphors for this kind of manipulation task. To go back to the
behavior of the interaction, the cursor pointing is gestural because
of the selection trigger gesture but also has a part of isomorphic
behavior since the user is interacting with 3D handles spatially
constrained to the head cursor when selected. The reason why
HoloLens 1 interactions are better than Meta 2 for this specific task
can be related to the fact that a common practice in human

computer interaction research to increase the precision of an
interaction is to change the mapping of the movement. Meta
2 has, by nature of the default interaction, a one-to-one
mapping while the HoloLens 1 mapping can be changed for a
different scaling to meet the precision required for the task.
Serrano et al. (2022) also support the fact that nonrealistic
interactions can work better as, according to them a realistic
interaction that is not realistic enough can have the similar
problem of the uncanny valley (McMahan et al., 2016) found in
the field of robotics.

To finish with the comparison between isomorphic and
gestural interactions, the article of Bautista et al. (2020)
compares Meta 1 interactions and the gesture interface from
the Myo armband. The authors use a similar differentiation as
our taxonomy by qualifying Meta interactions as Manipulation
Control, which corresponds to our isomorphic interactions and
Myo armband interface as Gesture Control, which corresponds to
our gestural interaction. The comparison of the two interaction
techniques in user studies is done through an evaluation of the
task of the control of the application. The study shows that
compared to Meta 1, Myo armband is more comfortable, has less
errors, requires less help from the researcher to the participants
in order to complete the task and has a better completion time.
However, the article does not detail the steps executed by the
participants which makes it hard to understand what kind of
gestures were used and to analyze the reason why they are better
performing. Furthermore, Myo armband might be preferred
because of the uptime and accuracy of the recognition of the
interactions. Meta 2 is limited to sensors in an egocentric point of
view which has a very limited volume of tracking in front of the
user as opposed to Myo armband which detects gestures using
electromyography data which works as long as the user is wearing
the armband. This factor can significantly impact the number of
errors, the time of completion and the perceived comfort.

4.3.2 Interactions mainly isomorphic
On the isomorphic side of the graph in Figure 5, there are five

groups.

FIGURE 6
Distribution of the classification in the reviewed articles.
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1. Grab and direct hand manipulation (Jailungka and
Charoenseang, 2018; Kim et al., 2018; Frutos-Pascual et al.,
2019; Ababsa et al., 2020; Bautista et al., 2020; Schäfer et al.,
2022; Serrano et al., 2022; Su et al., 2022);

2. Manipulation with a virtual tool as a proxy (Jang et al., 2017);
3. Mid-air drawing (Chang et al., 2017; Zhang et al., 2020);
4. Physical surface touchscreen (Xiao et al., 2018; Plasson et al.,

2020);
5. Manipulation using a smartphone as a proxy (Yu et al., 2017; Lee

and Chu, 2018);

The first three groups are using Realistic Metaphors with a one-
to-one spatial relation between the movement of the hand and the
feedback of the system.More specifically, the first and second groups
allow the user to manipulate virtual content directly using the hands
or a virtual tool in contact with the content and are intuitive because
of the counterpart interactions in the real world. In the first group,
Su et al. (2022) and Schäfer et al. (2022) go further in the
implementation of the interaction with a more realistic design of
the grab action to select an object. The former considers realistic
collisions and physical constraints for the grab and for the assembly
of virtual components on virtual and physical objects while the latter
proposes an authoring tool that records custom hand grab poses for
each virtual object. In Schäfer et al. (2022)’s paper, their user studies
show that the custom grab is perceived as more useable than the
pinch and the standard closing hand grab. Making the behavior of
virtual content realistic through physics models improves the
experience as the user is less prone to mistakes and understands
more easily how to manipulate the content thanks to his prior
experiences. The third group is the reproduction of drawing and
writing in the virtual environment. The articles from Zhang et al.
(2020) and Chang et al. (2017) enable respectively 2D mid-air
sketching and 3D annotations on the physical world. The former
emphasizes on the usage of convolutional neural networks (CNN)
for gesture recognition and sketch auto-completion. The latter
shows the benefit of the common practice of limiting the degree
of freedom in interactions. Indeed, in their user studies, 2D mapped
drawing were preferred and more precise than simple 3D mid-air
drawing. Furthermore, according to Chang et al. (2017), cleaning the
visual feedback for the annotations by showing a beautified version
makes the drawing process faster. The works of Zhang et al. (2020)
and Chang et al. (2017) show that it is possible to go a step further in
the design of a more intelligent interaction by analyzing the
trajectories of the hand and improving the effect returned by the
system. To end with mid-air drawing, Lu et al. (2019) proposes a
user identification using hashcode of the mid-air writing signature in
mixed reality. As the system uses a CNN, the main problem is the
requirement to retrain the network for each additional signature.

Groups 4 and 5 are using conventional Metaphor from the usage
of smartphones and tablets. Indeed, in the fourth group, Plasson
et al. (2020) and Xiao et al. (2018) are using the spatial
understanding of mixed reality to implement an intelligent
adaptive user interface by converting physical surfaces into
touchscreens. The haptic feedbacks make the interaction more
natural. The works of the researchers (Xiao et al., 2018; Plasson
et al., 2020) contribute to reduce the gap between the virtual
environment and the real environment. Finally, the fifth group
takes advantage of the familiarity the users have with using

smartphones to interact with digital content as well as the extra
sensors of the smartphones to improve the spatial understanding of
mixed reality. Lee and Chu. (2018) propose to capture virtual object
on the screen of a smartphone. The user is then able to manipulate
the content by moving the smartphone or using the touchscreen
interactions. Yu et al. (2017) use the smartphone as a pointer to
select virtual object as if the user is manipulating a laser. The strong
point of their works is the ubiquity of smartphones which makes the
interfacing between the user and the mixed reality environment
more flexible.

4.3.3 Interactions mainly gestural
On the gestural side of the graph in Figure 5, we identified ten

groups.

1. Finger count pose (Shrestha et al., 2018; Sun et al., 2019; Bautista
et al., 2020; Zhang et al., 2020; Caputo et al., 2021; Choudhary
et al., 2021);

2. Symbolic gesture pose (Caputo et al., 2021; Lin and Yamaguchi,
2021; Mo et al., 2021);

3. Uncommon dynamic gestures for discrete outputs (Hu et al.,
2018; Bautista et al., 2020; Caputo et al., 2021; Mo et al., 2021);

4. Symbolic dynamic gestures for discrete outputs (Caputo et al.,
2021; Mo et al., 2021)

5. Pantomimic gestures for discrete outputs (Jang et al., 2017; Min
et al., 2019; Caputo et al., 2021; Mo et al., 2021);

6. Finger-pointing (Su et al., 2021);
7. Head-pointing cursor and pinch (Frutos-Pascual et al., 2019;

Serrano et al., 2022);
8. Virtual continuous keyboard (Lee et al., 2019; Lee et al., 2022);
9. Uncommon dynamic gestures for continuous outputs (Sun

et al., 2019);
10. Pantomimic for continuous outputs (Jang et al., 2017; Plasson

et al., 2020);

The first two groups described gestural-only interactions and
differ slightly in the metaphor used to learn them even if they can be
categorized as conventional. More specifically, in the both groups,
users are learning to do a specific pose, which is static. However, the
first group is what Vuletic et al. (2019) call as semaphoric gestures
since the gestures have no semantic background, which is the
extreme of the conventional side of the spectrum. Indeed the
pose are based on finger extension. Depending on the number of
fingers extended, a different functionality is mapped to the pose. The
main advantage of this technique is the ease of detection by
computer vision algorithms as the different poses are
distinguishable. Oppositely, the second group uses symbolic
metaphors which means that the poses have cultural semantic
values. For example, the “ok” gesture found in Lin and
Yamaguchi (2021) and Caputo et al. (2021) works, which
consists in making a circle using the index and the thumb, is
recognized in both articles and has commonly the cultural
meaning of an agreement in English-speaking countries. This
type of metaphor is a double-edged sword as it can make the
interaction more intuitive for a set of population but can also be
confusing or error inducing for other populations where the
meaning is different. Indeed, the “ok” gesture is actually offensive
in Brazil and got Richard Nixon booed by the crowd at Rio de
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Janeiro in the 1950s, while in Japan, it represents money (Reuters,
1996). It can be noted that Mo et al. (2021) and Caputo et al. (2021)’s
paper are classified in all the group described above as they are
respectively a modular architecture for gesture design and a hand
gesture recognition competition result summary. As such, they
support gestures in all of the mentioned categories.

Groups 3, 4 and 5 which cover gestural interactions that are
dynamic, are slightly more isomorphic than the first two groups
as illustrated in our comparison with Vuletic et al. (2019)’s
model in Figure 3. The difference between the three groups is
again the learning metaphor. In terms of metaphor, the groups
3 and 4 have a similar relationship between each other as the one
between groups 1 and 2 as they are both using conventional
metaphor but are more specically using semaphoric and
symbolic gestures respectively. We named the group 3 as
“uncommon gestures” because the articles describe a variety
of unrelated gestures such as doing a circle motion (Shrestha
et al., 2018; Mo et al., 2021). The group 5 however is on the
opposite of the spectrum in terms of metaphor as it is using
pantomimic gestures which are at the extreme of the realistic
side of the metaphor spectrum. In this group, Jang et al. (2017)
proposes to invoke virtual objects by reproducing hand grasp
poses as if the real object was in hand, while Min et al. (2019)
augment an inert 3D printed camera prototype with visual
feedbacks to the mimick of the usage of a real camera. With
the definition given by Vuletic et al. (2019), a pantomimic is by
nature dynamic as it is a sequence of actions.

Going farther to the left on the isomorphic-gestural
spectrum, we have the group 6 that is composed of a single
article from Su et al. (2021). The authors designed a deictic
gesture to select a physical object in mixed reality. This gesture is
as realistic as pantomimic gestures because it is using the exact
motion that we use in reality to point at objects. It is a more
realistic way to select an object compare to the group 7 which
designate head-pointing cursor based interactions found in
HoloLens 1. For the latter, a real-time spatial mapping
between the user’s head movement and a virtual content can
be established after the user selects an item by doing the selection
gesture “pinch” which consists in touching the index with the
thumb to simulate a mouse “click”. As mentioned in 4.2,
HoloLens 1 interactions while being a conventional metaphor
is placed close to the frontier with realistic metaphor because it is
based on the WIMP paradigm that have become part of our daily
lives across multiple devices from desktop computers to mobile
devices. The reason why group 6 is more gestural than group 7 is
that the finger point described in Su et al. (2021)’s work has a
discrete output as its task is only the selection.

The last three groups have the same position as group 7 in the
behaviour spectrum. The group 8 and 9 in particular have the exact
same position in the metaphor spectrum as well because they are
using semaphoric gestures. Even though the group 8 design a
character input interaction based on keyboards, the trigger
gestures do not have any semantic values. Lee et al. (2019)
design a symbol typing interaction where the position of the
hand during the movement allows the user to select a letter, to
type in a letter, to delete a letter and to select a word from the auto-
completion system. The gesture is totally different from the writing
or the typing activity in the physical world. Similarly, Lee et al.

(2022) use a specific gesture that uses the number of extended fingers
as well as a thumb motion to trigger the typing. In the group 9, the
only article is the work from Sun et al. (2019) and it describes a
dynamic gesture which is triggered by a finger extension based pose
and then map movement of the hand to a continuous value on a
smart connected object. An example given in the article is the
control of the sound volume with a horizontal translation with
three fingers extended. Finally, the group 10 encompasses dynamic
pantomimic gestures that are used to control continuous output.
Plasson et al. (2020) use the metaphor of pulling the string of a
floating helium balloon. The distance between the hand and the base
of a virtual quantified stack regulates the value of the output on the
stack as if it was the height of a floating balloon. Jang et al. (2017)
article is also in this group because the user can use the invoked tools
to manipulate virtual objects using the properties and functionalities
of the tool invoked.

4.4 Algorithms and devices

In this section, we will answer to RQ2 and RQ3.

4.4.1 Devices
In terms of devices, Figure 7 summarizes the different devices

used in the reviewed articles. Thirteen articles implemented their
prototypes on HoloLens 1. 50% of those articles use external devices
and/or sensors with a HMD to improve capture of the interactions.
This trend is due to the limitations of the first version of HoloLens
which only allowed limited head pointer cursor-based interactions
and voice commands. As mentioned previously, the article from Lee
and Chu. (2018) and Yu et al. (2017) use smartphones and their
embedded sensors to complement mixed reality interactions. The
other articles improve the hand interactions with a better hand
tracking using external sensors such as depth cameras, with
LeapMotion being the most popular, and Motion capture
systems, such as OptiTrack (Figure 7). The articles based on the
Rokid Glass and the Oculus Rift headsets also use depth cameras to
support hand interactions. On the opposite, the article on Meta,
HoloLens 2 and Magic Leap One do not use any external sensors
because of the native support of real-time hand tracking. There are
six articles that are presenting research that are aimed at MR HMD
but have yet to test on actual devices.

4.4.2 Algorithms
In this review, ten articles are describing the algorithms used to

implement their interaction techniques. The remaining articles
mostly implement interactions build on natively supported
interactions and hand tracking from the headset and sensors
after calibration. Following the trend of CNN, four articles are
based on this solution. In this context CNNs are used to.

• track the hand joints (Mueller et al., 2017; Zhang et al., 2020);
• detect gestures (Hu et al., 2018; Sun et al., 2019; Zhang et al.,
2020; Caputo et al., 2021; Su et al., 2021; Lee et al., 2022);

• process trajectories (Lu et al., 2019; Zhang et al., 2020).

More specifically, Mueller et al. (2017) propose two CNNs that
uses both RGB images and depth data to compute hand joint
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trajectories in hand-object occlusion situations by localizing the
hand center and regressing the joints relative to this center.

Concerning gestures, Mo et al. (2021), Jang et al. (2017),
Caputo et al. (2021), Min et al. (2019), Schäfer et al. (2022) and
Shrestha et al. (2018) present alternative solutions to CNN.
Firstly, Mo et al. (2021) represent gestures using Hidden
Markov Model (HMM). In their solution Gesture Knitter,
each gesture is split into two components. The first one called
the gross gesture component is a primitive gesture that describes
the movement of the hand palm. It is represented using a
12 layers HMM. The second component is the fine gesture
which describes the movement of the fingers in the palm
center referential and is represented using a 8 layers HMM.
To infer the gesture, the authors use the Viterbi algorithm to
determine the most likely sequence of hidden layers. Secondly,
Jang et al. (2017) use an innovative method which consists in
describing hand pose with a voxel grid where each voxel is
activated if enough 3D cloud points from the hand are in that
cell. The encoding of a voxel plan and the change of the encoding
over time represent a pattern that is used to discriminate the
gestures in random decision trees. Finally, the article of Caputo
et al. (2021) summarizes the result of a hand gesture recognition
competition in 2021, based on hand joints data from
LeapMotion. Several solutions presented are based on popular
algorithms such as Transformers or Recurrent Neural Network
(RNN). As opposed to traditional CNN, those solutions are
adapted to spatial-temporal data which are mandatory to
represent a gesture. Caputo et al. (2021) highlight that Long
Short Term Memory algorithms, a popular variant of RNN, have
not been explored in the competition even if they have significant
good results in the literature. The winning solution of the
competition is a modified version of the CNN called the
spatial-temporal CNN. The hand movement is represented
using a spatial-temporal graph where the joints of the hands
are nodes. In the graph, the nodes are.

• linked according to the structure of the hand skeletons, which
encapsulates the spatial information;

• linked if they represent the same nodes in consecutives images
of the movement, which encapsulates the temporal
information.

Each graph representing themovement on a time window is sent
to a spatial-temporal CNN to localize and detect a gesture. Then, for
the classification, each movement is represented with a gradient
histogram which is compared using cosine similarity to a set of
histograms from known gestures. The article from Min et al. (2019)
also uses gradient histograms but classifies with a Support Vector
Machine (SVM) algorithm. Schäfer et al. (2022) use a more basic
solution to recognize the custom grab gesture recorded on their
virtual object. If the hand of the user is close to a virtual object, a
frame of the hand joints is compared to the existing gesture data
using euclidian distance. Similarly, Shrestha et al. (2018) also use a
very simple gesture classifier by finding calculating the number of
finger tip outside of a circle centered around the palm to establish
how many fingers are extended.

The last article from Xiao et al. (2018) uses short-range depth
and infrared data to create touch surfaces in the physical world.
Their in-house algorithm DIRECT presented in their previous work
(Xiao et al., 2016) detects physical planes and the contacts between
the fingers and those plans.

Finally, in terms of computing solutions, most of the papers use
CPU and GPU on personal computers except for the works of Zhang
et al. (2020), Xiao et al. (2018) and Min et al. (2019) where the CPU
embedded on the headset (HoloLens 1) or glass (Rokid) is used.
Network solutions to distribute the computing power have not been
proposed in the reviewed articles.

5 Summary and discussion

The result of this review gave insight on the behavior of the
interaction designed in the academic since commercial MR headsets
have been made available for research and development and on their
technical implementations. The Tables 3, 4 gives an overview of the
articles analyzed in this paper.

FIGURE 7
Distribution of devices in the reviewed articles.
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TABLE 3 Summary of the article reviewed (1/2).

Article Interaction
behavior

Interaction
metaphor

Headset(s) External
sensor(s)

Key Algorithm(s)

Plasson et al. (2020) Isomorphic Realistic HoloLens 1 OptiTrack

Zhang et al. (2020) Isomorphic, Metaphoric Realistic Rokid Glass pmd flexx CNN

Ababsa et al. (2020) Isomorphic Realistic HoloLens 1 LeapMotion

Lee and Chu. (2018) Isomorphic Conventional HoloLens 1 iPhone

Chang et al. (2017) Isomorphic Realistic HoloLens 1

Lin and Yamaguchi. (2021) Gestural Conventional HoloLens 2

Lu et al. (2019) Isomorphic Realistic LeapMotion CNN

Yu et al. (2017) Isomorphic Conventional HoloLens 1 Smartphone,
Smartwatch

Mo et al. (2021) Gestural Realistic, Conventional HoloLens 2 multivariable HMM, Virterbi
algorithm

Frutos-Pascual et al. (2019) Isomorphic, Gestural Realistic, Conventional HoloLens 1,
Meta 2

Lee et al. (2019) Gestural Conventional HoloLens 1

Jailungka and Charoenseang.
(2018)

Isomorphic Realistic HoloLens 1 LeapMotion

Sun et al. (2019) Gestural Conventional HoloLens 1 Depth camera CNN

Jang et al. (2017) Isomorphic, Gestural Realistic Oculus Rift Intel Realsense SR3000 Voxel encoding, Random forest

Xiao et al. (2018) Isomorphic Conventional HoloLens 1 Kinect DIRECT

Mueller et al. (2017) Intel RealSense SR300 CNN

Caputo et al. (2021) Gestural Realistic, Conventional LeapMotion Transformers, CNN, GRU

TABLE 4 Summary of the article reviewed (2/2), (* only used HoloLens 1 for making the dataset).

Article Interaction
behavior

Interaction
metaphor

Headset(s) External sensor(s) Key Algorithm(s)

Kim et al. (2018) Isomorphic Realistic Oculus Rift
Development Kit 2

Ovrvision, Creative Senz3D,
Samsung Gear Live

Bautista et al.
(2020)

Isomorphic, Gestural Realistic, Conventional Meta 1 Myo armband

Min et al. (2019) Gestural Realistic HoloLens LeapMotion SVM

Choudhary et al.
(2021)

Gestural Conventional HoloLens 2 Logitech 4K Brio HDR

Schäfer et al. (2022) Gestural Realistic Meta (Oculus) Quest 2

Serrano et al.
(2022)

Isomorphic, Gestural Realistic, Conventional HoloLens 1, Magic
Leap One

Su et al. (2022) Isomorphic Realistic HoloLens LeapMotion

Hu et al. (2018) Gestural Conventional (HoloLens 1)* Frame Diff, CNN

Su et al. (2021) Gestural Realistic Moverio BT-300 CNN

Lee et al. (2022) Gestural Conventional Webcam CNN

Shrestha et al.
(2018)

Gestural Conventional Webcam YCB segmentation, k-curvature
angle treshold
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5.1 Interaction behaviors

When it comes to comparing the behaviors of the interactions,
isomorphic interactions are perceived as more natural and intuitive
because the one-to-one spatial relation between the manipulated
content and the body movement is similar to the daily interactions
the user has with objects in the real-world. The other advantage of
isomorphic interaction is the diversity of the possible designs.
Indeed, a variety of virtual proxy objects, inspired by the
behavior of real world objects, can be created to complement the
interactions. However, this type of interaction is more prone to close
contact interactions and still requires the use of a 3D version of the
WIMP paradigm to trigger intangible basic application control
functionalities. On the opposite side, gestural interactions have
the advantage of empowering the user with interactions beyond
what the physical world can offer with mid-air distance interactions.
Besides, gestural interactions do not require visual cues to function
which reduces the cognitive load of the user. Nevertheless, by design,
this type of interaction requires a limited vocabulary that translates
gestures into output in the systemwhichmakes the system inflexible.

5.2 Learning metaphors

For both types of interactions, the learning curve and the
perception of naturalness depend on the metaphor used for the
mechanism of the interaction. In general, realistic metaphors make
the interaction more intuitive as it is more relatable to the user.
However, Serrano et al. (2022) warn that insufficiently realistic
metaphors can break the naturalness similar to the uncanny
valley phenomenon in the field of robotics. Conventional
metaphors are often used because of the ease of recognition by
algorithms and for some specific contexts to make the interaction
more efficient for the aimed task. As shown by Frutos-Pascual et al.
(2019), some specific tasks, such as the scaling, require more
precision which can come at the cost of naturalness. This
opposition between usability and efficiency reminds us of the
notion of Flexibility and efficiency of use from Nielsen Usability
Heuristics (Nielsen, 2022) that were initially devised for web design.
This notion promotes the design of advanced shortcuts hidden from
novice users that can speed up the interaction for experts. In our
situation, the interaction itself is not necessarily a shortcut but a
more efficient way to manipulate an object that is harder to learn for
a new adopter of mixed and augmented reality. Thus, we believe that
the design of hand interactions should factor the targeted users and
the context of use to weight usability against efficiency. The steep
learning curve when the user first encounter the conventional
metaphor implicates that the interaction must justify a significant
efficiency and usefulness to use this kind of metaphors. Factoring the
learning need is even more important for gestural interactions with
conventional metaphors because each gesture must be learned
individually. In practice, a mixed reality application might need a
set of natural interactions to facilitate the adoption of the medium
and a more advanced set of interactions that are akin to shortcuts on
desktop and mobile computers. In addition, long-term usages also
need to be evaluated as muscle fatigue and health impacts are
important factors in the ergonomy an user interface. These
factors have not been explored in this review.

5.3 Apparatus

Before the review, in relation to our RQ3, we expected that the
availability of commercial headsets would make prototyping easier
with the native support of hand tracking and the progress of sensors
equipped on newly released product. However, as highlighted, a for
older headset like HoloLens 1, only simple gestures like air tap were
supported which made researchers use external sensors to be able to
design more complexe gestures. Furthermore, we also expected
more use of RGB-D data in research using more modern HMD
that has such sensors like Magic Leap One, Meta 2 and HoloLens 2.
For example, the work of Mueller et al. (2017) could be applied to
support hand-object occlusion providing that RGB-D pairs could be
streamed. However, the articles that uses those HMD are limited to
the usage of the hand joints data from the native hand tracking. This
can be due to the fact that it is difficult to have access to raw sensor
data for commercial devices. HoloLens 2 for example, has the API
HoloLens2ForCV Ungureanu et al. (2020) to have access to all
sensor data and more recently a publication provided a streaming
architecture for HoloLens 2 sensor data with code sample Dibene
and Dunn. (2022) to ease the process. However, a known issue is the
difficulty to retrieve a matching pair of the RGB camera and the real
time depth camera for hand tracking which is a requirement for
RGB-D computer vision algorithms. This observation highlights the
need to have more research and development friendly MR headsets
that has a simple access and streaming to common data used in most
of state of the art algorithms.

5.4 Trends

During our screening, we have observed that a significant
amount of papers were proposing solutions to add hand tracking
to low cost AR devices. This trend shows that there is an interest to
make AR more affordable as indeed the MR HMD used in the
reviewed articles cost more than a thousand dollars. A practical use
case for a low computing cost RGB only hand tracking and hand
gesture recognition is the support of hand interactions for Google
Cardboard, for example,.

In the industry, commercial devices are trending toward
supporting isomorphic interactions. Many examples can be not
only found in mixed and augmented reality such as Magic Leap
One, Meta 2 or HoloLens 2, but also in virtual reality such as Meta
Quest (formerly Oculus Quest). We believe that the interest in
isomorphic interactions comes from the need of appealing to new
adopters. Besides, isomorphic interactions are also a good technical
showcase of the hand-tracking technology prowess. The interest in
gestural interactions has however not dwindled as across the review
articles, about half of them propose this type of hand interaction. In
our opinion, both types of interactions will be used jointly in the
future for hybrid interactions or complementary interactions for
different usages. The progress of hand tracking will also benefit on
the development of gestural interactions as shown in the
competition SHREC (Caputo et al., 2021) where the algorithms
solely used data from hand joints.

When it comes to the technical implementations, researchers are
using diverse data to track hand skeletons and/or detect hand
gestures. Even if there are various algorithms including those that
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have been found in prior research as noted by Vuletic et al. (2019)
review, such as HMM and SVM, in coherence with the popularity of
neural networks, a lot of articles use solutions based on CNNs and
RNNs. The issue with those solutions is the lack of flexibility because
of the significant amount of data required to train the network and
the necessity to retrain the network, or at least part of it through
transfer learning, before adding new gestures. As such the work of
Mo et al. (2021) and Schäfer et al. (2022) on gesture authoring tools,
that are modular and that break down hand gestures into small
primitives, are a promising perspective for prototyping interactions
as well as making adaptive user interactions. With the same idea of
being able to recognize gesture that were not originally in the
training dataset, a recent machine learning field called Zero Shot
Learning also addresses this concern. The idea of this technique is to
train a model to distinguish a set of seen class using a semantic
description. After training, the model would then be able to create
new classifier for an unseen class if given a semantic description. The
work of Madapana and Wachs. (2019) or Wu et al. (2021) for
example, is an application of this technique for hand gesture
recognition. The accuracy of unseen class still needs
improvement but might be a promising tool for prototyping
gestures in mixed reality without retraining models in the future.
On top of the training time issue, CNN and RNN also require a
significant computing power for real-time inference. As such, most
of the prototypes are using client-server based solutions where the
computing is done remotely from the headset. This solution is
tackling two issues related to hardware limitations: network and
computation latency, network bandwith and battery power.

5.5 Challenges

As mentioned above, gesture recognition and hand-tracking have
tight computation power needs. As such, in the design of hand
interactions, it is needed to decide what part of the computation is
embedded in the mixed and augmented reality headset and what part is
distributed. The different solutions for distributed computing are also a
big consideration from the computing architecture such as edge
computing or cloud computing to the communication protocols
between the headsets and the remote computing machines. The
distribution of the computing power also implies that the interaction
recognition algorithms might need mechanisms to support the
processing of the calculations on several devices and graphic cards.
Currently, hand tracking specifically are embedded on headsets
however those lightweight algorithms are subjected to stability issues
especially when it comes to occlusion. It can be noted that hand-object
occlusion has been little explored in the reviewed articles as only
Mueller et al. (2017) propose an algorithm that tackles hand-object
occlusion while, Myo armband, used by Bautista et al. (2020), work in
those constrained situations due to the nature of the sensors. Both
solutions require external sensor or computing machine that
communicates with the headset. In terms of external sensor, another
alternative to vision-based tracking solutions are data glove which
works in hand-object occlusion situations. The disadvantages often
raised for those type of devices are the price and the discomfort
especially in the context where users are also using their hands to
manipulate physical objects on top of the virtual content. Glauser et al.
(2019) propose a hand tracking glove called Stretch Sensing Soft Glove

that can be fabricated for cheap which can be a solution to prototype
gesture recognition with object in hand. Another challenge that Myo
armband tackles, is the tracking volume. Indeed, as mixed and
augmented reality headsets mainly use front cameras to spatialize
the user and track his hands, the volume of interaction is very
limited. The immersion of the user is broken everytime his hands
are going out of the hand-tracking coverage. One way to circumvent
this issue with the current limited hardware is to give awareness of the
tracking volume to the user through visual cues. Solutions similar to
Myo armband might become the next replacement for physical
controllers to complement hand tracking. Meta (formerly Facebook)
for example, is working on their EMG armband for AR/VR input1. It
should be noted that Myo armband was used in the reviewed article
only for gesture detection and the aspect of hand tracking was not
explored. The work of Liu et al. (2021) is an example of the future use of
EMG armband towards a complete hand tracking of the user’s skeleton.

5.6 Litterature gap

During our screening we have observed that only a small portion
of the articles are comparing different interactions (12% of the
articles). In our opinion, this fact is related to the lack of a standard
method to evaluate an interaction in the literature. Indeed, in the
reviewed articles, the designed interactions were often evaluated
using qualitative (mainly usability and learnability questions using
Likert-Scale questionnaires) and quantitative metrics (such
completion time, precision and errors). However, each article
uses their own metrics and questionnaires as popular standard
usability test like the System Usability Scale are not appropriate
for the specific case of hand interactions. In Koutsabasis and
Vogiatzidakis. (2019)’s review, similarly a variety of metrics
across the reviewed papers can be found which support the fact
that there is a lack of standard evaluation method. As such, for a
comparison to be made, the authors need to be able to implement
multiple different interactions as a benchmark, which is time
consuming. An interesting research topic could be the
establishment of a formal evaluation method for hand
interactions using the basis of the gesture evaluation metrics for
both usability and performance grouped in Koutsabasis and
Vogiatzidakis. (2019)’s review. We believe that the formal
evaluation should also contextualise the interaction. The task
targeted by the interaction should be factored in the evaluation
using for example, the model of Hand. (1997) or a more granular
classification such as what Koutsabasis and Vogiatzidakis. (2019)
propose. External factors such as the hardware limitations (volume
of tracking, occlusion handling, . . . ) should also be considered in the
impact of the rating of the interactions. Indeed, when Bautista et al.
(2020) compare Meta 2 headset interactions with Myo armband, we
mentioned that the limited range of hand tracking on the headset
might have had an impact on the usability questionnaire results.
Thus, the results of the evaluations are strongly dependant time

1 Augmented reality headset from the company Meta which is no longer
operating. (different from the current Meta, formerly Facebook) https://
tech.facebook.com/reality-labs/2021/3/inside-facebook-reality-labs-wrist-
based-interaction-for-the-next-computing-platform/
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when the research was conducted. The standard specification of
hardware limitations and contextual use case would allow an easier
comparison across the papers and highlight the necessity of a further
testing when the hardware has been improved.

As mentioned, in the section Challenges, hand-object occlusion
is still a technical problem for mixed reality interactions. As such,
there are currently little research publications considering object in
hand while doing hand interactions. Furthermore outside of simply
factoring hand-object occlusion in the recognition process, a step
further could be to step towards multimodal interactions by mixing
hand interactions with tangible interactions. An example would be
the works of Zhou et al. (2020) which use the shape of the hand grip
to create a virtual interactable surface. A breakthrough in hand
tracking or the usage of affordable data glove would allow more
research of this type to flourish as it would require less heavy
apparatus.

Finally, in this review, bimanual interactions have been little
explored except forMo et al. (2021)’s work that proposes the support
of two-handed gestures in their authoring tool. As in the real world,
we are used to manipulate objects with both hands, it can be a
promising lead to designing more natural interactions.
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