
Frontiers in Psychiatry 01 frontiersin.org

Using iterative random forest to 
find geospatial environmental and 
Sociodemographic predictors of 
suicide attempts
Mirko Pavicic 1†, Angelica M. Walker 2†, Kyle A. Sullivan 1, 
John Lagergren 1, Ashley Cliff 2, Jonathon Romero 2, 
Jared Streich 1, Michael R. Garvin 1 on behalf of 
MVP Suicide Exemplar Workgroup, the Million Veteran Program , 
John Pestian 1,3, Benjamin McMahon 4, David W. Oslin 5,6, 
Jean C. Beckham 7,8,9, Nathan A. Kimbrel 7,8,10,11* and 
Daniel A. Jacobson 1*
1 Oak Ridge National Laboratory, Computational and Predictive Biology, Oak Ridge, TN, United States, 
2 The Bredesen Center for Interdisciplinary Research and Graduate Education, University of Tennessee 
Knoxville, Knoxville, TN, United States, 3 Cincinnati Children's Hospital Medical Center, University of 
Cincinnati, Cincinnati, OH, United States, 4 Theoretical Biology and Biophysics, Los Alamos National 
Laboratory, Los Alamos, NM, United States, 5 VISN 4 Mental Illness Research, Education, and Clinical 
Center, Center of Excellence, Corporal Michael J. Crescenz VA Medical Center, Philadelphia, PA, United 
States, 6 Department of Psychiatry, Perelman School of Medicine, University of Pennsylvania, 
Philadelphia, PA, United States, 7 Durham Veterans Affairs Health Care System, Durham, NC, United 
States, 8 VA Mid-Atlantic Mental Illness, Research, Education, and Clinical Center, Seattle, WA, United 
States, 9 Department of Psychiatry and Behavioral Sciences, Duke University Medical Center, Durham, 
NC, United States, 10 Duke University School of Medicine, Duke University, Durham, NC, United States, 
11 VA Health Services Research and Development Center of Innovation to Accelerate Discovery and 
Practice Transformation, Durham, NC, United States

Introduction: Despite a recent global decrease in suicide rates, death by suicide 
has increased in the United States. It is therefore imperative to identify the risk 
factors associated with suicide attempts to combat this growing epidemic. In this 
study, we aim to identify potential risk factors of suicide attempt using geospatial 
features in an Artificial intelligence framework.

Methods: We use iterative Random Forest, an explainable artificial intelligence 
method, to predict suicide attempts using data from the Million Veteran Program. 
This cohort incorporated 405,540 patients with 391,409 controls and 14,131 
attempts. Our predictive model incorporates multiple climatic features at ZIP-
code-level geospatial resolution. We additionally consider demographic features 
from the American Community Survey as well as the number of firearms and 
alcohol vendors per 10,000 people to assess the contributions of proximal 
environment, access to means, and restraint decrease to suicide attempts. In total 
1,784 features were included in the predictive model.

Results: Our results show that geographic areas with higher concentrations of 
married males living with spouses are predictive of lower rates of suicide attempts, 
whereas geographic areas where males are more likely to live alone and to rent 
housing are predictive of higher rates of suicide attempts. We also identified 
climatic features that were associated with suicide attempt risk by age group. 
Additionally, we observed that firearms and alcohol vendors were associated with 
increased risk for suicide attempts irrespective of the age group examined, but 
that their effects were small in comparison to the top features.

OPEN ACCESS

EDITED BY

Jorge Piano Simoes,  
University of Twente, Netherlands

REVIEWED BY

Clara Puga,  
Otto von Guericke University Magdeburg, Germany  
Laura Basso,  
Charité University Medicine Berlin, Germany

*CORRESPONDENCE

Nathan A. Kimbrel  
 nathan.kimbrel@va.gov  

Daniel A. Jacobson  
 jacobsonda@ornl.gov

†These authors have contributed equally to this 
work

RECEIVED 03 March 2023
ACCEPTED 21 June 2023
PUBLISHED 01 August 2023

CITATION

Pavicic M, Walker AM, Sullivan KA, Lagergren J, 
Cliff A, Romero J, Streich J, Garvin MR, 
Pestian J, McMahon B, Oslin DW, Beckham JC, 
Kimbrel NA and Jacobson DA (2023) Using 
iterative random forest to find geospatial 
environmental and Sociodemographic 
predictors of suicide attempts.
Front. Psychiatry 14:1178633.
doi: 10.3389/fpsyt.2023.1178633

At least a portion of this work is authored by 
David W. Oslin, Jean C. Beckham and Nathan 
A. Kimbrel on behalf of the U.S. Government 
and as regards Dr Oslin, Dr. Beckham, Dr. 
Kimbrel and the U.S. Government, is not 
subject to copyright protection in the United 
States. Foreign and other copyrights may apply. 
This is an open-access article distributed under 
the terms of the Creative Commons Attribution 
License (CC BY). The use, distribution or 
reproduction in other forums is permitted, 
provided the original author(s) or copyright 
owner(s) are credited and that the original 
publication in this journal is cited, in 
accordance with accepted academic practice. 
No use, distribution or reproduction is 
permitted which does not comply with these 
terms.

TYPE Original Research
PUBLISHED 01 August 2023
DOI 10.3389/fpsyt.2023.1178633

https://www.frontiersin.org/journals/psychiatry
https://www.frontiersin.org/journals/psychiatry
https://www.frontiersin.org
http://crossmark.crossref.org/dialog/?doi=10.3389/fpsyt.2023.1178633&domain=pdf&date_stamp=2023-08-01
https://www.frontiersin.org/articles/10.3389/fpsyt.2023.1178633/full
https://www.frontiersin.org/articles/10.3389/fpsyt.2023.1178633/full
https://www.frontiersin.org/articles/10.3389/fpsyt.2023.1178633/full
https://www.frontiersin.org/articles/10.3389/fpsyt.2023.1178633/full
mailto:nathan.kimbrel@va.gov
mailto:jacobsonda@ornl.gov
https://doi.org/10.3389/fpsyt.2023.1178633
http://creativecommons.org/licenses/by/4.0/
http://creativecommons.org/licenses/by/4.0/
https://www.frontiersin.org/journals/psychiatry#editorial-board
https://www.frontiersin.org/journals/psychiatry#editorial-board
https://doi.org/10.3389/fpsyt.2023.1178633


Pavicic et al. 10.3389/fpsyt.2023.1178633

Frontiers in Psychiatry 02 frontiersin.org

Discussion: Taken together, our findings highlight the importance of social 
determinants and environmental factors in understanding suicide risk among 
veterans.
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1. Introduction

Suicide rates in the United States (U.S.) have increased in recent years 
despite these rates declining globally (1). According to the biopsychosocial 
model of suicide risks, there are distal, developmental, and proximal 
factors that affect the probability of suicide attempt (2). Distal factors are 
related to familial and genetic predisposition and early-life adversity. 
Developmental factors include personality traits associated with suicidal 
behavior, cognitive deficits, and chronic substance misuse. Proximal 
factors include but are not limited to psychiatric, psychological, 
socioeconomic, and environmental factors. Several studies have found 
associations between demographic factors and suicide such as age, 
ethnicity, socioeconomic status, marital status, religion, etc. (3). The 
impact of climate on suicidal behavior is significant, although the 
relationship between climate and suicide is complex and not yet fully 
understood. One possible explanation for how climate could affect 
suicidal behavior is through seasonal changes. Research has shown a 
pattern of increased suicide attempts and deaths during the spring and 
early summer months, indicating a seasonality in such events (4, 5). 
Sunlight and temperature are among the most relevant climatic features 
associated with this seasonality, as they may directly influence various 
mood disorders related to suicide risk (6–9). While several studies have 
attempted to link other climatic features to suicide risk, their findings have 
been contradictory or inconclusive (10–15). Interestingly, the majority of 
these studies have been conducted using extensive geospatial regions. An 
investigation carried out in Taipei, Taiwan examined suicide mortality at 
high geospatial resolution using neighborhoods known as “li” as 
geospatial units (16). The findings of this study revealed a significant 
geospatial variation in suicide mortality across neighborhoods, indicating 
that the analysis of aggregated data in broader geographic areas may 
attenuate predictive signals (16).

Other relevant proximal factors include access to means and 
substance misuse (17, 18). For example, occupations with access to 
lethal means are associated with increased risk of death by suicide (19, 
20). Moreover, controlling access to lethal means is an effective 
strategy for decreasing suicide risk (21). In the U.S., death by suicide 
is the leading cause of violent deaths, and firearms are responsible for 
approximately half of these deaths (22). Substance misuse also plays 
an important role in suicide prevention because acute substance 
intoxication can increase an individual’s disinhibition. For example, a 
study showed that suicide decedents have an increased risk of alcohol 
ingestion and intoxication before their death relative to controls (23).

The objective of the present research was to conduct an analysis 
of climatic and socio-demographic factors that are associated with 
increased risk for suicide attempts among U.S. veterans using an 
explainable artificial intelligence (X-AI) model. We  were also 
interested in the relationship of the number of firearms and alcohol 
vendors per 10,000 people as proxies for access to means and 
decreased restraint, which were also included in the final model. 

Together, we identify several novel factors at zip code-level resolution 
that impact individual-level risk for attempting suicide.

2. Materials and methods

2.1. Data and data pre-processing

2.1.1. Patient data
The cohort and suicide attempt phenotype used in this study were 

initially described in Kimbrel et al. (24). A total of 405,540 participating 
patients in this study were enrolled in the U.S. Department of Veterans 
Affairs’ (VA) Million Veteran Program (MVP). All procedures 
contributing to this work comply with the ethical standards of the 
relevant national and institutional committees on human 
experimentation and with the Helsinki Declaration of 1975, as revised 
in 2008. All procedures involving human subjects/patients were 
approved by VA Central Institutional Review Board (cIRB# 18-11) 
after all subjects provided written and signed informed consent. Race, 
ethnicity and gender were self-reported. Suicide attempt phenotype 
was created from electronic health records (EHR) from the VA 
corporate data warehouse (CDW), using International Classification 
of Diseases (ICD) diagnostic codes, survey data from the mental health 
domain, and the Suicide Prevention Application Network (SPAN) data 
set (25). Veteran participants were considered controls if there was no 
recorded evidence of them ever attempting suicide or experiencing 
suicidal thoughts throughout their lives. This determination was based 
on qualifying ICD codes, reports of suicide behavior, or responses from 
mental health surveys previously mentioned. It is worth noting that 
veterans who had a history of having suicidal thoughts but had not 
attempted suicide were specifically excluded from the current analysis. 
This was done to guarantee that the control group consisted of 
individuals who had no prior instances of engaging in or contemplating 
suicidal thoughts or behaviors. Thus, cases were defined as having a 
history of one or more suicide attempts (including both fatal and 
non-fatal), whereas controls were defined has having no history of 
suicide attempts or ideation. In total, this resulted in 391,409 controls 
and 14,131 cases. The mean age was 62.4 years for the whole cohort, 
63.4 for males and 50.8 years for females. As reflective of the veteran 
population, this cohort is predominantly male but does include females 
as well as racial and ethnic minorities. The sex distribution was 8% 
female and 92% male. This cohort was 73% white, 18% black or African 
American, 1% American Indian or Alaska Native, 1% Asian, and 7% 
mixed race, other, missing, or unknown. This is generally close to the 
proportions of racial groups in the United States in 2021 (78.6% white, 
12.2% black/African American, 0.7% American Indian or Alaska 
Native, 5.6% Asian, 2.8% mixed race) with an overrepresentation of 
black/African American and an underrepresentation of Asian people. 
This includes Latinx people spread across those racial categories. The 
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Supplementary Table S1 provides a breakdown of cohort demographics 
by cases and controls. Most of the suicide attempts in this cohort were 
concentrated around 60 years of age, likely since this age group is 
overrepresented among these patients (Figures 1A,B). However, the 
proportion of attempts grouped by age decreased abruptly after age 60 
(Figure  1C). Due to this rapid decrease in attempts after age 60, 
we analyzed patients greater than 60 years of age separately from those 
under 60 years of age. The split with patients above or equal to 60 
contained a total of 267,447 individuals with 4,231 attempts and 
263,216 controls. The split with patients below age 60 was composed 
of 138,093 individuals with 9,900 suicide attempts and 128,193 
controls. Each attempt and control were associated with climatic and 
socio-demographic features by patient ZIP code. For patients with 
multiple ZIP codes (less than ~0.6% of the cohort), we used the most 
recent ZIP code since not all suicide attempts had a corresponding 
date. The proportion of attempts grouped by age decreased steadily 
after age 60 (Figure 1). Therefore, we explored the socio-demographic 
and climatic features that were associated with suicide attempts in 
patients greater than 60 years of age separately from those under 
60 years of age.

2.1.2. Climatic features
The climatic features included two groups: static measurements 

and monthly measurements. Monthly measurements included 
longitudinal features such as monthly average precipitation and 
maximum temperature. There were 12 distinct measurement types 
recorded each month, totaling 144 features. The 30 static features 
included features such as elevation and percent urban cover. This led 
to a total of 174 climatic and weather-related features, mapped to 
33,144 ZIP codes across the U.S. (26–32) (Supplementary Table S2).

2.1.3. Socio-demographic features
The socio-demographic features were collected from the 2019 

American Community Survey, produced by the United States Census 
Bureau (33). These 1,606 features were captured using the tidycensus 
software package in R using 5 years estimate for 2019 (34). These 
features were normalized to represent a percentage of the total 
population or age bracket within each ZIP code. We also included two 
additional features: population density (people per square mile) and 

the ratio of water to land area, which led to a total of 1,608 
demographic features that were mapped to 33,120 ZIP codes across 
the U.S (Supplementary Table S3).

2.1.4. Alcohol and firearms features
From the Historical Business Database (35) we  extracted the 

number of firearms vendors per 10,000 residents in each ZIP code, 
averaged across the years 2010 and 2019, and the similarly calculated 
number of alcohol vendors. This information was included for 31,378 
ZIP codes across the U.S (Supplementary Table S4).

2.2. Explainable artificial intelligence 
analysis

In this study, we used iterative Random Forest (iRF) (36, 37), an 
X-AI algorithm that ranks input features by importance through 
iterative feature weighting, to associate proximal environmental 
features with suicide attempts. There are two motivations for our 
choice of methods: (i) identifying which predictor features explain 
changes in the output and (ii) scaling to high-performance computing 
(HPC) systems. iRF has been implemented in C++ to use regression 
trees and leverages massive parallelism to scale to very large datasets. 
The model was trained to predict cases and controls, where the 
predicted values at each leaf node, is the average value of all samples 
that reached that specific leaf node. Thus, with binary values encoded 
as case (1) and control (0), iRF identifies the proportional change in 
outcome as a function of each input feature, thereby ranking features 
by feature importance.

High pairwise correlations among input features can have a 
negative impact on the explainability of iRF models. This occurs 
because when one feature is strongly correlated with others, its 
importance is divided across the correlated features. As a result, the 
overall importance of these features in predicting suicide attempts 
decreases. To identify highly correlated features, we calculated Pearson’s 
correlation coefficients between all 1,784 features. Through this 
analysis, we identified feature groups with correlation coefficients equal 
to or greater than 0.90 in absolute value, and therefore considered as 
highly correlated. From each feature group of strongly correlated 

FIGURE 1

Distribution of suicide attempts by age of 405,540 participating patients. (A) Total patient count by age. (B) Total suicide attempt count by age. (C) Age-
specific suicide rate. The red dashed line shows a cutoff to highlight the decreased proportion of suicide attempts in individuals equal to/above 
60  years of age.
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features we selected a representative feature to be included in the iRF 
model. Thus, this led to the removal of 248 features, reducing the total 
number of features to 1,536 (Supplementary Table S5). Please refer to 
Supplementary Table S6 for a comprehensive description of all the 
features utilized in this study.

2.3. iRF k-fold cross validation and 
accuracy calculation

To obtain accuracy scores for the iRF model, 5-fold cross-
validation was used. The cross-validation technique employed in this 
study was group shuffle split. In this methodology, the dataset was 
randomly divided into 80% for training and 20% for testing, while 
incorporating a grouping factor to ensure that samples from the same 
group were not utilized for both training and testing in the same run. 
By employing patient zip codes as a grouping factor, we aimed to 
mitigate geospatial bias in our analysis. To further enhance the 
robustness of our analysis, we  replicated this process five times, 
resulting in a total of five accuracy estimations for the models. 
Prediction accuracy was calculated using the average Area Under the 
Precision Recall curve (AUPRC), where precision was defined as true 
positives/true positives + false positives and recall as true positives/true 
positives + false negatives. Each random forest in the iRF model 
includes 1,000 trees with a leaf node size of 1,000 patients. We set the 
number of iRF iterations to five to rank the importance of each feature 
in predicting suicide attempt. In addition to ranking input features by 
importance, we next identified the feature-level explainability of our 
model by determining whether each feature was predictive for or 
against suicide attempt. To estimate if a feature predicts suicide 
attempt or controls, the result of each split was averaged using the 
given feature and mapping those to a linear effect. This provided both 
the feature effect in the slope of the line and an R2 with how closely 
that related to each of the set of splits. If the slope of the line was 
positive, then the feature effect size direction was positive, i.e., the 
value and the feature were positively correlated. If the slope of the line 
was negative, then the feature effect size direction was negative.

2.4. Model selection

Model selection was based on research interest and accuracy gain. 
Initially, we  aimed to address three questions: predicting suicide 
attempts based on climatic features, demographic features, and access 
to firearms and alcohol. We  used iRF models with k-fold cross-
validation for each feature group, and later employed all 1,536 features 
together to identify the most important predictors for suicide attempts 
across all feature groups in patients above or equal to 60 years and 
below 60 years. We then combined the top 20 most important features 
from the model with all features with alcohol and firearm vendor data 
per 10,000 residents. The reduced models showed better accuracy than 
using all features, as indicated by the area under the precision-recall 
curves (AUPRC) across 5 data splits (Figures 2, 3). Using all features 
introduced noise and reduced model accuracy and interpretability. 
Most models demonstrated predictability, with AUPRC values above 
random chance, especially in the age group below 60 years (red dashed 
line in Figure 3). Based on these results, we selected the model with 
the top 20 features, alcohol, and firearm vendors for model explanation.

2.5. iRF-LOOP

To show how features or groups of features interconnect each 
other, we applied iRF-Leave One Out Prediction (iRF-LOOP), which 
is an extension of the iRF model (36). In this framework, iRF was used 
to compute all-against-all predictions of each vector of data from all 
other vectors. The results of this analysis were captured as networks, 
in which nodes (i.e., features) were connected by an edge if the pair of 
features were predictive of each other, thereby revealing functional 
relationships and subgroups within and across data layers. 
We performed iRF-LOOP using the pre-processed input matrix which 
consisted of climate, census, and alcohol and firearm business data, 
with a total of 1,536 features and 31,378 samples or ZIP codes. This 
analysis created an all-to-all directed feature association network that 
captured the relationships between data layers. The resulting network 
was then filtered to the top 1% of edges to capture the most important 
connections between features.

3. Results

3.1. Features that were most strongly 
associated with suicide attempts

iRF predictive models can compute the importance of each feature 
predicting suicide attempt and if they predict either cases or controls. 
We examined iRF models trained with 1,536 features to identify the 
20 most important predictive features in patients below, and above or 
equal to age 60, plus firearms and alcohol vendors per 10,000 residents 
(Supplementary Figures S1, S2). The resulting features were further 
analyzed to determine directionality (i.e., if they predict suicide 
attempts or controls) and can be  aggregated in groups related to 
emotional support, housing, ancestry, commuting and mobility, access 
to healthcare, cognitive difficulties, access to means, decrease restraint 
and climate (Figures 4, 5).

In the model that includes patients aged 60 years or older, specific 
features were found to be  associated with either a decreased or 
increased risk of attempting suicide within the emotional support 
category. The features population of 18 years and older that live with a 
spouse, married males and household with spouse present between 
35–64, and 65 years of age and above were associated with decreased 
risk for attempting suicide, whereas males never married of 75–84 years, 
and married males of 85 years of with spouse absent were associated 
with increased risk for attempting suicide (Figure 4). Ancestry also 
appeared among the top features explaining suicide attempts. French 
Canadian, Northern European, and Pennsylvania German ancestries 
were associated with increased risk for suicide attempts, as well as 
Native Hawaiian and other Pacific Islander females of ages 45–54 
(Figure  4). Dutch ancestry and speaking French (Haitian or Cajun 
dialects) at home were associated with reduced risk (Figure 4). In the 
housing category, occupied housing units that are occupied by a renter 
was predictive of suicide attempts (Figure 4). For commuting and 
mobility, we observed that moving abroad last year, 75 years and older, 
and females with a work commute lasting 10–14 min, were also 
associated with increased risk (Figure  5). In access to means and 
decrease restraint groups, we observed that number of firearms and 
alcohol vendors per 10,000 residents were predictive of suicide attempt 
(Figure 5). Several climate features were also predictive: precipitation 

https://doi.org/10.3389/fpsyt.2023.1178633
https://www.frontiersin.org/journals/psychiatry
https://www.frontiersin.org


Pavicic et al. 10.3389/fpsyt.2023.1178633

Frontiers in Psychiatry 05 frontiersin.org

in April, solar radiation in summer (which represents solar radiation 
in June, through September), and wind speed late spring through 
summer (which represents wind speed in May through September) 
were associated with decreased risk, whereas wind speed in autumn 
through spring (which represents wind speed for the rest of the year) 
and temperature in late autumn through winter (which represents 
average temperature from October through April, minimum 
temperature from November through March, and maximum 
temperature from October through March) were associated with 
increased risk (Figure  5). For representative relationships among 
features (Pearson >0.9) see Supplementary Table S5.

For the model using only individuals under 60 years of age, the 
two most important features associated with decreased risk were 
married males, and females with no cognitive difficulties between 35 and 
64 years of age [which represents a lack of disabilities, including no 
hearing, vision, ambulatory, or self-care difficulties in females 
35–64 years of age (Figures 4, 5)]. Conversely, the features living alone 
and living with unmarried partner were associated with increased risk 
(Figure 4). Similarly, commuting between 10 and 14 min, regardless of 
gender, monthly housing costs between $700 and $800, cash rent 
between $600 and $649, house heating using gas, moved within county, 
and having two types of public insurance were all associated with 
increased risk (Figures 4, 5). On the other hand, only Pennsylvania 
German ancestry was associated with increased risk in the ancestry 
category (Figure 4). Similarly, to the model from patients 60 years of 
age or above, number of firearm and alcohol vendors per 10,000 
inhabitants were associated with increased risk (Figure 5). Regarding 
climatic features, precipitation in winter (which represents 
precipitation December through February) and Water vapor in mid 
spring through mid autumn (which represents water vapor from April 
through October and minimum temperature in May) were associated 
with reduced risk (Figure 5). Contrary to the first model, in patients 
under 60 years of age the climatic features solar radiation in summer, 
and both wind speed in late spring through summer and wind speed in 
autumn through spring were predictive of individuals with a history of 
suicide attempt (Figure 5). Additionally, terrain elevation was also 
associated with suicide attempts (Figure 5).

3.2. Feature network by iRF-LOOP

It is well known that alcohol abuse increases suicide risk (2). Thus, 
we included the number of alcohol vendors per 10,000 people in our 
final model. Interestingly, when used in combination with the top 20 
features, alcohol vendors per 10,000 people ranked 12th and 20th in 
feature importance in patients above or equal to 60 and below 60 years 
of age respectively, even though it ranked 360th (above age of 60) and 
74th (below age of 60) in the models using all features 
(Supplementary Figures S1, S2). This could mean that other features 
are competing with number of alcohol vendors per 10,000 people 
within the iRF model to classify suicide attempt and controls. 
Therefore, we created a feature network using iRF-LOOP to explore 
how features relate to each other. Figure  6 shows the immediate 
neighbors of the feature measuring the number of alcohol vendors per 
10,000 people, where each node in the subnetwork represents a feature 
and the arrows represent the edges (connections) between features. 
Edges are weighted by their normalized feature importance value and 
the arrow direction shows what feature is predicting another one. 
Several features related to geographic mobility, population density, low 
gross rent with cash, and high home value were observed. Further, the 
subnetwork shows associations among features including number of 
widowed females, and several European ancestries. Regarding climate 
features, we observed temperature in late autumn through winter and 
temperature in late spring through summer, which represents average 
temperature from May to August, maximum temperature in June, and 
minimum temperature from June to September.

4. Discussion

Most prior suicide prevention studies have focused on a relatively 
small number of features. Moreover, most have typically relied on 
individual-level information only (e.g., clinical features) or aggregated 
data for a given geographical area with low geospatial resolution. In 
the present study we showed that ZIP code-level data can improve 
prediction in individuals with a history of suicide attempt greater than 

FIGURE 2

Precision-recall curves for an iRF model using all features (yellow line) vs. using only the top 20 features plus firearm and alcohol vendors per 10,000 
residents (teal line). Each line represents the average of 5 runs along their respective 95% confidence intervals. (A) Model comprised patients who were 
60  years of age or older (n  =  267,447). (B) The model focused exclusively on patients below the age of 60 (n  =  138,093). The dashed line represents the 
random chance of correct classification without iRF.
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random chance, supporting the role of the surrounding environment 
as proximal/precipitating factors that influence the propensity for an 
individual to attempt suicide.

Our selection of the iRF model was based on its suitability for our 
research objectives. In particular, its capacity to efficiently handle 
large, high-dimensional datasets was crucial for the present study. 
Furthermore, the model’s feature weighting technique helps to address 
data overfitting by prioritizing the most informative features while 
removing the non-relevant ones. This method also enhances the 
interpretability of the results by generating a ranked list of the most 
influential features. Lastly, the use of decision trees allowed for the 
estimation of the directionality of the prediction, enabling a deeper 

interpretation of the environmental factors contributing to suicidal 
attempts. Thus, by using this X-AI we were able to screen more than 
a 1,700 demographic and climatic features to obtain several that 
appear to potentially protect or increase veterans’ propensity for 
attempting suicide.

An individual’s environment can have profound effects on their 
psychological state and subsequent risk of suicide. In fact, it has been 
well documented that socioeconomic and demographic factors such 
as poverty, education and population density are related to suicide risk 
(38–40). In our study we  used the electronic health records, 
demographic and climate data to build a predictive model of suicide 
attempts in the U.S. veteran population. It is worth highlighting that 

FIGURE 3

Distribution of the area under the precision recall curves (AUPRC) for suicide attempt predictive capacity using environmental features. (A) AUPRC 
value distributions for equal to/above 60  years of age for iRF cross validation models. (B) AUPRC value distributions for below 60  years of age. The red 
dashed line is the area under the curve of a base model (random chance of correct classification without iRF). The total patient count for the models 
was 267,447 for individuals aged 60  years or older and 138,093 for those below the age of 60.
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demographic and climate data are not direct information from the 
individuals under study, but rather a representation of the environment 
in which they currently reside. Moreover, in the cohort used here, 
there was a rapid decline in the number of suicide attempts after the 
age of 60 (Figure  1), which is in agreement with a surveillance 
summary from the Center for Disease Control and Prevention, where 
the highest suicide rates were observed in age group between 35 and 
64 years (41). Thus, we divided the population into cohorts below or 
equal to/above 60 years of age, since age groups may be  affected 
differently by risk factors (42).

Interestingly, the top features can be classified into nine main 
groups namely: emotional support, housing, ancestry, commuting and 
mobility, climate, decreased restraint, access to means, cognitive 

difficulties and access to healthcare (Figures 4, 5). In the emotional 
support group, the protective effect of marital status on suicide risk is 
well-documented (43). Studies have shown that married people 
showed the lowest rate of suicide rates (43–45), whereas divorced or 
separated persons are twice as likely to commit suicide than married 
persons, and this effect is stronger in divorced males (46). In our study, 
for all age groups we  observed that living in areas with high 
proportions of married males and individuals living with a spouse 
were protective factors against suicide attempts for those 60 years of 
age or above (similar to the individual-level protective factor  
of marital status). Conversely, areas with high proportions of 
individuals living alone and unmarried males were associated with 
higher rates of suicide attempts (47).

FIGURE 4

Summary of features found by iRF related to emotional support, housing, and ancestry. Cyan: predict control, yellow: predict attempt, blue border: 
equal to/above 60  years of age, red border: below 60  years of age, purple border: both age groups.
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Regarding the commuting and mobility group, commuting time 
has been associated with depression in a dose responsive manner 
(48). Our results showed that living in areas with high proportions of 
individuals with commutes between 10 and 14 min has been 
associated with increased risk for suicide attempts, irrespective of age. 
The iRF-LOOP network showed that commuting features are 
predictive of each other regardless of the commuting time 
(Supplementary Figure S3). Thus, commuting between 10 and 14 min 
may be acting as a proxy for commuting in general. We also observed 
housing-related features for both age groups in relation to suicide 
attempts. These results are consistent with Lorant et al. (49), who 
showed that higher education and home ownership status decreases 
the risk of suicide. Other studies have found that living in rented 
units increased the risk for suicide in middle-aged males and females 
(40). This effect might be especially important for females who live 
in large urban areas (50).

In the ancestry group, we observed that living in areas with a 
higher proportion of Northern European ancestry was associated 
with suicide attempts. Although suicide attempts vary widely in 

Europe, countries of Finno-Ugrian origin show disproportionally 
higher suicide rates than the rest of Europe, suggesting a genetic 
cause (51). Voracek et  al. (52), tested this hypothesis in the 
U.S.A. using state-level self-reported ancestry from census data. The 
study found support for this hypothesis using historical data from 
1913–1924 and 1928–1932, but not from 1990–1994. Taken 
together, these findings encourage an analysis with higher geospatial 
resolution of the sample (e.g., ZIP or county level) and a genetic 
characterization of the individuals ancestries, since self-reporting 
may be inaccurate. We also found that living in a ZIP code with 
higher proportion of Native Hawaiian and other pacific islander 
females between ages 45 to 54 was associated with suicide attempts. 
These results are consistent with Ji et al. (53) finding, who showed 
that Asian or Pacific Islander ancestry was a risk factor for suicide 
in healthcare professionals.

Climate can have a significant impact on suicidal behavior, 
although the relationship between climate and suicide is complex 
and not yet fully understood. An explanation of how climate could 
impact suicidal behavior could be due to seasonal changes. The 

FIGURE 5

Summary of features found by iRF related to commuting and mobility, climate, decreased restraint, access to means, access to healthcare and 
cognitive difficulties (proxy for disabilities). Cyan: predict control, yellow: predict attempt, blue border: equal to/above 60  years of age, red border: 
below 60  years of age, purple border: both age groups.
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phenomenon of seasonality in death by suicide has been consistently 
observed across various studies. A comprehensive literature review 
encompassing a time span of three decades (1979–2009) revealed a 
prevailing pattern of increased suicide deaths occurring during the 
spring and early summer months (4). A subsequent systematic 
review conducted in 2016 revealed comparable seasonal patterns 
for suicide attempts, indicating a peak occurrence during the spring 
and summer months (5). While not all studies in this review 
identified this seasonal pattern, the majority of them appear to 
agree with this observation.

Several mood disorders related to suicidal behavior such as 
depression, bipolar and seasonal affective disorder (SAD) also show 
seasonality patterns (8). A plausible explanation of this seasonality is 
the availability of the neurotransmitter serotonin and its receptor, 
which may be dysregulated in patients with these psychiatric disorders 
(54–58). However, the exact role of serotonin in major depression is 
currently under discussion (59, 60). Seasonal variations in serotonin 
levels have been observed, with winter displaying the lowest levels and 
summer exhibiting the highest (61). The same study found a direct 
relationship between serotonin levels and the amount of sunlight on 
the day of assessment, without significant influence from preceding 
days. Another study found that individuals exposed to lower solar 
radiation in the days preceding measurement exhibit reduced 
postsynaptic serotonin receptor levels (62). Throughout the day, 
serotonin receptor levels increase while its transporter, which 
modulates serotonin availability, decreases (63). Intriguingly, longer 
days coincide with enhanced availability of the serotonin receptor (63). 

These findings underscore the intricate interplay between sunlight, 
serotonin, and seasonal fluctuations.

In the present study, we found that solar radiation in summer 
predicted suicide attempt in patients younger than 60 years. Consistent 
with this result, a study found that intentional drug overdose deaths 
in the United  States were higher with longer day lengths, which 
correlates with months with higher solar radiation (64). Conversely, 
we also found that solar radiation in summer was protective against 
suicide attempts in patients of 60 years and older. A possible 
explanation for this variation among different age groups is that older 
individuals appear to exhibit greater resilience to the seasonal 
fluctuations of mood changes, as indicated by a self-reported study 
(65). Nevertheless, the underlying factors contributing to this 
resilience have yet to be thoroughly explored.

High temperatures are linked to suicide rates (6-8), and they also 
contribute to an increase in emergency department visits for mental 
health issues (66). A recent systematic review and meta-analysis 
revealed that heat negatively affects mental health, potentially by 
disrupting neurotransmitter balance, causing neuro-inflammation, 
and disrupting sleep patterns, with the elderly being particularly 
vulnerable (67). While heat waves typically occur in summer, our 
study identified that temperatures in late autumn through winter were 
associated with a higher risk of suicide among patients aged 60 and 
above. Ajdacic-Gross et al. (68) propose a possible explanation for this 
inconsistency. Their study, which used moving frames to analyze time 
series data, found a minor peak of association between suicide risk 
and summer frames, and a major peak during winter frames. However, 

FIGURE 6

iRF-LOOP Subnetwork showing first neighbors of alcohol vendors per 10,000 people. Only the top 1% of edges weighed by normalized importance 
are shown. Arrow direction corresponds to one feature predicting another feature.
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it is important to interpret these findings cautiously, as the study was 
conducted in Switzerland and may not be  generalizable to other 
regions. The biological mechanism underlying these findings has yet 
to be explored.

Numerous studies have explored the relationship between water 
vapor (humidity), rainfall, and suicide risk (14, 15). However, the 
findings either lack evidence of association or yield contradictory 
results, making it challenging to determine the impact of these 
features on suicide risk. Our study indicates a potential link between 
precipitation, water vapor, and reduced suicide risk, but the protective 
mechanisms behind these features remain inconclusive.

Limited research also exists on the relationship between wind 
speed and suicide risk. Some studies yield contradictory or 
inconclusive results (10-14). In our study, we found that wind speed 
during autumn through spring predicted suicide attempts in both age 
groups, while wind speed in late spring through summer protected 
against suicide attempts in patients aged 60 and above. One possible 
explanation for the predictive nature of wind speed in autumn through 
spring is its alignment with the tornado season, particularly May, 
which historically experiences the highest tornado activity. A 
systematic review revealed that exposure to tornadoes was associated 
with adverse mental health outcomes (69). While tornadoes have been 
linked to mental health issues, a separate study found associations 
between hurricanes, rather than tornadoes, and suicide rates (70).

Although terrain elevation is not inherently a climatic feature, 
we classified it as such due to its association with various climatic 
factors that undergo changes alongside it. Our study revealed a 
positive association between altitude and suicide attempts, aligning 
with a systematic review that showed a similar trend in 17 out of 19 
analyzed studies (70, 71). Hypobaric hypoxia-induced dysregulation 
of serotonin levels has been proposed as a potential mechanism for 
increased suicide risk at high altitudes, but further empirical testing is 
required (72).

Another goal of the present work was to explore decreased 
restraint and access to means for suicide attempts using the number 
of alcohol and firearms vendors per 10,000 residents as proxies. 
Importantly, regardless of age, we observed that living in areas with 
more alcohol and firearm vendors was associated with increased risk 
for attempting suicide (albeit less so than several of the climatic and 
socio-demographic features identified as important). These results 
provide additional evidence regarding the importance of access to 
means as one of several risk factors for suicide, especially in the U.S., 
where a larger proportion of suicides are committed using firearms in 
comparison to other high-income countries where only 5% use them 
(22, 73, 74). Our findings also confirm the importance of including 
alcohol abuse in models of suicide risk (75, 76).

In this study we demonstrated the use of X-AI to explore the 
impact of more than 1,700 demographic and climatic features on 
suicide attempt risk with high geospatial resolution. This research 
provides additional evidence for the role of several demographic and 
climatic features in suicide attempts and demonstrates the utility of 
using geospatial features from the area (e.g., neighborhoods/
communities) in which patients live within an X-AI framework  
to improve suicide risk prediction. By focusing solely on 
sociodemographic and environmental factors, we aimed to determine 
their distinct influence on suicide risk, regardless of clinical or 
psychiatric factors. We also aimed to investigate their influence from 
a public health standpoint. Analyzing these factors can provide 
valuable insights for developing effective interventions and policies 

to decrease suicide risk. By identifying the key factors that contribute 
to suicide risk, researchers and policymakers can prioritize 
interventions that specifically target these factors. For example, 
understanding the localized variations in risk factors can help target 
interventions to specific regions or communities. Suicide prevention 
measures can be tailored based on the unique sociodemographic and 
environmental characteristics of different areas, allowing for more 
effective and efficient allocation of resources. Interventions could 
include promoting social support networks, providing tailored 
mental health services, and implementing community-based 
programs that address the unique needs and challenges of vulnerable 
populations. Overall, the findings contribute valuable insights  
to suicide prevention measures by highlighting the role of 
sociodemographic and environmental factors and emphasizing the 
need for a holistic, geospatially-informed approach. By integrating 
these findings into policies and interventions, it is possible to develop 
more effective strategies for preventing suicide and promoting mental 
well-being in at-risk populations.

4.1. Limitations

The present study had a number of limitations that should 
be considered when interpreting these findings. First, we utilized a 
cross-sectional design, and a lifetime suicide attempts variable. Thus, 
additional work is still needed to examine the degree to which the 
features identified in the present study might be predictive of future 
suicide attempts. Second, our findings regarding alcohol and firearms 
vendors should be interpreted cautiously, as there are several other 
features (Supplementary Figure S4) that could also potentially explain 
their association with suicide attempts which should be considered in 
future work. Third, it is important to note that the cohort examined in 
this study primarily consisted of males of Caucasian descent, with an 
average age of about 60. Consequently, caution must be exercised when 
generalizing these findings to individuals of different racial 
backgrounds, age groups, and genders. Fourth, while the present study 
provides clear evidence that zip code-level geospatial features can 
predict suicide attempt risk better than random chance, the degree to 
which these features might predict suicide attempts above and beyond 
well-validated individual-level risk factors (e.g., psychiatric diagnosis) 
remains unknown. While such work is beyond the scope of the present 
study, future work is still needed to ascertain if and how geospatial 
features might interact with individual-level data to predict suicide risk.

Data availability statement

Suicide attempt data from individual patients is not readily 
available because this data is considered Protected Health Information 
by the U.S. Department of Veterans Affairs. All climate data and socio-
demographics can be made available upon request.

Ethics statement

The studies involving human participants were reviewed and 
approved by VA Central Institutional Review Board (cIRB# 18-11). 
The patients/participants provided their written informed consent to 
participate in this study.

https://doi.org/10.3389/fpsyt.2023.1178633
https://www.frontiersin.org/journals/psychiatry
https://www.frontiersin.org


Pavicic et al. 10.3389/fpsyt.2023.1178633

Frontiers in Psychiatry 11 frontiersin.org

Author contributions

MP, JL, AW, KS, MG, NK, and DJ: conceptualization. MP, JL, AC, JR, 
and DJ: methodology. MP: validation, investigation, and visualization. 
MP and AW: formal analysis. MP, AW, and JS: data curation. MP, KS, JS, 
MG, JP, and NK: data interpretation. MP, JL, and AW: writing of the 
original draft. MP, JL, KS, JS, MG, BM, DO, JB, NK, and DJ: writing—
review and editing. DJ: funding. NK and DJ: supervision. All authors 
contributed to the article and approved the submitted version.

Funding

This research is based on data from the Million Veteran Program, 
Office of Research and Development (ORD), Veterans Health 
Administration (VHA), and was supported by award #I01CX001729 
from the Clinical Science Research and Development (CSR&D) 
Service of VHA ORD. This work was also supported in part by the 
joint U.S. Department of Veterans Affairs and US Department of 
Energy MVP CHAMPION program.

Acknowledgments

The authors thank and acknowledge MVP and the MVP Suicide 
Exemplar Workgroup for their contributions to this manuscript.

Conflict of interest

The authors declare that the research was conducted in the 
absence of any commercial or financial relationships that could 
be construed as a potential conflict of interest.

Publisher’s note

All claims expressed in this article are solely those of the authors 
and do not necessarily represent those of their affiliated 
organizations, or those of the publisher, the editors and the 
reviewers. Any product that may be evaluated in this article, or 
claim that may be made by its manufacturer, is not guaranteed or 
endorsed by the publisher.

Author disclaimer

This publication does not represent the views of the 
Department of Veteran Affairs or the United States Government. 
This manuscript has been co-authored by UT-Battelle, LLC under 
contract no. DE-AC05-00OR22725 with the U.S. Department of 
Energy. The United States Government retains and the publisher, 
by accepting the article for publication, acknowledges that the 
United States Government retains a nonexclusive, paid-up, 
irrevocable, world-wide license to publish or reproduce the 
published form of this manuscript, or allow others to do so, for 
United States Government purposes. The Department of Energy 
will provide public access to these results of federally sponsored 
research in accordance with the DOE Public Access Plan (http://
energy.gov/downloads/doe-public-access-plan, last accessed 
September 16, 2020).

Supplementary material

The Supplementary material for this article can be found online 
at: https://www.frontiersin.org/articles/10.3389/fpsyt.2023.1178633/
full#supplementary-material

References
 1. WHO. World Health Statistics data visualizations dashboard. Noncommunicable 

diseases and mental health. World Health Organization (2019). Available at: https://www.
who.int/data/gho/data/themes/mental-health/suicide-rates (Accessed December 6, 2021).

 2. Turecki G, Brent DA, Gunnell D, O’Connor RC, Oquendo MA, Pirkis J, et al. 
Suicide and suicide risk. Nat Rev Dis Prim. (2019) 5:74. doi: 10.1038/s41572-019-0121-0

 3. Huang X, Ribeiro JD, Musacchio KM, Franklin JC. Demographics as predictors of 
suicidal thoughts and behaviors: A meta-analysis. PLoS One. (2017) 12:e0180793. doi: 
10.1371/journal.pone.0189461

 4. Christodoulou C, Douzenis A, Papadopoulos FC, Papadopoulou A, Bouras G, 
Gournellis R, et al. Suicide and seasonality. Acta Psychiatr Scand. (2012) 125:127–46. 
doi: 10.1111/j.1600-0447.2011.01750.x

 5. Coimbra DG, PEAC S, de Sousa-Rodrigues CF, Barbosa FT, de Siqueira Figueredo 
D, Araújo Santos JL, et al. Do suicide attempts occur more frequently in the spring too? 
A systematic review and rhythmic analysis. J Affect Disord. (2016) 196:125–37. doi: 
10.1016/j.jad.2016.02.036

 6. Burke M, González F, Baylis P, Heft-Neal S, Baysan C, Basu S, et al. Higher 
temperatures increase suicide rates in the United States and Mexico. Nat Clim Chang. 
(2018) 8:723–9. doi: 10.1038/s41558-018-0222-x

 7. Dixon PG, Kalkstein AJ. Where are weather-suicide associations valid? An 
examination of nine US counties with varying seasonality. Int J Biometeorol. (2018) 
62:685–97. doi: 10.1007/s00484-016-1265-1

 8. Heo S, Lee W, Bell ML. Suicide and associations with air pollution and ambient 
temperature: a systematic review and meta-analysis. Int J Environ Res Public Health. 
(2021) 18:7699. doi: 10.3390/ijerph18147699

 9. Zhang R, Volkow ND. Seasonality of brain function: role in psychiatric disorders. 
Transl Psychiatry. (2023) 13:65. doi: 10.1038/s41398-023-02365-x

 10. Perwira S, Yudianto A. Analysis of climate factors on suicide cases in East Java 
Province Indonesia in 2015-2018. (2023). Preprint (Version 1) available at Research 
Square. doi: 10.21203/rs.3.rs-2692709/v1

 11. Grjibovski AM, Kozhakhmetova G, Kosbayeva A, Menne B. Associations between 
air temperature and daily suicide counts in Astana, Kazakhstan. Medicina (Kaunas). 
49:379–85. doi: 10.3390/medicina49080059

 12. Lester D. A hazardous environment and city suicide rates. Percept Mot Skills. 
(1996) 82:1330. doi: 10.2466/pms.1996.82.3c.1330

 13. Maes M, De Meyer F, Thompson P, Peeters D, Cosyns P. Synchronized annual 
rhythms in violent suicide rate, ambient temperature and the light-dark span. Acta 
Psychiatr Scand. (1994) 90:391–6. doi: 10.1111/j.1600-0447.1994.tb01612.x

 14. Deisenhammer EA. Weather and suicide: the present state of knowledge on the 
association of meteorological factors with suicidal behaviour. Acta Psychiatr Scand. 
(2003) 108:402–9. doi: 10.1046/j.0001-690X.2003.00209.x

 15. Woo J-M, Okusaga O, Postolache TT. Seasonality of suicidal behavior. Int J Environ 
Res Public Health. (2012) 9:531–47. doi: 10.3390/ijerph9020531

 16. Lin C-Y, Hsu C-Y, Gunnell D, Chen Y-Y, Chang S-S. Spatial patterning, correlates, 
and inequality in suicide across 432 neighborhoods in Taipei City, Taiwan. Soc Sci Med. 
(2019) 222:20–34. doi: 10.1016/j.socscimed.2018.12.011

 17. Pompili M, Serafini G, Innamorati M, Dominici G, Ferracuti S, Kotzalidis GD, 
et al. Suicidal behavior and alcohol abuse. Int J Environ Res Public Health. (2010) 
7:1392–431. doi: 10.3390/ijerph7041392

 18. Nock MK, Green JG, Hwang I, McLaughlin KA, Sampson NA, Zaslavsky AM, et al. 
Prevalence, correlates, and treatment of lifetime suicidal behavior among adolescents: 
results from the National Comorbidity Survey Replication Adolescent Supplement. 
JAMA Psychiatry. (2013) 70:300–10. doi: 10.1001/2013.jamapsychiatry.55

https://doi.org/10.3389/fpsyt.2023.1178633
https://www.frontiersin.org/journals/psychiatry
https://www.frontiersin.org
http://energy.gov/downloads/doe-public-access-plan
http://energy.gov/downloads/doe-public-access-plan
https://www.frontiersin.org/articles/10.3389/fpsyt.2023.1178633/full#supplementary-material
https://www.frontiersin.org/articles/10.3389/fpsyt.2023.1178633/full#supplementary-material
https://www.who.int/data/gho/data/themes/mental-health/suicide-rates
https://www.who.int/data/gho/data/themes/mental-health/suicide-rates
https://doi.org/10.1038/s41572-019-0121-0
https://doi.org/10.1371/journal.pone.0189461
https://doi.org/10.1111/j.1600-0447.2011.01750.x
https://doi.org/10.1016/j.jad.2016.02.036
https://doi.org/10.1038/s41558-018-0222-x
https://doi.org/10.1007/s00484-016-1265-1
https://doi.org/10.3390/ijerph18147699
https://doi.org/10.1038/s41398-023-02365-x
https://doi.org/10.21203/rs.3.rs-2692709/v1
https://doi.org/10.3390/medicina49080059
https://doi.org/10.2466/pms.1996.82.3c.1330
https://doi.org/10.1111/j.1600-0447.1994.tb01612.x
https://doi.org/10.1046/j.0001-690X.2003.00209.x
https://doi.org/10.3390/ijerph9020531
https://doi.org/10.1016/j.socscimed.2018.12.011
https://doi.org/10.3390/ijerph7041392
https://doi.org/10.1001/2013.jamapsychiatry.55


Pavicic et al. 10.3389/fpsyt.2023.1178633

Frontiers in Psychiatry 12 frontiersin.org

 19. Milner A, Witt K, Maheen H, LaMontagne AD. Access to means of suicide, 
occupation and the risk of suicide: a national study over 12 years of coronial data. BMC 
Psychiatry. (2017) 17:125. doi: 10.1186/s12888-017-1288-0

 20. Skegg K, Firth H, Gray A, Cox B. Suicide by occupation: does access to means 
increase the risk? Aust N Z J Psychiatry. (2010) 44:429–34. doi: 10.3109/00048670903487191

 21. Sarchiapone M, Mandelli L, Iosue M, Andrisano C, Roy A. Controlling access to 
suicide means. Int J Environ Res Public Health. (2011) 8:4550–62. doi: 10.3390/
ijerph8124550

 22. Ertl A, Sheats KJ, Petrosky E, Betz CJ, Yuan K, Fowler KA. Surveillance for Violent 
Deaths - National Violent Death Reporting System, 32 States, 2016. MMWR Surveill 
Summ. (2019) 68:1–36. doi: 10.15585/mmwr.ss.6809a1

 23. Kaplan MS, Huguet N, McFarland BH, Caetano R, Conner KR, Giesbrecht N, et al. 
Use of alcohol before suicide in the United States. Ann Epidemiol. (2014) 24:588–592.e2. 
doi: 10.1016/j.annepidem.2014.05.008

 24. Kimbrel NA, Ashley-Koch AE, Qin XJ, Lindquist JH, Garrett ME, Dennis MF, et al. 
A genome-wide association study of suicide attempts in the million veterans program 
identifies evidence of pan-ancestry and ancestry-specific risk. Mol Psychiatry. 
27:2264–72. doi: 10.1038/s41380-022-01472-3

 25. Hoffmire C, Stephens B, Morley S, Thompson C, Kemp J, Bossarte RM. VA suicide 
prevention applications network: a national health care system-based suicide event 
tracking system. Public Health Rep. (2016) 131:816–21. doi: 10.1177/0033354916670133

 26. Fick SE, Hijmans RJ. WorldClim 2: new 1‐km spatial resolution climate surfaces 
for global land areas. Int J Climatol. (2017) 37:4302–15. doi: 10.1002/joc.5086

 27. Fischer G, Nachtergaele F, Prieler S. Global agro-ecological zones assessment for 
agriculture (GAEZ 2008). Laxenburg: IIASA (2008).

 28. Fischer G, Nachtergaele FO, Prieler S. Global Agro-Ecological Zones (GAEZ v3. 0): 
Model Documentation. Laxenburg: International Institute for Applied systems Analysis 
(IIASA) (2012).

 29. Igbp-Dis S. A program for creating global soil-property databases. France: IGBP 
Global Soils Data Task (1998).

 30. Trabucco A, Zomer RJ. High-resolution global soil-water balance explicit for 
climate–standard vegetation and soil conditions In:. CGIAR Consortium for Spatial 
Information (2010)

 31. Zomer JR, Bossio AD, Trabucco A, Yuanjie L, Gupta CD, et al. Trees and water: 
smallholder agroforestry on irrigated lands in Northern India. IWMI (2007). 122:41.

 32. Zomer RJ, Trabucco A, Bossio DA, Verchot LV. Climate change mitigation: A 
spatial analysis of global land suitability for clean development mechanism afforestation 
and reforestation. Agricult Ecosyst Environ. (2008) 126:67–80. doi: 10.1016/j.
agee.2008.01.014

 33. United States Census Bureau. American Community Survey: Data Profiles. (2019). 
Available at: https://www.census.gov/acs/www/data/data-tables-and-tools/data-
profiles/2019/

 34. Walker K, Herman M. tidycensus: Load US Census Boundary and Attribute Data 
as “tidyverse” and “sf ”-Ready Data Frames. (2021). Available at: https://CRAN.R-project.
org/package=tidycensus.

 35. Data Axle. 2010-2019 Historical Business Data. (2021).

 36. Cliff A, Romero J, Kainer D, Walker A, Furches A, Jacobson D. A high-
performance computing implementation of iterative random forest for the creation of 
predictive expression networks. Genes (Basel). (2019) 10:996. doi: 10.3390/
genes10120996

 37. Basu S, Kumbier K, Brown JB, Yu B. Iterative random forests to discover predictive 
and stable high-order interactions. Proc Natl Acad Sci USA. (2018) 115:1943–8. doi: 
10.1073/pnas.1711236115

 38. Bantjes J, Iemmi V, Coast E, Channer K, Leone T, McDaid D, et al. Poverty and 
suicide research in low- and middle-income countries: systematic mapping of literature 
published in English and a proposed research agenda. Global Mental. Health. (2016) 3. 
doi: 10.1017/gmh.2016.27

 39. Vichi M, Vitiello B, Ghirini S, Pompili M. Does population density moderate 
suicide risk? An Italian population study over the last 30 years. Eur Psychiatry. (2020) 
63:e70. doi: 10.1192/j.eurpsy.2020.69

 40. Johansson LM, Sundquist J, Johansson S-E, Qvist J, Bergman B. The influence of 
ethnicity and social and demographic factors on Swedish suicide rates. Soc Psychiatry 
Psychiatr Epidemiol. (1997) 32:165–70. doi: 10.1007/BF00794616

 41. Ivey-Stephenson AZ, Crosby AE, Jack SPD, Haileyesus T, Kresnow-Sedacca M-J. 
Suicide trends among and within urbanization levels by sex, race/ethnicity, age group, 
and mechanism of death — United States, 2001–2015. MMWR Surveillance Summaries. 
(2017) 66:1–16. doi: 10.15585/mmwr.ss6618a1

 42. Suresh Kumar PN, Anish PK, George B. Risk factors for suicide in elderly in 
comparison to younger age groups. Indian J Psychiatry. (2015) 57:249–54. doi: 
10.4103/0019-5545.166614

 43. Rendall MS, Weden MM, Favreault MM, Waldron H. The protective effect of 
marriage for survival: a review and update. Demography. (2011) 48:481–506. doi: 
10.1007/s13524-011-0032-5

 44. Smith JC, Mercy JA, Conn JM. Marital status and the risk of suicide. Am J Public 
Health. (1988) 78:78–80. doi: 10.2105/AJPH.78.1.78

 45. Kyung-Sook W, SangSoo S, Sangjin S, Young-Jeon S. Marital status integration and 
suicide: A meta-analysis and meta-regression. Soc Sci Med. (2018) 197:116–26. doi: 
10.1016/j.socscimed.2017.11.053

 46. Kposowa AJ. Marital status and suicide in the National Longitudinal Mortality 
Study. J Epidemiol Community Health. (2000) 54:254–61. doi: 10.1136/jech.54.4.254

 47. Calati R, Ferrari C, Brittner M, Oasi O, Olié E, Carvalho AF, et al. Suicidal 
thoughts and behaviors and social isolation: A narrative review of the literature. J Affect 
Disord. (2019) 245:653–67. doi: 10.1016/j.jad.2018.11.022

 48. Wang X, Rodríguez DA, Sarmiento OL, Guaje O. Commute patterns and 
depression: Evidence from eleven Latin American cities. J Transp Health. (2019) 
14:100607. doi: 10.1016/j.jth.2019.100607

 49. Lorant V, Kunst AE, Huisman M, Costa G, Mackenbach J. EU Working Group on 
Socio-Economic Inequalities in Health. Socio-economic inequalities in suicide: a 
European comparative study. Br J Psychiatry. (2005) 187:49–54. doi: 10.1192/bjp.187.1.49

 50. Johansson LM, Sundquist J, Johansson SE, Bergman B. Ethnicity, social factors, 
illness and suicide: a follow-up study of a random sample of the Swedish population. 
Acta Psychiatr Scand. (1997) 95:125–31. doi: 10.1111/j.1600-0447.1997.tb00385.x

 51. Marusic A, Farmer A. Genetic risk factors as possible causes of the variation in 
European suicide rates. Br J Psychiatry. (2001) 179:194–6. doi: 10.1192/bjp.179.3.194

 52. Voracek M. Ancestry, genes, and suicide: a test of the Finno-Ugrian Suicide Hypothesis 
in the United States. Percept Mot Skills. (2006) 103:543–50. doi: 10.2466/pms.103.2.543-550

 53. Ji YD, Robertson FC, Patel NA, Peacock ZS, Resnick CM. Assessment of Risk 
Factors for Suicide Among US Health Care Professionals. JAMA Surg. (2020) 
155:713–21. doi: 10.1001/jamasurg.2020.1338

 54. Mc Mahon B, Andersen SB, Madsen MK, Hjordt LV, Hageman I, Dam H, et al. Seasonal 
difference in brain serotonin transporter binding predicts symptom severity in patients with 
seasonal affective disorder. Brain. (2016) 139:1605–14. doi: 10.1093/brain/aww043

 55. Tyrer AE, Levitan RD, Houle S, Wilson AA, Nobrega JN, Meyer JH. Increased 
Seasonal Variation in Serotonin Transporter Binding in Seasonal Affective Disorder. 
Neuropsychopharmacology. (2016) 41:2447–54. doi: 10.1038/npp.2016.54

 56. Mc Mahon B, Nørgaard M, Svarer C, Andersen SB, Madsen MK, Baaré WFC, et al. 
Seasonality-resilient individuals downregulate their cerebral 5-HT transporter binding 
in winter  - A longitudinal combined C-DASB and C-SB207145 PET study. Eur 
Neuropsychopharmacol. (2018) 28:1151–60. doi: 10.1016/j.euroneuro.2018.06.004

 57. Mahmood T, Silverstone T. Serotonin and bipolar disorder. J Affect Disord. (2001) 
66:1–11. doi: 10.1016/S0165-0327(00)00226-3

 58. Oquendo MA, Hastings RS, Huang Y-Y, Simpson N, Ogden RT, Hu X-Z, et al. 
Brain serotonin transporter binding in depressed patients with bipolar disorder using 
positron emission tomography. Arch Gen Psychiatry. (2007) 64:201–8. doi: 10.1001/
archpsyc.64.2.201

 59. Moncrieff J, Cooper RE, Stockmann T, Amendola S, Hengartner MP, Horowitz 
MA. The serotonin theory of depression: a systematic umbrella review of the evidence. 
Mol Psychiatry. (2022). doi: 10.1038/s41380-022-01661-0

 60. Bartova L, Lanzenberger R, Rujescu D, Kasper S. Reply to: “The serotonin theory 
of depression: a systematic umbrella review of the evidence” published by Moncrieff J, 
Cooper RE, Stockmann T, Amendola S, Hengartner MP, Horowitz MA in Molecular 
Psychiatry (2022 Jul 20. doi: 10.1038/s41380-022-01661-0). Mol Psychiatry. (2023). doi: 
10.1038/s41380-023-02093-0

 61. Lambert GW, Reid C, Kaye DM, Jennings GL, Esler MD. Effect of sunlight and 
season on serotonin turnover in the brain. Lancet. (2002) 360:1840–2. doi: 10.1016/
S0140-6736(02)11737-5

 62. Spindelegger C, Stein P, Wadsak W, Fink M, Mitterhauser M, Moser U, et al. Light-
dependent alteration of serotonin-1A receptor binding in cortical and subcortical limbic 
regions in the human brain. World J Biol Psychiatry. (2012) 13:413–22. doi: 
10.3109/15622975.2011.630405

 63. Matheson GJ, Schain M, Almeida R, Lundberg J, Cselényi Z, Borg J, et al. Diurnal 
and seasonal variation of the brain serotonin system in healthy male subjects. 
Neuroimage. (2015) 112:225–31. doi: 10.1016/j.neuroimage.2015.03.007

 64. Han B, Compton WM, Einstein EB, Cotto J, Hobin JA, Stein JB, et al. Intentional 
Drug Overdose Deaths in the United States. Am J Psychiatry. (2022) 179:163–5. doi: 
10.1176/appi.ajp.2021.21060604

 65. Höller Y, Gudjónsdottir BE, Valgeirsdóttir SK, Heimisson GT. The effect of age and 
chronotype on seasonality, sleep problems, and mood. Psychiatry Res. (2021) 297:113722. 
doi: 10.1016/j.psychres.2021.113722

 66. Nori-Sarma A, Sun S, Sun Y, Spangler KR, Oblath R, Galea S, et al. Association 
between ambient heat and risk of emergency department visits for mental health among 
US adults, 2010 to 2019. JAMA Psychiatry. (2022) 79:341–9. doi: 10.1001/
jamapsychiatry.2021.4369

 67. Liu J, Varghese BM, Hansen A, Xiang J, Zhang Y, Dear K, et al. Is there an 
association between hot weather and poor mental health outcomes? A systematic review 
and meta-analysis. Environ Int. (2021) 153:106533. doi: 10.1016/j.envint.2021.106533

 68. Ajdacic-Gross V, Lauber C, Sansossio R, Bopp M, Eich D, Gostynski M, et al. 
Seasonal associations between weather conditions and suicide--evidence against a classic 
hypothesis. Am J Epidemiol. (2007) 165:561–9. doi: 10.1093/aje/kwk034

https://doi.org/10.3389/fpsyt.2023.1178633
https://www.frontiersin.org/journals/psychiatry
https://www.frontiersin.org
https://doi.org/10.1186/s12888-017-1288-0
https://doi.org/10.3109/00048670903487191
https://doi.org/10.3390/ijerph8124550
https://doi.org/10.3390/ijerph8124550
https://doi.org/10.15585/mmwr.ss.6809a1
https://doi.org/10.1016/j.annepidem.2014.05.008
https://doi.org/10.1038/s41380-022-01472-3
https://doi.org/10.1177/0033354916670133
https://doi.org/10.1002/joc.5086
https://doi.org/10.1016/j.agee.2008.01.014
https://doi.org/10.1016/j.agee.2008.01.014
https://www.census.gov/acs/www/data/data-tables-and-tools/data-profiles/2019/
https://www.census.gov/acs/www/data/data-tables-and-tools/data-profiles/2019/
https://CRAN.R-project.org/package=tidycensus
https://CRAN.R-project.org/package=tidycensus
https://doi.org/10.3390/genes10120996
https://doi.org/10.3390/genes10120996
https://doi.org/10.1073/pnas.1711236115
https://doi.org/10.1017/gmh.2016.27
https://doi.org/10.1192/j.eurpsy.2020.69
https://doi.org/10.1007/BF00794616
https://doi.org/10.15585/mmwr.ss6618a1
https://doi.org/10.4103/0019-5545.166614
https://doi.org/10.1007/s13524-011-0032-5
https://doi.org/10.2105/AJPH.78.1.78
https://doi.org/10.1016/j.socscimed.2017.11.053
https://doi.org/10.1136/jech.54.4.254
https://doi.org/10.1016/j.jad.2018.11.022
https://doi.org/10.1016/j.jth.2019.100607
https://doi.org/10.1192/bjp.187.1.49
https://doi.org/10.1111/j.1600-0447.1997.tb00385.x
https://doi.org/10.1192/bjp.179.3.194
https://doi.org/10.2466/pms.103.2.543-550
https://doi.org/10.1001/jamasurg.2020.1338
https://doi.org/10.1093/brain/aww043
https://doi.org/10.1038/npp.2016.54
https://doi.org/10.1016/j.euroneuro.2018.06.004
https://doi.org/10.1016/S0165-0327(00)00226-3
https://doi.org/10.1001/archpsyc.64.2.201
https://doi.org/10.1001/archpsyc.64.2.201
https://doi.org/10.1038/s41380-022-01661-0
https://doi.org/10.1038/s41380-023-02093-0
https://doi.org/10.1016/S0140-6736(02)11737-5
https://doi.org/10.1016/S0140-6736(02)11737-5
https://doi.org/10.3109/15622975.2011.630405
https://doi.org/10.1016/j.neuroimage.2015.03.007
https://doi.org/10.1176/appi.ajp.2021.21060604
https://doi.org/10.1016/j.psychres.2021.113722
https://doi.org/10.1001/jamapsychiatry.2021.4369
https://doi.org/10.1001/jamapsychiatry.2021.4369
https://doi.org/10.1016/j.envint.2021.106533
https://doi.org/10.1093/aje/kwk034


Pavicic et al. 10.3389/fpsyt.2023.1178633

Frontiers in Psychiatry 13 frontiersin.org

 69. Lee S, First JM. Mental health impacts of tornadoes: a systematic review. Int J 
Environ Res Public Health. (2022) 19:13747. doi: 10.3390/ijerph192113747

 70. Krug EG, Kresnow M, Peddicord JP, Dahlberg LL, Powell KE, Crosby AE, et al. 
Suicide after natural disasters. N Engl J Med. (1998) 338:373–8. doi: 10.1056/
NEJM199802053380607

 71. Brown A, Hellem T, Schreiber J, Buerhaus P, Colbert A. Suicide and altitude: a 
systematic review of global literature. Public Health Nurs. (2022) 39:1167–79. doi: 
10.1111/phn.13090

 72. Kious BM, Kondo DG, Renshaw PF. Living high and feeling low: altitude, suicide, 
and depression. Harv Rev Psychiatry. (2018) 26:43–56. doi: 10.1097/
HRP.0000000000000158

 73. Yip PSF, Caine E, Yousuf S, Chang S-S, Wu KC-C, Chen Y-Y. Means restriction 
for suicide prevention. Lancet. (2012) 379:2393–9. doi: 10.1016/
S0140-6736(12)60521-2

 74. Grinshteyn E, Hemenway D. Violent death rates in the US compared to those of 
the other high-income countries, 2015. Prev Med. (2019) 123:20–6. doi: 10.1016/j.
ypmed.2019.02.026

 75. Arsenault-Lapierre G, Kim C, Turecki G. Psychiatric diagnoses in 3275 suicides: 
a meta-analysis. BMC Psychiatry. (2004) 4:37. doi: 10.1186/1471-244X-4-37

 76. Dumais A, Lesage AD, Alda M, Rouleau G, Dumont M, Chawky N, et al. Risk 
factors for suicide completion in major depression: a case-control study of impulsive and 
aggressive behaviors in men. Am J Psychiatry. (2005) 162:2116–24. doi: 10.1176/appi.
ajp.162.11.2116

https://doi.org/10.3389/fpsyt.2023.1178633
https://www.frontiersin.org/journals/psychiatry
https://www.frontiersin.org
https://doi.org/10.3390/ijerph192113747
https://doi.org/10.1056/NEJM199802053380607
https://doi.org/10.1056/NEJM199802053380607
https://doi.org/10.1111/phn.13090
https://doi.org/10.1097/HRP.0000000000000158
https://doi.org/10.1097/HRP.0000000000000158
https://doi.org/10.1016/S0140-6736(12)60521-2
https://doi.org/10.1016/S0140-6736(12)60521-2
https://doi.org/10.1016/j.ypmed.2019.02.026
https://doi.org/10.1016/j.ypmed.2019.02.026
https://doi.org/10.1186/1471-244X-4-37
https://doi.org/10.1176/appi.ajp.162.11.2116
https://doi.org/10.1176/appi.ajp.162.11.2116

	Using iterative random forest to find geospatial environmental and Sociodemographic predictors of suicide attempts
	1. Introduction
	2. Materials and methods
	2.1. Data and data pre-processing
	2.1.1. Patient data
	2.1.2. Climatic features
	2.1.3. Socio-demographic features
	2.1.4. Alcohol and firearms features
	2.2. Explainable artificial intelligence analysis
	2.3. iRF k-fold cross validation and accuracy calculation
	2.4. Model selection
	2.5. iRF-LOOP

	3. Results
	3.1. Features that were most strongly associated with suicide attempts
	3.2. Feature network by iRF-LOOP

	4. Discussion
	4.1. Limitations

	Data availability statement
	Ethics statement
	Author contributions
	Funding
	Conflict of interest
	Publisher’s note
	Author disclaimer
	Supplementary material

	 References

