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A Lagrangian Neighbourhood Theorem for shifted
symplectic derived schemes (∗)

Dominic Joyce (1) and Pavel Safronov (2)

ABSTRACT. — Pantev, Toën, Vaquié and Vezzosi [19] defined k-shifted symplectic
derived schemes and stacks X for k ∈ Z, and Lagrangians f : L→ X in them. They
have important applications to Calabi–Yau geometry and quantization. Bussi, Brav
and Joyce [7] and Bouaziz and Grojnowski [5] proved “Darboux Theorems” giving
explicit Zariski or étale local models for k-shifted symplectic derived schemes X for
k < 0 presenting them as twisted shifted cotangent bundles.

We prove a “Lagrangian Neighbourhood Theorem” which gives explicit Zariski
or étale local models for Lagrangians f : L → X in k-shifted symplectic derived
schemes X for k < 0, relative to the “Darboux form” local models of [7] for X. That
is, locally such Lagrangians can be presented as twisted shifted conormal bundles.
We also give a partial result when k = 0.

We expect our results will have future applications to shifted Poisson geom-
etry [12], and to defining “Fukaya categories” of complex or algebraic symplectic
manifolds, and to the categorification of Donaldson–Thomas theory of Calabi–Yau
3-folds and “Cohomological Hall Algebras”.

RÉSUMÉ. — Pantev, Toën, Vaquié et Vezzosi [19] ont défini des schémas et des
champs dérivés symplectiques k-décalés X pour k ∈ Z, et des Lagrangiens f : L→ X

en eux. Ils ont des applications importantes pour la géomètrie Calabi–Yau et la
quantification. Bussi, Brav et Joyce [7] et Bouaziz et Grojnowski [5] ont prouvé des
« théorèmes de Darboux » donnant des modàles locaux précis Zariski ou étale pour
les schémas dérivés symplectiques k-décalés X pour k < 0, les présentant comme
des fibrés cotangent décalés tordus.

Nous prouvons un « théorème de voisinage Lagrangien » donnant des modèles
locaux précis Zariski ou étale pour les Lagrangiens f : L → X dans les schémas
dérivés symplectiques k-décalés X pour k < 0, par rapport à la « forme Darboux »
de Bussi–Brav–Joyce pour X. C’est-à-dire, localement, ces Lagrangiens peuvent être
présentés sous forme de fibrés conormaux décalés tordus. Nous donnons aussi un
résultat partiel lorsque k = 0.
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Nous espérons que nos résultats auront de futures applications à la géométrie
de Poisson k-décalée de [12], à la définition de « catégories de Fukaya » de varié-
tés symplectiques complexes ou algébriques, à la catégorification de la théorie de
Donaldson–Thomas des variétés de Calabi–Yau de dimension 3, et au « Algèbres de
Hall Cohomologiques ».

1. Introduction

Using Toën and Vezzosi’s theory of Derived Algebraic Geometry [23, 24,
25, 27, 26], Pantev, Toën, Vaquié and Vezzosi [19] defined k-shifted symplectic
structures ωX on a derived scheme or stack X, for k ∈ Z. If X is a derived
scheme and ωX a 0-shifted symplectic structure, then X = X is a smooth
classical scheme and ωX ∈ H0(Λ2T ∗X) a classical symplectic structure on
X. They proved that if Y is a Calabi–Yau m-fold then derived moduli stacks
M of (complexes of) coherent sheaves on Y have natural (2 − m)-shifted
symplectic structures ωM.

Pantev et al. [19] also defined Lagrangians f : L → X in a k-shifted
symplectic derived stack (X, ωX), and showed that fibre products L×X M
of Lagrangians f : L → X, g : M → X are (k − 1)-shifted symplectic.
Calaque [11] proved that if X is a Fano (m + 1)-fold and Y ⊆ X a smooth
anticanonical divisor, so that Y is a Calabi–Yau m-fold, and L,M are de-
rived moduli stacks of (complexes of) coherent sheaves on X,Y with derived
restriction morphism f : L → M, then L is Lagrangian in the (2 − m)-
shifted symplectic (M, ωM).

Recently, Calaque, Pantev, Toën, Vaquié and Vezzosi [12] have also de-
veloped a related theory of k-shifted Poisson structures πX on a derived
scheme or stack X, for k ∈ Z, and coisotropics f : C → X in (X, πX).
They prove [12, Th. 3.2.4] that the spaces of k-shifted symplectic structures
ωX and nondegenerate k-shifted Poisson structures πX on X are equivalent.
Costello–Rozenblyum and Pridham [21] have also announced similar results.

For a symplectic manifold (X,ω), the classical Darboux Theorem chooses
local coordinates (x1, . . . , xn, y1, . . . , yn) on X with ω =

∑n
j=1 ddRxjddRyj .

Bussi, Brav and Joyce [7, Th. 5.18] proved a “k-shifted symplectic Dar-
boux Theorem”, which for a k-shifted symplectic derived K-scheme (X, ωX)
with k < 0 chooses a cdga A•, a Zariski open inclusion i : SpecA• ↪→
X, and coordinates xij , yk−ij ∈ A• with i∗(ωX) ' (ω0, 0, 0, . . .) for ω0 =∑
i,j ddRx

i
jddRy

k−i
j . (Actually, all this only holds for k 6≡ 2 mod 4, and for

k ≡ 2 mod 4 there is a more complicated expression also involving coordi-
nates zk/2j .)
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This was the foundation for a series of papers [2, 3, 4, 9, 8, 6, 7, 10,
13] concerning generalizations of Donaldson–Thomas theory for Calabi–Yau
3- and 4-folds, involving perverse sheaves, motives, and new enumerative
invariants. It can also be used as part of a proof that k-shifted symplectic
derived schemes carry nondegenerate k-shifted Poisson structures, though
this was not used in [12, 21].

Given a Lagrangian L ↪→ X in a symplectic manifold (X,ω), the classical
Lagrangian Neighbourhood Theorem describes L,X, ω in local coordinates.

The purpose of this paper is to prove a “k-shifted symplectic Lagrangian
Neighbourhood Theorem”, Theorem 3.7 below, which given a Lagrangian f :
L→X in a k-shifted symplectic derived K-scheme (X, ωX) for k < 0, and
a “Darboux form” local description i : SpecA• ↪→ X, xij , yk−ij ∈ A•, ω0 =∑
i,j ddRx

i
jddRy

k−i
j for (X, ωX) as in [7], chooses a cdga B•, coordinates

x̃ij , u
i
j , v

k−1−i
j ∈ B•, a Zariski open inclusion j : SpecB• ↪→ X, and a

cdga morphism α : A• → B• with x̃ij = α(xij) in a homotopy commutative
diagram

SpecB•

Specα
��

j
// L

f
��

SpecA• i // X,

(1.1)

such that the pullback j∗(hL) of the Lagrangian structure hL on f : L→X
to Specα : SpecB• → SpecA• using (1.1) has j∗(hL) ' (h0, 0, 0, . . .) with
h0 =

∑
i,j ddRu

i
jddRv

k−1−i
j . (Actually, all this only holds for k 6≡ 3 mod 4,

and for k ≡ 3 mod 4 there is a more complicated expression also involving
coordinates w(k−1)/2

j .) Theorem 3.11 also gives a partial result for k = 0.

Bouaziz and Grojnowski [5] proved their own k-shifted symplectic Dar-
boux Theorem independently of [7], showing that a k-shifted symplectic
derived K-scheme (X, ωX) for k < 0 is (at least for k 6≡ 2 mod 4) étale lo-
cally equivalent to a twisted k-shifted cotangent bundle T ∗t [k]Y , where Y is
an affine derived K-scheme, and t ∈ Ok+1

Y with dt = 0 is used to “twist” the
k-shifted cotangent bundle T ∗[k]Y . Remark 2.15 below relates their picture
to that of [7].

In Remark 3.4 we interpret our “k-shifted Lagrangian Neighbourhood
Theorem” in the style of Bouaziz and Grojnowski [5], by saying that if f :
L→X is Lagrangian in a k-shifted symplectic (X, ωX) for k < 0, and X is
locally modelled on T ∗t [k]Y , then f : L→ X is (at least for k 6≡ 3 mod 4)
locally modelled on the inclusion morphism N∗u/t[k](Z/Y )→ T ∗t [k]Y , where
N∗u/t[k](Z/Y ) is the twisted k-shifted conormal bundle of a morphism of
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affine derived K-schemes g : Z → Y , and u ∈ OkZ with du = −g∗(t) is used
to “twist” N∗[k](Z/Y ).

If the k-shifted symplectic derived K-scheme (X, ωX) is a point
(SpecK, 0) then Lagrangians f : L → X are just (k − 1)-shifted symplec-
tic derived K-schemes (L, ωL). In this case, our Lagrangian Neighbourhood
Theorem reduces to the Darboux Theorem of [7]. So the proof in Section 4 is
a generalization of that in [7, §5.6], and runs parallel to [7] at several points.

Like the Darboux Theorem of [5, 7], our Lagrangian Neighbourhood The-
orem should have important applications. For example, it gives local mod-
els for moduli schemes of coherent sheaves on Fano (m + 1)-folds X with
restriction morphisms to moduli schemes of coherent sheaves on a Calabi–
Yau anticanonical hypersurface Y ⊂ X. We briefly discuss some conjectures
which we hope our theorem will help to prove.

Conjecture 1.1. — Let (X, ωX) be a (−1)-shifted symplectic derived
C-scheme with an “orientation”. Then Bussi, Brav, Dupont, Joyce, and Szen-
drői [6, Cor. 6.11] construct a natural perverse sheaf P•X,ωX

on X = t0(X),
such that if (X, ωX) is locally modelled on a critical locus Crit(Φ : U → A1),
then P•X,ωX

is locally modelled on the perverse sheaf of vanishing cycles
PV•U,Φ.

Suppose f : L → X is a Lagrangian, with an “orientation” relative to
that of X, and f is proper. Then we can define a natural element λL in
the hypercohomology Hvdim L(P•X,ωX

). These λL satisfy certain composition
laws for composition of Lagrangian correspondences.

The first author has an outline of a proof of Conjecture 1.1.

As suggested in [6, Rem. 6.15], we would like to define a “Fukaya cat-
egory” F(S) of (derived) complex or algebraic Lagrangians L → S in a
complex or algebraic symplectic manifold (S, ω) of dimension 2n, such that
if L,M are oriented Lagrangians in S then the morphisms L→M in F(S)
are Hom∗(L,M) = H∗−n(P•L,M ), where P•L,M is the perverse sheaf on the
−1-shifted symplectic X = L×S M described above.

As in Ben-Bassat [2], if L,M,N are (derived) Lagrangians in (S, ω),
then Y = L ×S M ×S N → (L ×S M) × (M ×S N) × (N ×S L) is La-
grangian in −1-shifted symplectic. The hypercohomology class λY asso-
ciated to this in Conjecture 1.1 is what we need to define composition
Hom∗(M,N) × Hom∗(L,M) → Hom∗(L,N) of morphisms in the “Fukaya
category” F(S). Amorim and Ben-Bassat [1] discuss this proposal and Con-
jecture 1.1 in detail.
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A stacky version of Conjecture 1.1 is what we need to define multiplication
in a “Cohomological Hall Algebra” associated to a Calabi–Yau 3-fold in the
sense of Kontsevich–Soibelman [15], defined using the perverse sheaves on
Calabi–Yau 3-fold moduli stacks constructed in Ben-Bassat, Bussi, Brav and
Joyce [3].

Conjecture 1.2. — Let U be a smooth K-scheme and Φ : U → A1

a regular function. Then the derived critical locus Crit(Φ) is a −1-shifted
symplectic derived K-scheme. We can also define the Z2-graded dg-category
of matrix factorizations MF(U,Φ), as in Preygel [20] for instance.

Suppose f : L → Crit(Φ) is a Lagrangian, with vdim L − dimU even,
equipped with an “orientation” and a “spin structure”, and that f is proper.
Then we can define an object µL ∈ MF(U,Φ) associated to L. In this way
we interpret MF(U,Φ) as a kind of “Fukaya category” of the −1-shifted sym-
plectic derived K-scheme Crit(Φ).

This is connected to the programme of Kapustin and Rozansky [14] for
associating a 2-category to a complex symplectic manifold, locally described
using matrix factorization categories.

For each of the Conjectures 1.1–1.2, using our Lagrangian Neighbourhood
Theorem we can write down local models on L for the coisotropic structure,
and for λL and µL. The problem is to glue these local models together
globally.

We begin in Section 2 with background material on Derived Algebraic
Geometry and Pantev–Toën–Vaquié–Vezzosi’s shifted symplectic geometry.
Section 3 gives our main results. Theorem 3.2 in Section 3.1 shows that a
morphism f : X → Y of derived K-schemes is locally modelled on Specα :
SpecA• → SpecB•, where A•, B• are cdgas and α : B• → A• a morphism,
all in a particularly nice form.

Theorem 3.7 in Section 3.3 is our “Lagrangian Neighbourhood Theo-
rem”, showing that Lagrangians f : L→ X in k-shifted symplectic derived
K-schemes (X, ωX) for k < 0 are locally modelled on explicit “Lagrangian
Darboux form” examples given in Examples 3.3 and 3.5 in Section 3.2. The-
orem 3.11 in Section 3.4 also gives a partial result for k = 0. Section 4 proves
Theorems 3.2 and 3.7.

Conventions. — Throughout K will be an algebraically closed field with
characteristic zero. All classical K-schemes are assumed locally of finite type,
and all derived K-schemes X are assumed to be locally finitely presented.
Our sign conventions for cdgas, exterior forms, etc., follow Bussi, Brav and
Joyce [7].
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2. Background material

We begin with some background material and notation needed later.
Some references are Toën and Vezzosi [23, 24, 25, 26, 27] for Sections 2.1–2.2,
and Pantev, Toën, Vezzosi and Vaquié [19] for Sections 2.3–2.4, and Brav,
Bussi and Joyce [7] for Section 2.5. Throughout the paper, K will be an
algebraically closed field of characteristic zero.

2.1. Commutative differential graded algebras

Definition 2.1. — Write cdgaK for the category of commutative differ-
ential graded K-algebras in nonpositive degrees, and cdgaop

K for its opposite
category. Objects of cdgaK are of the form · · · → A−2 d−→ A−1 d−→ A0.
Here Ak for k = 0,−1,−2, . . . is the K-vector space of degree k elements
of A•, and we have a K-bilinear, associative, supercommutative multiplica-
tion · : Ak × Al → Ak+l for k, l 6 0, an identity 1 ∈ A0, and differentials
d : Ak → Ak+1 for k < 0 satisfying

d(a · b) = (da) · b+ (−1)ka · (db)
for all a ∈ Ak, b ∈ Al. We write such objects as A• or (A∗,d).

Here and throughout we will use the superscript “ ∗” to denote graded
objects (e.g. graded algebras or vector spaces), where ∗ stands for an index in
Z, so that A∗ means (Ak, k ∈ Z). We will use the superscript “ •” to denote
differential graded objects (e.g. differential graded algebras or complexes), so
that A• means (A∗,d), the graded object A∗ together with the differential d.

Morphisms α : A• → B• in cdgaK are K-linear maps αk : Ak → Bk

for all k 6 0 commuting with all the structures on A•, B•. A morphism
α : A• → B• is a quasi-isomorphism if Hk(α) : Hk(A•) → Hk(B•) is an
isomorphism on cohomology groups for all k 6 0.

Remark 2.2. — A fundamental principle of derived algebraic geometry is
that cdgaK is not really the right category to work in, but instead one wants
to define a new category (or better, ∞-category) by inverting (localizing)
quasi-isomorphisms in cdgaK.
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In fact cdgaK has the additional structure of a simplicial model category,
with weak equivalences quasi-isomorphisms, in which all objects are fibrant,
and in which cdgas A• with A∗ free as a commutative graded K-algebra are
cofibrant. The n-simplices of the mapping space between two cdgas A• and
B• are given by morphisms A• → B• ⊗ Ω•(∆n), where Ω•(∆n) is the cdga
generated by elements si of degree 0 and ti of degree 1 for i = 0, . . . , n with
the relations

∑
si = 1 and

∑
ti = 0 and the differential dsi = ti. Note that

Ω•(∆n) are concentrated in positive degrees, and are not elements of cdgaK.

We will write cdga∞K for the associated ∞-category, so that the homo-
topy category Ho(cdga∞K ) is the localized category cdgaK[Q−1] with quasi-
isomorphisms inverted, an ordinary category. We will not go into any detail
about model categories and ∞-categories below, but here is some basic ori-
entation on one issue relevant to this paper, for readers unfamiliar with these
ideas. The objects of cdgaK, cdga∞K ,Ho(cdga∞K ) are the same. If A•, B• are
objects, a morphism φ : A• → B• in cdgaK is also a morphism in cdga∞K
and Ho(cdga∞K ). However, a morphism φ∞ : A• → B• in cdga∞K (or equiv-
alently, in Ho(cdga∞K )) need not correspond to any morphism φ : A• → B•

in cdgaK, unless A• is cofibrant. If A• is cofibrant, the mapping space in
cdga∞K is given by the mapping space in cdgaK.

Standard model cdgas A• are “nearly cofibrant”. They have the property
that if φ∞ : A• → B• is a morphism in cdga∞K with A• standard model, such
that H0(φ∞) : H0(A•) → H0(B•) can be lifted to a K-algebra morphism
φ0 : A0 → B0, then φ∞ can be lifted to φ : A• → B• in cdgaK.

All this will be important because if X ' SpecA• and Y ' SpecB•
are affine derived K-schemes and f : Y → X is a morphism, then f '
Specφ∞ for some morphism φ∞ : A• → B• in cdga∞K . For our Lagrangian
Neighbourhood Theorem in Section 3.3, we want to lift φ∞ to φ : A• → B•

in cdgaK.

Definition 2.3. — Let A• ∈ cdgaK, and write D(modA) for the de-
rived category of dg-modules over A•. Define a derivation of degree k from
A• to an A•-module M• to be a K-linear map δ : A• →M• that is homoge-
neous of degree k with

δ(fg) = δ(f)g + (−1)k deg ffδ(g).

Just as for ordinary commutative algebras, there is a universal derivation
into an A•-module of Kähler differentials Ω1

A• , which can be constructed as
I/I2 for I = Ker(m : A•⊗A• → A•). The universal derivation δ : A• → Ω1

A•

is δ(a) = a ⊗ 1 − 1 ⊗ a ∈ I/I2. One checks that δ is a universal degree 0
derivation, so that ◦δ : Hom•A•(Ω1

A• ,M
•)→ Der•(A,M•) is an isomorphism

of dg-modules.
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Note that Ω1
A• =

(
(Ω1

A•)∗,d
)
is canonical up to strict isomorphism, not

just up to quasi-isomorphism of complexes, or up to equivalence inD(modA).
Also, the underlying graded vector space (Ω1

A•)∗, as a module over the graded
algebra A∗, depends only on A∗ and not on the differential d in A• = (A∗,d).

Similarly, given a morphism of cdgas Φ : A• → B•, we can define the
relative Kähler differentials Ω1

B•/A• .

The cotangent complex LA• of A• is related to the Kähler differentials
Ω1
A• , but is not quite the same. If Φ : A• → B• is a quasi-isomorphism

of cdgas over K, then Φ∗ : (Ω1
A•) ⊗A• B• → Ω1

B• may not be a quasi-
isomorphism of B•-modules. So Kähler differentials are not well-behaved
under localizing quasi-isomorphisms of cdgas, which is bad for doing derived
algebraic geometry.

The cotangent complex LA• is a substitute for Ω1
A• which is well-behaved

under localizing quasi-isomorphisms. It is an object in D(modA), canonical
up to equivalence. We can define it by replacing A• by a quasi-isomorphic,
cofibrant cdga B•, and then setting LA• = (Ω1

B•)⊗B• A•. We will be inter-
ested in the pth exterior power ΛpLA• , and the dual (LA•)∨, which is called
the tangent complex, and written TA• = (LA•)∨.

There is a de Rham differential ddR : ΛpLA• → Λp+1LA• , a morphism of
complexes, with d2

dR = 0 : ΛpLA• → Λp+2LA• . Note that each ΛpLA• is also
a complex with its own internal differential d : (ΛpLA•)k → (ΛpLA•)k+1,
and ddR being a morphism of complexes means that d ◦ ddR = ddR ◦ d.

Similarly, given a morphism of cdgas Φ : A• → B•, we can define the
relative cotangent complex LB•/A• .

Definition 2.4. — Following [7, Def. 2.9], we will call A• ∈ cdgaK
of standard form if A0 is a smooth finitely generated K-algebra, and the
cotangent module Ω1

A0 is a free A0-module of finite rank, and the graded
K-algebra A∗ is freely generated over A0 by finitely many generators, all in
negative degrees.

More explicitly, as A0 is a smooth K-algebra, U = SpecA0 is a smooth K-
scheme. Suppose that U admits étale coordinates (x0

1, . . . , x
0
m0

) : U → Am0 .
Then Ω1

A0
∼= A0 ⊗K 〈ddRx

0
1, . . . ,ddRx

0
m0
〉K is a free A0-module of rank m0.

Suppose we are given elements xi1, . . . , ximi in A
i for i = −1,−2, . . . , k, such

that A∗ = A0[xij : i = −1, . . . , k, j = 1, . . . ,mi] is the graded K-algebra freely
generated over A0 by the generators xij in degree i < 0. Then A• = (A∗,d)
is a standard form cdga. The differential d on A∗ is determined uniquely by
the elements dxij ∈ Ai+1 for i = −1,−2, . . . , k and j = 1, . . . ,mi.

The virtual dimension of A• is vdimA• =
∑d
i=0(−1)imi ∈ Z.

– 838 –



A Lagrangian Neighbourhood Theorem for shifted symplectic derived schemes

Then the Kähler differentials Ω1
A• are given as an A∗-module by

Ω1
A•
∼= A∗ ⊗K 〈ddRx

i
j : i = 0,−1, . . . , k, j = 1, . . . ,mi〉K. (2.1)

As in [7, §2.3], an important property of standard form cdgas A• is that they
are sufficiently cofibrant that the Kähler differentials Ω1

A• provide a model for
the cotangent complex LA• , so we can take Ω1

A• = LA• , without having to
replace A• by an unknown cdga B•. Thus standard form cdgas are convenient
for doing explicit computations with cotangent complexes.

We say that a standard form cdga A• is minimal at p ∈ SpecA• if all the
differentials in the complex of K-vector spaces Ω1

A• |p are zero. This means
that mi = dimHi

(
LA• |p

)
for i = 0,−1, . . . , d, and A• is defined using the

minimum number of variables xij in each degree i = 0,−1, . . . , compared to
all other cdgas locally equivalent to A• near p.

2.2. Derived algebraic geometry and derived schemes

Definition 2.5. — Write dStK for the ∞-category of derived K-stacks
(or D−-stacks) defined by Toën and Vezzosi [27, Def. 2.2.2.14], [23, Def. 4.2].
Objects X in dStK are ∞-functors

X : {simplicial commutative K-algebras} −→ {simplicial sets}

satisfying sheaf-type conditions. There is a spectrum functor

Spec : (cdga∞K )op −→ dStK .

A derived K-stack X is called an affine derived K-scheme if X is equivalent
in dStK to SpecA• for some cdga A• over K. As in [23, §4.2], a derived
K-stack X is called a derived K-scheme if it may be covered by Zariski open
Y ⊆ X with Y an affine derived K-scheme. Write dSchK for the full ∞-
subcategory of derived K-schemes in dStK, and dSchaff

K ⊂ dSchK for the
full∞-subcategory of affine derived K-schemes. Then Spec is an equivalence
(cdga∞K )op ∼−→ dSchaff

K .

We shall assume throughout this paper that all derived K-schemes X are
locally finitely presented in the sense of Toën and Vezzosi [27, Def. 1.3.6.4].

With this assumption, derived schemes have a virtual dimension vdim X,
which is a locally constant function vdim X : X → Z. If X = SpecA•
for A• a standard form cdga then vdim X = vdimA•, for vdimA• as in
Definition 2.4.

There is a classical truncation functor t0 : dSchK → SchK taking a
derived K-scheme X to the underlying classical K-scheme X = t0(X). On
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affine derived schemes dSchaff
K this maps t0 : SpecA• 7→ SpecH0(A•) =

Spec(A0/d(A−1)).

Toën and Vezzosi show that a derived K-scheme X has a cotangent com-
plex LX [27, §1.4], [23, §4.2.4–4.2.5] in a stable∞-category Lqcoh(X) defined
in [23, §3.1.7, §4.2.4]. We will be interested in the pth exterior power ΛpLX ,
and the dual (LX)∨, which is called the tangent complex TX .

By a point of a derived K-scheme X, written x ∈X, we will always mean
that x ∈ X(K) is a K-point of the underlying classical K-scheme X = t0(X).

When X = X is a classical scheme, the homotopy category of Lqcoh(X)
is the triangulated category Dqcoh(X) of complexes of quasicoherent sheaves.
These have the usual properties of (co)tangent complexes. For instance, if
f : X → Y is a morphism in dSchK there is a distinguished triangle

f∗(LY )
Lf // LX

// LX/Y
// f∗(LY )[1],

where LX/Y is the relative cotangent complex of f .

Now suppose A• is a cdga over K, and X a derived K-scheme with X '
SpecA• in dSchK. Then we have an equivalence of triangulated categories
Ho(Lqcoh(X)) ' D(modA•), which identifies cotangent complexes LX '
LA• . If also A• is of standard form then LA• ' Ω1

A• , so LX ' Ω1
A• .

Bussi, Brav and Joyce [7, Th. 4.1] prove:

Theorem 2.6. — Suppose X is a derived K-scheme (as always, assumed
locally finitely presented), and x ∈X. Then there exist a standard form cdga
A• over K which is minimal at p ∈ SpecA•, in the sense of Definition 2.4,
and a Zariski open inclusion i : SpecA• ↪→X with i(p) = x.

They also explain [7, Th. 4.2] how to compare two such standard form
charts SpecA• ↪→ X, SpecB• ↪→ X on their overlap in X, using a third
chart.

2.3. PTVV’s shifted symplectic geometry

Next we summarize parts of the theory of shifted symplectic geometry,
as developed by Pantev, Toën, Vaquié, and Vezzosi in [19]. We explain them
for derived K-schemes X, although Pantev et al. work more generally with
derived stacks.

Given a (locally finitely presented) derived K-scheme X and p > 0, k ∈ Z,
Pantev et al. [19] define complexes of k-shifted p-forms ApK(X, k) and k-
shifted closed p-forms Ap,cl

K (X, k). These are defined first for affine derived
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K-schemes Y = SpecA• for A• a cdga over K, and shown to satisfy étale
descent. Then for general X, k-shifted (closed) p-forms are defined as a
mapping stack; basically, a k-shifted (closed) p-form ω on X is the functorial
choice for all Y ,f of a k-shifted (closed) p-form f∗(ω) on Y whenever Y =
SpecA• is affine and f : Y →X is a morphism.

Definition 2.7. — Let Y ' SpecA• be an affine derived K-scheme,
for A• a cdga over K. A k-shifted p-form on Y for k ∈ Z is an element ω0

A• ∈
(ΛpLA•)k with dω0

A• = 0 in (ΛpLA•)k+1, so that ω0
A• defines a cohomology

class [ω0
A• ] ∈ Hk(ΛpLA•). When p = 2, we call ω0

A• nondegenerate if the
induced morphism ω0

A• · : TA• → LA• [k] is a quasi-isomorphism.

A k-shifted closed p-form on Y is a sequence ωA• = (ω0
A• , ω

1
A• , ω

2
A• , . . .)

such that ωiA• ∈ (Λp+iLA•)k−i for i > 0, with dω0
A• = 0 and dω1+i

A• +
ddRω

i
A• = 0 in (Λp+i+1LA•)k−i for all i > 0. Note that if ωA• =

(ω0
A• , ω

1
A• , . . .) is a k-shifted closed p-form then ω0

A• is a k-shifted p-form.

When p = 2, we call a k-shifted closed 2-form ωA• a k-shifted symplectic
form if the associated 2-form ω0

A• is nondegenerate.

If X is a general derived K-scheme, then Pantev et al. [19, §1.2] define
k-shifted 2-forms ω0

X , which may be nondegenerate, and k-shifted closed 2-
forms ωX , which have an associated k-shifted 2-form ω0

X , and where ωX is
called a k-shifted symplectic form if ω0

X is nondegenerate. We will not go
into the details of this definition for general X.

The important thing for us is this: if Y ⊆ X is a Zariski open affine
derived K-subscheme with Y ' SpecA• then a k-shifted symplectic form ωX

on X induces a k-shifted symplectic form ωA• on Y in the sense above, where
ωA• is unique up to cohomology in the complex (

∏
i>0(Λ2+iLA•)∗−i,d+ddR).

As in [19, §2.1], in the stacky case, an important source of examples of
shifted symplectic derived stacks are Calabi–Yau moduli stacks:

Theorem 2.8. — Suppose Y is a Calabi–Yau m-fold over K, and M
the derived moduli stack of complexes of coherent sheaves on Y . Then M
has a natural (2−m)-shifted symplectic form ωM.

2.4. Lagrangians in shifted symplectic derived schemes

Following Pantev et al. [19, §2.2], we define:

Definition 2.9. — Let (X, ωX) be a k-shifted symplectic derived K-
scheme, and f : L → X a morphism of derived K-schemes. An isotropic
structure on f is a homotopy hL from 0 to f∗(ωX) in the complex A2,cl

K (L, k),
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regarded as a simplicial set. Truncating to the first term A2,cl
K (L, k) →

A2
K(L, k) gives a homotopy h0

L from 0 to f∗(ω0
X) in A2

K(L, k).

This induces a 2-commutative diagram in Lqcoh(L):

TL

h0
L
· 	�

//

Tf��

0

��
f∗(TX)

f∗(ω0
X)·
'

// f∗(LX [k])
Lf [k] // LL[k].

(2.2)

We say that h0
L is nondegenerate if (2.2) is homotopy Cartesian (equiva-

lently, homotopy co-Cartesian), and then we say that L (with its morphism
f : L→X and isotropic structure hL) is Lagrangian in (X, ωX).

An alternative way to explain the nondegeneracy of h0
L is to note that it

induces a natural morphism χ : TL/X → LL[k − 1] via the diagram

TL

h0
L
· 	�

//

Tf��

0

��
f∗(TX)

f∗(ω0
X)·
'

//

��

f∗(LX [k])
Lf [k] // LL[k]

TL/X [1],
χ[1]

11 (2.3)

and h0
L is nondegenerate if χ : TL/X → LL[k − 1] is a quasi-isomorphism.

Now suppose that X ' SpecA• and L ' SpecB• are affine, and
f is induced by a morphism α : A• → B• in cdgaK, and ωX lifts to
ωA• = (ω0

A• , ω
1
A• , ω

2
A• , . . .) in (

∏
i>0(Λ2+iLA• [k])∗−i,d + ddR) as in Defi-

nition 2.7. Then we can write hL as a sequence (h0, h1, h2, . . .) with hi ∈
(Λ2+iLB•)1+k−i for i = 0, 1, . . . , where hL an isotropic structure is equiva-
lent to the equations

α∗(ω0
A•) = dh0, α∗(ωiA•) = dhi + ddRh

i−1, i = 1, 2, . . . . (2.4)

Remark 2.10. — Let us discuss virtual dimensions of shifted symplectic
derived K-schemes and their Lagrangians. If (X, ωX) is a k-shifted symplec-
tic derived K-scheme, it is easy to show (e.g. using the “Darboux Theorem”
in Section 2.5) that

(i) If k ≡ 0 mod 4 then vdim X is even in Z.
(ii) If k ≡ 1 mod 4 then vdim X = 0.
(iii) If k ≡ 2 mod 4 then vdim X can take any value in Z.
(iv) If k ≡ 3 mod 4 then vdim X = 0.

Now suppose f : L → X, hL is Lagrangian in (X, ωX). Then we find
that:
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(i′) If k ≡ 0 mod 4 then vdim L = 1
2 vdim X.

(ii′) If k ≡ 1 mod 4 then vdim L can take any even value in Z.
(iii′) If k ≡ 2 mod 4 then vdim X must be even (at least near the image

of L in X), and vdim L = 1
2 vdim X.

(iv′) If k ≡ 3 mod 4 then vdim L can take any value in Z.

So if k ≡ 2 mod 4 and vdim X is odd then no Lagrangians exist in (X, ωX).

Example 2.11. — Take X = SpecK to be the point ∗, regarded as a
k-shifted symplectic derived K-scheme with symplectic form ωX = 0. Then
Lagrangians L in (∗, 0) are equivalent to (k − 1)-shifted symplectic derived
K-schemes (L, ωL).

Pantev et al. [19, Th. 2.10] prove:

Theorem 2.12. — Suppose (X, ωX) is a k-shifted symplectic derived K-
scheme, and f1 : L1 → X and f2 : L2 → X are Lagrangians in (X, ωX).
Then the fibre product L1×f1,X,f2 L2 in dSchK has a natural (k−1)-shifted
symplectic structure.

In the stacky case, Calaque [11, §3.2] extends Theorem 2.8:

Theorem 2.13. — Suppose X is a Fano (m+1)-fold over K, and Y ⊆ X
is a smooth anticanonical divisor, so that Y is a Calabi–Yau m-fold. Write
L,M for the derived moduli stacks of complexes of coherent sheaves on
X,Y, and f : L→M for the morphism of derived restriction from X to Y .
Theorem 2.8 gives a (2−m)-shifted symplectic structure ωM on M. Then
there is a natural isotropic structure hL on f : L→M making L into a
Lagrangian in (M, ωM).

2.5. A shifted symplectic “Darboux Theorem”

Bussi, Brav and Joyce [7] prove “Darboux Theorems” for k-shifted sym-
plectic derived K-schemes (X, ωX) for k < 0, which give explicit Zariski or
étale local models for (X, ωX). We will explain their main result in Theo-
rem 2.18 below. First, in Examples 2.14 and 2.16 we define families of explicit
“Darboux form” k-shifted symplectic cdgas A•, ω for k < 0.

Example 2.14. — Let k = −1,−2, . . . , and set d = [(k + 1)/2], so that
d = k/2 if k is even (giving k = 2d), and d = (k + 1)/2 if k is odd (giving
k = 2d − 1). Following [7, Examples 5.8 & 5.9], we will define a simple
class of standard form cdgas A• = (A∗,d) equipped with explicit k-shifted
symplectic forms ω = (ω0, 0, 0, . . .), which we will call of Darboux form.
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Fix nonnegative integers m0,m−1,m−2, . . . ,md. Choose a smooth K-
algebra A0 of dimension m0. Localizing A0 if necessary, we may assume
that there exist x0

1, . . . , x
0
m0
∈ A0 such that ddRx

0
1, . . . ,ddRx

0
m0

form a ba-
sis of Ω1

A0 over A0. Geometrically, U = SpecA0 is a smooth K-scheme of
dimension m0, and (x0

1, . . . , x
0
m0

) : U → Am0 are global étale coordinates
on U .

Define A∗ as a commutative graded K-algebra to be the free graded al-
gebra over A0 generated by variables

xi1, . . . , x
i
mi in degree i for i = −1,−2, . . . , d, and

yk−i1 , . . . , yk−imi in degree k − i for i = 0,−1, . . . , d.
(2.5)

So the upper index i in xij , y
i
j always indicates the degree. The variables

come in pairs xij , yk−ij , with total degree k. We will define the differential d
in the cdga A• = (A∗,d) later.

As in Section 2.1, the spaces (ΛpΩ1
A•)k and the de Rham differential

ddR upon them depend only on the commutative graded algebra A∗, not
on the (not yet defined) differential d. Note that Ω1

A• is the free A∗-module
with basis ddRx

i
j ,ddRy

k−i
j for i = 0,−1, . . . , d and j = 1, . . . ,mi. Define an

element

ω0 =
d∑
i=0

mi∑
j=1

ddRx
i
j ddRy

k−i
j in (Λ2Ω1

A•)k. (2.6)

Clearly ddRω
0 = 0 in (Λ3Ω1

A•)k.

Now choose a superpotential Φ in Ak+1, called the Hamiltonian, which
we require to satisfy the classical master equation

d∑
i=−1

mi∑
j=1

∂Φ
∂xij

∂Φ
∂yk−ij

= 0 in Ak+2. (2.7)

Define the differential d on A∗ by d = 0 on A0, and

dxij = (−1)(i+1)(k+1) ∂Φ
∂yk−ij

, dyk−ij = ∂Φ
∂xij

,

i = 0, . . . , d, j = 1, . . . ,mi. (2.8)

Equation (2.7) implies that d ◦ d = 0.

Then A• = (A∗,d) is a standard form cdga, as in Definition 2.4, with

vdimA• =
{

2
∑d
i=0(−1)imi, k even,

0, k odd,
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so that vdimA• is always even (compare Remark 2.10). Also dω0 = ddRω
0 =

0, and ω := (ω0, 0, 0, . . .) is a k-shifted symplectic structure on X = SpecA•,
as in [7, §5.3]. Define φ ∈ (Ω1

A•)k by

φ =
d∑
i=0

mi∑
j=1

[
i xij ddRy

k−i
j + (−1)(i+1)(k+1)(k − i)yk−ij ddRx

i
j

]
. (2.9)

Then we have

dΦ = 0∈Ak+2, ddRΦ+dφ = 0∈(Ω1
A•)k+1, ddRφ = kω0∈(Λ2Ω1

A•)k. (2.10)

We say that A•, ω are in Darboux form.

In the first case k = −1, as in [7, Prop. 5.7(b)] we impose an additional
condition on Φ. In this case Φ : U → A1 is a regular function, and X =
Crit(Φ) is the derived critical locus of Φ, so X = t0(X) = Crit(Φ) is the
classical critical locus of Φ. The restriction Φ|Xred : Xred → A1 of Φ to the
reduced K-subscheme Xred of X is locally constant. By adding a constant to
Φ (which does not change X) and localizing, we may assume that Φ|Xred = 0.

Remark 2.15. — Continue in the situation of Example 2.14. The following
notation was not defined in [7], but will be important in Sections 3–4. Define
A•+ to be the sub-cdga of A• generated (either as a cdga or equivalently
as a graded algebra) by A0 and the variables xij for i = −1,−2, . . . , d and
j = 1, . . . ,mi. Then A•+ is of standard form with vdimA•+ =

∑d
i=0(−1)imi.

Write ι : A•+ ↪→ A• for the inclusion morphism, which is a submersion. Then
we have a fibre sequence

LA•+ ⊗A•+ A
• Lι // LA• // LA•/A•+ .

Taking LA• = Ω1
A• , LA•+ = Ω1

A•+
, and LA•/A•+ = Ω1

A•/A•+
as A•, A•+ are of

standard form and ι is a submersion, as in (2.1) we have

LA• ∼= A∗ ⊗K 〈ddRx
i
j ,ddRy

k−i
j : i=0,−1, . . . , d, j=1, . . . ,mi〉K,

LA•+⊗A•+A
• ∼= A∗ ⊗K 〈ddRx

i
j : i = 0,−1, . . . , d, j = 1, . . . ,mi〉K,

LA•/A•+
∼= A∗ ⊗K 〈ddRy

k−i
j : i = 0,−1, . . . , d, j = 1, . . . ,mi〉K.

We will also find it helpful to decompose Φ ∈ Ak+1 into components.
Observe that as deg(yk−ij ) 6 k − d and 2(k − d) < k + 1, for degree reasons
Φ can be at most linear in the variables yk−ij , so we may write

Φ = Φ+ +
d∑

i=−1

mi∑
j=1

Φi+1
j yk−ij , (2.11)
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where Φ+ ∈ Ak+1
+ and Φi+1

j ∈ Ai+1
+ for all i, j do not involve the variables

yij . Then equation (2.7) is equivalent to the equations
d∑

i=−1

mi∑
j=1

(−1)i+1Φi+1
j

∂Φ+

∂xij
= 0 in Ak+2

+ , (2.12)

i′+1∑
i=−1

mi∑
j=1

(−1)i+1Φi+1
j

∂Φi
′+1
j′

∂xij
= 0 in Ai

′+2
+ ,

i′ = −1, . . . , d, j′ = 1, . . . ,mi′ ,

(2.13)

and (2.8) is equivalent to the equations for i = 0, . . . , d and j = 1, . . . ,mi:

dxij = (−1)i+1Φi+1
j , dyk−ij = ∂Φ+

∂xij
+

d∑
i′=i−1

mi′∑
j′=1

∂Φi
′+1
j′

∂xij
yk−i

′

j′ . (2.14)

Define

φ+ = −
d∑
i=0

mi∑
j=1

(−1)(i+1)(k+1)yk−ij ddRx
i
j in (Ω1

A•)k. (2.15)

Then as for (2.10), calculation shows that

dΦ+ = 0, ddRΦ+ + dφ+ = 0, and ddRφ+ = −ω0. (2.16)

A nice interpretation of ι : A•+ → A•, which we will not actually use, is
that Spec ι : SpecA• → SpecA•+ is a Lagrangian fibration of (SpecA•, ω).

We can also use this example to explain the relation between the
“Darboux Theorems” of Bussi, Brav and Joyce [7], and Bouaziz and Gro-
jnowski [5]. Bouaziz and Grojnowski show that any k-shifted symplectic
derived K-scheme (X, ωX) for k < 0 with k 6≡ 2 mod 4 is étale locally
equivalent to a twisted k-shifted cotangent bundle T ∗t [k]Y , where Y is an
affine derived K-scheme, and t ∈ Ok+1

Y with dt = 0 is used to “twist” the
k-shifted cotangent bundle T ∗[k]Y .

To make the two pictures correspond, we should identify Y with SpecA•+,
and Φ+ ∈ Ak+1

+ with t ∈ Ok+1
Y . The data Φi+1

j in Φ in (2.11) is used to define
the differential d in A•+ = (A∗+,d), via dxij = (−1)i+1Φi+1

j in (2.14). The
classical master equation (2.7) reduces to (2.12)–(2.13), where (2.12) means
that dΦ+ = 0, and (2.13) means that d ◦ d = 0 in A•+ = (A∗+,d), necessary
for A•+ to be a cdga and Y a derived scheme.

Remark 3.4 will explain how our “Lagrangian Neighbourhood Theorem”
relates to Bouaziz and Grojnowski’s “twisted cotangent bundle” picture.
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Bussi, Brav and Joyce [7, Examples 5.10 & 5.12] also give two variations
on Example 2.14 when k ≡ 2 mod 4:

Example 2.16. — Let k = −2,−6,−10, . . . be negative with k ≡ 2 mod 4,
and set d = k/2, so that d is negative and odd. Fix nonnegative integers
m0,m−1,m−2, . . . ,md. Choose A0, x0

1, . . . , x
0
m0

and U as in Example 2.14.

Modifying (2.5), define A∗ as a commutative graded K-algebra to be the
free graded algebra over A0 generated by variables

xi1, . . . , x
i
mi in degree i for i = −1,−2, . . . , d+ 1, and

zd1 , . . . , z
d
md

in degree d, and

yk−i1 , . . . , yk−imi in degree k − i for i = 0,−1, . . . , d+ 1.

Let q1, . . . , qmd be invertible elements of A0, and generalizing (2.6) define

ω0 =
d+1∑
i=0

mi∑
j=1

ddRx
i
j ddRy

k−i
j +

md∑
j=1

ddR
(
qjz

d
j

)
ddRz

d
j in (Λ2Ω1

A•)k. (2.17)

Choose a Hamiltonian Φ in Ak+1, which as in (2.7) we require to satisfy
the classical master equation

d+1∑
i=−1

mi∑
j=1

∂Φ
∂xij

∂Φ
∂yk−ij

+ 1
4

md∑
j=1

1
qj

(
∂Φ
∂zdj

)2
= 0 in Ak+2. (2.18)

As for (2.8), define the differential d on A• by d = 0 on A0, and

dx0
j = 0, dykj = ∂Φ

∂x0
j

−
md∑
j′=1

zdj′

2qj′
∂qj′

∂x0
j

∂Φ
∂zdj′

, j = 1, . . . ,m0,

dxij = (−1)i+1 ∂Φ
∂yk−ij

, dyk−ij = ∂Φ
∂xij

, i = −1, . . . , d+ 1, j = 1, . . . ,mi,

and dzdj = 1
2qj

∂Φ
∂zdj

, j = 1, . . . ,md. (2.19)

Then A• = (A∗,d) is of standard form, with vdimA• = 2
∑d+1
i=0 (−1)imi−

md. Also dω0 = ddRω
0 = 0, and ω := (ω0, 0, 0, . . .) is a k-shifted symplectic

structure on X = SpecA•, as in [7, §5.3]. Defining φ ∈ (Ω1
A•)k by

φ =
d+1∑
i=0

mi∑
j=1

[
i xij ddRy

k−i
j + (−1)i+1(k − i)yk−ij ddRx

i
j

]
+ k

md∑
j=1

qj z
d
j ddRz

d
j , (2.20)
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as in (2.9), then (2.10) holds. We say that A•, ω are in weak Darboux form.

If all the above holds with qj = 1 for j = 1, . . . ,md, we say that A•, ω
are in strong Darboux form.

Remark 2.17. — Actually, when k ≡ 2 mod 4, Bussi, Brav and Joyce [7,
§5.3] did not define “Darboux form” A•, ω as in Example 2.14 involving
only variables xij , yk−ij , but instead only defined “weak Darboux form” and
“strong Darboux form” as in Example 2.16, involving variables xij , yk−ij , zdj .

We can relate Example 2.16 to Example 2.14 with k ≡ 2 mod 4. Let
A•, ω be in strong Darboux form as in Example 2.16, so that we have
variables xij , yk−ij , zdj and q1 = · · · = qmd = 1, and suppose md is even
(equivalently, suppose vdimA• is even). Then we may change variables from
zd1 , . . . , z

d
md

to xd1, . . . , xdmd/2, y
d
1 , . . . , y

d
md/2, where

xdj = zd2j−1 +
√
−1zd2j , ydj = zd2j−1 −

√
−1zd2j , j = 1, . . . ,md/2,

and replace md by md/2, and then the “strong Darboux form” of Exam-
ple 2.16 is equivalent to the “Darboux form” of Example 2.14. Here

√
−1 ∈ K

as K is algebraically closed.

As in Remark 2.10, if (X, ω•X) is k-shifted symplectic with k ≡ 2 mod 4
and vdim X is odd, then no Lagrangians exist in (X, ωX). Because of this,
in this paper we are happy to use the local form of Example 2.14 when
k ≡ 2 mod 4, which only works when vdim X is even, rather than that of
Example 2.16, which works for all vdim X.

Here is the main result of Bussi, Brav and Joyce [7, Th. 5.18]. They state
only (i)–(iii), part (iv) is deduced from (iii) as in Remark 2.17. The reason
we need i to be étale in (iii) (and hence (iv)) is that to reduce from weak
Darboux form to strong Darboux form in Example 2.16, it is necessary to
take square roots of the functions q1, . . . , qmd , and this is only possible étale
locally rather than Zariski locally.

Theorem 2.18. — Let (X, ωX) be a k-shifted symplectic derived K-
scheme for k < 0, and x ∈ X. Then there exists a standard form cdga A•
over K which is minimal at p ∈ SpecA•, a k-shifted symplectic form ω on
SpecA•, and a morphism i : SpecA• →X with i(p) = x and i∗(ωX) ∼ ω,
such that:

(i) If k ≡ 0, 1 or 3 mod 4, then i is a Zariski open inclusion, and A•, ω
are in Darboux form, as in Example 2.14.

(ii) If k ≡ 2 mod 4, then i is a Zariski open inclusion, and A•, ω are
in weak Darboux form, as in Example 2.16.
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(iii) Alternatively, if k ≡ 2 mod 4, we may instead take i to be étale,
and A•, ω to be in strong Darboux form, as in Example 2.16.

(iv) Alternatively, if k ≡ 2 mod 4, and vdim X is even near x, we may
take i to be étale, and A•, ω to be in Darboux form, as in Exam-
ple 2.14.

Following [7, Examples 5.15 & 5.16], we explain Examples 2.14 and 2.16
in more detail in the first cases k = −1 and k = −2.

Example 2.19. — Choose a smooth K-algebra A0 of dimension m0 and
elements x0

1, . . . , x
0
m0
∈ A0 such that ddRx

0
1, . . . ,ddRx

0
m0

form a basis of Ω1
A0

over A0. Choose an arbitrary Hamiltonian Φ ∈ A0.

Example 2.14 with k = −1 defines A• = A0[y−1
1 , . . . , y−1

m0
], where

y−1
1 , . . . , y−1

m0
are variables of degree −1, with differential

dx0
j = 0, dy−1

j = ∂Φ
∂x0

j

, j = 1, . . . ,m0,

and −1-shifted 2-form
ω0 = ddRx

0
1 ddRy

−1
1 + · · ·+ ddRx

0
m0

ddRy
−1
m0
.

Then ω = (ω0, 0, 0, . . .) is a−1-shifted symplectic structure on X = SpecA•.
We have H0(A•) = A0/( ∂Φ

∂x0
1
, . . . , ∂Φ

∂x0
m0

) = A0/(ddRΦ).

Geometrically, U = SpecA0 is a smooth classical K-scheme with étale
coordinates (x0

1, . . . , x
0
m0

) : U → Am0 , and Φ : U → A1 is regular, and X is
the derived critical locus of Φ, with X = t0(X) the classical critical locus
of Φ.

Thus, the important geometric data in writing a −1-shifted symplectic
derived K-scheme (X, ω) in Darboux form, is a smooth affine K-scheme U
and a regular function Φ : U → A1, such that X ' Crit(Φ). The remaining
data is a choice of étale coordinates (x0

1, . . . , x
0
m0

) : U → Am0 , but this is
not very interesting geometrically.

Example 2.20. — Choose a smooth K-algebra A0 of dimension m0 and
elements x0

1, . . . , x
0
m0

in A0 such that ddRx
0
1, . . . ,ddRx

0
m0

form a basis of Ω1
A0

over A0. Fix m−1 > 0, and as a graded algebra set A∗ = A0[y−2
1 , . . . , y−2

m0
,

z−1
1 , . . . , z−1

m−1
], where y−2

j has degree −2 and z−1
j degree −1, as in Exam-

ple 2.16 with k = −2.

Choose invertible functions q1, . . . , qm−1 in A0. Define

ω0 = ddRx
0
1 ddRy

−2
1 + · · ·+ ddRx

0
m0

ddRy
−2
m0

+ ddR
(
q1z
−1
1
)

ddRz
−1
1 + · · ·+ ddR

(
qm−1z

−1
m−1

)
ddRz

−1
m−1
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in (Λ2Ω1
A•)−2, as in (2.17). A general element Φ in A−1 may be written

Φ = z−1
1 s1 + · · ·+ z−1

m−1
sm−1 ,

for s1, . . . , sm−1 ∈ A0. Then the classical master equation (2.18) reduces to

(s1)2

q1
+ · · ·+

(sm−1)2

qm−1

= 0 in A0. (2.21)

By (2.19), the differential d on A• is given by

dx0
i = 0, dz−1

j = sj
2qj

, dy−2
i =

m−1∑
j=1

z−1
j

(
∂sj
∂x0

i

− sj
2qj

∂qj
∂x0

i

)
,

and d ◦ dy−2
i = 0 follows from applying 1

4
∂
∂x0
i
to (2.21). We have

H0(A•) = A0/
(
s1/2q1, . . . , sm−1/2qm−1

)
= A0/(s1, . . . , sm−1),

as q1, . . . , qm−1 are invertible.

Geometrically, we have a smooth classical K-scheme U = SpecA0

with étale coordinates (x0
1, . . . , x

0
m0

) : U → Am0 , a trivial vector bun-
dle E → U with fibre Km−1 , a nondegenerate quadratic form Q on E
given by Q(e1, . . . , em−1) = 1

q1
e2

1 + · · · + 1
qm−1

e2
m−1

for all regular functions
e1, . . . , em−1 : U → A1, and a section s = (s1, . . . , sm−1) in H0(E) with
Q(s, s) = 0 by (2.21). The underlying classical K-scheme X = t0(X) =
SpecH0(A•) is the K-subscheme s−1(0) in U .

Thus, the important geometric data in writing a −2-shifted symplectic
derived K-scheme (X, ω) in weak Darboux form, is a smooth affine K-scheme
U, a vector bundle E → U, a nondegenerate quadratic form Q on E, and a
section s ∈ H0(E) with Q(s, s) = 0, such that X = t0(X) ∼= s−1(0) ⊆ U .
The remaining data is a choice of étale coordinates (x0

1, . . . , x
0
m0

) : U →
Am0 and a trivialization E ∼= U × Am−1 , but these are not very interesting
geometrically.

3. The main results

3.1. A local standard form for derived scheme morphisms

As in Theorem 2.6, our favourite local model for a derived scheme X
near a point x ∈ X is SpecA• ↪→ X for A• a standard form cdga, and
we can take SpecA• minimal at x. We used this in the Darboux Theorem,
Theorem 2.18.
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We will need a favourite local model for a morphism f : Y → X in
dSchK near y ∈ Y with f(y) = x ∈ X. For this we will use a homotopy
commutative diagram (3.1) below, where α : A• → B• is a submersion in
cdgaK, following Borisov and Joyce [4, §2.1], which we take to be minimal
at j−1(y) ∈ SpecB•.

Definition 3.1. — A morphism α : A• → B• of standard form cdgas
will be called a submersion if the corresponding morphism α∗ : (Ω1

A•) ⊗A•
B• → Ω1

B• is injective in every degree. (By analogy, a smooth map of man-
ifolds f : X → Y is a submersion if (df)∗ : f∗(T ∗Y )→ T ∗X is injective.)

If α : A• → B• is a submersion of standard form cdgas then the relative
Kähler differentials Ω1

B•/A• are a model for the relative cotangent complex
LB•/A• , so we can take Ω1

B•/A• = LB•/A• . Thus submersions are a con-
venient class of morphisms for doing explicit computations with cotangent
complexes.

In a similar way to Definition 2.4, we say that a submersion α : A• →
B• is minimal at q ∈ SpecB• if all the differentials in the complex of K-
vector spaces Ω1

B•/A• |q are zero. This means that regarding A• as fixed, B• is
defined using the minimum number of variables in each degree i = 0,−1, . . . ,
compared to all other cdgas locally equivalent to B• near q with submersions
to A•.

Here is a relative analogue of Theorem 2.6, which will be proved in Sec-
tion 4.1.

Theorem 3.2. — Let f : Y →X be a morphism in dSchK, and y ∈ Y
with f(y) = x ∈ X. Suppose A• is a standard form cdga over K, and p ∈
SpecA•, and i : SpecA• ↪→ X is a Zariski open inclusion with f(p) = x.
This is possible by Theorem 2.8. We do not assume A• is minimal at p.

Then there exists a standard form cdga B• over K, a point q ∈ SpecA•,
a submersion α : A• → B• minimal at q with Specα(q) = p, and a Zariski
open inclusion j : SpecB• ↪→ Y with j(q) = y in a homotopy commutative
diagram

SpecB•

Specα
��

� �

j
// Y

f
��

SpecA• �
� i // X.

(3.1)

If instead i is étale rather than a Zariski open inclusion, then j is étale.
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3.2. k-shifted “Lagrangian Darboux form” local models for k < 0

In Examples 3.3 and 3.5 we will explain our local models for Lagrangians
in k-shifted symplectic derived K-schemes, which we call “Lagrangian Dar-
boux form”, for the cases k < 0 with k 6≡ 3 mod 4, and k < 0 with
k ≡ 3 mod 4, respectively. They are analogues of the “Darboux form” Ex-
amples 2.14 and 2.16 in Section 2.5, and work over a target in “Darboux
form”. Theorem 3.7 in Section 3.3 will show that Lagrangians f : L → X
in a k-shifted symplectic K-scheme (X, ωX) for k < 0 are (Zariski or étale)
locally modelled on one of Examples 3.3 and 3.5.

The next example is rather long.

Example 3.3. — Let k < 0 with k 6≡ 3 mod 4, suppose A•, ω are in
k-shifted Darboux form, as in Example 2.14, and use the notation
of Remark 2.15. These define a standard form cdga A• over K, a
sub-cdga A•+ ⊆ A•, coordinates xij in Ai+ ⊆ Ai and yk−ij in Ak−i for i =
0,−1, . . . , d = [(k + 1)/2] and j = 1, . . . ,mi, and a k-shifted 2-form ω0 =∑d
i=0
∑mi
j=1 ddRx

i
j ddRy

k−i
j . They also define Φ ∈ Ak+1 satisfying (2.7), which

determines the differential d in A• by (2.8), and φ ∈ (Ω1
A•)k satisfying

dΦ = 0, ddRΦ + dφ = 0 and ddRφ = kω0. As in (2.11) we write Φ =
Φ+ +

∑d
i=−1

∑mi
j=1 Φi+1

j yk−ij , where Φ+ ∈ Ak+1
+ and Φi+1

j ∈ Ai+1
+ for all i, j

do not involve the yij , and we define φ+ ∈ (Ω1
A•)k by (2.15).

Write e = [k/2], so that if k is even then e = d and k = 2e = 2d, and if k
is odd then e = d− 1 and k = 2e+ 1 = 2d− 1. Choose nonnegative integers
n0, n−1, . . . , ne. Choose a smooth K-algebra B0 of dimension m0 +n0, and a
smooth morphism α0 : A0 → B0. Localizing B0 if necessary, we may assume
there exist u0

1, . . . , u
0
n0
∈ B0 such that ddRx̃

0
1, . . . ,ddRx̃

0
m0
,ddRu

0
1, . . . ,ddRu

0
n0

form a basis of Ω1
B0 over B0, where we write x̃0

j = α0(x0
j ) ∈ B0.

Define B∗ as a commutative graded K-algebra to be the free graded
algebra over B0 generated by variables

x̃i1, . . . , x̃
i
mi in degree i for i = −1,−2, . . . , d, and

ui1, . . . , u
i
ni in degree i for i = −1,−2, . . . , e, and

vk−1−i
1 , . . . , vk−1−i

ni in degree k − 1− i for i = 0,−1, . . . , e.
(3.2)

So the upper index i in x̃ij , uij , vij always indicates the degree.

Define a morphism α+ : A∗+ → B∗ of commutative graded K-algebras by
α0

+ = α0 in degree 0 and

α+(xij) = x̃ij , i = −1,−2, . . . , d, j = 1, . . . ,mi. (3.3)
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This is well-defined as A∗+ is freely generated over A0 by the xij .

Now choose a superpotential Ψ in Bk, which we require to satisfy

e∑
i=−1

ni∑
j=1

∂Ψ
∂uij

∂Ψ
∂vk−1−i

j

+α+(Φ+) +
d∑

i=−1

mi∑
j=1

(−1)i+1α+(Φi+1
j ) ∂Ψ

∂x̃ij
= 0 (3.4)

in Bk+1. Extend α+ to a morphism α : A∗ → B∗ by α|A∗+ = α+ and

α(yk−ij ) = (−1)i+1 ∂Ψ
∂x̃ij

, i = 0,−1, . . . , d, j = 1, . . . ,mi. (3.5)

This is well-defined as A∗ is freely generated over A∗+ by the yk−ij . Then
from (2.11) and (3.5) we see that (3.4) may be rewritten

e∑
i=−1

ni∑
j=1

∂Ψ
∂uij

∂Ψ
∂vk−1−i

j

+ α(Φ) = 0.

Define the differential d in the cdga B• = (B∗,d) by d = 0 on B0, and

dx̃ij = (−1)i+1α+(Φi+1
j ), i = −1,−2, . . . , d, j = 1, . . . ,mi,

duij=(−1)(i+1)k ∂Ψ
∂vk−1−i

j

, dvk−1−i
j = ∂Ψ

∂uij
, i=0,−1, ..., e, j=1, ..., ni.

(3.6)

To prove that d ◦ d = 0, note that for i′ = −1, . . . , d and j′ = 1, . . . ,mi′ we
have

d ◦ dx̃i
′

j′ = (−1)i
′+1

d∑
i=−1

mi∑
j=1

dx̃ij ·
∂

∂x̃ij

[
α+(Φi

′+1
j′ )

]
= (−1)i

′+1α+

[
d∑

i=−1

mi∑
j=1

(−1)i+1 Φi+1
j ·

∂Φi
′+1
j′

∂xij

]
= 0,

(3.7)

where in the first step we use that ∂/∂ui′j′ , ∂/∂v
k−1−i′
j′ are zero on α+(Φi+1

j )
as this is a function of the x̃ij only, in the second (3.3) and the first line of
(3.6), and in the third the second line of (2.12).
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For i′ = −1, . . . , e and j′ = 1, . . . , ni′ we have

d ◦ dui
′

j′ = (−1)(i′+1)k

[
d∑

i=−1

mi∑
j=1

dx̃ij ·
∂2Ψ

∂x̃ij∂v
k−1−i′
j′

+
e∑

i=−1

ni∑
j=1

duij ·
∂2Ψ

∂uij∂v
k−1−i′
j′

+
e∑

i=−1

ni∑
j=1

dvk−1−i
j · ∂2Ψ

∂vk−1−i
j ∂vk−1−i′

j′

]

= (−1)(i′+1)k

[
d∑

i=−1

mi∑
j=1

(−1)i+1α+(Φi+1
j ) · ∂2Ψ

∂x̃ij∂v
k−1−i′
j′

+
e∑

i=−1

ni∑
j=1

(−1)(i+1)k ∂Ψ
∂vk−1−i

j

· ∂2Ψ
∂uij∂v

k−1−i′
j′

+
e∑

i=−1

ni∑
j=1

∂Ψ
∂uij
· ∂2Ψ
∂vk−1−i

j ∂vk−1−i′
j′

]
= 0, (3.8)

where in the first and second steps we use (3.6), and in the third we apply
∂/∂vk−1−i′

j′ to (3.4), noting that ∂/∂vk−1−i′
j′ is zero on α+(Φ+), α+(Φi+1

j )
as these are functions of the x̃ij only, and dealing with signs appropriately.
Similarly, for i′ = 0, . . . , e and j′ = 1, . . . , ni′ we have

d ◦ dvk−1−i′
j′ =

d∑
i=−1

mi∑
j=1

dx̃ij ·
∂2Ψ

∂x̃ij∂u
i′
j′

+
e∑

i=−1

ni∑
j=1

duij ·
∂2Ψ

∂uij∂u
i′
j′

+
e∑

i=−1

ni∑
j=1

dvk−1−i
j · ∂2Ψ

∂vk−1−i
j ∂ui

′
j′

=
d∑

i=−1

mi∑
j=1

(−1)i+1α+(Φi+1
j ) · ∂2Ψ

∂x̃ij∂u
i′
j′

(3.9)

+
e∑

i=−1

ni∑
j=1

(−1)(i+1)k ∂Ψ
∂vk−1−i

j

· ∂2Ψ
∂uij∂u

i′
j′

+
e∑

i=−1

ni∑
j=1

∂Ψ
∂uij
· ∂2Ψ
∂vk−1−i

j ∂ui
′
j′

=0,

where in the last step we apply ∂/∂ui′j′ to (3.4).

This proves that d ◦ d = 0, so B• is a standard form cdga over K. Also

d◦α(xi
′

j′) = dx̃i
′

j′ = (−1)i
′+1α+(Φi

′+1
j′ ) = α[(−1)i

′+1Φi
′+1
j′ ] = α◦dxi

′

j′ , (3.10)
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using equations (2.14), (3.3) and (3.6), and

d ◦ α(yk−i
′

j′ ) = (−1)i
′+1d ∂Ψ

∂x̃i
′
j′

= (−1)i
′+1

[
d∑

i=−1

mi∑
j=1

dx̃ij ·
∂2Ψ

∂x̃ij∂x̃
i′
j′

+
e∑

i=−1

ni∑
j=1

duij ·
∂2Ψ

∂uij∂x̃
i′
j′

+
e∑

i=−1

ni∑
j=1

dvk−1−i
j · ∂2Ψ

∂vk−1−i
j ∂x̃i

′
j′

]

= (−1)i
′+1

[
d∑

i=−1

mi∑
j=1

(−1)i+1α+(Φi+1
j ) · ∂2Ψ

∂x̃ij∂x̃
i′
j′

(3.11)

+
e∑

i=−1

ni∑
j=1

(−1)(i+1)k ∂Ψ
∂vk−1−i

j

· ∂2Ψ
∂uij∂x̃

i′
j′

+
e∑

i=−1

ni∑
j=1

∂Ψ
∂uij
· ∂2Ψ
∂vk−1−i

j ∂x̃i
′
j′

]

= ∂

∂x̃i
′
j′
α+(Φ+)+

d∑
i=−1

mi∑
j=1

∂

∂x̃i
′
j′

[
α+(Φi+1

j )
]
· (−1)i+1 ∂Ψ

∂x̃ij
=α◦d(yk−i

′

j′ ),

where in the first step we use (3.5), in the third (3.6), in the fourth we
apply ∂/∂x̃i′j′ to (3.4) and deal with signs, and in the fifth we use the second
equation of (2.14) and (3.5). Equations (3.10)–(3.11) imply that d ◦ α =
α ◦ d : A∗ → B∗, so α : A• → B• and hence α+ : A•+ → B• are morphisms
in cdgaK. Note that α+ is a submersion, in the sense of Definition 3.1.

Following (2.6), define h0 ∈ (Λ2Ω1
B•)k−1 by

h0 =
e∑
i=0

ni∑
j=1

ddRu
i
j ddRv

k−1−i
j . (3.12)

Then ddRh
0 = 0, and

dh0 =
e∑
i=0

ni∑
j=1

[
(d ◦ ddRu

i
j) ddRv

k−1−i
j +(−1)(i+1)k(d ◦ ddRv

k−1−i
j ) ddRu

i
j

]
= −

e∑
i=0

ni∑
j=1

[
(ddR ◦ duij) ddRv

k−1−i
j + (−1)(i+1)k(ddR ◦ dvk−1−i

j ) ddRu
i
j

]
= −

e∑
i=0

ni∑
j=1

(−1)(i+1)k
[
ddR

(
∂Ψ

∂vk−1−i
j

)
ddRv

k−1−i
j + ddR

(
∂Ψ
∂uij

)
ddRu

i
j

]

= ddR

[
−

e∑
i=0

ni∑
j=1

[
ddRv

k−1−i
j

∂Ψ
∂vk−1−i

j

+ ddRu
i
j

∂Ψ
∂uij

]]

= ddR

[
−ddRΨ +

d∑
i=0

mi∑
j=1

ddRx̃
i
j

∂Ψ
∂x̃ij

]
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=
d∑
i=0

mi∑
j=1

ddR

(
ddR

(
α(xij)

)
· (−1)i+1α(yk−ij )

)
(3.13)

=
d∑
i=0

mi∑
j=1

ddR
(
α(xij)

)
ddR

(
α(yk−ij )

)
=α∗

[
d∑
i=0

mi∑
j=1

ddRx
i
j ddRy

k−i
j

]
=α∗(ω0),

using (3.12) in the first step, d ◦ddR + ddR ◦d = 0 in the second, (3.6) in the
third, ddR◦ddR = 0 in the fifth, (3.3) and (3.5) in the sixth, α∗◦ddR = ddR◦α∗
in the eighth, and (2.6) in the ninth.

Definition 2.9 and equation (3.13) now imply that h := (h0, 0, 0, . . .) is
an isotropic structure for Specα : SpecB• → SpecA• and the k-shifted
symplectic structure ω = (ω0, 0, 0, . . .) on SpecA•. We will now prove that
this isotropic structure is nondegenerate, so that SpecB• is Lagrangian in
(SpecA•, ω). To do this, we have to show that the morphism χ : TB•/A• →
LA• [k − 1] of B•-modules defined in (2.3) is a quasi-isomorphism.

It is enough to apply − ⊗B• H0(B•), and show the corresponding mor-
phism of complexes of H0(B•)-modules is an isomorphism. The analogue of
(2.3) is

(Ω1
B•)∨ ⊗B• H0(B•)

h0
L
· 
�

//

(Ω1
α)∨

��

0

��
(Ω1

A•)∨ ⊗A• H0(B•) ω0· //

��

Ω1
A• [k]⊗A• H0(B•)

Ω1
α[k] // Ω1

B• [k]⊗B• H0(B•)

TB•/A• [1]⊗B• H0(B•).
χ[1]

11

(3.14)

Here we have used Ω1
A• ,Ω1

B• , (Ω1
A•)∨, (Ω1

B•)∨ as models for LA• , LB• , TA• ,
TB• , since A•, B• are standard form cdgas. As a model for TB•/A• ⊗B•
H0(B•) we will use the cone of (Ω1

α)∨ in (3.14), so that(
(TB•/A• ⊗B• H0(B•))∗,d

)
=
(

((Ω1
B•)∨⊗B•H0(B•))∗⊕((Ω1

A•)∨⊗A•H0(B•)∗−1,

(
dB• 0

(Ω1
α)∨ dA•

))
.

As H0(B•)-modules, the ith graded pieces of Ω1
A• ⊗A• H0(B•), Ω1

B• ⊗B•
H0(B•), (Ω1

A•)∨ ⊗A• H0(B•), and (Ω1
B•)∨ ⊗B• H0(B•) are(

Ω1
A• ⊗A• H0(B•)

)
i =

〈
ddRx

i
j , j = 1, . . . ,mi,

ddRy
i
j , j = 1, . . . ,mk−i

〉
H0(B•),

(3.15)(
Ω1
B• ⊗B• H0(B•)

)
i =

〈
ddRx̃

i
j , j = 1, . . . ,mi,

ddRu
i
j , j = 1, . . . , ni, ddRv

i
j , j = 1, . . . , nk−1−i

〉
H0(B•),

(3.16)
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(
(Ω1

A•)∨ ⊗A• H0(B•)
)
i =

〈
∂

∂x−ij
, j = 1, . . . ,m−i,

∂

∂y−ij
, j = 1, . . . ,mi−k

〉
H0(B•),

(3.17)

(
(Ω1

B•)∨ ⊗B• H0(B•)
)
i =

〈
∂

∂x̃−ij
, j = 1, . . . ,m−i,

∂

∂u−ij
, j = 1, . . . , n−i,

∂

∂v−ij
, j = 1, . . . , ni+1−k

〉
H0(B•),

(3.18)

where 〈. . .〉H0(B•) denotes the free H0(B•)-module with basis “. . . ”.

The next diagram shows χ : TB•/A•⊗B•H0(B•)→ Ω1
B• [k−1]⊗B•H0(B•)

in degrees i, i+ 1, together with d in both complexes.
(TB•/A•⊗B•H0(B•))i

=
〈

∂

∂x̃
−i
j

, ∀j
〉
H0(B•)

⊕
〈

∂

∂u
−i
j

, ∂

∂v
−i
j

, ∀j
〉
H0(B•)

⊕
〈

∂

∂x
1−i
j

, ∀j
〉
H0(B•)

⊕
〈

∂

∂y
1−i
j

, ∀j
〉
H0(B•)

χi=
(

0 0 ∗ ω0·
0 h0· ∗ 0

) //

d=

( ∗ 0 0 0
∗ ∗ 0 0
α∗ 0 ∗ 0
∗ ∗ ∗ ∗

)
��

(Ω1
B• [k−1]⊗B•H0(B•))i

=
〈

ddRx̃
k−1+i
j

, ∀j
〉
H0(B•)

⊕
〈

ddRu
k−1+i
j

,ddRv
k−1+i
j

,∀j
〉
H0(B•)

d=( ∗ 0
∗ ∗ )

��

(TB•/A•⊗B•H0(B•))i+1

=
〈

∂

∂x̃
−i−1
j

, ∀j
〉
H0(B•)

⊕
〈

∂

∂u
−i−1
j

, ∂

∂v
−i−1
j

, ∀j
〉
H0(B•)

⊕
〈

∂

∂x
−i
j

, ∀j
〉
H0(B•)

⊕
〈

∂

∂y
−i
j

, ∀j
〉
H0(B•)

χi+1=
(

0 0 ∗ ω0·
0 h0· ∗ 0

)
// (Ω

1
B• [k−1]⊗B•H0(B•))i+1

=
〈

ddRx̃
k+i
j

, ∀j
〉
H0(B•)

⊕
〈

ddRu
k+i
j

,ddRv
k+i
j

, ∀j
〉
H0(B•).

(3.19)

We have divided TB•/A• ⊗B• H0(B•) into the direct sum of four pieces,
and Ω1

B• [k− 1]⊗B• H0(B•) into two. The morphisms d, χi, χi+1 are written
in matrix form, where “∗” denotes some morphism. In the left hand d, the
“α∗” maps ∂

∂x̃−i
j

7→ ∂
∂x−i
j

, up to sign. In χi, ω0· maps ∂
∂y1−i
j

7→ ddRx̃
k−1+i
j ,

and h0· maps ∂
∂u−i

j

7→ ddRv
k−1+i
j and ∂

∂v−i
j

7→ ddRu
k−1+i
j , all up to sign, and

similarly for χi+1. The important thing is that these α∗, ω0·, h0· in d, χi, χi+1

are all isomorphisms of H0(B•)-modules.
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Now consider the graded H0(B•)-submodule

C∗ := {0} ⊕
〈

∂

∂u−∗j
,

∂

∂v−∗j
, ∀ j

〉
H0(B•) ⊕ {0} ⊕

〈
∂

∂y1−∗
j

, ∀ j

〉
H0(B•)

⊆ (TB•/A• ⊗B• H0(B•))∗.

The form of the left hand “d” in (3.19) implies that C∗ is closed under d,
so C• = (C∗,d) is a subcomplex of TB•/A• ⊗B• H0(B•). The isomorphism
“α∗” plus two other zeroes in the left hand “d” in (3.19) imply that the
inclusion inc : C• ↪→ TB•/A• ⊗B• H0(B•) is a quasi-isomorphism. And the
isomorphisms “h0·”, “ω0·” plus two other zeroes in χi, χi+1 in (3.19) imply
that χ|C• is a strict isomorphism of complexes. Thus we have a commutative
diagram

C•

inc' ��

χ|C•
∼= --

TB•/A• ⊗B• H0(B•) χ // Ω1
B• [k − 1]⊗B• H0(B•),

(3.20)

so χ is a quasi-isomorphism. Therefore the isotropic structure h is nonde-
generate, and SpecB• is Lagrangian in (SpecA•, ω). We say that A•, ω,
B•, α, h are in Lagrangian Darboux form.

Following (2.9), define ψ ∈ (Ω1
B•)k−1 by

ψ =
e∑
i=0

ni∑
j=1

[
i uij ddRv

k−1−i
j + (−1)(i+1)k(k − 1− i)vk−1−i

j ddRu
i
j

]
. (3.21)

As a relative version of (2.10), we will prove that

dΨ = −α(Φ + Φ+) in Bk+1, (3.22)
ddRΨ + dψ = −α∗(φ+ φ+) in (Ω1

B•)k, and (3.23)
ddRψ = (k − 1)h0 in (Λ2Ω1

B•)k−1. (3.24)

Note that dh0 = α∗(ω0) in (3.13) also follows from

(k − 1)dh0 = d ◦ ddRψ = −ddR ◦ dψ = −ddR
[
ddRΨ + dψ

]
= ddR ◦ α∗(φ+ φ+)
= α∗(ddRφ+ ddRφ+) = α∗(kω0 − ω0) = (k − 1)α∗(ω0),

using equations (2.10), (2.16), (3.23), and (3.24).
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For equation (3.22), we have

dΨ =
d∑

i=−1

mi∑
j=1

dx̃ij
∂Ψ
∂x̃ij

+
e∑

i=−1

ni∑
j=1

duij
∂Ψ
∂uij

+
e∑

i=−1

ni∑
j=1

dvk−1−i
j

∂Ψ
∂vk−1−i

j

=
d∑

i=−1

mi∑
j=1

(−1)i+1α+(Φi+1
j ) ∂Ψ

∂x̃ij
+

e∑
i=−1

ni∑
j=1

(−1)(i+1)k ∂Ψ
∂vk−1−i

j

∂Ψ
∂uij

+
e∑

i=−1

ni∑
j=1

∂Ψ
∂uij

∂Ψ
∂vk−1−i

j

(3.25)

=
d∑

i=−1

mi∑
j=1

(−1)i+1α+(Φi+1
j ) ∂Ψ

∂x̃ij
+ 2

e∑
i=−1

ni∑
j=1

∂Ψ
∂uij

∂Ψ
∂vk−1−i

j

=
d∑

i=−1

mi∑
j=1

(−1)i+1α+(Φi+1
j ) ∂Ψ

∂x̃ij

− 2
[
α+(Φ+) +

d∑
i=−1

mi∑
j=1

(−1)i+1α+(Φi+1
j ) ∂Ψ

∂x̃ij

]
= −α(Φ + Φ+),

using (3.6) in the second step, (3.4) in the fourth, and (2.11) and (3.5) in
the fifth. For equation (3.23), we have

ddRΨ + dψ =
d∑

i=0

mi∑
j=1

ddRx̃
i
j
∂Ψ
∂x̃i

j

+
e∑

i=0

ni∑
j=1

[
ddRu

i
j
∂Ψ
∂ui

j

+ ddRv
k−1−i
j

∂Ψ
∂vk−1−i

j

]

+
e∑

i=0

ni∑
j=1

[
i dui

j ddRv
k−1−i
j + (−1)(i+1)k(k − 1 − i)dvk−1−i

j ddRu
i
j

]
+

e∑
i′=0

ni′∑
j′=1

[
(−1)i′ i′ui′

j′ d ◦ ddRv
k−1−i′

j′ −(−1)i′(k+1)(k−1−i′)vk−1−i′

j′ d ◦ ddRu
i′

j′
]

=
d∑

i=0

mi∑
j=1

(−1)(i+1)k ∂Ψ
∂x̃i

j

ddRx̃
i
j

+
e∑

i=0

ni∑
j=1

(−1)(i+1)k

[
(i+ 1) ∂Ψ

∂vk−1−i
j

ddRv
k−1−i
j + (k − i) ∂Ψ

∂ui
j

ddRu
i
j

]

−
e∑

i′=0

ni′∑
j′=1

[
(−1)i′ i′ui′

j′ ddR

[
∂Ψ
∂ui′

j′

]
−(−1)i′+k(k−1−i′)vk−1−i′

j′ ddR

[
∂Ψ

∂vk−1−i′

j′

]]
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=
d∑

i=0

mi∑
j=1

[
(−1)(i+1)k ∂Ψ

∂x̃i
j

−
e∑

i′=0

ni′∑
j′=1

(−1)(i+1)ki′ui′

j′
∂2Ψ

∂ui′
j′∂x̃

i
j

−
e∑

i′=0

ni′∑
j′=1

(−1)(i+1)k(k − 1 − i′)vk−1−i′

j′
∂2Ψ

∂vk−1−i′

j′ ∂x̃i
j

]
ddRx̃

i
j

+
e∑

i=0

ni∑
j=1

[
(−1)(i+1)k(k − i) ∂Ψ

∂ui
j

−
e∑

i′=0

ni′∑
j′=1

(−1)(i+1)ki′ui′

j′
∂2Ψ

∂ui′
j′∂u

i
j

−
e∑

i′=0

ni′∑
j′=1

(−1)(i+1)k(k − 1 − i′)vk−1−i′

j′
∂2Ψ

∂vk−1−i′

j′ ∂ui
j

]
ddRu

i
j

+
e∑

i=0

ni∑
j=1

[
(−1)(i+1)k(i+ 1) ∂Ψ

∂vk−1−i
j

−
e∑

i′=0

ni′∑
j′=1

(−1)(i+1)ki′ui′

j′
∂2Ψ

∂ui′
j′∂v

k−1−i
j

−
e∑

i′=0

ni′∑
j′=1

(−1)(i+1)k(k − 1 − i′)vk−1−i′

j′
∂2Ψ

∂vk−1−i′

j′ ∂vk−1−i
j

]
ddRv

k−1−i
j

= −
d∑

i=0

mi∑
j=1

[
(−1)(i+1)k(k − 1 − i) ∂Ψ

∂x̃i
j

−
d∑

i′=0

mi′∑
j′=1

(−1)(i+1)ki′x̃i′

j′
∂2Ψ

∂x̃i′
j′∂x̃

i
j

]
ddRx̃

i
j

+
e∑

i=0

ni∑
j=1

d∑
i′=0

mi′∑
j′=1

(−1)(i+1)ki′x̃i′

j′

[
∂2Ψ

∂x̃i′
j′∂u

i
j

ddRu
i
j + ∂2Ψ

∂x̃i′
j′∂v

k−1−i
j

ddRv
k−1−i
j

]

= −
d∑

i=0

mi∑
j=1

(−1)(i+1)(k+1)(k − 1 − i)α(yk−1−i
j )ddR[α(xi

j)]

−
d∑

i′=0

mi′∑
j′=1

i′α(xi′

j′)ddR[α(yk−i
j )]

= −α∗
[ d∑

i=0

mi∑
j=1

[
(−1)(i+1)(k+1)(k − 1 − i)yk−i

j ddRx
i
j + i xi

j ddRy
k−i
j

]]
= −α∗(φ+ φ+), (3.26)

using (3.21) in the first step, (3.6) and d ◦ ddR + ddR ◦ d = 0 in the second,
in the fourth that d∑
i′=0

mi′∑
j′=1

i′xi
′

j′
∂

∂x̃i
′
j′

+
e∑

i′=0

ni′∑
j′=1

i′ui
′

j′
∂

∂ui
′
j′

+ (k − 1− i′)vk−1−i′
j′

∂

∂vk−1−i′
j′

 ∂Ψ
∂x̃ij

= (k − i) ∂Ψ
∂x̃ij

,
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since ∂Ψ
∂x̃i
j

has degree k− i, and similar equations for ∂Ψ
∂ui

j

, ∂Ψ
∂vk−1−i
j

, equations
(3.3) and (3.5) in the fifth, and (2.9) and (2.15) in the seventh. Equation
(3.24) is immediate from (3.12) and (3.21).

Let us summarize our progress:

• Example 2.14 defined a cdga A• and ω0 =
∑d
i=0
∑mi
j=1 ddRx

i
j ddRy

k−i
j

in (Λ2Ω1
A•)k such that ω = (ω0, 0, . . .) is k-shifted symplectic on

SpecA•, and Φ ∈ Ak+1, φ ∈ (Ω1
A•)k with dΦ = 0, ddRΦ + dφ = 0

and ddRφ = kω0.
• Remark 2.15 defined a sub-cdga A•+ ⊆ A• and Φ+ ∈ Ak+1

+ , φ+ ∈
(Ω1

A•)k satisfying dΦ+ = 0, ddRΦ+ + dφ+ = 0 and ddRφ+ = −ω0.
• We define a cdga B• and a morphism α : A• → B• such that
α+ := α|A•+ : A•+ → B• is a submersion, a Lagrangian isotropic
structure h = (h0, 0, 0, . . .) with h0 =

∑e
i=0
∑ni
j=1 ddRu

i
j ddRv

k−1−i
j

for α, and Ψ ∈ Bk, ψ ∈ (Ω1
B•)k−1 with dΨ = −α(Φ + Φ+), ddRΨ +

dψ = −α∗(φ + φ+) and ddRψ = (k − 1)h0. We say A•, ω,B•, α, h
are in Lagrangian Darboux form.

This finally concludes Example 3.3.

Remark 3.4. — Bouaziz and Grojnowski [5] proved their own k-shifted
symplectic Darboux Theorem independently of [7], showing that any k-
shifted symplectic derived K-scheme (X, ωX) for k < 0 with k 6≡ 2 mod 4
is étale locally equivalent to a twisted k-shifted cotangent bundle T ∗t [k]Y ,
where Y is an affine derived K-scheme, and t ∈ Ok+1

Y with dt = 0 is used
to “twist” the k-shifted cotangent bundle T ∗[k]Y . Remark 2.15 related their
picture to Theorem 2.18.

We can explain our k-shifted Lagrangian Neighbourhood Theorem 3.7(i)
below in the style of Bouaziz and Grojnowski [5], by saying that a k-shifted
Lagrangian f : L → X for k 6≡ 3 mod 4 is étale locally equivalent to the
twisted (k−1)-shifted relative cotangent bundle T ∗u/t[k−1](Z/Y )→ T ∗t [k]Y
of a morphism of affine derived K-schemes g : Z → Y , with “twisting” u ∈
OkZ satisfying du+ g∗(t) = 0, or equivalently, to the twisted k-shifted conor-
mal bundle N∗u/t[k](Z/Y )→ T ∗t [k]Y , since N∗(Z/Y ) = T ∗[−1](Z/Y ).

Explicitly, in the situation of Example 3.3 and following Remark 2.15,
define B•+ to be the sub-cdga of B• generated by B0 and the variables x̃ij , uij
for all i < 0 and j. Then B∗ is freely generated over B∗+ by the variables
vk−1−i
j for all i, j. Also α+ maps A•+ → B•+ ⊆ B•. For degree reasons Ψ can
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be at most linear in the vk−1−i
j , so as in (2.11) we may write

Ψ = Ψ+ +
e∑

i=−1

ni∑
j=1

Ψi+1
j vk−1−i

j , (3.27)

where Ψ+ ∈ Bk+ and Ψi+1
j ∈ Bi+1

+ for all i, j do not involve the variables
vk−1−i
j .

Then as in (2.12)–(2.13), equation (3.4) is equivalent to the equations
d∑

i=−1

mi∑
j=1

(−1)i+1Ψi+1
j

∂Ψ+

∂uij
+α+(Φ+)+

d∑
i=−1

mi∑
j=1

(−1)i+1α+(Φi+1
j )∂Ψ+

∂x̃ij
= 0,

(3.28)
i′+1∑
i=−1

mi∑
j=1

(−1)i+1Ψi+1
j

∂Ψi′+1
j′

∂uij
+

d∑
i=−1

mi∑
j=1

(−1)i+1α+(Φi+1
j )

∂Ψi′+1
j′

∂x̃ij
= 0,

(3.29)

where (3.28) holds in Bk+1
+ , and (3.29) holds in Bi

′+2
+ for all i′ = −1, . . . , e

and j′ = 1, . . . , ni′ . Also equations (3.5) and (3.6) may be rewritten

α(yk−ij ) = (−1)i+1
[
∂Ψ+

∂x̃ij
+

e∑
i′=i−1

ni′∑
j′=1

∂Ψi′+1
j′

∂x̃ij
vk−1−i′
j′

]
, (3.30)

dx̃ij = (−1)i+1α+(Φi+1
j ), duij = (−1)i+1Ψi+1

j ,

dvk−1−i
j = ∂Ψ+

∂uij
+

e∑
i′=i−1

ni′∑
j′=1

∂Ψi′+1
j′

∂uij
vk−1−i′
j′ .

(3.31)

From these we see that (3.28) is equivalent to
dΨ+ + α+(Φ+) = 0. (3.32)

Now write Y = SpecA•+ and Z = SpecB•+, as affine derived K-schemes,
and g = Specα+ : Z → Y . As in Remark 2.15, we interpret SpecA•
as a twisted k-shifted cotangent bundle T ∗t [k]Y with projection Spec ι :
T ∗t [k]Y → Y , where ι : A•+ ↪→ A• is the inclusion, and the “twist” t ∈
Ok+1

Y is t = Φ+. Similarly, we interpret SpecB• as a twisted k-shifted
conormal bundle N∗u/t[k](Z/Y ) of g : Z → Y , with projection Spec  :
N∗u/t[k](Z/Y ) → Z, where  : B•+ ↪→ B• is the inclusion, and we interpret
Specα as the twisted inclusion morphism N∗u/t[k](Z/Y )→ T ∗t [k]Y .

Here Ψ+ is the “twist” u of the k-shifted conormal bundle N∗[k](Z/Y ),
and (3.32) is the compatibility condition du + g∗(t) = 0 with the “twist”
t = Φ+ of T ∗[k]Y . The data Ψi+1

j in Ψ in (3.27) defines the differential d in
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B•+ = (B∗+,d), via duij = (−1)(i+1)kΨi+1
j in (3.31). Equation (3.29) means

that d ◦ d = 0 in B•+ = (B∗+,d), necessary for B•+ to be a cdga and Z a
derived scheme.

The next example, defining “weak Lagrangian Darboux form” and “strong
Lagrangian Darboux form” when k ≡ 3 mod 4, is related to Example 3.3 in
the same way that Example 2.16 is related to Example 2.14 in Section 2.5.

Example 3.5. — Let k < 0 with k ≡ 3 mod 4, suppose A•, ω are in
k-shifted Darboux form, as in Example 2.14, and use the notation of
Remark 2.15. These define a standard form cdga A• over K, a sub-cdga
A•+ ⊆ A•, coordinates xij in Ai+ ⊆ Ai and yk−ij in Ak−i for i =
0,−1, . . . , d = [(k + 1)/2] and j = 1, . . . ,mi, and a k-shifted 2-form ω0 =∑d
i=0
∑mi
j=1 ddRx

i
j ddRy

k−i
j . They also define Φ ∈ Ak+1 satisfying (2.7), which

determines the differential d in A• by (2.8), and φ ∈ (Ω1
A•)k satisfying

dΦ = 0, ddRΦ + dφ = 0 and ddRφ = kω0. As in (2.11) we write Φ =
Φ+ +

∑d
i=−1

∑mi
j=1 Φi+1

j yk−ij , where Φ+ ∈ Ak+1
+ and Φi+1

j ∈ Ai+1
+ for all i, j

do not involve the yij , and we define φ+ ∈ (Ω1
A•)k as in (2.15).

Write e = [k/2], so that e = d−1 and k = 2e+1 = 2d−1. Choose nonneg-
ative integers n0, n−1, . . . , ne. Choose a smooth K-algebra B0 of dimension
m0 +n0, and a smooth morphism α0 : A0 → B0. Localizing B0 if necessary,
we assume there exist u0

1, . . . , u
0
n0
∈ B0 such that ddRx̃

0
1, . . . ,ddRx̃

0
m0
,ddRu

0
1,

. . . ,ddRu
0
n0

form a basis of Ω1
B0 over B0, where we write x̃0

j = α0(x0
j ) ∈ B0.

As in (3.2), define B∗ as a commutative graded K-algebra to be the free
graded algebra over B0 generated by variables

x̃i1, . . . , x̃
i
mi in degree i for i = −1,−2, . . . , d, and

ui1, . . . , u
i
ni in degree i for i = −1,−2, . . . , d, and

we1, . . . , w
e
ne in degree e, and

vk−1−i
1 , . . . , vk−1−i

ni in degree k − 1− i for i = 0,−1, . . . , d.

So the upper index i in x̃ij , uij , vij , wij always indicates the degree.

As in (3.3), define a morphism α+ : A∗+ → B∗ of commutative graded
K-algebras by α0

+ = α0 in degree 0 and

α+(xij) = x̃ij , i = −1,−2, . . . , d, j = 1, . . . ,mi.

This is well-defined as A∗+ is freely generated over A0 by the xij .
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Let q1, . . . , qne be invertible elements of B0. Choose a superpotential Ψ
in Bk, which as in (2.18) and (3.4) we require to satisfy

d∑
i=−1

ni∑
j=1

∂Ψ
∂uij

∂Ψ
∂vk−1−i

j

+ 1
4

ne∑
j=1

1
qj

(
∂Ψ
∂wej

)2

+ α+(Φ+) +
d∑

i=−1

mi∑
j=1

(−1)i+1α+(Φi+1
j ) ∂Ψ

∂x̃ij
= 0 (3.33)

in Bk+1. As in (3.5), extend α+ to α : A∗ → B∗ by α|A∗+ = α+ and

α(yk−ij ) = (−1)i+1 ∂Ψ
∂x̃ij

, i = −1, . . . , d, j = 1, . . . ,mi,

α(ykj ) = − ∂Ψ
∂x̃0

j

+
ne∑
j′=1

wej′

2qj′
∂qj′

∂x̃0
j

∂Ψ
∂wej′

, j = 1, . . . ,m0.

(3.34)

This is well-defined as A∗ is freely generated over A∗+ by the yk−ij . Then
from (2.11) and (3.34) we see that (3.33) may be rewritten

d∑
i=−1

ni∑
j=1

∂Ψ
∂uij

∂Ψ
∂vk−1−i

j

+ 1
4

ne∑
j=1

1
qj

(
∂Ψ
∂wej

)2
+ α(Φ) = 0.

As in (2.19) and (3.6), define the differential d in the cdga B• = (B∗,d)
by d = 0 on B0, and

dx̃ij=(−1)i+1α+(Φi+1
j ), i=−1,−2, ..., d, j=1, ...,mi,

duij=(−1)i+1 ∂Ψ
∂vk−1−i

j

, i=−1,−2, ..., d, j=1, ..., ni,

dvk−1−i
j = ∂Ψ

∂uij
, i=−1,−2, . . . , d, j=1, . . . , ni,

dvk−1
j = ∂Ψ

∂u0
j

−
ne∑
j′=1

wej′

2qj′
∂qj′

∂u0
j

∂Ψ
∂wej′

, j=1, . . . , n0,

dwej = 1
2qj

∂Ψ
∂wej

, j = 1, . . . , ne.

(3.35)

We prove that d◦d = 0 as in (3.7)–(3.9), applying ∂/∂ui′j′ , ∂/∂v
k−1−i′
j′ , ∂/∂wej′

to (3.33). Thus B• is a standard form cdga over K.

As in (3.10)–(3.11) we can check that d◦α(xij) = α◦dxij and d◦α(yk−ij ) =
α ◦ dyk−ij , so that d ◦ α = α ◦ d, and α : A• → B• is a cdga morphism.
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Following (2.17) and (3.12), define h0 ∈ (Λ2Ω1
B•)k−1 by

h0 =
d∑
i=0

ni∑
j=1

ddRu
i
j ddRv

k−1−i
j +

ne∑
j=1

ddR
(
qjw

e
j

)
ddRw

e
j . (3.36)

Then ddRh
0 = 0, and as in (3.13) we can show that dh0 = α∗(ω0). Therefore

h := (h0, 0, 0, . . .) is an isotropic structure for Specα : SpecB• → SpecA•
and the k-shifted symplectic structure ω = (ω0, 0, 0, . . .) on SpecA•. Fol-
lowing the argument of (3.14)–(3.20) we can prove this isotropic structure
is nondegenerate, so that SpecB• is Lagrangian in (SpecA•, ω).

Following (2.20) and (3.21), define ψ ∈ (Ω1
B•)k−1 by

ψ =
d∑
i=0

ni∑
j=1

[
i uij ddRv

k−1−i
j + (−1)i+1(k − 1− i)vk−1−i

j ddRu
i
j

]
+ (k − 1)

ne∑
j=1

qj w
e
j ddRw

e
j .

As in (3.25)–(3.26), we can show that equations (3.22)–(3.24) hold.

Following the notation of weak and strong Darboux form in Example 2.16,
we say that A•, ω,B•, α, h are in weak Lagrangian Darboux form. If all the
above holds with qj = 1 for j = 1, . . . , ne, we say that A•, ω,B•, α, h are in
strong Lagrangian Darboux form. This concludes Example 3.5.

The next example, similar to Example 2.20, discusses Example 3.5 in
more detail when k = −1.

Example 3.6. — Consider “weak Lagrangian Darboux form” in Exam-
ple 3.5 when k = −1. Example 2.14 gives A•, ω, where A0 is a smooth K-
algebra, elements x0

1, . . . , x
0
m0
∈ A0 such that ddRx

0
1, . . . ,ddRx

0
m0

form a ba-
sis of Ω1

A0 over A0, and a Hamiltonian Φ ∈ A0. The classical master equation
(2.7) is trivial in this case, so Φ is arbitrary. We have A• = A0[y−1

1 , . . . , y−1
m0

],
where y−1

1 , . . . , y−1
m0

have degree −1, with differential

dx0
j = 0, dy−1

j = ∂Φ
∂x0

j

, j = 1, . . . ,m0,

and −1-shifted 2-form
ω0 = ddRx

0
1 ddRy

−1
1 + · · ·+ ddRx

0
m0

ddRy
−1
m0
.

Then ω = (ω0, 0, 0, . . .) is a−1-shifted symplectic structure on X = SpecA•.
Note that H0(A•) = A0/( ∂Φ

∂x0
1
, . . . , ∂Φ

∂x0
m0

) = A0/(ddRΦ).

Geometrically, U = SpecA0 is a smooth classical K-scheme with étale
coordinates (x0

1, . . . , x
0
m0

) : U → Am0 , and Φ : U → A1 is regular, and
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X = Crit(Φ) is the derived critical locus of Φ, with X = t0(X) the clas-
sical critical locus Crit(Φ). As in Example 2.14 and [7, Prop. 5.7(b)], the
restriction Φ|Xred : Xred → A1 of Φ to the reduced K-subscheme Xred of X
is locally constant. By adding a constant to Φ, we suppose that Φ|Xred = 0.

Example 3.5 now chooses a smooth K-algebra B0, a smooth morphism
α0 : A0 → B0, and elements u0

1, . . . , u
0
n0

such that ddRx̃
0
1, . . . ,ddRx̃

0
m0
,

ddRu
0
1, . . . ,ddRu

0
n0

form a basis of Ω1
B0 over B0, where x̃0

j = α0(x0
j ). As

a graded K-algebra we have B∗ = B0[v−2
1 , . . . , v−2

n0
, w−1

1 , . . . , w−1
n−1

] for some
n−1 > 0, with v−2

j in degree −2 and w−1
j in degree −1.

We choose invertible elements q1, . . . , qn−1 in B0, and a superpotential
Ψ ∈ B−1, which we write in the form

Ψ = s1w
−1
1 + · · ·+ sn−1w

−1
n−1

for s1, . . . , sn−1 ∈ B0. The p.d.e. (3.33) which Ψ must satisfy reduces to

1
4

n−1∑
j=1

(sj)2

qj
+ α0(Φ) = 0. (3.37)

By (3.34), the morphism α : A• → B• is determined by α|A0 = α0 and

α(y−1
j ) = −

ne∑
j′=1

[
∂sj′

∂x̃0
j

− sj′

2qj′
∂qj′

∂x̃0
j

]
w−1
j′ , j = 1, . . . ,m0.

By (3.35), the differential d in B• = (B∗,d) is given by d = 0 on B0 and

dv−2
j =

ne∑
j′=1

[
∂sj′

∂u0
j

− sj′

2qj′
∂qj′

∂u0
j

]
w−1
j′ , j = 1, . . . , n0,

dw−1
j = sj

2qj
, j = 1, . . . , n−1.

Then d ◦ dv−2
j = 0 follows by applying ∂

∂u0
j
to (3.37). The Lagrangian struc-

ture is h = (h0, 0, 0, . . .), where h0 ∈ (Λ2Ω1
B•)−2 is given by

h0 =
n0∑
j=1

ddRu
0
j ddRv

−2
j +

n−1∑
j=1

ddR
(
qjw

−1
j

)
ddRw

−1
j .

Geometrically, we have a smooth classical K-scheme V = SpecB0

with étale coordinates (x̃0
1, . . . , x̃

0
m0
, u0

1, . . . , u
0
n0

) : V → Am0+n0 , a
smooth morphism π = Specα0 : V → U acting in coordinates by π :
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(x̃0
1, . . . , x̃

0
m0
, u0

1, . . . , u
0
n0

) 7→ (x̃0
1, . . . , x̃

0
m0

), a trivial vector bundle E → V
with fibre Kn−1 , a nondegenerate quadratic form Q on E given by

Q(e1, . . . , en−1) = (e1)2

q1
+ · · ·+

(en−1)2

qn−1

for all regular functions e1, . . . , en−1 : V→A1, and a section s= (s1, . . . , sn−1)
in H0(E) which by (3.37) satisfies

Q(s, s) + 4π∗(Φ) = 0.

To summarize:

• The important geometric data in writing a −1-shifted symplectic
derived K-scheme (X, ω) in “Darboux form” is a smooth K-scheme
U and a regular function Φ : U → A1 with Φ|Crit(Φ)red = 0, and
then X is the derived critical locus Crit(Φ).
• The important geometric data in writing a Lagrangian f : L→X in

(X, ω) in “weak Lagrangian Darboux form” is a smooth K-scheme
V , a smooth morphism π : V → U , a vector bundle E → V , a
nondegenerate quadratic form Q on E, and a section s ∈ H0(E)
with Q(s, s) + 4π∗(Φ) = 0. Then t0(L) is the K-subscheme s−1(0)
in V , and t0(f) is π|s−1(0).

The remaining data is choices of étale coordinates (x0
1, . . . , x

0
m0

) on U and
(x̃0

1, . . . , x̃
0
m0
, u0

1, . . . , u
0
n0

) on V , and a trivialization E ∼= V ×An−1 , but these
are not very interesting geometrically.

3.3. A “k-shifted Lagrangian Neighbourhood Theorem” for k < 0

Here is the main result of this paper, proved in Sections 4.2–4.7.

Theorem 3.7. — Suppose (X, ωX) is a k-shifted symplectic derived K-
scheme for k < 0, and f : L → X is a Lagrangian derived K-scheme in
(X, ωX), with isotropic structure hL : 0 ∼−→ f∗(ωX). Let y ∈ L with f(y) =
x ∈X.

Suppose we are given a standard form cdga A• over K, a k-shifted sym-
plectic form ω on SpecA• with A•, ω in Darboux form (as in Example 2.14
and Remark 2.15, which also define a sub-cdga A•+ ⊆ A•), a point p ∈
SpecA•, and a morphism i : SpecA• → X which is either a Zariski open
inclusion or étale, with i(p) = x and ω ∼ i∗(ωX). We do not assume A• is
minimal at p.
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(As an aside, we note that Theorem 2.18(i),(iv) guarantee such A•, ω, p, i
exist, where we may take A• to be minimal at p, and i to be a Zariski open
inclusion for k 6≡ 2 mod 4, and étale for k ≡ 2 mod 4, since if k ≡ 2
mod 4 then vdim X = 2 vdim L is even near x.)

Then there exist a standard form cdga B• over K, a point q ∈ SpecB•,
a morphism α : A• → B• in cdgaK with Specα(q) = p such that α+ :=
α|A•+ : A•+ → B• is a submersion minimal at q in the sense of Definition 3.1,
a morphism j : SpecB• ↪→ L which is either a Zariski open inclusion or
étale, with j(q) = y, in a homotopy commutative diagram

SpecB•

Specα
��

j
// L

f
��

SpecA• i // X,

(3.38)

and a Lagrangian structure h : 0 ∼−→ α∗(ω) on SpecB• which is compatible
with hL in the sense that the following diagram homotopy commutes

0 = j∗(0)
h��

j∗(hL)
// j∗ ◦ f∗(ωX)

∼
��

(Specα)∗(ω) = α∗(ω) ∼ // (Specα)∗ ◦ i∗(ωX),
(3.39)

where the bottom equivalence comes from the homotopy ω ∼ i∗(ωX), and the
right equivalence from the homotopy across (3.38). Furthermore:

(i) If k 6≡ 3 mod 4 and i is a Zariski open inclusion, then we may
take j to be a Zariski open inclusion, and A•, ω,B•, α, h to be in
Lagrangian Darboux form, as in Example 3.3.

If instead i is étale, the same holds with j étale.
(ii) If k ≡ 3 mod 4 and i is a Zariski open inclusion, then we may take

j to be a Zariski open inclusion, and A•, ω,B•, α, h to be in weak
Lagrangian Darboux form, as in Example 3.5.

(iii) If k ≡ 3 mod 4 then we may take j to be étale, and A•, ω,B•, α, h
to be in strong Lagrangian Darboux form, as in Example 3.5.

Remark 3.8. — Let (X, ωX) be a k-shifted symplectic derived K-scheme
for k < 0, and f : L → X, hL a Lagrangian in (X, ωX), and y ∈ L
with f(y) = x ∈ X. For clarity, we spell out what Theorems 2.18 and 3.7
together tell us about joint local models for X,L near x, y, for various k =
−1,−2, . . . :

(a) If k < 0 with k ≡ 0 or 1 mod 4, then Theorem 2.18 gives a “Dar-
boux form” Zariski local model A•, ω for (X, ωX), and Theorem 3.7
gives a “Lagrangian Darboux form” Zariski local model B•, α, h for
f : L→X.
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(b) If k < 0 with k ≡ 2 mod 4, then Theorem 2.18 gives a “Darboux
form” local model A•, ω for (X, ωX) only in the étale topology,
so Theorem 3.7 gives a corresponding “Lagrangian Darboux form”
local model B•, α, h for f : L→X only in the étale topology.

(c) If k < 0 with k ≡ 3 mod 4, Theorem 2.18 gives a “Darboux form”
Zariski local model A•, ω for (X, ωX). Then Theorem 3.7 gives a
“weak Lagrangian Darboux form” Zariski local model B•, α, h, and
also a “strong Lagrangian Darboux form” étale local model B•, α, h,
for f : L→X.

Our theorems thus do not provide local models in the Zariski topology
for Lagrangians in general k-shifted symplectic derived schemes when k ≡ 2
mod 4. This is due to the laziness of the authors. One should find a “weak
Lagrangian Darboux form” adapted to the “weak Darboux form” of Exam-
ple 2.16.

3.4. The case k = 0

When k = 0, a 0-shifted symplectic derived K-scheme (X, ωX) is simply a
smooth classical K-scheme X with a classical symplectic form ωX . However,
Lagrangians f : L → X in them, in the sense of Section 2.4, need not be
smooth classical Lagrangians; they can be truly derived objects, singular at
the classical level, as Example 2.11 shows for Lagrangians in the point. So
a “k-shifted derived Lagrangian Neighbourhood Theorem” is still of interest
when k = 0, and is more closely related to classical symplectic geometry
than the k < 0 case.

If we try to extend Theorem 3.7 to the case k = 0, two things go wrong:

(a) As is well known, although the classical Darboux Theorem holds for
real C∞ and complex symplectic manifolds, it is false for algebraic
symplectic manifolds (symplectic schemes). So given a 0-shifted de-
rived Lagrangian f : L → X, h in a general classical symplectic
scheme (X,ωX), we do not have “Darboux form” local models A•, ω
for (X,ωX) near x ∈ X.

(b) Even if we assume that (X,ωX) has a very nice local model near
x (e.g. if X = A2n and ωX =

∑n
j=1 ddRxjddRyj), in the proof of

Theorem 3.7 in Sections 4.2–4.7, Proposition 4.1 fails when k = 0,
as there is an obstruction in H1

inf(H0(B•)) which need not vanish
Zariski or étale locally.

The next two examples define notions of “Darboux form” for 0-shifted
symplectic schemes, and “Lagrangian Darboux form” for Lagrangians in
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them. Because of (a) and (b), they are not local models for general sym-
plectic schemes and their Lagrangians, but at least they are local models for
especially nice symplectic schemes and nice 0-shifted Lagrangians.

Example 3.9. — Suppose A0
+ is a smooth K-algebra of dimension m0,

and x0
1, . . . , x

0
m0
∈ A0

+ such that ddRx
0
1, . . . ,ddRx

0
m0

form a basis of Ω1
A0

+

over A0
+. Let A0 = A0

+[y0
1 , . . . , y

0
m0

] be the K-algebra freely generated over
A0

+ by variables y0
1 , . . . , y

0
m0

in degree 0, and write ι : A0
+ ↪→ A+ for the

inclusion. Regard A0
+, A

0 as cdgas A•+, A• concentrated in degree 0. Define

ω0 =
m0∑
j=1

ddRx
0
jddRy

0
j in Λ2Ω1

A0 .

Then ω0 ∈ (Λ2Ω1
A•)0 with dω0 = ddRω

0 = 0, and ω := (ω0, 0, 0, . . .) is a 0-
shifted symplectic structure on SpecA•. We say that A•, ω (and A•+ ⊆ A•)
are in Darboux form. Following (2.15) we also define

φ+ =
m0∑
j=1

y0
jddRx

0
j in Λ1Ω1

A0 ,

and then ddRφ+ = −ω0 and dφ+ = 0.

Geometrically, U = SpecA0
+ is a smooth K-scheme of dimensionm0, and

(x0
1, . . . , x

0
m0

) : U → Am0 are étale coordinates on U , and SpecA0 = T ∗U is
its cotangent bundle with projection π = Spec ι : T ∗U → U , and ω0 is the
canonical symplectic form on T ∗U .

The next example, similar to Example 2.19, is basically Example 3.3
for k=0.

Example 3.10. — Use the notation of Example 3.9. Choose a smooth K-
algebra B0 of dimension m0 + n0, and a smooth morphism α0

+ : A0
+ → B0.

Localizing B0 if necessary, we may assume there exist u0
1, . . . , u

0
n0
∈ B0 such

that ddRx̃
0
1, . . . ,ddRx̃

0
m0
,ddRu

0
1, . . . ,ddRu

0
n0

form a basis of Ω1
B0 over B0,

where we write x̃0
j = α0

+(x0
j ) ∈ B0. As in (3.2), define B∗ = B0[v−1

1 , . . . , v−1
n0

]
to be the free graded algebra over B0 generated by variables v−1

1 , . . . , v−1
n0

in degree −1. Choose a superpotential Ψ in B0. The p.d.e. (3.4) is trivial
in this case, so Ψ is arbitrary. As in (3.5), extend α+ to α : A• → B• by
α|A0

+
= α+ and

α(y0
j ) = − ∂Ψ

∂x̃0
j

, j = 1, . . . ,m0.

Define the differential d in the cdga B• = (B∗,d) by d = 0 on B0, and

dv−1
j = ∂Ψ

∂uij
, j = 1, . . . , n0,
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as in (3.6). Then d ◦ d = 0 trivially. As in (3.12), define h0 ∈ (Λ2Ω1
B•)−1 by

h0 =
n0∑
j=1

ddRu
0
j ddRv

−1
j .

Then ddRh
0 = 0, and (3.13) implies that dh0 = α∗(ω0). Hence h :=

(h0, 0, 0, . . .) is an isotropic structure for Specα : SpecB• → SpecA•
and the 0-shifted symplectic structure ω = (ω0, 0, 0, . . .) on SpecA•. Fol-
lowing (3.14)–(3.20) we prove that h is nondegenerate, so that SpecB• is
Lagrangian in (SpecA•, ω). We say that A•, ω,B•, α, h are in Lagrangian
Darboux form.

Following (3.21), define ψ ∈ (Ω1
B•)−1 by

ψ = −
n0∑
j=1

v−1
j ddRu

0
j .

As for (3.23)–(3.24) we have
ddRΨ + dψ = −α∗(φ+) in (Ω1

B•)0, and
ddRψ = −h0 in (Λ2Ω1

B•)−1.

Geometrically, V = SpecB0 is a smooth K-scheme, π := Specα0
+ : V →

U = SpecA0
+ is a smooth morphism of K-schemes, and Ψ : V → A1 is a

regular function. We should interpret L := SpecB• as the derived relative
critical locus Crit(Ψ/U) of Ψ : V → A1 relative to π : V → U . Heuristically,
L is the total space of a family of derived critical loci over the base U :

L = Crit(Ψ/U) ≈
∐
u∈U

Crit
(
Ψ|Vu : Vu → A1),

where Vu = π−1(u) is the (smooth) fibre of π : V → U over u ∈ U .

The morphism Specα : L→ T ∗U can now be understood as follows. We
have a commutative diagram of vector bundles on L ⊆ V :

OL
λ

yy ddRΨ|L��
0
%%

0 // π∗(T ∗U)|L // T ∗V |L // T ∗(V/U)|L // 0,

with the bottom row exact. The section ddRΨ|L of T ∗V |L projects to 0 in
T ∗(V/U)|L, since L is the derived zero locus of ddRΨ in T ∗(V/U). Hence by
exactness ddRΨ|L lifts to a section λ of π∗(T ∗U)|L, and Specα : L→ T ∗U
can be interpreted as the graph of −λ.

We can now prove the following somewhat weak and unsatisfactory “0-
shifted Lagrangian Neighbourhood Theorem”:
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Theorem 3.11. — Let (X, ωX) be a 0-shifted symplectic derived K-
scheme, and f : L → X be a Lagrangian derived K-scheme in (X, ωX),
with isotropic structure hL : 0 ∼−→ f∗(ωX). Let y ∈ L with f(y) = x ∈X.

Suppose we are given a standard form cdga A• over K, a 0-shifted sym-
plectic form ω on SpecA• with A•, ω in Darboux form as in Example 3.9,
which also defines A•+ ⊆ A•, a point p ∈ SpecA•, and a Zariski open inclu-
sion i : SpecA• →X with i(p) = x and ω ∼ i∗(ωX).

Then we can define an obstruction class [γ] in

H1
inf(t0(L))y = lim−→ y∈U⊆t0(L)H1

inf(U), (3.40)

where the direct limit is over Zariski open neighbourhoods U of y in the
classical K-scheme t0(L), and H1

inf( · ) is algebraic de Rham cohomology.

If this obstruction class [γ] is zero then there exist a standard form cdga
B• over K, a point q ∈ SpecB•, a morphism α : A• → B• in cdgaK
with Specα(q) = p such that α+ := α|A•+ : A•+ → B• is a submersion
minimal at q in the sense of Definition 3.1, a Zariski open inclusion j :
SpecB• ↪→ L with j(q) = y in a homotopy commutative diagram (3.38),
and a Lagrangian structure h : 0 ∼−→ α∗(ω) on SpecB• for which (3.39)
homotopy commutes, such that A•, ω,B•, α, h are in Lagrangian Darboux
form, as in Example 3.10.

If instead i is étale, the same holds with j étale.

Proof. — We follow the proof of Theorem 3.7 for k < 0 even in Sec-
tions 4.2–4.5, setting k = 0 and Φ+ = Φ = φ = 0. The only place where
taking k = 0 causes problems is in the proof of Proposition 4.1. Then in
place of (4.9) we have that

γ =
(
−α∗(φ+),−h0,−h1, . . .

)
is a 0-shifted closed 1-form on SpecB•, that is, a closed element of degree 0
in the complex

(∏
i>0(Λi+1LB•)[i],ddR + d

)
. The analogue of (4.10) is

H0

(∏
i>0

(Λi+1LB•)[i],ddR + d
)
∼= HN0(B•)(1) ∼= HP0(B•)(1)

∼= HP0(H0(B•))(1) ∼= H1
inf(H0(B•)) ∼= H1

inf(U),

where U = t0(j)(SpecH0(B•)) is a Zariski open neighbourhood of y in
t0(L).

The vanishing theorems used in Proposition 4.1 fail when k = 0, so we
may have H1

inf(U) 6= 0. If the cohomology class [γ] of γ in H1
inf(U) is nonzero

then Ξ, ψ in Proposition 4.1 do not exist, so we cannot continue the proof.
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If there is some Zariski open neighbourhood V of q in SpecH0(B•)
such that [γ] becomes zero when restricted to H1

inf(V ), then by localizing
B• we can make [γ] = 0, so Ξ, ψ in Proposition 4.1 do exist, and the rest
of Sections 4.2–4.5 works without a hitch. The condition for there to exist
some such V is that the image of [γ] should be zero in the direct limit (3.40).
This completes the proof. �

Remark 3.12. — It seems likely that there exists a good theory of De-
rived Complex Analytic Geometry, a complex analytic version of Derived
Algebraic Geometry, including derived complex analytic spaces, built using
complex manifolds and holomorphic functions. Within this there should exist
good notions of k-shifted symplectic derived complex analytic space, and La-
grangians in these. So far as the authors know, neither theory is yet available
in the literature.

If such theories were constructed, the authors expect that the obvious
complex analytic generalizations of the k-shifted symplectic Darboux Theo-
rem 2.18 and Lagrangian Neighbourhood Theorem 3.7 will hold.

Observe that the two problems (a) and (b) in the case k = 0 above will not
occur in the complex analytic case. For (a) the classical Darboux Theorem
holds for complex symplectic manifolds, and for (b), the complex analytic
analogue of (3.40) is zero, since Hi cohomology classes for i > 0 on a com-
plex analytic space are zero locally in the complex analytic topology. So the
complex analytic versions of Theorems 2.18 and 3.7 should also work when
k = 0. The authors hope in future work to use these ideas to define a notion
of “derived Lagrangian” in complex symplectic manifolds, generalizing the
“d-critical loci’ of Joyce [13].

3.5. k-shifted Poisson structures and coisotropics

Recently, Calaque, Pantev, Toën, Vaquié and Vezzosi [12] defined k-
shifted Poisson structures πX on a derived scheme or stack X, for k ∈ Z,
and coisotropics f : C →X in (X, πX). They prove [12, Th. 3.2.4] that the
spaces of k-shifted symplectic structures ωX and nondegenerate k-shifted
Poisson structures πX on X are equivalent, and for fixed equivalent ωX , πX

they conjecture [12, Conj. 3.4.5] that the spaces of Lagrangian structures
on f : L → X in (X, ωX) and nondegenerate coisotropic structures on
f : L → X in (X, πX) are equivalent. Recently this conjecture has been
proved in [18, Th. 4.22].

The purpose of this section is to observe that for our “Darboux form”
local models for k-shifted symplectic derived schemes in Section 2.5, we
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can write down simple, explicit (strict) k-shifted Poisson structures, and for
our “Lagrangian Darboux form” local models for Lagrangians in k-shifted
symplectic derived schemes in Section 3.2, we can write down simple, explicit
(strict) coisotropic structures.

Definition 3.13. — A Pk+1-algebra is a cdga A• equipped with the data
of a Lie bracket { · , · } : A•⊗A• → A•[−k] satisfying the following equations:

(i) {f, g} = −(−1)(|f |+k)(|g|+k){g, f},
(ii) {f, {g, h}} = {{f, g}, h}+ (−1)(|f |+k)(|g|+k){g, {f, h}},
(iii) d{f, g} = {df, g}+ (−1)|f |+k{f, dg},
(iv) {f, gh} = {f, g}h+ (−1)|g|(|f |+k)g{f, h},

for all elements f, g, h ∈ A•.

Note that if A• is a Pk+1-algebra, then, forgetting the multiplication,
A•[k] is a dg Lie algebra.

Definition 3.14. — Let A• be a cdga. A k-shifted Poisson structure
on A• is a Pk+1-algebra Ã• equipped with a quasi-isomorphism of cdgas
Ã• → A•.

We say that a k-shifted Poisson structure on A• is strict if Ã• → A• is
an isomorphism; that is, A• itself is a Pk+1-algebra.

Let X = SpecA• be an affine derived scheme and assume that A is
a cofibrant cdga. Then one can define the complex of k-shifted polyvector
fields to be

Pol(X, k) = Hom•A•(Sym(Ω1
A• [k + 1]), A•).

This is a graded Pk+2-algebra, where the grading comes from the sym-
metric algebra, and the Lie bracket is the Schouten bracket of polyvector
fields that we denote by [ · , · ]. We write P̂ol(X, k) for its completion with
respect to the grading, and P̂ol>2(X, k) for the part in degrees at least 2.

If A• is a Pk+1-algebra, we get a bivector π2
A• ∈ Pol(X, k) by the formula

{f, g} = (−1)|f |+k+1ιπ2
A•

(ddRf ddRg).

satisfying the equations

dπ2
A• = 0, [π2

A• , π
2
A• ] = 0,

i.e. π2
A• ∈ P̂ol>2(X, k) is a Maurer–Cartan element. More generally, Melani

[17, Th. 3.2] proves:
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Theorem 3.15 (Melani). — Let X = SpecA• be an affine derived
scheme. Then the space of k-shifted Poisson structures on X is equivalent
to the space of Maurer–Cartan elements in P̂ol>2(X, k).

A k-shifted Poisson structure πX on X defines a map π2
X · : LX →

TX [−k]. We say that πX is nondegenerate if this map is a quasi-isomorphism.
Calaque et al. [12, Th. 3.2.4] prove the following theorem (see also Prid-
ham [21] for related results).

Theorem 3.16 (Calaque–Pantev–Toën–Vaquié–Vezzosi). — The space
of nondegenerate k-shifted Poisson structures on a derived stack X is equiv-
alent to the space of k-shifted symplectic structures on X.

It is difficult in general to explicitly invert a k-shifted symplectic structure
to obtain a k-shifted Poisson structure, but this can be easily done in the
“Darboux form” models of Bussi, Brav and Joyce [7] from Section 2.5 where,
in fact, we obtain strict k-shifted Poisson structures.

Example 3.17. — Let k < 0 and suppose A•, ω are in k-shifted Darboux
form, as in Example 2.14. The differential of vector fields is given by

d ∂

∂xij
=

d∑
i′=0

mi′∑
j′=1

(−1)i+i
′ ∂Φi

′+1
j′

∂xij

∂

∂xi
′
j′

+
d∑

i′=0

mi′∑
j′=1

(−1)i+1 ∂2Φ+

∂xij∂x
i′
j′

∂

∂yk−i
′

j′

+
d∑

i′,i′=0

mi′∑
j′=1

mi′∑
j′=1

(−1)i+1 ∂
2Φi

′+1
j′

∂xij∂x
i′
j′
yk−i

′

j′
∂

∂yk−i
′

j′

,

d ∂

∂yk−ij

=
d∑

i′=0

mi′∑
j′=1

(−1)(k+i)(i+i′)+1 ∂Φi+1
j

∂xi
′
j′

∂

∂yk−i
′

j′

.

The morphism ω0· : TA• → LA• [k] is a strict isomorphism given by
∂

∂xij
7−→ ddRy

k−i
j ,

∂

∂yk−ij

7−→ (−1)(i+1)(k+1)ddRx
i
j .

Its inverse LA• → TA• [−k] is given by

ddRy
k−i
j 7−→ (−1)k ∂

∂xij
, ddRx

i
j 7−→ (−1)ik+i+1 ∂

∂yk−ij

.

This gives a degree −k bivector

π2
A• =

d∑
i=0

mi∑
j=1

∂

∂xij

∂

∂yk−ij

. (3.41)
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Its differential is

dπ2
A• =

d∑
i,i′=0

mi∑
j=1

mi′∑
j′=1

(−1)i+i
′
[
∂Φi

′+1
j′

∂xij

∂

∂xi
′
j′

∂

∂yk−ij

−
∂Φi+1

j

∂xi
′
j′

∂

∂xij

∂

∂yk−i
′

j′

]

+
d∑

i,i′=0

mi∑
j=1

mi′∑
j′=1

(−1)i+1 ∂2Φ+

∂xij∂x
i′
j′

∂

∂yk−i
′

j′

∂

∂yk−ij

+
d∑

i,i′,i′=0

mi∑
j=1

mi′∑
j′=1

mi′∑
j′=1

(−1)i+1 ∂
2Φi

′+1
j′

∂xij∂x
i′
j′
yk−i

′

j′
∂

∂yk−i
′

j′

∂

∂yk−ij

= 0,

where each line vanishes separately after exchanging the indices i and i′.

Clearly, [π2
A• , π

2
A• ] = 0 as the bivector has constant coefficients. There-

fore, it defines a strict k-shifted Poisson structure on X = SpecA•.

The same formulae also work trivially when k = 0, defining A•, ω in
0-shifted Darboux form as in Example 3.9, with coordinates x0

j , y
0
j , with

Φ+ = Φi+1
j = 0 and d ∂

∂xi
j

= d ∂

∂yk−i
j

= dπ2
A• = 0 for degree reasons, and π2

A•

is a classical Poisson structure on A• = A0.

Example 3.18. — Let k < 0 with k ≡ 2 mod 4 and suppose A•, ω are in
k-shifted weak Darboux form, as in Example 2.16. Example 3.17 generalizes
to this case, where instead of (3.41) we have

π2
A• =

d+1∑
i=0

mi∑
j=1

∂

∂xij

∂

∂yk−ij

+
md∑
j=1

1
4qj

∂

∂zdj

∂

∂zdj

−
md∑
j=1

m0∑
j′=1

∂qj
∂x0

j′

zdj
2qj

∂

∂zdj

∂

∂ykj′
. (3.42)

Then dπ2
A• = 0 and [π2

A• , π
2
A• ] = 0, so π2

A• defines a strict k-shifted Poisson
structure on X = SpecA•.

Combining Theorems 2.18 and 3.16 gives a k-shifted Poisson version of
the k-shifted Darboux Theorem 3.7:

Theorem 3.19. — Let (X, πX) be a nondegenerate k-shifted Poisson
derived K-scheme for k < 0, and x ∈ X. Then (X, πX) is Zariski lo-
cally modelled near x up to equivalence on a strict k-shifted Poisson affine
derived K-scheme (SpecA•, π2

A•) in Example 3.17 if k 6≡ 2 mod 4, and
in Example 3.18 if k ≡ 2 mod 4. Also, when k ≡ 2 mod 4, by instead
taking (X, πX) to be étale locally modelled on (SpecA•, π2

A•) we may set
q1 = · · · = qmd = 1 in Example 3.18.
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Now let us turn to k-shifted Lagrangians and coisotropics.

Definition 3.20. — A P[k+1,k]-algebra is a triple of a Pk+1-algebra A•,
a Pk-algebra B• and a morphism of Pk+1-algebras

A• −→
(
Hom•B•(Sym(Ω1

B• [k]), B),d + [π2
B• ,−]

)
.

Note that if (A•, B•) is a P[k+1,k]-algebra, the composite

A• −→
(
Hom•B•(Sym(Ω1

B• [k]), B),d + [π2
B• ,−]

)
−→ B•,

where the latter morphism is given by projection to the weight zero part, is
a morphism of cdgas.

Definition 3.21. — Let α : A• → B• be a morphism of cdgas. A k-
shifted coisotropic structure on α is a P[k+1,k]-algebra (Ã•, B̃•) together with
quasi-isomorphisms of cdgas Ã• → A• and B̃• → B• making the diagram of
cdgas

Ã• //

��

B̃•

��
A•

α // B•

commutative.

This definition in fact is equivalent to k-shifted coisotropic structures
of [12] as shown in [22]. Moreover, one can define a nondegeneracy condition
on a k-shifted coisotropic structure on A• → B• which in particular implies
that the k-shifted Poisson strucutre on A• is nondegenerate. The following
is [18, Th. 4.22].

Theorem 3.22. — The space of nondegenerate k-shifted Poisson struc-
tures on a morphism of derived stacks L → X is equivalent to the space of
pairs of a k-shifted symplectic structure on X and a Lagrangian structure
on L→X.

As before, we say a k-shifted coisotorpic structure is strict if the maps
Ã• → A• and B̃• → B• are isomorphisms, so that (A•, B•) is a P[k+1,k]-
algebra. In general, it is difficult to construct a k-shifted coisotropic structure
corresponding to a given k-shifted Lagrangian structure, but we will now
explain how to perform this construction for our local models for Lagrangians
which will moreover give strict coisotropic structures.

Example 3.23. — Let k < 0 with k 6≡ 3 mod 4, and consider data
A•, ω,B•, α, h in Lagrangian Darboux form as in Example 3.3, so that A•, ω
is in Darboux form as in Example 2.14. Then Example 3.17 defines a strict
k-shifted Poisson structure π2

A• on A•. We will define a strict k-shifted
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coisotropic structure on α : A• → B•. We need to construct a (k − 1)-
shifted Poisson structure πB• on B• and provide a Pk+1-morphism α̃ : A• →(
Ŝym(TB• [−k]),d + [π2

B• ,−]
)
.

The morphism χ : TB•/A• → LB• [k − 1] is given by

∂

∂x̃ij
7−→ 0, ∂

∂uij
7−→ ddRv

k−1−i
j ,

∂

∂vk−1−i
j

7−→ (−1)k(i+1)ddRu
i
j ,

∂

∂xij
7−→ (−1)iddR

∂Ψ
∂x̃ij

,
∂

∂yk−ij

7−→ (−1)ik+k+iddRx̃
i
j .

We can find its one-sided inverse χ−1 so that the composite

LB•
χ−1
// TB•/A• [1− k] // TB• [1− k]

is given by

ddRv
k−1−i
j 7−→ (−1)k+1 ∂

∂uij
, ddRu

i
j 7−→ (−1)ik+1 ∂

∂vk−1−i
j

, ddRx̃
i
j 7−→ 0.

This gives a degree 1− k bivector

π2
B• =

e∑
i=0

ni∑
j=1

∂

∂uij

∂

∂vk−1−i
j

. (3.43)

Clearly, [π2
B• , π

2
B• ] = 0 as the bivector has constant coefficients.

As a graded commutative algebra, A∗ is freely generated over A∗+ by the
variables yk−ij for i = 0,−1, . . . , d and j = 1, . . . ,mi. We define the morphism
α̃ to be α on A∗+ and

α̃(yk−ij ) = (−1)i+1 ∂Ψ
∂x̃ij

+ (−1)i+1 ∂

∂x̃ij
. (3.44)

Let us check that this α̃ is compatible with the differential and the brack-
ets:

d ◦ α̃(yk−ij ) = (−1)i+1
(

d ∂Ψ
∂x̃ij

+ d ∂

∂x̃ij
+

e∑
i′=0

ni′∑
j′=1

[
∂

∂ui
′
j′

∂

∂vk−1−i′
j′

,
∂Ψ
∂x̃ij

])
.

Equation (3.11) implies that

(−1)i+1d ∂Ψ
∂x̃ij

= α(dyk−ij ) = α̃(dyk−ij )−
d∑

i′=0

mi′∑
j′=1

(−1)i
′+1α+

(
∂Φi

′+1
j′

∂xij

)
∂

∂x̃i
′
j′
.
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Therefore,

d ◦ α̃(yk−ij ) = α̃(dyk−ij )−
d∑

i′=0

mi′∑
j′=1

(−1)i
′+1α+

(
∂Φi

′+1
j′

∂xij

)
∂

∂x̃k−i
′

j′

+
d∑

i′=0

mi′∑
j′=1

(−1)i
′+1α+

(
∂Φi

′+1
j′

∂xij

)
∂

∂x̃i
′
j′

+
e∑

i′=0

ni′∑
j′=1

(−1)k(i′+1) ∂2Ψ
∂x̃ij∂v

k−1−i′
j′

∂

∂ui
′
j′

+
e∑

i′=0

ni′∑
j′=1

∂2Ψ
∂x̃ij∂u

i′
j′

∂

∂vk−1−i′
j′

+
e∑

i′=0

ni′∑
j′=1

(−1)(k+i)(k+i′)+i+1 ∂2Ψ
∂vk−1−i′

j′ ∂x̃ij

∂

∂ui
′
j′

+
e∑

i′=0

ni′∑
j′=1

(−1)ii
′+1 ∂2Ψ

∂ui
′
j′∂x̃

i
j

∂

∂vk−1−i′
j′

= α̃(dyk−ij ), (3.45)

which shows that α̃ commutes with the differential d.

The Poisson bracket on A• is given by{
xij , x

i′

j′
}

= 0,
{
yij , y

i′

j′
}

= 0,
{
yij , x

i′

j′
}

= (−1)i+1δjj′δ
ii′ . (3.46)

Under α̃ these are sent to[
α̃(xij), α̃(xi

′

j′)
]

=
[
x̃ij , x̃

i′

j′
]

= 0,[
α̃(yij), α̃(yi

′

j′)
]

= (−1)i+i
′
[
∂Ψ
∂x̃ij

+ ∂

∂x̃ij
,
∂Ψ
∂x̃i

′
j′

+ ∂

∂x̃i
′
j′

]
= (−1)i+i

′ ∂2Ψ
∂x̃ij∂x̃

i′
j′

+ (−1)(i+1)(i′+1) ∂2Ψ
∂x̃i

′
j′∂x̃

i
j

= 0,
(3.47)

[
α̃(yij), α̃(xi

′

j′)
]

= (−1)i+1
[
∂Ψ
∂x̃ij

+ ∂

∂x̃ij
, x̃i
′

j′

]
= (−1)i+1δjj′δ

ii′ = α̃
(
{yij , xi

′

j′}
)
.

Therefore, α̃ is a morphism of Pk+1-algebras, and so (3.43) and (3.44) define
a (strict) coisotropic structure on α : A• → B•.

The same formulae also work when k = 0, defining A•, ω in 0-shifted
Darboux form as in Example 3.9, with Φi+1

j = 0, and A•, ω,B•, α, h in
Lagrangian Darboux form as in Example 3.10.

Example 3.24. — Now let k < 0 with k ≡ 3 mod 4, and consider data
A•, ω,B•, α, h in weak Lagrangian Darboux form as in Example 3.5, so that
A•, ω is in Darboux form as in Example 2.14, and we have coordinates
x̃ij , u

i
j , v

k−1−i
j , wej inB•, with the wej associated to invertible q1, . . . , qne ∈ B0,

where A•, ω,B•, α, h are in strong Lagrangian Darboux form if q1 = · · · =
qne = 1.
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All of Example 3.23 generalizes to this case, so we just give the definitions,
leaving most verifications to the reader. As in (3.42)–(3.43), the bivector
π2
B• is

π2
B• =

d∑
i=0

ni∑
j=1

∂

∂uij

∂

∂vk−1−i
j

+
ne∑
j=1

1
4qj

∂

∂wej

∂

∂wej
−

ne∑
j=1

n0∑
j′=1

∂qj
∂u0

j′

wej
2qj

∂

∂wej

∂

∂vk−1
j′

.

As this does not have constant coefficients, we check that [π2
B• , π

2
B• ] = 0 by

[π2
B• , π

2
B• ]=

n0∑
j=1

ne∑
j′=1

[
∂qj′

∂u0
j

1
4q2
j′

∂

∂vk−1
j

∂

∂wej′

∂

∂wej′
− ∂qj

′

∂u0
j

1
4q2
j′

∂

∂vk−1
j

∂

∂wej′

∂

∂wej′

]

−
n0∑

j,j′=1

ne∑
j′=1

∂2qj′

∂u0
j∂u

0
j′

wej′

2qj′
∂

∂wej′

∂

∂vk−1
j

∂

∂vk−1
j′

= 0,

which vanishes as the ∂
∂we

j
are symmetric under multiplication, as e is odd,

and the ∂

∂vk−1
j

are antisymmetric, as k− 1 is even, and ∂2qj′

∂u0
j
∂u0

j′
is symmetric

in j, j′.

The Pk+1-morphism α̃ : A• →
(
Ŝym(TB• [−k]),d + [π2

B• , · ]
)
is given by

α̃|A∗+ = α|A∗+ and, generalizing (4.43),

α̃(yk−ij ) = α(yk−ij ) + (−1)i+1 ∂

∂x̃ij
, i = −1, . . . , d, j = 1, . . . ,mi,

α̃(ykj ) = α(ykj )− ∂

∂x̃0
j

+
ne∑
j′=1

1
2qj′

∂qj′

∂x̃0
j

wej′
∂

∂wej′
, j = 1, . . . ,m0.

We can show that d◦ α̃ = α̃◦d as in (3.45), and that α̃ preserves { · , · }, [ · , · ]
as in (3.46)–(3.47). Thus π2

B• , α̃ define a (strict) coisotropic structure on α :
A•→B•.

Examples 3.23 and 3.24 show that all of our (ordinary/weak/strong) “La-
grangian Darboux form” local models in k-shifted symplectic derived K-
schemes for k 6 0 can be promoted to explicit (strict) coisotropic structures
in k-shifted Poisson derived K-schemes.

Theorems 3.7 and 3.22 imply a “Coisotropic Neighbourhood Theorem”,
saying that a nondegenerate coisotropic f : C → X in a nondegenerate
k-shifted Poisson derived K-scheme X for k < 0 is Zariski or étale locally
modelled on Specα : SpecB• → SpecA• in SpecA• in Examples 3.23
or 3.24, in a similar way to Theorem 3.19.
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4. Proofs of the main results

Sections 4.1 and 4.2–4.7 will prove Theorems 3.2 and 3.7, respectively.

4.1. Proof of Theorem 3.2

The proof is modelled on that of Theorem 2.6 in [7, §4.1]. As in The-
orem 3.2, let f : Y → X be a morphism of derived K-schemes, A• be a
standard form cdga over K, i : SpecA• ↪→X be a Zariski open inclusion (or
étale morphism), and y ∈ Y , p ∈ SpecH0(A•) with f(y) = i(p) = x ∈X.

First, consider a homotopy pullback diagram in dSchK:
Z

h
//

g
��

SpecA•

i ��
Y

f // X,

where Z = Y ×X SpecA•. The map g : Z → Y is a Zariski open immersion
(or étale if i is étale). Also there is a unique point z ∈ Z with g(z) = y and
h(z) = p. Let k : SpecC• ↪→ Z be an affine Zariski neighbourhood of z for
some finitely presented cdga C•, so that r ∈ SpecC• with k(r) = z.

Recall the distinction between the ordinary category cdgaK and the ∞-
category cdga∞K of cdgas over K, discussed in Remark 2.2. The morphism
h ◦ k : SpecC• → SpecA• is equivalent to Spec γ∞ for some morphism
γ∞ : A• → C• in cdga∞K , unique up to equivalence. Later (after modifying
C•) we will show that γ∞ descends to a morphism γ in cdgaK.

Possibly after localizing C•, we will inductively construct a standard
form cdga B• with a quasi-isomorphism β : B• ∼−→ C• in cdgaK, such
that h ◦ k ◦ (Specβ)−1 : SpecB• → SpecA• is equivalent to Specα, for
α : A• → B• in cdgaK a submersion of cdgas minimal at q = Specβ(r), with
(Specβ)−1 a quasi-inverse for Specβ. Then setting j = g ◦k ◦ (Specβ)−1,
so that Specα(q) = p, j(q) = y, we have a homotopy commutative diagram

SpecB•
(Spec β)−1

**

j

00

Specα

++
SpecC•

Spec γ
--Spec β

jj

k
// Z

h
//

g
��

SpecA•

i ��
Y

f // X,

(4.1)

which gives (3.1). Also j is a Zariski open inclusion (or étale if i is étale), as
g,k, (Specβ)−1 are, so this will prove Theorem 3.2.
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As SpecC• is affine, we can choose an embedding SpecH0(C•) ↪→ AN
for N � 0. We also have a composition of morphisms

SpecH0(C•)
t0(k) // t0(Z)

t0(h) // SpecH0(A•) �
� // SpecA0 =: U,

so the direct product is an embedding e : SpecH0(C•) ↪→ AN×U . Choose a
smooth, affine, locally closed K-subscheme V in AN×U , such that V contains
an open neighbourhood of e(r) in e[SpecH0(C•)] as a closed K-subscheme,
and the projection V → U is smooth, and dimV is minimal under these
conditions. Localizing V if necessary, we can assume T ∗V is a trivial vector
bundle.

As V is affine we have V = SpecB0 for a smooth K-algebra B0, with
Ω1
B0 a free B0-module. The (smooth) projection V → U is Specα0 for

α0 : B0 → A0 a smooth morphism of K-algebras. Since V contains an open
neighbourhood of e(p) in e[SpecH0(C•)], localizing C• if necessary we can
suppose e[SpecH0(C•)] is a closed K-subscheme in V . Then the closed
embedding SpecH0(C•) ↪→ V is Specβ′ for some β′ : B0 → H0(C•).

Since C• is the homotopy limit of its Postnikov tower · · · → τ>−1C
• →

τ>0C
• ' H0(C•) in which each map is a square-zero extension of cdgas [16,

Prop. 7.1.3.19], and as B0 is smooth and hence maps out of it can be lifted
along square-zero extensions, after replacing C• by an equivalent cdga we
can lift β′ : B0 → H0(C•) along the canonical map C• → H0(C•) to obtain
a map β0 : B0 → C0 ⊆ C•.

Set γ0 = β0 ◦ α0 : A0 → C•, as a morphism in cdgaK. Then we have
a homotopy commutative diagram in cdga∞K , with α0, β0, γ0 morphisms in
cdgaK:

A0
α0

//

γ0

,,
� _

��

B0
β0

// C0
� _

��
A•

γ∞ // C•.

(4.2)

Since A• is cofibrant over A0, and A0 → C• is represented by a morphism
γ0 in cdgaK, up to equivalence γ∞ descends to a morphism γ : A• → C•

in cdgaK.

As A• is a standard form cdga, it is freely generated over A0 by finitely
many generators xi1, . . . , ximi in degree i for i = −1,−2, . . . , where mi = 0
for i � 0. Write A•(k) for k = 0,−1, . . . for the sub-cdga of A• generated
over A0 by the generators xij in degrees i = −1,−2, . . . , k only, so that
A•(0) ⊆ A•(−1) ⊆ A•(−2) ⊆ · · · , and A•(0) = A0, and A•(k) = A• for
k � 0.
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Next we inductively construct a sequence of standard form cdgas B•(0) ⊆
B•(−1) ⊆ B•(−2) ⊆ · · · , and submersions α(k) : A•(k)→ B•(k) in cdgaK,
and morphisms β(k) : B•(k) → C• in cdgaK, such that α(k − 1)|A•(k) =
α(k), β(k− 1)|B•(k) = β(k), and the following diagram commutes in cdgaK:

A•(k) �
� //

α(k)
��

A•(k − 1) �
� //

α(k−1)
��

A•

γ
��

B•(k) �
� //

β(k)

11B•(k − 1)
β(k−1) // C•,

(4.3)

and LC•/B•(k) is concentrated in degrees (−∞, k−1], and B∗(k−1) is freely
generated over B∗(k) by finitely many generators in degree k − 1, where
this number of generators is minimal such that the previous conditions hold
near r.

For the first step, set A•(0) = A0 and B•(0) = B0, regarded as cdgas
concentrated in degree 0, and α(0) = α0 : A•(0) → B•(0), which is a
submersion, and β(0) = β0 : B•(0) → C•. Then (4.2) implies that the
outer rectangle of (4.3) commutes for k = 0.

For the inductive step, suppose that for some k 6 0 we have chosen
B•(0), B•(−1), . . . , B•(k) and α(0), α(−1), . . . , α(k) and β(0), β(−1), . . . ,
β(k) with the desired properties. Now Hk−1(LC•/B•(k)|r) is spanned by
elements (ddRy,ddRz) for y ∈ Ck−1 and z ∈ Bk(k) with dy = β(k)(z) ∈ Ck
and dz = 0 ∈ Bk+1(k). We have generators xk−1

j of A• in degree k − 1
with dxk−1

j ∈ A•(k) ⊆ A•, so that y = γ(xk−1
j ), z = α(k)(dxk−1

j ) sat-
isfy dy = β(k)(z) and dz = 0, and (ddRγ(xk−1

j ),ddRα(k)(dxk−1
j )) gives

an element of Hk−1(LC•/B•(k)|r). Choose a minimal number of additional
pairs (yk−1

1 , zk1 ), . . . , (yk−1
nk−1

, zknk−1
) in Ck−1 × Bk(k) with dyk−1

j = β(k)(zkj )
and dzkj = 0, such that Hk−1(LC•/B•(k)|r) is spanned by (ddRγ(xk−1

j ),
ddRα(k)(dxk−1

j )) for j = 1, . . . ,mk−1 and (ddRy
k−1
j ,ddRz

k
j ) for j = 1, . . . ,

nk−1.

Define B∗(k− 1) to be the commutative graded algebra freely generated
over B∗(k) by generators x̃k−1

1 , . . . , x̃k−1
mk−1

, ỹk−1
1 , . . . , ỹk−1

nk−1
in degree k − 1.

Define the differential d in B•(k − 1) = (B∗(k − 1),d) by d|B∗(k) = dB•(k),
and d(x̃k−1

j ) = α(k)(dxk−1
j ), dỹk−1

j = zkj for all j. Then d ◦ d = 0 as
d ◦ α(k)(dxk−1

j ) = 0 and dzkj = 0 in B•(k). Define α(k − 1) : A∗(k − 1) →
B∗(k−1) to be the unique graded algebra morphism with α(k−1)|A∗(k−1) =
α(k) and α(k−1)(xk−1

j ) = x̃k−1
j for j = 1, . . . ,mk−1. Then α(k−1) is a cdga

morphism as dα(k − 1)(xk−1
j ) = dx̃k−1

j = α(k)(dxk−1
j ) = α(k − 1)(dxk−1

j ).
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Define β(k − 1) : B∗(k − 1) → C∗ to be the unique graded algebra
morphism with β(k − 1)|B∗(k) = β(k) and β(k − 1)(x̃k−1

j ) = γ(xk−1
j ) and

β(k−1)(ỹk−1
j ) = yk−1

j for all j. Then β(k−1) is a cdga morphism B•(k−1)→
C• as

dβ(k − 1)(x̃k−1
j ) = dγ(xk−1

j ) = γ(dxk−1
j ) = β(k) ◦ α(k)(dxk−1

j )

= β(k − 1) ◦ d(x̃k−1
j ),

dβ(k − 1)(ỹk−1
j ) = dyk−1

j = β(k)(zkj ) = β(k − 1) ◦ d(ỹk−1
j ).

Also (4.3) commutes as β(k − 1) ◦ α(k − 1)(xk−1
j ) = γ(xk−1

j ).

As LC•/B•(k) is concentrated in degrees (−∞, k − 1], and the new gen-
erators of B•(k − 1) span Hk−1(LC•/B•(k)|r), we see that LC•/B•(k−1) is
concentrated in degrees (−∞, k − 2] near r ∈ SpecC•. Thus, localizing C•
and B•(0), . . . , B•(k − 1), we can suppose that LC•/B•(k−1) is concentrated
in degrees (−∞, k− 2]. This completes the inductive step. Hence, by induc-
tion we have defined standard form cdgas B•(0) ⊆ B•(−1) ⊆ B•(−2) ⊆ · · · ,
submersions α(k) : A•(k) → B•(k), and morphisms β(k) : B•(k) → C• in
cdgaK for k = 0,−1,−2, . . . .

Since A• is of standard form and C• is finitely presented, for k � 0
A• has no generators in degrees < k, and LC• is concentrated in degrees
[k, 0]. Then we add no further generators in degrees < k, so that A•(k) =
A•(k − 1) = · · · = A• and B•(k) = B•(k − 1) = · · · . Set B• = B•(k),
α = α(k) and β = β(k) for such k. Then β is a quasi-isomorphism, since
β(i) is a quasi-isomorphism in degrees > i and β = β(k) = β(k − 1) = · · · ,
and γ = β ◦ α, so (4.1) commutes up to homotopy. Also α : A• → B• is a
submersion, as α(k) : A•(k) → B•(k) is, and the minimality conditions we
imposed on dimV and the number of (yk−1

j , zkj ) imply that α is minimal at
q. This completes the proof of Theorem 3.2.

4.2. Beginning the proof of Theorem 3.7 for k < 0

Sections 4.2–4.7 will prove our main result, Theorem 3.7. This section
begins by showing that when k < 0 we can choose B•, q, α, i, j and h =
(h0, 0, 0, . . .) as in the first part of Theorem 3.7, and Ξ ∈ Bk, ψ ∈ (Ω1

B•)k−1

with dΞ = −α(Φ + Φ+), ddRΞ + dψ = −α∗(φ+ φ+) and h0 = 1
k−1ddRψ.
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Sections 4.3–4.5 continue the proof for even k < 0. In Section 4.3 we
choose coordinates x̃ij , uij , vk−1−i

j ∈ B• with h0 =
∑
i,j ddRa

k−1−i
j ddRx̃

i
j +

ddRu
i
j ddRv

k−1−i
j for functions ak−1−i

j ∈ Bk−1−i. Section 4.4 defines Ψ =
Ξ−

∑
i,j ia

k−1−i
j dx̃ij , and computes the p.d.e. satisfied by Ψ, and expressions

for d in B• = (B∗,d), and for α : A• → B•.

Section 4.5 explains how to replace α, h by an equivalent morphism α̂ :
A• → B• and Lagrangian structure ĥ = (ĥ0, 0, 0, . . .), such that for α̂, ĥ the
functions ak−1−i

j are zero, giving ĥ0 = ddRu
i
j ddRv

k−1−i
j . This will complete

the proof of Theorem 3.7 for even k < 0. Sections 4.6–4.7 discuss how to
modify Sections 4.3–4.5 to prove Theorem 3.7 for the cases k < 0 with k ≡ 1
mod 4, and k < 0 with k ≡ 3 mod 4, respectively.

Let (X, ωX) be a k-shifted symplectic derived K-scheme for k < 0, and
f : L → X be a Lagrangian derived K-scheme in (X, ωX), with isotropic
structure hL : 0 ∼−→ f∗(ωX). Let y ∈ L with f(y) = x ∈X. Suppose A• is
a standard form cdga over K, ω is a k-shifted symplectic form on SpecA•
with A•, ω in Darboux form, p ∈ SpecH0(A•), and i : SpecA• → X is
either a Zariski open inclusion or étale, with i(p) = x and ω ∼ i∗(ωX).

As in Example 2.14, we have coordinates xij , yk−ij inA• for i= 0,−1, . . . , d,
j = 1, . . . ,md, and ω = (ω0, 0, 0, . . .) with ω0 =

∑d
i=0
∑mi
j=1 ddRx

i
j ddRy

k−i
j

in (Λ2Ω1
A•)k, and Φ ∈ Ak+1, φ ∈ (Ω1

A•)k with dΦ = 0, ddRΦ + dφ = 0
and ddRφ = kω0. We also use the notation of Remark 2.15, which defined a
sub-cdga ι : A•+ ↪→ A• containing the xij but not the yk−ij , and Φ+ ∈ Ak+1

+ ,
φ+ ∈ (Ω1

A•)k satisfying dΦ+ = 0, ddRΦ+ + dφ+ = 0 and ddRφ+ = −ω0.

Form a homotopy commutative diagram

Z

g
��

h
// SpecA•

i
��

Spec ι
// SpecA•+

L
f // X,

(4.4)

with Z = L×f ,X,iSpecA•. Then i a Zariski open inclusion, or étale, implies
that g is a Zariski open inclusion, or étale, respectively. There is a unique
point z ∈ Z with g(z) = y ∈ L and h(z) = p ∈ SpecA•.

Apply Theorem 3.2 with Spec ι ◦ h : Z → SpecA•+, id : SpecA•+ →
SpecA•+, z ∈ Z, p ∈ SpecA•+ in place of f : Y → X, i : SpecA• → X,
y ∈ Y , p ∈ SpecA•. This gives a standard form cdga B•, a point q ∈
SpecB•, a submersion α+ : A•+ → B• minimal at q with Specα+(q) = p,
and a Zariski open inclusion e : SpecB• → Z with e(q) = z such that the
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following diagram is homotopy commutative

SpecB•

e
��

Specα+

// SpecA•+
id
��

Z
Spec ι◦h // SpecA•+.

(4.5)

The morphism h ◦ e : SpecB• → SpecA• is equivalent to Specα∞ for
some morphism α∞ : A• → B• in cdga∞K , where α∞ ◦ ι ' α+. Since A• is
freely generated over A•+ and so cofibrant over A•+, up to equivalence α∞
descends to a morphism α : A• → B• in cdgaK with α ◦ ι = α+. Thus,
combining (4.4)–(4.5) gives a homotopy commutative diagram

SpecB•

e
��

Specα+

++
Specα

((
j

��

Z

g
��

h
// SpecA•

i
��

Spec ι
// SpecA•+

L
f // X,

(4.6)

where we write j = g ◦ e, so that j is a Zariski open inclusion, or étale,
if i is a Zariski open inclusion, or étale, respectively. This proves the first
part of Theorem 3.7: we have constructed a standard form cdga B•, a point
q ∈ SpecB•, a morphism α : A• → B• in cdgaK with Specα(q) = p such
that α+ = α ◦ ι : A•+ → B• is a submersion minimal at q, and a morphism
j : SpecB• ↪→ L which is either a Zariski open inclusion or étale with
j(q) = y, such that (3.38) homotopy commutes by (4.6).

Next we discuss the isotropic structure. As we have the homotopy commu-
tative diagram (3.38) with i, j étale, and ω ∼ i∗(ωX), Definition 2.9 implies
that the Lagrangian structure hL for f : L→ (X, ωX) lifts to a Lagrangian
structure h for Specα : SpecB• → (SpecA•, ω), where h = (h0, h1, h2, . . .)
with hi ∈ (Λ2+iLB•)k−1−i, which by (2.4) satisfy

dh0 = α∗(ω0) and ddRh
i + dhi+1 = 0 for i = 0, 1, . . . . (4.7)

First, we need a vanishing result for the isotropic structure. Note that
“Lagrangian Darboux form” in Example 3.3 involves Ψ ∈ Bk and ψ ∈
(Ω1

B•)k−1, and (4.8) is (3.22)–(3.23) with Ξ in place of Ψ, and h̃0 = 1
k−1ddRψ

is (3.24).

Proposition 4.1. — There exists Ξ ∈ Bk and ψ ∈ (Ω1
B•)k−1 satisfying

dΞ = −α(Φ + Φ+) and ddRΞ + dψ = −α∗(φ+ φ+), (4.8)

such that the isotropic structure h = (h0, h1, . . .) is homotopic to (h̃0, 0, 0, . . .)
where h̃0 = 1

k−1ddRψ.
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Proof. — Combining equations (2.10), (2.16) and (4.7) gives the equa-
tions

d
[
−α(Φ)− α(Φ+)

]
= 0 in Bk+2,

ddR
[
−α(Φ)−α(Φ+)

]
+d
[
−α∗(φ)−α∗(φ+)

]
= 0 in (Ω1

B•)k+1,
ddR

[
−α∗(φ)− α∗(φ+)

]
+ d
[
(k − 1)h0] = 0 in (Λ2Ω1

B•)k,
ddR

[
(k − 1)hi

]
+ d
[
(k − 1)hi+1] = 0 in (Λ3+iΩ1

B•)k−1−i, i > 0.

Therefore

γ =
(
−α(Φ)− α(Φ+),−α∗(φ)− α∗(φ+), (k − 1)h0, (k − 1)h1, . . .

)
(4.9)

is a (k + 1)-shifted closed 0-form on SpecB•, that is, γ is a closed element
of degree k + 1 in the complex

(∏
i>0(ΛiLB•)[i],ddR + d

)
.

As in Bussi, Brav and Joyce [7, §5.2] we have isomorphisms

Hk+1

(∏
i>0

(ΛiLB•)[i],ddR + d
)
∼= HNk+1(B•)(0) ∼= HPk+1(B•)(0)

∼= HPk+1(H0(B•))(0) ∼= Hk+1
inf (H0(B•)), (4.10)

where HN∗( · ) is negative cyclic homology, HP∗( · ) is periodic cyclic homol-
ogy, and H∗inf( · ) is algebraic de Rham cohomology.

If k < −1 then Hk+1
inf (H0(B•)) = 0. If k = −1 then H0

inf(H0(B•)) is
isomorphic to the locally constant functions (SpecH0(B•))red → A1. This
identifies the cohomology class of γ with −α∗(Φ|(SpecH0(A•))red). But as
in Example 2.14, when k = −1 we impose the additional condition that
Φ|(SpecH0(A•))red = 0. Hence γ is exact in

(∏
i>0(ΛiLB•)[i],ddR + d

)
for all

k < 0. So we may write

γ = (ddR + d)
(
Ξ, ψ, (k − 1)δ0, (k − 1)δ1, (k − 1)δ2, . . .

)
, (4.11)

where Ξ ∈ Bk, ψ ∈ (Ω1
B•)k−1 and δi ∈ (Λ2+iΩ1

B•)k−2−i for i = 0, 1, . . . . Set
h̃0 = 1

k−1ddRψ. Then combining (4.9)–(4.11) proves (4.8) and the equations

dδ0 = h0 − h̃0, ddRδ
i + dδi+1 = hi+1, i = 0, 1, . . . .

Thus (δ0, δ1, . . .) is a homotopy from (h̃0, 0, 0, . . .) to h = (h0, h1, . . .) in the
complex

(∏
i>0(ΛiLB•)[i],ddR + d

)
. This completes the proof. �

We replace h = (h0, h1, . . .) by (h̃0, 0, 0, . . .), so from now on we suppose
that h = (h0, 0, 0, . . .) with h0 = 1

k−1ddRψ. We continue the proof in the
cases k even, k ≡ 1 mod 4, and k ≡ 3 mod 4, in Section 4.3, Section 4.6
and Section 4.7, respectively.
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4.3. Choosing coordinates x̃ij , uij , v
k−1−i
j on B• for even k < 0

We carry on from Section 4.2, but now also assume that k is even. In the
notation of Example 3.3 we have d = [(k+1)/2], e = [k/2], so that e = d and
k = 2d = 2e. Supposing k is even simplifies the proof as there is no “middle
degree” (k − 1)/2 in B•, which would require special treatment.

Sections 4.3–4.5 will complete the proof of Theorem 3.7 for even k < 0.
To save work in Sections 4.6–4.7, in Sections 4.3–4.5 we give the correct signs
in formulae for general k, so we include factors such as (−1)(i+1)k in (4.27)
although k is even.

From Section 4.2, we have a submersion of standard form cdgas α+ :
A•+ → B• minimal at q ∈ SpecB•, and coordinates xij ∈ Ai+ for i =
0,−1, . . . , d and j = 1, . . . ,mi, where (x0

1, . . . , x
0
m0

) are étale coordinates on
U = SpecA0, and A∗+ is freely generated over A0 by the xij in degree i for
i < 0. As α0

+ : A0 → B0 is smooth, localizing B• if necessary, we may assume
there exist u0

1, . . . , u
0
n0
∈ B0 such that ddRx̃

0
1, . . . ,ddRx̃

0
m0
,ddRu

0
1, . . . ,ddRu

0
n0

form a basis of Ω1
B0 over B0, where we write x̃0

j = α0
+(x0

j ) ∈ B0.
Geometrically, (x0

1, . . . , x
0
m0

) are étale coordinates on U := SpecA0, and
(x̃0

1, . . . , x̃
0
m0
, u0

1, . . . , u
0
n0

) are étale coordinates on V := SpecB0.

Since α+ : A•+ → B• is a submersion of standard form cdgas and A∗+ is
freely generated over A0 by the xij for i = −1,−2, . . . , d and j = 1, . . . ,mi,
we see that B∗ is freely generated over B0 by the x̃ij = α+(xij) for i =
−1,−2, . . . , d and j = 1, . . . ,mi plus some additional variables, which lie in
degrees −1,−2, . . . , k− 1 since LB• is concentrated in degrees [k− 1, 0] and
α+ is minimal at q. Thus, as in (3.2), we take B∗ to be freely generated over
B0 by

x̃i1, . . . , x̃
i
mi in degree i for i = −1,−2, . . . , d, and

ui1, . . . , u
i
ni in degree i for i = −1,−2, . . . , e, and

vk−1−i
1 , . . . , vk−1−i

n′
i

in degree k − 1− i for i = 0,−1, . . . , e,
(4.12)

where x̃ij = α+(xij), and later we will show that n′i = ni. Note that by (2.8)
and (2.14) this implies that in B• = (B∗,d) we have

dx̃ij = α+(dxij) = (−1)(i+1)(k+1)α

(
∂Φ
∂yk−ij

)
= (−1)i+1α+

(
Φi+1
j

)
. (4.13)
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Since ψ ∈ (LB•)k−1, we may write

1
k − 1ψ =

d∑
i=0

mi∑
j=1

ak−1−i
j ddRx̃

i
j +

e∑
i=0

ni∑
j=1

bk−1−i
j ddRu

i
j

+
e∑
i=0

n′i∑
j=1

cij ddRv
k−1−i
j , (4.14)

where alj , blj , clj ∈ Bl. For degree reasons, the cij depend on B0 and the
x̃i
′

j′ , u
i′

j′ , but do not involve the vk−1−i′
j′ . By leaving h0 unchanged but replac-

ing Ξ, ψ by

Ξ̃ = Ξ− (k − 1)d
[

e∑
i=0

n′i∑
j=1

(−1)icijvk−1−i
j

]
,

ψ̃ = ψ − (k − 1)ddR

[
e∑
i=0

n′i∑
j=1

(−1)icijvk−1−i
j

]
,

(4.15)

we may assume that cij = 0 for all i, j, as ddRc
i
j involves no terms in

ddRv
k−1−i′
j′ . Thus we have

1
k − 1ψ =

d∑
i=0

mi∑
j=1

ak−1−i
j ddRx̃

i
j +

e∑
i=0

ni∑
j=1

bk−1−i
j ddRu

i
j , (4.16)

so that h0 = 1
k−1ddRψ yields

h0 =
d∑
i=0

mi∑
j=1

ddRa
k−1−i
j ddRx̃

i
j +

e∑
i=0

ni∑
j=1

ddRb
k−1−i
j ddRu

i
j . (4.17)

The next part of the argument follows (3.14)–(3.20) in Example 3.3. By
Definition 2.9, h being a nondegenerate isotropic structure means that a
certain morphism χ : TB•/A• → Ω1

B• [k − 1] is a quasi-isomorphism of B•-
modules, so χ|q : TB•/A• |q → Ω1

B• [k − 1]|q is also a quasi-isomorphism of
complexes of K-vector spaces. As for (3.15)–(3.18), as K-vector spaces, the
ith graded pieces of Ω1

A• |p, Ω1
B• |q, (Ω1

A•)∨|p, and (Ω1
A•)∨|p are(

Ω1
A• |p

)
i =

〈
ddRx

i
j , j = 1, . . . ,mi, ddRy

i
j , j = 1, . . . ,mk−i

〉
K, (4.18)(

Ω1
B• |q

)
i =

〈
ddRx̃

i
j , j = 1, . . . ,mi, ddRu

i
j , j = 1, . . . , ni,

ddRv
i
j , j = 1, . . . , n′k−1−i

〉
K,

(4.19)

(
(Ω1

A•)∨|p
)
i =

〈
∂

∂x−ij
, j = 1, . . . ,m−i,

∂

∂y−ij
, j = 1, . . . ,mi−k

〉
K, (4.20)
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(
(Ω1

A•)∨|p
)
i =

〈
∂

∂x̃−ij
, j = 1, . . . ,m−i,

∂

∂u−ij
, j = 1, . . . , n−i,

∂

∂v−ij
, j = 1, . . . , n′i+1−k

〉
K.

(4.21)

As for (3.19), the next diagram shows χ|q : TB•/A• |q → Ω1
B• [k − 1]|q in

degrees i, i+ 1, together with d in both complexes:

(TB•/A• |q)i

=
〈

∂

∂x̃
−i
j

, ∀j
〉
K

⊕
〈

∂

∂u
−i
j

, ∂

∂v
−i
j

, ∀j
〉
K

⊕
〈

∂

∂x
1−i
j

, ∀j
〉
K

⊕
〈

∂

∂y
1−i
j

, ∀j
〉
K

χ|iq=
(
h0· h0· ∗ ω0·
h0· h0· ∗ 0

)//

d=

( ∗ 0 0 0
∗ 0 0 0
α∗ 0 ∗ 0
∗ ∗ ∗ ∗

)
��

(Ω1
B• [k−1]|q)i

=
〈

ddRx̃
k−1+i
j

, ∀j
〉
K

⊕
〈

ddRu
k−1+i
j

,ddRv
k−1+i
j

, ∀j
〉
K

d=( ∗ 0
∗ 0 )

��

(TB•/A• |q)i+1

=
〈

∂

∂x̃
−i−1
j

, ∀j
〉
K

⊕
〈

∂

∂u
−i−1
j

, ∂

∂v
−i−1
j

, ∀j
〉
K

⊕
〈

∂

∂x
−i
j

, ∀j
〉
K

⊕
〈

∂

∂y
−i
j

, ∀j
〉
K

χ|i+1
q =

(
h0· h0· ∗ ω0·
h0· h0· ∗ 0

)
//
(Ω1
B• [k−1]|q)i+1

=
〈

ddRx̃
k+i
j

, ∀j
〉
K

⊕
〈

ddRu
k+i
j

,ddRv
k+i
j

, ∀j
〉
K.

(4.22)

Here in the left hand column of (4.22), the component of “d” mapping〈
∂

∂u−i
j

, ∂
∂v−i
j

〉
K →

〈
∂

∂u−i−1
j

, ∂
∂v−i−1
j

〉
K is zero. This is because α+ : A•+ → B• is

a submersion minimal at q, so in the additional variables uij , vk−1−i
j in B• the

differential vanishes at q. Similarly, in the right hand column, the component
of “d” mapping

〈
ddRu

k−1+i
j ,ddRv

k−1+i
j

〉
K →

〈
ddRu

k+i
j ,ddRv

k+i
j , ∀ j

〉
K is

zero.

The argument in Example 3.3 involving the subcomplex C• works again
in this case. Thus in (4.22) we may replace the right hand column by the
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subcomplex C•, giving a simpler diagram in which the rows are a quasi-
isomorphism:

〈
∂

∂u
−i
j

, ∂

∂v
−i
j

, ∀j
〉
K

⊕
〈

∂

∂y
1−i
j

, ∀j
〉
K

χ|iq=
(
h0· ω0·
h0· 0

) //

d=( 0 0
∗ ∗ )

��

〈
ddRx̃

k−1+i
j

, ∀j
〉
K

⊕
〈

ddRu
k−1+i
j

,ddRv
k−1+i
j

, ∀j
〉
K

d=( ∗ 0
∗ 0 )

��〈
∂

∂u
−i−1
j

, ∂

∂v
−i−1
j

, ∀j
〉
K

⊕
〈

∂

∂y
−i
j

, ∀j
〉
K

χ|i+1
q =

(
h0· ω0·
h0· 0

)
//
〈

ddRx̃
k+i
j

, ∀j
〉
K

⊕
〈

ddRu
k+i
j

,ddRv
k+i
j

, ∀j
〉
K.

(4.23)

In the top row of (4.23), the morphism ω0· :
〈

∂
∂y1−i
j

〉
K →

〈
ddRx̃

k−1+i
j

〉
K is

an isomorphism. Using this, we see that χ|q is a quasi-isomorphism if and
only if the morphism h0· :

〈
∂

∂u−i
j

, ∂
∂v−i
j

〉
K →

〈
ddRu

k−1+i
j ,ddRv

k−1+i
j

〉
K in χ|iq

is an isomorphism for all i ∈ Z.

From (4.17), h0· :
〈

∂
∂u−i

j

, ∂
∂v−i
j

〉
K →

〈
ddRu

k−1+i
j ,ddRv

k−1+i
j

〉
K acts by

h0· : ∂

∂u−ij
7−→ (−1)k(i+1)

n′−i∑
j′=1

∂bk−1+i
j

∂vk−1+i
j′

∣∣∣∣
q

ddRv
k−1+i
j′ ,

h0· : ∂

∂v−ij
7−→

nk−1+i∑
j′=1

∂b−ij′

∂v−ij

∣∣∣∣
q

ddRu
k−1+i
j′ .

Therefore we see that h nondegenerate at q is equivalent to n′i = ni and the
following being an invertible matrix over K for all i = 0,−1, . . . , e:

(
∂bk−1−i
j

∂vk−1−i
j′

∣∣∣∣
q

)ni
j,j′=1

. (4.24)

Set v̂k−1−i
j = (−1)(i+1)kbk−i−ij for all i = 0,−1, . . . , e and j = 1, . . . , ni.

The invertibility of (4.24) implies that near q ∈ V we can invert this
to write the vk−1−i′

j′ as linear functions of the v̂k−1−i
j with coefficients in

B0[x̃i′j′ , ui
′

j′ ]. Localizing B• we can suppose this invertibility holds globally
on V = SpecB0, so that x̃ij , uij , v̂ij is an alternative set of coordinates for
B•. Thus, replacing the vij by the v̂ij , by (4.16)–(4.17) we can take ψ and h0
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to be of the form

ψ=(k−1)
[

d∑
i=0

mi∑
j=1

ak−1−i
j ddRx̃

i
j+

e∑
i=0

ni∑
j=1

(−1)(i+1)kvk−1−i
j ddRu

i
j

]
, (4.25)

h0 =
d∑
i=0

mi∑
j=1

ddRa
k−1−i
j ddRx̃

i
j +

e∑
i=0

ni∑
j=1

ddRu
i
j ddRv

k−1−i
j . (4.26)

Leaving h0 unchanged, but by replacing Ξ, ψ by

Ξ̃ = Ξ + d
[

d∑
i=0

mi∑
j=1

(−1)k−iiak−1−i
j x̃ij +

e∑
i=0

ni∑
j=1

(−1)iiuijvk−1−i
j

]
,

ψ̃ = ψ + ddR

[
d∑
i=0

mi∑
j=1

(−1)k−iiak−1−i
j x̃ij +

e∑
i=0

ni∑
j=1

(−1)iiuijvk−1−i
j

]
,

we have

ψ =
d∑
i=0

mi∑
j=1

[
(k − 1− i)ak−1−i

j ddRx̃
i
j + (−1)(i+1)kix̃ijddRa

k−1−i
j

]
+

e∑
i=0

ni∑
j=1

[
i uij ddRv

k−1−i
j + (−1)(i+1)k(k − 1− i)vk−1−i

j ddRu
i
j

]
. (4.27)

4.4. Determining the equations for even k < 0

We continue in the situation of Section 4.3. Using (4.13), define Ψ ∈ Bk by

Ψ = Ξ−
d∑
i=0

mi∑
j=1

ak−1−i
j dx̃ij = Ξ−

d∑
i=0

mi∑
j=1

(−1)i+1ak−1−i
j α+

(
Φi+1
j

)
. (4.28)

Writing things in terms of Ψ rather than Ξ will make many of the following
formulae simpler. This section will compute the p.d.e. satisfied by Ψ, and
expressions for d in B• = (B∗,d), and for α : A• → B•.
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By (4.8) we have ddRΞ + dψ = −α∗(φ + φ+). Expanding this equation
using (2.9), (2.15), (4.27), (4.28), and x̃ij = α(xij) yields

d∑
i=0

mi∑
j=1

(−1)(i+1)k ∂Ψ
∂x̃i

j

ddRx̃
i
j +

e∑
i=0

ni∑
j=1

(−1)(i+1)k

[
∂Ψ
∂ui

j

ddRu
i
j + ∂Ψ

∂vk−1−i
j

ddRv
k−1−i
j

]

+
d∑

i=0

mi∑
j=1

[
(k − 1 − i)dak−1−i

j ddRx̃
i
j + (−1)k−i(k − 2 − i)ak−1−i

j ddR ◦ dx̃i
j

+ (−1)(i+1)k(i+ 1)dx̃i
jddRa

k−1−i
j + (−1)(i+1)(k+1)ix̃i

jddR ◦ dak−1−i
j

)]
+

e∑
i=0

ni∑
j=1

[
i
(
dui

j ddRv
k−1−i
j − (−1)iui

j ddR ◦ dvk−1−i
j

)
+ (−1)(i+1)k(k−1−i)

(
dvk−1−i

j ddRu
i
j − (−1)k−1−ivk−1−i

j ddR ◦ dui
j

)]
= −

d∑
i=0

mi∑
j=1

[
i x̃i

j ddR ◦ α(yk−i
j )+(−1)(i+1)(k+1)(k−1−i)α(yk−i

j ) ddRx̃
i
j

]
. (4.29)

Rewriting terms of the form ddR ◦ d(· · · ) using equations such as

ddR ◦ duij =
d∑

i′=0

mi′∑
j′=1

(−1)(i+1)(i′+1) ∂(duij)
∂x̃i

′
j′

ddRx̃
i′

j′

+
e∑

i′=0

ni′∑
j′=1

[
(−1)(i+1)(i′+1) ∂(duij)

∂ui
′
j′

ddRu
i′

j′+(−1)(i+1)(k−i′) ∂(duij)
∂vk−1−i′

j′

ddRv
k−1−i′
j′

]
,

and noting that ∂
∂ui

j

(dx̃i′j′) = ∂

∂vk−1−i
j

(dx̃i′j′) = 0 as dx̃ij = α(dxij) for dxij in

A•+, we can express (4.29) solely in terms of multiples of ddRx̃
i
j ,ddRu

i
j and

ddRv
k−1−i
j . Then taking coefficients of these, multiplying by (−1)(i+1)k, and

rearranging, gives three equations:

(−1)i(k − 1)α(yk−ij )− (−1)(i+1)k(k − 1)dak−1−i
j

+ (k − 1)
d∑

i′=0

mi′∑
j′=1

(−1)i(k−1−i′)ak−1−i′
j′

∂(dx̃i′j′)
∂x̃ij

= ∂

∂x̃ij

[
Ψ +

d∑
i′=0

mi′∑
j′=1

[
(−1)i

′
i′ x̃i

′

j′α(yk−i
′

j′ ) + (i′ + 1)ak−1−i′
j′ dx̃i

′

j′

+ (−1)k−1−i′i′dak−1−i′
j′ x̃i

′

j′
]

−
e∑

i′=0

ni′∑
j′=1

(
i′ui

′

j′dvk−1−i′
j′ +(−1)(i′+1)k(k−1−i′)vk−1−i′

j′ dui
′

j′
)]
, (4.30)
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− (k − 1)dvk−1−i
j

= ∂

∂uij

[
Ψ +

d∑
i′=0

mi′∑
j′=1

[
(−1)i

′
i′ x̃i

′

j′α(yk−i
′

j′ ) + (i′ + 1)ak−1−i′
j′ dx̃i

′

j′

+ (−1)k−1−i′i′dak−1−i′
j′ x̃i

′

j′
]

−
e∑

i′=0

ni′∑
j′=1

(
i′ui

′

j′dvk−1−i′
j′ +(−1)(i′+1)k(k−1−i′)vk−1−i′

j′ dui
′

j′
)]
, (4.31)

− (−1)(i+1)k(k − 1)duij

= ∂

∂vk−1−i
j

[
Ψ +

d∑
i′=0

mi′∑
j′=1

[
(−1)i

′
i′ x̃i

′

j′α(yk−i
′

j′ ) + (i′ + 1)ak−1−i′
j′ dx̃i

′

j′

+ (−1)k−1−i′i′dak−1−i′
j′ x̃i

′

j′
]

−
e∑

i′=0

ni′∑
j′=1

(
i′ui

′

j′dvk−1−i′
j′ +(−1)(i′+1)k(k−1−i′)vk−1−i′

j′ dui
′

j′
)]
, (4.32)

where (4.30) holds for all i = 0, . . . , d and j = 1, . . . ,mi, and (4.31)–(4.32)
hold for all i = 0, . . . , e and j = 1, . . . , ni.

Writing F for the function [· · · ] on the r.h.s. of (4.30)–(4.32), we have

kF =
d∑
i=0

mi∑
j=1

ix̃ij
∂F

∂x̃ij
+

e∑
i=0

ni∑
j=1

[
iuij

∂F

∂uij
+ (k − 1− i)vk−1−i

j

∂F

∂vk−1−i
j

]
,

since F has degree k. Thus, multiplying (4.30) by ix̃ij , and (4.31) by iuij , and
(4.32) by (k − 1− i)vk−1−i

j , and summing all three over all i, j, yields

k

[
Ψ +

d∑
i=0

mi∑
j=1

[
(−1)ii x̃ijα(yk−ij ) + (i+ 1)ak−1−i

j dx̃ij
+ (−1)k−1−iid(ak−1−i

j )x̃ij
]

−
e∑
i=0

ni∑
j=1

(
iuijdvk−1−i

j + (−1)(i+1)k(k − 1− i)vk−1−i
j duij

)]

= (k − 1)
d∑
i=0

mi∑
j=1

[
(−1)iix̃ijα(yk−ij ) + (i+ 1)ak−1−i

j dx̃ij
+ (−1)k−1−iid(ak−1−i

j )x̃ij
]

− (k − 1)
e∑
i=0

ni∑
j=1

[
iuijdvk−1−i

j + (−1)(i+1)k(k − 1− i)vk−1−i
j duij

]
. (4.33)

Here the second term on the r.h.s. of (4.33) comes from the third term on the

l.h.s. of (4.30) using
∑
i,j ix̃

i
j

∂(dx̃i
′
j′ )

∂x̃i
j

= (i′ + 1)dx̃i′j′ , as
∂(dx̃i

′
j′ )

∂ui
j

=
∂(dx̃i

′
j′ )

∂vk−1−i
j

= 0.
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Rearranging (4.33) shows that F = −(k − 1)Ψ. Substituting this into
(4.30)–(4.32), dividing by 1−k, rearranging, and using (4.13) in (4.34) yields

α(yk−ij ) = (−1)i+1 ∂Ψ
∂x̃ij
− (−1)(i+1)(k+1)dak−1−i

j

−
d∑

i′=0

mi′∑
j′=1

(−1)i+(i′+1)kα+

(
∂Φi

′+1
j′

∂xij

)
ak−1−i′
j′ ,

(4.34)

dvk−1−i
j = ∂Ψ

∂uij
, (4.35)

duij = (−1)(i+1)k ∂Ψ
∂vk−1−i

j

. (4.36)

Using equations (2.14), (4.13), (4.28), (4.35) and (4.36) we see that

dΞ =
d∑

i=−1

mi∑
j=1

(
dx̃ij

∂Ψ
∂x̃ij

+ dak−1−i
j dx̃ij

)

+
e∑

i=−1

ni∑
j=1

(
duij

∂Ψ
∂uij

+ dvk−1−i
j

∂Ψ
∂vk−1−i

j

)

=
d∑

i=−1

mi∑
j=1

α+
(
Φi+1
j

)(
(−1)i+1 ∂Ψ

∂x̃ij
+ (−1)(i+1)(k+1)dak−1−i

j

)
(4.37)

+ 2
e∑

i=−1

ni∑
j=1

∂Ψ
∂uij

∂Ψ
∂vk−1−i

j

.

Also we have

α(Φ + Φ+) = 2α+(Φ+) +
d∑

i=−1

mi∑
j=1

α+
(
Φi+1
j

)
α
(
yk−ij

)
(4.38)

= 2α+(Φ+) +
d∑

i=−1

mi∑
j=1

α+
(
Φi+1
j

)[
(−1)i+1 ∂Ψ

∂x̃ij
− (−1)(i+1)(k+1)dak−1−i

j

]
.

Here in the first step we use (2.11), and in the second we use (4.34) to
substitute for α(yk−ij ), and note that the terms coming from the second line
of (4.34) are zero by (2.13). Since dΞ = −α(Φ + Φ+) by (4.8), equations
(4.37)–(4.38) give

e∑
i=−1

ni∑
j=1

∂Ψ
∂uij

∂Ψ
∂vk−1−i

j

+ α+(Φ+)+
d∑

i=−1

mi∑
j=1

(−1)i+1α+
(
Φi+1
j

) ∂Ψ
∂x̃ij

=0, (4.39)

which is equation (3.4) in Example 3.3.
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4.5. Improving α : A• → B• and completing the proof for even k < 0

We continue in the situation of Sections 4.3–4.4. Observe that the expres-
sions (4.13), (4.35), (4.36) for d in B• = (B∗,d), and the p.d.e. (4.39), all
depend on the coordinates x̃ij , uij , vk−1−i

j and functions Ψ, α+(Φ+), α+(Φi+1
j )

in B•, but are independent of the ak−i−1
j , although the expressions (4.34)

for α : A• → B•, and (4.26), (4.27) for h0 ∈ (Λ2Ω1
B•)k−1 and ψ ∈ (Ω1

B•)k−1

do depend on the ak−1−i
j .

Now α : A• → B• was chosen in Section 4.2 to make (4.6) homotopy
commute, and thus α is unique only up to homotopy in cdga∞K , subject to the
condition α◦ι = α+. We will now show that keeping B•, α+, x̃

i
j , u

i
j , v

k−1−i
j ,Ψ

fixed, we can replace α by a homotopic morphism α̂ : A• → B• with α̂ ◦ ι =
α+, and h0, ψ by homotopic ĥ0, ψ̂, so as to make the ak−1−i

j zero.

Define a morphism of graded K-algebras α̂ : A∗ → B∗ by α̂|A∗+ = α+ and

α̂(yk−ij ) = (−1)i+1 ∂Ψ
∂x̃ij

(4.40)

for i = 0,−1, . . . , d and j = 1, . . . ,mi, as in (3.5), which would be (4.34) if
we had ak−1−i

j = 0 for all i, j. This is well-defined as A∗ is freely generated
over A∗+ by the yk−ij . The proof in equation (3.11) in Example 3.3 shows that
α̂ : A• → B• is a cdga morphism. Define ĥ0 ∈ (Λ2Ω1

B•)k−1, ψ̂ ∈ (Ω1
B•)k−1

by

ĥ0 =
e∑
i=0

ni∑
j=1

ddRu
i
j ddRv

k−1−i
j , (4.41)

ψ̂ =
e∑
i=0

ni∑
j=1

[
i uij ddRv

k−1−i
j + (−1)(i+1)k(k − 1− i)vk−1−i

j ddRu
i
j

]
, (4.42)

as in (3.12) and (3.21), which would be h0, ψ in (4.26)–(4.27) if we had
ak−1−i
j = 0 for all i, j. The proofs of (3.22)–(3.24) in Example 3.3 show that

dΨ = −α̂(Φ + Φ+), ddRΨ + dψ̂ = −α̂∗(φ+ φ+), (k − 1)ĥ0 = ddRψ̂,

as in Proposition 4.1 with Ψ, ψ̂, ĥ0 in place of Ξ, ψ, h̃0. Also Example 3.3
shows that ĥ0 is a Lagrangian structure for α̂ : A• → B• and ω.
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Proposition 4.2. — In the situation above, α, α̂ : A• → B• are homo-
topic cdga morphisms, and under this homotopy, the Lagrangian structures
(h0, 0, . . .) for α : A• → B•, ω and (ĥ0, 0, . . .) for α̂ : A• → B•, ω are also
homotopic.

Proof. — By definition, a homotopy H from α̂ to α is a cdga morphism

H : A• −→ B• ⊗K K[s, t],

where K[s, t] is the cdga over K in nonnegative degrees which as a graded
K-algebra is freely generated by variables s in degree 0 and t in degree 1
with differential given by ds = t, dt = 0, such that the following commutes:

A•α̂

uu
H
��

α

))
B• B• ⊗K K[s, t]s=0, t=0oo s=1, t=0 // B•,

(4.43)

where the bottom morphisms are evaluation at s = t = 0 and at s = 1, t = 0.
These are 1-simplices in the simplicial model category cdgaK, as explained
in Remark 2.2.

Note that as in Section 2.1, all cdgas C• considered so far have been
concentrated in nonpositive degrees, so that Ci = 0 for i > 0. Here, how-
ever, K[s, t] lives in degrees 0, 1 (since t2 = 0), and B• ⊗K K[s, t] in degrees
1, 0,−1,−2, . . . . So SpecK[s, t],Spec

(
B•⊗KK[s, t]

)
do not exist as derived

schemes in the usual sense. Nonetheless, this is a good definition of homotopy
of cdga morphisms.

Heuristically, we can pretend “SpecK[s, t] ∼= [0, 1]” is an interval, so that
“Spec

(
B• ⊗K K[s, t]

) ∼= (SpecB•) × [0, 1]”, and (4.43) corresponds to a
diagram

SpecA•

SpecB• “ id×0” //

Spec α̂ 11

“(SpecB•)× [0, 1]”
“ SpecH”
OO

SpecB•,

Specαmm

“ id×1”oo
(4.44)

so that “SpecH” is a homotopy from Spec α̂ to Specα in the usual sense
in topology. But we do not claim that (4.44) actually makes sense in dSchK.
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Define H : A∗ −→ B∗⊗KK[s, t] to be the morphism of graded K-algebras
given by H|A•+ = α+ ⊗ 1 and

H(yk−ij ) = (−1)i+1 ∂Ψ
∂x̃ij
− (−1)(i+1)(k+1)sdak−1−i

j − (−1)(i+1)(k+1)tak−1−i
j

−
d∑

i′=0

mi′∑
j′=1

(−1)i+(i′+1)ksα+

(
∂Φi

′+1
j′

∂xij

)
ak−1−i′
j′ (4.45)

for i = 0,−1, . . . , d and j = 1, . . . ,mi. This is well-defined as A∗ is freely
generated over A∗+ by the yk−ij . To see that H is a cdga morphism, note that
H|A•+ : A•+ → B• ⊗K K[s, t] is a cdga morphism, and

d ◦H(yk−ij ) = (−1)i+1d
[
∂Ψ
∂x̃ij

+
d∑

i′=−1

mi′∑
j′=1

(−1)(i′+1)ksα+

(
∂Φi

′+1
j′

∂xij

)
ak−1−i′
j′

]

= (−1)i+1
d∑

i′=−1

mi′∑
j′=1

dx̃i
′

j′
∂2Ψ

∂x̃i
′
j′∂x̃

i
j

+ (−1)i+1
e∑

i′=−1

ni′∑
j′=1

[
dui

′

j′
∂2Ψ

∂ui
′
j′∂x̃

i
j

+ dvk−1−i′
j′

∂2Ψ
∂vk−1−i′

j′ ∂x̃ij

]

−
d∑

i′=−1

mi′∑
j′=1

d∑
i′=−1

mi′∑
j′=1

(−1)i+(i′+1)ksdx̃i
′

j′α+

(
∂Φi

′+1
j′

∂xi
′
j′∂x

i
j

)
ak−1−i′
j′

−
d∑

i′=−1

mi′∑
j′=1

(−1)(i′+1)(k+1)sα+

(
∂Φi

′+1
j′

∂xij

)
dak−1−i′

j′

−
d∑

i′=−1

mi′∑
j′=1

(−1)i+(i′+1)ktα+

(
∂Φi

′+1
j′

∂xij

)
ak−1−i′
j′

= − ∂

∂x̃ij

[
e∑

i′=−1

ni′∑
j′=1

∂Ψ
∂ui

′
j′

∂Ψ
∂vk−1−i′

j′

+
d∑

i′=−1

mi′∑
j′=1

(−1)i
′+1α+

(
Φi
′+1
j′

) ∂Ψ
∂x̃i

′
j′

]

+
d∑

i′=−1

mi′∑
j′=1

(−1)i
′+1α+

(
∂Φi

′+1
j′

∂xij

)
∂Ψ
∂x̃i

′
j′

+
d∑

i′=−1

mi′∑
j′=1

d∑
i′=−1

mi′∑
j′=1

(−1)i+i
′+(i′+1)ksα+

(
Φi
′+1
j′

)
α+

(
∂Φi

′+1
j′

∂xi
′
j′∂x

i
j

)
ak−1−i′
j′
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−
d∑

i′=−1

mi′∑
j′=1

(−1)(i′+1)(k+1)sα+

(
∂Φi

′+1
j′

∂xij

)
dak−1−i′

j′

−
d∑

i′=−1

mi′∑
j′=1

(−1)i+(i′+1)ktα+

(
∂Φi

′+1
j′

∂xij

)
ak−1−i′
j′ , (4.46)

using (4.45) and d
[
sdak−1−i

j + tak−1−i
j

]
= 0 in the first step, and (4.13),

(4.35) and (4.36) in the third. Also equations (2.14) and (4.45) imply that

H ◦ dyk−ij = ∂

∂x̃ij

[
α+
(
Φ+
)]

+
d∑

i′=i−1

mi′∑
j′=1

α+

(
∂Φi

′+1
j′

∂xij

)[
(−1)i

′+1 ∂Ψ
∂x̃i

′
j′

− (−1)(i′+1)(k+1)sdak−1−i′
j′ − (−1)(i′+1)(k+1)tak−1−i′

j′

−
d∑

i′=0

mi′∑
j′=1

(−1)i
′+k(i′+1)sα+

(
∂Φi

′+1
j′

∂x̃i
′
j′

)
ak−1−i′
j′

]
. (4.47)

Combining (4.46), (4.47) and adding ∂
∂x̃i
j

applied to (4.39) yields

d ◦H(yk−ij )−H ◦ dyk−ij (4.48)

=
d∑

i′=−1

mi′∑
j′=1

d∑
i′=−1

mi′∑
j′=1

(−1)i+i
′+(i′+1)ksα+

(
Φi
′+1
j′

)
α+

(
∂Φi

′+1
j′

∂xi
′
j′∂x

i
j

)
ak−1−i′
j′

+
d∑

i′=i−1

mi′∑
j′=1

d∑
i′=0

mi′∑
j′=1

(−1)i
′+k(i′+1)sα+

(
∂Φi

′+1
j′

∂xij

)
α+

(
∂Φi

′+1
j′

∂x̃i
′
j′

)
ak−1−i′
j′ .

But by applying ∂
∂xi
j

to (2.13) for i′, j′, we see that the r.h.s. of (4.48) is

zero. Hence d ◦ H(yk−ij ) = H ◦ dyk−ij , and H is a cdga morphism. From
(4.34), (4.40) and (4.45) we see that restricting H to s = t = 0 gives α̂, and
restricting H to s = 1, t = 0 gives α. Thus (4.43) commutes, and H is a
homotopy of cdga morphisms from α̂ to α, as we have to prove.

Next we must show that the Lagrangian structures (ĥ0, 0, . . .) for α̂ :
A• → B•, ω and (h0, 0, . . .) for α : A• → B•, ω are homotopic, over the
homotopy H from α̂ to α. It is enough to find ḣ0 ∈ (Λ2Ω1

B•⊗KK[s,t])k−1

satisfying

ḣ0|s=0, t=0 = ĥ0, ḣ0|s=1, t=0 = h0,

ddRḣ
0 = 0, dḣ0 = H∗(ω0),

(4.49)
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since then (ḣ0, 0, . . .) is a homotopy from (ĥ0, 0, . . .) to (h0, 0, . . .) over H.
Set

ḣ0 =
d∑
i=0

mi∑
j=1

ddR
(
sak−1−i
j

)
ddRx̃

i
j +

e∑
i=0

ni∑
j=1

ddRu
i
j ddRv

k−1−i
j . (4.50)

The first two equations of (4.49) follow from (4.26) and (4.41), and the third
is also immediate. For the fourth equation, we have

dḣ0

=
d∑
i=0

mi∑
j=1

[
(d ◦ ddR(sak−1−i

j )) ddRx̃
i
j+(−1)(i+1)k(d ◦ ddRx̃

i
j) ddR(sak−1−i

j )
]

+
e∑
i=0

ni∑
j=1

[
(d ◦ ddRu

i
j) ddRv

k−1−i
j +(−1)(i+1)k(d ◦ ddRv

k−1−i
j ) ddRu

i
j

]
= −

d∑
i=0

mi∑
j=1

[
(ddR ◦d(sak−1−i

j )) ddRx̃
i
j+(−1)(i+1)k(ddR ◦dx̃ij) ddR(sak−1−i

j )
]

−
e∑
i=0

ni∑
j=1

[
(ddR ◦ duij) ddRv

k−1−i
j +(−1)(i+1)k(ddR ◦ dvk−1−i

j ) ddRu
i
j

]
= −

d∑
i=0

mi∑
j=1

[
(−1)(i+1)(k+1)ddRx̃

i
j (ddR ◦ d(sak−1−i

j ))

+(−1)(i+1)k
d∑

i′=0

mi′∑
j′=1

(−1)i+1ddRx̃
i′

j′ H

(
∂Φi+1

j

∂xi
′
j′

)
ddR(sak−1−i

j )
]

−
e∑
i=0

ni∑
j=1

(−1)(i+1)k
[
ddR

(
∂Ψ

∂vk−1−i
j

)
ddRv

k−1−i
j + ddR

(
∂Ψ
∂uij

)
ddRu

i
j

]

= ddR

[
d∑
i=0

mi∑
j=1

[
−(−1)(i+1)kddRx̃

i
j

[
sdak−1−i

j + tak−1−i
j

]
+

d∑
i′=0

mi′∑
j′=1

(−1)(i′+1)kddRx̃
i
j sH

(
∂Φi

′+1
j′

∂x̃ij

)
ak−1−i′
j′

]

−
e∑
i=0

ni∑
j=1

[
ddRv

k−1−i
j

∂Ψ
∂vk−1−i

j

+ ddRu
i
j

∂Ψ
∂uij

]]
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= ddR

[
−ddRΨ +

d∑
i=0

mi∑
j=1

ddRx̃
i
j

[
∂Ψ
∂xij
− (−1)(i+1)ksdak−1−i

j

− (−1)(i+1)ktak−1−i
j +

d∑
i′=0

mi′∑
j′=1

(−1)(i′+1)ksH

(
∂Φi

′+1
j′

∂x̃ij

)
ak−1−i′
j′

]

=
d∑
i=0

mi∑
j=1

ddR

(
ddR

(
H(xij)

)
· (−1)i+1H(yk−ij )

)

=
d∑
i=0

mi∑
j=1

ddR
(
H(xij)

)
ddR

(
H(yk−ij )

)
= H∗

[
d∑
i=0

mi∑
j=1

ddRx
i
j ddRy

k−i
j

]
= H∗(ω0),

using (4.50) in the first step, equations (2.14), (4.35) and (4.36) and H|A•+ =
α+ ⊗ 1 in the third, ds = t in the fourth, H|A•+ = α+ ⊗ 1 and (4.45) in the
sixth, and (2.6) in the ninth. This completes the proof of Proposition 4.2. �

Proposition 4.2 shows that we may replace α, h0 by α̂, ĥ0. We have now
proved all the assumptions of Example 3.3 in the case k < 0 with k even.
Equation (3.3) was the definition of x̃ij . The classical master equation (3.4) is
(4.39). The definition (3.5) of α(yk−ij ) is (4.40), and the definition (3.6) of d
in B• = (B∗,d) is equations (4.13), (4.35) and (4.36). The definitions (3.12)
and (3.21) of h0 and ψ are equations (4.41) and (4.42). Thus, A•, ω,B•, α, h
are in Lagrangian Darboux form. This proves Theorem 3.7(i) for k < 0 with
k even.

4.6. Modifications to the proof for k < 0 with k ≡ 1 mod 4

Next we explain how to modify Sections 4.2–4.5 to prove Theorem 3.7
when k < 0 with k ≡ 1 mod 4. In the notation of Example 3.3 we have
d = [(k + 1)/2], e = [k/2], so that e = d− 1 and k = 2d− 1 = 2e + 1, with
d, k odd and e even.

First follow Section 4.2 without change. Then follow Section 4.3 with the
following modifications. In place of (4.12), we take B∗ to be freely generated
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over B0 by

x̃i1, . . . , x̃
i
mi in degree i for i = −1,−2, . . . , d, and

ui1, . . . , u
i
ni in degree i for i = −1,−2, . . . , d, and

we1, . . . , w
e
pe in degree e, and

vk−1−i
1 , . . . , vk−1−i

n′
i

in degree k − 1− i for i = 0,−1, . . . , d,

(4.51)

where x̃ij = α+(xij). In place of (4.14), we write

1
k − 1ψ =

d∑
i=0

mi∑
j=1

ak−1−i
j ddRx̃

i
j +

d∑
i=0

ni∑
j=1

bk−1−i
j ddRu

i
j

+
pe∑
j=1

pe∑
j′=1

c0j′j w
e
j′ddRw

e
j +

pe∑
j=1

dej ddRw
e
j +

d∑
i=0

ni∑
j=1

eij ddRv
k−1−i
j , (4.52)

where aij , bij , cijj′ , dij , eij ∈ Bi, and dej includes no terms in wej′ , as these are
written separately in the c0j′j terms.

As in (4.15), by leaving h0 unchanged but replacing Ξ, ψ by

Ξ̃ = Ξ− (k − 1)d
[

1
2

pe∑
j=1

pe∑
j′=1

c0j′j w
e
j′w

e
j +

pe∑
j=1

dejw
e
j +

e∑
i=0

ni∑
j=1

(−1)ieijvk−1−i
j

]
,

ψ̃ = ψ−(k−1)ddR

[
1
2

pe∑
j=1

pe∑
j′=1

c0j′j w
e
j′w

e
j +

pe∑
j=1

dejw
e
j +

e∑
i=0

ni∑
j=1

(−1)ieijvk−1−i
j

]
,

we may assume that c0j′j = −c0jj′ for all j, j′ and dej = eij = 0 for all i, j, as
ddRd

e
j ,ddRe

i
j involve no terms in ddRw

e
j′ ,ddRv

k−1−i′
j′ . Here the minus sign in

c0j′j = −c0jj′ occurs as e is even. Thus the analogue of (4.17) is

h0 =
d∑
i=0

mi∑
j=1

ddRa
k−1−i
j ddRx̃

i
j +

d∑
i=0

ni∑
j=1

ddRb
k−1−i
j ddRu

i
j

+
pe∑
j=1

pe∑
j′=1

ddR(c0j′j wej′) ddRw
e
j . (4.53)

The argument of (4.18)–(4.24) now shows that h nondegenerate at q
is equivalent to ni = n′i for i = 0,−1, . . . , d, and the following being an
invertible matrix over K for all i = 0,−1, . . . , d :(

∂bk−1−i
j

∂vk−1−i
j′

∣∣∣∣
q

)ni
j,j′=1

, (4.54)
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and for the case i = e, the following being an invertible matrix over K :(
c0j′j |q

)pe
j,j′=1. (4.55)

As (4.55) is an invertible and antisymmetric, pe is even, so we write pe = 2ne.

Regard
(
c0j′j
)pe
j,j′=1 as an antisymmetric form on the trivial vector bundle

K2ne × V → V over V = SpecB0, which is nondegenerate at q ∈ V , and
hence near q. Since nondegenerate antisymmetric forms can be standardized
Zariski locally by a change of basis, after localizing B• we can choose an
invertible change of variables of the we1, . . . , we2ne , such that w.r.t. the new
wej we have

c0j′j =


1
2 , j′ = 1, . . . , ne, j = j′ + ne,

− 1
2 , j = 1, . . . , ne, j′ = j + ne,

0, otherwise.

As in Section 4.3, set v̂k−1−i
j = (−1)i+1bk−i−ij for all i = 0,−1, . . . , d

and j = 1, . . . , ni. Since (4.54) is invertible, localizing B• we can suppose
x̃ij , u

i
j , v̂

i
j , w

e
j is an alternative set of coordinates for B•. Also define uej = wej

and vej = wej+ne for j = 1, . . . , ne. Then, modifying (4.51), B∗ is freely
generated over B0 by

x̃i1, . . . , x̃
i
mi in degree i for i = −1,−2, . . . , d, and

ui1, . . . , u
i
ni in degree i for i = −1,−2, . . . , e, and

vk−1−i
1 , . . . , vk−1−i

n′
i

in degree k − 1− i for i = 0,−1, . . . , e.

Also, from (4.52) we have

1
k − 1ψ =

d∑
i=0

mi∑
j=1

ak−1−i
j ddRx̃

i
j +

d∑
i=0

ni∑
j=1

(−1)i+1vk−1−i
j ddRu

i
j

+
ne∑
j=1

[
1
2u

e
j ddRv

e
j −

1
2v

e
j ddRu

e
j

]
. (4.56)

Leaving h0 unchanged but replacing Ξ, ψ by

Ξ̃ = Ξ− (k − 1)d
[

1
2

ne∑
j=1

uejv
e
j

]
, ψ̃ = ψ − (k − 1)ddR

[
1
2

ne∑
j=1

uejv
e
j

]
,

equation (4.56) becomes

1
k − 1ψ =

d∑
i=0

mi∑
j=1

ak−1−i
j ddRx̃

i
j +

e∑
i=0

ni∑
j=1

(−1)i+1vk−1−i
j ddRu

i
j ,
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which agrees with (4.25), so h0 = 1
k−1ddRψ yields

h0 =
d∑
i=0

mi∑
j=1

ddRa
k−1−i
j ddRx̃

i
j +

e∑
i=0

ni∑
j=1

ddRu
i
j ddRv

k−1−i
j ,

as in (4.26). The rest of the proof, from (4.27) to the end of Section 4.5,
works without further changes. This proves Theorem 3.7(i) when k < 0 with
k ≡ 1 mod 4, and so completes the proof of Theorem 3.7(i).

4.7. Modifications to the proof for k < 0 with k ≡ 3 mod 4

We now explain how to modify Sections 4.2–4.6 to prove Theorem 3.7
when k < 0 with k ≡ 3 mod 4, that is, to prove Theorem 3.7(ii),(iii). In the
notation of Example 3.3 we have d = [(k+ 1)/2], e = [k/2], so that e = d−1
and k = 2d− 1 = 2e+ 1, with d even and e, k odd.

The first part of the proof follows that for k ≡ 1 mod 4 in Section 4.6,
as far as equation (4.55). The only difference is that just before (4.53) we
have c0j′j = c0jj′ , since e is odd rather than even. So

(
c0j′j
)pe
j,j′=1 is now a

symmetric matrix of functions on V , rather than an antisymmetric matrix.
Write ne = pe.

Now in general, nondegenerate quadratic forms cannot be trivialized
Zariski locally, but they can at least be diagonalized. That is, in general
we cannot find a (Zariski local) change of variables of the we1, . . . , wene to
make

(
c0j′j
)ne
j,j′=1 the identity matrix, but we can change variables to make(

c0j′j
)ne
j,j′=1 a diagonal matrix. Thus, after localizing B• if necessary and

changing variables wej , we can suppose there are invertible elements q1, ..., qne
in B0 such that c0jj = qj and c0j′j = 0 if j′ 6= j. Also replacing vk−1−i

j by
v̂k−1−i
j = (−1)i+1bk−i−ij for all i = 0,−1, . . . , d and j = 1, . . . , ni, we now
have the analogue of (4.25):

1
k − 1ψ =

d∑
i=0

mi∑
j=1

ak−1−i
j ddRx̃

i
j +

d∑
i=0

ni∑
j=1

(−1)i+1vk−1−i
j ddRu

i
j

+
ne∑
j=1

qjw
e
j ddRw

e
j ,
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so that h0 = 1
k−1ddRψ yields the analogue of (4.26):

h0 =
d∑
i=0

mi∑
j=1

ddRa
k−1−i
j ddRx̃

i
j +

d∑
i=0

ni∑
j=1

ddRu
i
j ddRv

k−1−i
j

+
ne∑
j=1

ddR(qjwej ) ddRw
e
j .

Leaving h0 unchanged, but by replacing Ξ, ψ by

Ξ̃ = Ξ + d
[

d∑
i=0

mi∑
j=1

(−1)k−iiak−1−i
j x̃ij +

d∑
i=0

ni∑
j=1

(−1)iiuijvk−1−i
j

]
,

ψ̃ = ψ + ddR

[
d∑
i=0

mi∑
j=1

(−1)k−iiak−1−i
j x̃ij +

d∑
i=0

ni∑
j=1

(−1)iiuijvk−1−i
j

]
,

we have the analogue of (4.27):

ψ =
d∑
i=0

mi∑
j=1

[
(k − 1− i)ak−1−i

j ddRx̃
i
j + (−1)i+1ix̃ijddRa

k−1−i
j

]
+

d∑
i=0

ni∑
j=1

[
i uij ddRv

k−1−i
j + (−1)i+1(k − 1− i)vk−1−i

j ddRu
i
j

]
+

ne∑
j=1

ddR(qjwej ) ddRw
e
j .

We now follow Section 4.4 adding extra terms involving the qj , wej , which
we leave as an exercise. The definition (4.28) of Ψ is unchanged. For the final
results, equation (4.34) is unchanged, the analogues of (4.35)–(4.36) are

duij = (−1)i+1 ∂Ψ
∂vk−1−i

j

, i = 0,−1, . . . , d, j = 1, . . . , ni,

dvk−1−i
j = ∂Ψ

∂uij
, i = −1,−2, . . . , d, j = 1, . . . , ni,

dvk−1
j = ∂Ψ

∂u0
j

−
ne∑
j′=1

wej′

2qj′
∂qj′

∂u0
j

∂Ψ
∂wej′

, j = 1, . . . , n0,

dwej = 1
2qj

∂Ψ
∂wej

, j = 1, . . . , ne,
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as in (3.35), and as in (3.33), equation (4.39) is replaced by

d∑
i=−1

ni∑
j=1

∂Ψ
∂uij

∂Ψ
∂vk−1−i

j

+ 1
4

ne∑
j=1

1
qj

(
∂Ψ
∂wej

)2

+ α+(Φ+) +
d∑

i=−1

mi∑
j=1

(−1)i+1α+(Φi+1
j ) ∂Ψ

∂x̃ij
= 0.

Next we follow Section 4.5 adding extra terms involving the qj , wej , to
show that we can define an alternative cdga morphism α̂ : A• → B• by
α̂|A•+ = α+ and α̂(yk−ij ) as in (3.34), and a Lagrangian structure (ĥ0, 0, . . .)
for α̂ : A• → B•, ω with ĥ0 as in (3.36), such that α, α̂ : A• → B• are homo-
topic cdga morphisms, and under this homotopy, the Lagrangian structures
(h0, 0, . . .) for α, ω and (ĥ0, 0, . . .) for α̂, ω are also homotopic. Replacing
α, h0 by α̂, ĥ0, we can set ak−1−i

j = 0 for all i, j. Then A•, ω,B•, α, h are in
weak Lagrangian Darboux form, in the sense of Example 3.5. This completes
the proof of Theorem 3.7(ii).

All the proof so far has worked with B•, α, i, j in the homotopy commu-
tative diagram (4.6) with Z ' L ×f ,X,i SpecA• and e : SpecB• ↪→ Z a
Zariski open inclusion, so that j is a Zariski open inclusion (or étale) if i is
a Zariski open inclusion (or étale), as required by Theorem 3.7(i),(ii). For
Theorem 3.7(iii) we allow j to be étale even if i is a Zariski open inclusion, so
e : SpecB• ↪→ Z in (4.6) can be étale, and we can use étale local operations
to construct B•, α, j.

In the proof above we have invertible elements q1, . . . , qne in B0. Write
B̌• = B•[q1/2

1 , . . . , q
1/2
ne ] for the cdga obtained by adjoining square roots of

q1, . . . , qne to B•. The inclusion  : B• ↪→ B̌• is an étale cover of degree 2ne .
Let q̌ ∈ Spec B̌• be one of the 2ne preimages of q ∈ SpecB•. Write α̌+ =
 ◦ α+ : A•+ → B̌•, α̌ =  ◦ α : A• → B̌•, ě = e ◦ Spec  : Spec B̌• → Z,
and ı̌ = i ◦ Spec  : Spec B̌• → L. In the proof in Section 4.2, replace
B•, q, α+, α, e, i by B̌•, q̌, α̌+, α̌, ě, ı̌, respectively.

The new features are that e : SpecB• ↪→ Z in (4.6) is now étale rather
than a Zariski open inclusion, and the invertible functions q1, . . . , qne ∈ B0

above now have square roots q1/2
j in B0. Thus, in the first part of Sec-

tion 4.7, we may change variables from we1, . . . , w
e
ne to w̌e1, . . . , w̌ene , where

w̌ej = q
1/2
j wej , while leaving the other variables x̃ij , uij , vk−1−i

j unchanged.
This has the effect of setting qj = 1 for all j = 1, . . . , ne, so at the end of
the argument above, A•, ω,B•, α, h are in strong Lagrangian Darboux form,
in the sense of Example 3.5, at the cost of working étale locally rather than
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Zariski locally. This proves Theorem 3.7(iii), and finally completes the proof
of Theorem 3.7.
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