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#### Abstract

We present higher-order piecewise continuous finite element methods for solving a class of interface problems in two dimensions. The method is based on correction terms added to the right-hand side in the standard variational formulation of the problem. We prove optimal error estimates of the methods on general quasi-uniform and shape regular meshes in maximum norms. In addition, we apply the method to a Stokes interface problem, adding correction terms for the velocity and the pressure, obtaining optimal convergence results.
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## 1. Introduction

In this paper we continue the work started in [24] and consider higher-order piecewise continuous finite element approximations to the following interface problem: Let $\Omega \subset \mathbb{R}^{2}$ be a polygonal domain with an immersed smooth, closed interface $\Gamma$ such that $\bar{\Omega}=\bar{\Omega}^{-} \cup \bar{\Omega}^{+}$and $\Gamma$ encloses $\Omega^{-}$. Consider the problem

$$
\begin{align*}
-\Delta u^{ \pm} & =f^{ \pm} & & \text {in } \Omega^{ \pm},  \tag{1.1a}\\
u & =0 & & \text { on } \partial \Omega,  \tag{1.1b}\\
{[u] } & =0 & & \text { on } \Gamma,  \tag{1.1c}\\
{\left[D_{n} u\right] } & =\beta & & \text { on } \Gamma, \tag{1.1d}
\end{align*}
$$

where the jumps across the interface $\Gamma$ are defined as

$$
[u]=u^{+}-u^{-}, \quad\left[D_{\boldsymbol{n}} u\right]=D_{\boldsymbol{n}^{-}} u^{-}+D_{\boldsymbol{n}^{+}} u^{+}=\nabla u^{-} \cdot \boldsymbol{n}^{-}+\nabla u^{+} \cdot \boldsymbol{n}^{+} .
$$

Here we denote by $u^{ \pm}=\left.u\right|_{\Omega^{ \pm}}$and $\boldsymbol{n}^{ \pm}$is the unit outward pointing normal to $\Omega^{ \pm}$.

[^0]Numerically, the problem is to find an approximate solution on meshes not aligned with the interface, that is, we allow the interface to cut elements. In this context, the finite difference methods by Peskin [30,31] (i.e. immersed boundary method) and by LeVeque and Li [27] (i.e. immersed interface method) are the most renowned. Both methods were developed for more involved problems and for lower-order finite differences techniques. The aim of this paper is to develop higher-order methods based on finite element methods and to establish a priori pointwise error estimates. We consider the Poisson interface problem (1.1) and the Stokes interface problem (1.2) which will be fundamental towards developing very accurate methods with a rigorous finite element analysis for more involved problems.

Naturally, finite element versions of the methods above have appeared; see for example [ $1,2,4,5,8-13,18,20-24]$. In our recent work [24] we derived a piecewise linear finite element method for the above problem and proved it is second-order accurate. The attractive feature of the method in [24] is that only the right-hand side needs to be modified, which is one of the advantages also of the immersed boundary method (see [5,30]) and immersed interface method (see [3,20,26]) for the above problem. Moreover, the correction term added in [24] is only based on the edges intersecting the interface, this is due to the fact that test functions, linear polynomials, are harmonic. However, it seems that the approach used in [24] cannot be generalized to higher order approximations. Therefore, in this paper the approach we take is based on correction functions that live on the entire triangle instead of just correcting terms on the edges.

Motivated by fluid applications, we naturally seek methods for higher-order finite element spaces, and in this context edge based modifications are not enough. Guided by our recent work in the piecewise linear case and also by other papers; see for example [18,20], it appears to us that the construction and addition to the right-hand side of a correction function is the key to achieve a higher-order method. This also appears in the finite difference context, for example a fourth order method was developed by Marques, Nave and Rosales [29] using a correction function approach. Very recently this idea was materialized by Adjerid et al. [1]. They developed higher-order methods for problems involving discontinuous coefficients (which is a more general problem). However, they use strongly the assumption that the interface is a straight line. The key is to use both, the jump condition and the PDE, to find higher-order jump conditions. Inspired by their results, we define correction functions for any polynomial of degree $k$ for curved interfaces.

The contribution of this paper is in the direction of [1], we develop a higher-order piecewise continuous finite element method for problem (1.1) with curved interfaces. Specifically, in Section 2 we develop notation and propose a finite element method, for each polynomial of degree $k$, introducing a correction function $w_{T}^{u}$ and adding it to the variational formulation, only modifying the right-hand side of the equation. To do this, we construct this correction function incorporating the jump conditions of the exact solution on the interface. To the best of our knowledge, this is the first family of numerical methods (with any order approximation) were one can prove optimal accuracy for the above problem without modifying the stiffness matrix. Besides the novel method, an important contribution of this paper is the techniques used to give a-priori error estimation analysis for the Poisson and the Stokes interface problems. In particular, an interpolation estimate using the correction function is given (see Lem. 3.4), which is crucial for the full analysis of the proposed method. In Section 3 we prove that our method is $k+1$ (mod a logarithmic factor) order accurate in the maximum norm, if piecewise polynomials of degree $k$ are used.

As mentioned before, in this paper we also consider a finite element approximation to a Stokes interface problem, i.e., under the same geometry assumptions for problem (1.1), we seek for a velocity vector $\boldsymbol{u}$ and pressure $p$ satisfying

$$
\begin{array}{rlrl}
-\Delta \boldsymbol{u}^{ \pm}+\nabla p^{ \pm} & =\boldsymbol{f}^{ \pm} & & \text {in } \Omega^{ \pm}, \\
\nabla \cdot \boldsymbol{u}^{ \pm}=0 & & \text { in } \Omega^{ \pm}, \\
\boldsymbol{u}=\mathbf{0} & & \text { on } \partial \Omega, \\
{\left[D_{\boldsymbol{n}} \boldsymbol{u}-p \boldsymbol{u}\right]=\boldsymbol{\beta}} & & \text { on } \Gamma, \\
{[\boldsymbol{u}]=\mathbf{0}} & & \text { on } \Gamma . \tag{1.2e}
\end{array}
$$

As is well-known, time dependent versions of problem (1.2) have many applications in biology, see for example [14]. In fact, the immersed boundary method is used primarily for solving time dependent versions of (1.2) with possibly nonlinear terms; see for example Peskin and Tu [34]. Subsequently, LeVeque and Li [27] consider this problem applying immersed interface method techniques. Some extension and finite element versions of these approaches can be found in $[6,25,28]$. We consider the numerical method in this paper for problem (1.2) as an important step toward defining higher-order methods for time-dependent problems with moving interfaces. We will show in Section 4 that the same methodology used to achieve higher-order methods for Poisson problem (1.1) can be applied to Stokes problem (1.2), achieving optimal convergence results.

In Section 5 we test the methods introduced in Sections 2 and 4 with some numerical examples that illustrate the properties proven in previous sections. Furthermore, we provide in the Appendix quadrature formulas for the integration over curved regions crucial to achieve higher-order results, although our analysis considers exact integration.

## 2. Finite element methods

In this section we present a finite element method for problem (1.1) using continuous piecewise polynomials of degree $k$. We assume that the data $\beta$ is smooth. Furthermore, we assume that $u^{ \pm} \in C^{k+1}\left(\bar{\Omega}^{ \pm}\right)$and $\left.f\right|_{\Omega^{ \pm}} \equiv$ $f^{ \pm} \in C^{k-1}\left(\bar{\Omega}^{ \pm}\right)$.

### 2.1. Notation

Let $\mathcal{T}_{h}, 0<h<1$ be a sequence of triangulations of $\Omega, \bar{\Omega}=\cup_{T \in \mathcal{T}_{h}} \bar{T}$, with the elements $T$ mutually disjoint. We assume the mesh is shape regular, see [7]. We adopt the convention that edges, elements, regions are open sets, and we use the overline symbol to refer to their closure. Let $h_{T}$ denote the diameter of the element $T$ and $h=\max _{T} h_{T}$. Let $V_{h}$ be the space of continuous, piecewise polynomials of degree $k$, i.e.,

$$
V_{h}=\left\{v \in C(\Omega) \cap H_{0}^{1}(\Omega):\left.v\right|_{T} \in \mathbb{P}^{k}(T) \quad \forall T \in \mathcal{T}_{h}\right\}
$$

where $\mathbb{P}^{k}(T)$ is the space of polynomial of degree less than or equal to $k$ on $T$ and $H_{0}^{1}(\Omega)$ the space of functions in $H^{1}(\Omega)$ vanishing at $\partial \Omega$.

Next, we define an interpolant onto $V_{h}$.
Definition 2.1. Given $v^{ \pm} \in C\left(\bar{\Omega}^{ \pm}\right)$, we define locally $I_{h} v \in V_{h}$ such that

$$
\left.I_{h} v\right|_{T}(\theta)=\left\{\begin{array}{l}
v^{-}(\theta), \text { if } \theta \in \bar{\Omega}^{-}  \tag{2.1}\\
v^{+}(\theta), \text { if } \theta \in \Omega^{+}
\end{array}\right.
$$

for all $\theta \in T$, the degree $k$ Lagrange points of $T$.
Note that if $v$ is continuous $I_{h} v$ is simply the Lagrange interpolant of $v$. However, if $v$ is discontinuous then $I_{h} v$ interpolates values of $v$ on Lagrange points not intersecting $\Gamma$ and for Lagrange points lying on $\Gamma$ it takes the values of $v$ coming from $\Omega^{-}$(this is without loss of generality). The following proposition states the stability result of the interpolant $I_{h}$.
Proposition 2.2. Let $v^{ \pm} \in C\left(\bar{\Omega}^{ \pm}\right)$and $I_{h}$ defined above, then we have

$$
\begin{equation*}
\left\|I_{h} v\right\|_{L^{\infty}(T)} \leq C\|v\|_{L^{\infty}(T)} \quad \forall T \in \mathcal{T}_{h} \tag{2.2}
\end{equation*}
$$

To prove $L^{2}$ based error estimates shape regularity of the meshes suffices. However, as is well-known, some form of quasi-uniformity of the mesh is needed to prove max-norm estimates, even if there is no interface [15]. Since we will prove max-norm estimates of our method, and in order to avoid unnecessary details, we will assume that the meshes are quasi-uniform.

Also, for the sake of making the presentation simpler to the reader, we make the following assumption.


FIgURE 1. Illustration of our notation, for $T \in \mathcal{T}_{h}^{\Gamma}$.

Hypothesis 2.3. We assume here that the interface $\Gamma$ intersects the boundary of each triangle $T \in \mathcal{T}_{h}$ at most at two points. If $\Gamma$ intersects the boundary of a triangle $T$ in exactly two points, then these two points must be on different edges $\bar{e}$ of $T$.

Next, let $\mathcal{T}_{h}^{\Gamma}$ denote the set of triangles $T \in \mathcal{T}_{h}$ such that $T$ intersects $\Gamma$, that is, $T \cap \Gamma \neq \emptyset$. For each $T \in \mathcal{T}_{h}^{\Gamma}$ let $y_{T}$ and $z_{T}$ be the two endpoints of $T \cap \Gamma$, see Figure 1. Let $L_{T}$ denote the line segment connecting $y_{T}$ and $z_{T}$. Let $\boldsymbol{\eta}$ be the unit vector perpendicular to $L_{T}$ and pointing outward $T^{-}$. Let also $\boldsymbol{\tau}$ be the unit vector parallel to the line $L_{T}$ such that $\boldsymbol{\tau}$ is the rotation of $\boldsymbol{\eta}$ by ninety degrees counterclockwise.

For each $\ell=0,1, \ldots, k$, let $\left\{\bar{x}_{i}^{\ell, T}\right\}_{i=0}^{\ell}$ denote the Gauss points of the segment $L_{T}$. For each $\bar{x}_{i}^{\ell, T}$, let $Q_{i}^{\ell, T}$ be the line perpendicular to the line segment $L_{T}$ that passes through the points $\bar{x}_{i}^{\ell, T}$. We then define $x_{i}^{\ell, T}=Q_{i}^{\ell, T} \cap \Gamma$, for $i=0, \ldots, \ell$. For the sake of simplicity, we assume $h$ small enough such that this definition is unique. Note here that the choice of Gauss points is a preference of the authors, related to the quadrature rules, but not essential in the proofs. We could also use, for instance, equally spaced points.

Letting $T^{ \pm}:=T \cap \Omega^{ \pm}$, we define the following space for $T \in \mathcal{T}_{h}^{\Gamma}$

$$
\begin{equation*}
S^{k}(T)=\left\{w \in L^{2}(T):\left.w\right|_{T^{ \pm}} \in \mathbb{P}^{k}\left(T^{ \pm}\right)\right\} \tag{2.3}
\end{equation*}
$$

### 2.2. The proposed finite element method

We now present our finite element method for problem (1.1). Find $u_{h} \in V_{h}$, such that

$$
\begin{equation*}
\int_{\Omega} \nabla u_{h} \cdot \nabla v \mathrm{~d} x=\int_{\Omega} f v \mathrm{~d} x+\int_{\Gamma} \beta v \mathrm{~d} s-\sum_{T \in \mathcal{T}_{h}^{\Gamma}}\left(\int_{T^{-}} \nabla w_{T}^{u} \cdot \nabla v \mathrm{~d} x+\int_{T^{+}} \nabla w_{T}^{u} \cdot \nabla v \mathrm{~d} x\right) \tag{2.4}
\end{equation*}
$$

for all $v \in V_{h}$, where $w_{T}^{u}$ is a correction function to be defined in Section 2.3.

### 2.3. The correction function

We now show how to construct a piecewise polynomial function $w_{T}^{u} \in S^{k}(T)$ that will help to correct the right-hand side of the natural finite element method ((2.4) without the correction term) to render it higher-order. We note that the functions $w_{T}^{u}$, for $T \in \mathcal{T}_{h}^{\Gamma}$, are discontinuous across elements and satisfy jump conditions at

Gauss points on $\Gamma \cap T$. Suppose that we give you a function $u$, then we let $w_{T}^{u}$ be the unique function in $S^{k}(T)$ (see Lem. 3.2) that satisfies

$$
\begin{align*}
& {\left[D_{\eta}^{k-\ell} w_{T}^{u}\left(x_{i}^{\ell, T}\right)\right]=\left[D_{\eta}^{k-\ell} u\left(x_{i}^{\ell, T}\right)\right] \quad \text { for } 0 \leq i \leq \ell \text { and } 0 \leq \ell \leq k,}  \tag{2.5}\\
& \qquad\left\{\begin{array}{l}
\left(w_{T}^{u}\right)-(\theta)=0, \text { if } \theta \in \Omega^{-} \cup \Gamma ; \\
\left(w_{T}^{u}\right)^{+}(\theta)=0, \text { if } \theta \in \Omega^{+} .
\end{array} \quad \text { for all degree } k \text { Lagrange points } \theta \text { of } T .\right. \tag{2.6}
\end{align*}
$$

We would like to stress that if $u$ is the solution to (1.1) then we know all the jumps of $u$ in terms of the data $\beta$ and $f$ (see Sect. 2.4) so we can construct $w_{T}^{u}$ a priori. It is important to notice that we impose directional derivatives jump conditions in the $\boldsymbol{\eta}$-direction rather than in the $\boldsymbol{n}$-direction. A reason for this choice is because we can show unisolvence, when $\Gamma$ is curved, for any polynomial of degree $k$. Additionally, the construction of the correction functions can be made explicitly, that is, it does not require solving any local linear system. Such construction permits us to develop not only an elegant analysis for any polynomial degree $k$ but also an analysis without imposing strong condition on how $\Gamma$ intersects an element $T$ in order to control the ill conditioning of this matrix. We next show how to transform jump data described in $\boldsymbol{n}$-direction to jump data in the $\boldsymbol{\eta}$-direction.

### 2.4. Data of jumps

In this section we show that we can obtain the jumps of higher derivatives of $u$ across $\Gamma$ from data, $\beta$ and $f$. Similar ideas were used in [3, 26, 29].

Fix a point $x \in \Gamma$. Let $\boldsymbol{n}$ be the normal vector to $\Gamma$ at $x$, and $\boldsymbol{t}$ the tangent vector to $\Gamma$ at $x$. We clearly have $\left[D_{n} u(x)\right]=\beta(x)$ and $\left[D_{t} u(x)\right]=0$. In fact, we also have $\left[D_{t}^{\ell} u(x)\right]=0$ for any $\ell$. Note that from the Poisson's equation (1.1a), we have

$$
-D_{n}^{2} u-D_{t}^{2} u=f \quad \text { in } \Omega^{ \pm}
$$

and so $\left[D_{n}^{2} u(x)\right]=[f(x)]$. Moreover, we note that $\left[D_{t} D_{n} u(x)\right]=D_{t}\left[D_{n} u(x)\right]=\beta^{\prime}(x)$ on $\Gamma$.
Now we proceed by induction. Suppose we have all jumps of the derivatives of order $\ell-1$ in terms of $\beta$ and $f$. Then, we will show how to get the jumps of derivatives of order $\ell$. Let $i+j=\ell$. If $i \geq 1$ then

$$
\left[D_{t}^{i} D_{\boldsymbol{n}}^{j} u(x)\right]=D_{t}\left[D_{t}^{i-1} D_{n}^{j} u(x)\right]
$$

Otherwise, using Laplace's equation we have

$$
\left[D_{n}^{\ell} u(x)\right]=-\left[D_{n}^{\ell-2} f(x)\right]-D_{t}\left[D_{t} D_{n}^{\ell-2} u(x)\right]
$$

Suppose that we would like the jump of $u$ in a different direction, say $\boldsymbol{\eta}$. Then, we write $\boldsymbol{\eta}=a \boldsymbol{n}+b \boldsymbol{t}$ obtaining

$$
\left[D_{\eta}^{\ell} u(x)\right]=\sum_{j=0}^{\ell}\binom{l}{j} a^{j} b^{\ell-j}\left[D_{n}^{j} D_{t}^{\ell-j} u(x)\right]
$$

## 3. Error analysis

The objective of this section is to prove rigorous pointwise error estimates for the above method, which we achieve in Theorems 3.6 and 3.7. Before doing this we need some technical results associated to the subspace $S^{k}(T)$ and approximation properties of the correction function $w_{T}^{u}$.

### 3.1. Properties of $S^{k}(T)$

We now introduce some crucial lemmas related to the space $S^{k}(T)$.

Lemma 3.1. Let $T \in \mathcal{T}_{h}^{\Gamma}$ and define $r_{T}=\left|L_{T}\right|$. For any $v \in \mathbb{P}^{k}(T)$, we have

$$
h_{T}^{j}\left\|D^{j} v\right\|_{L^{\infty}(T)} \leq C h_{T}^{k} \sum_{\ell=0}^{k} \frac{1}{r_{T}^{\ell}} \max _{0 \leq i \leq \ell}\left|D_{\eta}^{k-\ell} v\left(x_{i}^{\ell, T}\right)\right|, \quad j=0,1,
$$

where the constant $C$ depends only on the shape regularity of $T$, the polynomial degree $k$ and the regularity of $\Gamma$.
Proof. Let $L_{T}^{E}$ be the segment with length $\left|L_{T}^{E}\right|=2 h_{T}$, centered at $\left(y_{T}+z_{T}\right) / 2$ and aligned with $L_{T}$. This guaranties that any point $x \in T$ can be projected orthogonally on $L_{T}^{E}$. Then, using Taylor's expansion on $T$ from $L_{T}^{E}$, we can easily show that

$$
h_{T}^{j}\left\|D^{j} v\right\|_{L^{\infty}(T)} \leq C \sum_{\ell=0}^{k} h_{T}^{k-\ell}\left\|D_{\eta}^{k-\ell} v\right\|_{L^{\infty}\left(L_{T}^{E}\right)}
$$

Using Taylor's theorem on $L_{T}^{E}$ from a point of $L_{T}$ we get

$$
\left\|D_{\eta}^{k-\ell} v\right\|_{L^{\infty}\left(L_{T}^{E}\right)} \leq C \sum_{s=0}^{\ell} h_{T}^{s}\left\|D_{\tau}^{s} D_{\eta}^{k-\ell} v\right\|_{L^{\infty}\left(L_{T}\right)}, \quad j=0,1
$$

The inverse inequality gives

$$
\left\|D_{\tau}^{s} D_{\eta}^{k-\ell} v\right\|_{L^{\infty}\left(L_{T}\right)} \leq \frac{C}{r_{T}^{s}}\left\|D_{\eta}^{k-\ell} v\right\|_{L^{\infty}\left(L_{T}\right)}
$$

We therefore have

$$
\begin{aligned}
h_{T}^{j}\left\|D^{j} v\right\|_{L^{\infty}(T)} & \leq C h_{T}^{k} \sum_{\ell=0}^{k} h_{T}^{-\ell} \sum_{s=0}^{\ell} \frac{h_{T}^{s}}{r_{T}^{s}}\left\|D_{\eta}^{k-\ell} v\right\|_{L^{\infty}\left(L_{T}\right)} \\
& =C h_{T}^{k} \sum_{\ell=0}^{k} \sum_{s=0}^{\ell} \frac{1}{h_{T}^{\ell-s}} \frac{1}{r_{T}^{s}}\left\|D_{\eta}^{k-\ell} v\right\|_{L^{\infty}\left(L_{T}\right)} \\
& \leq C h_{T}^{k} \sum_{\ell=0}^{k} \sum_{s=0}^{\ell} \frac{1}{r_{T}^{\ell-s}} \frac{1}{r_{T}^{s}}\left\|D_{\eta}^{k-\ell} v\right\|_{L^{\infty}\left(L_{T}\right)} \\
& =C h_{T}^{k} \sum_{\ell=0}^{k} \frac{1}{r_{T}^{\ell}}\left\|D_{\eta}^{k-\ell} v\right\|_{L^{\infty}\left(L_{T}\right)},
\end{aligned}
$$

where we used that $r_{T} \leq h_{T}$.
To bound the right-hand side above, we use induction on $\ell$. First, using that $D_{\eta}^{k} v$ is a constant we have

$$
\left\|D_{\eta}^{k} v\right\|_{L^{\infty}\left(L_{T}\right)}=\left|D_{\eta}^{k} v\left(x_{0}^{0, T}\right)\right|
$$

Assume that we have proved

$$
\begin{equation*}
\sum_{\ell=m+1}^{k} \frac{1}{r_{T}^{\ell}}\left\|D_{\eta}^{k-\ell} v\right\|_{L^{\infty}\left(L_{T}\right)} \leq C \sum_{\ell=m+1}^{k} \frac{1}{r_{T}^{\ell}} \max _{0 \leq i \leq \ell}\left|D_{\eta}^{k-\ell} v\left(x_{i}^{\ell, T}\right)\right| \tag{3.1}
\end{equation*}
$$

then we want to prove that

$$
\begin{equation*}
\sum_{\ell=m}^{k} \frac{1}{r_{T}^{\ell}}\left\|D_{\eta}^{k-\ell} v\right\|_{L^{\infty}\left(L_{T}\right)} \leq C \sum_{\ell=m}^{k} \frac{1}{r_{T}^{\ell}} \max _{0 \leq i \leq \ell}\left|D_{\eta}^{k-\ell} v\left(x_{i}^{\ell, T}\right)\right| \tag{3.2}
\end{equation*}
$$

Since $D_{\eta}^{k-m} v$ is a polynomial of degree $m$, we have that

$$
\left\|D_{\eta}^{k-m} v\right\|_{L^{\infty}\left(L_{T}\right)} \leq C \max _{0 \leq i \leq m}\left|D_{\eta}^{k-m} v\left(\bar{x}_{i}^{m, T}\right)\right|
$$

Using Taylor's theorem we have

$$
\left|D_{\eta}^{k-m} v\left(\bar{x}_{i}^{m, T}\right)\right| \leq\left|D_{\eta}^{k-m} v\left(x_{i}^{m, T}\right)\right|+\sum_{\ell=m+1}^{k} d^{\ell-m}\left\|D_{\eta}^{k-\ell} v\right\|_{L^{\infty}\left(L_{T}\right)}
$$

where $d=\max _{0 \leq i \leq \ell \leq k}\left|x_{i}^{\ell, T}-\bar{x}_{i}^{\ell, T}\right|$. It is clear that $d \leq C r_{T}^{2}$, since we have assumed that $\Gamma$ is smooth, that is the radius of curvature is $O(1)$, however we note that we will only use that $d \leq C r_{T}$. Hence, we have

$$
\frac{1}{r_{T}^{m}} \max _{0 \leq i \leq m}\left|D_{\boldsymbol{\eta}}^{k-m} v\left(\bar{x}_{i}^{m, T}\right)\right| \leq \frac{1}{r_{T}^{m}} \max _{0 \leq i \leq m}\left|D_{\boldsymbol{\eta}}^{k-m} v\left(x_{i}^{m, T}\right)\right|+C \sum_{\ell=m+1}^{k} \frac{1}{r_{T}^{2 m-\ell}}\left\|D_{\boldsymbol{\eta}}^{k-\ell} v\right\|_{L^{\infty}\left(L_{T}\right)}
$$

However, $\frac{1}{r_{T}^{2 m-\ell}} \leq \frac{1}{r_{T}^{\ell}}$ for $\ell \geq m+1$ and so using (3.1) we arrive at (3.2).
The following is a fundamental lemma for the construction of $w_{T}^{u}$ and the estimation of $h_{T}^{j}\left\|D^{j} w_{T}^{u}\right\|_{L^{\infty}\left(T^{ \pm}\right)}$ when we choose $c_{i, \ell}=\left[D_{\eta}^{k-\ell} u\left(x_{i}^{\ell, T}\right)\right]$, see equation (2.5).

Lemma 3.2. Given data $\left\{c_{i, \ell}\right\}$ for $0 \leq i \leq \ell$ and $0 \leq \ell \leq k$. There exists a unique function $w \in S^{k}(T)$, such that

$$
\begin{gather*}
{\left[D_{\eta}^{k-\ell} w\left(x_{i}^{\ell, T}\right)\right]=c_{i, \ell} \quad \text { for } 0 \leq i \leq \ell \text { and } 0 \leq \ell \leq k}  \tag{3.3}\\
\left\{\begin{array}{l}
\left(w_{T}^{u}\right)^{-}(\theta)=0, \text { if } \theta \in \Omega^{-} \cup \Gamma ; \\
\left(w_{T}^{u}\right)^{+}(\theta)=0, \text { if } \theta \in \Omega^{+} .
\end{array} \quad \text { for all degree } k \text { Lagrange points } \theta \text { of } T,\right. \tag{3.4}
\end{gather*}
$$

with the following bound

$$
\begin{equation*}
h_{T}^{j}\left\|D^{j} w\right\|_{L^{\infty}\left(T^{ \pm}\right)} \leq C h_{T}^{k} \sum_{\ell=0}^{k} \frac{1}{r_{T}^{\ell}} \max _{0 \leq i \leq \ell}\left|c_{i, \ell}\right|, \quad \text { for } \quad j=0,1 \tag{3.5}
\end{equation*}
$$

where $C$ depends only on the shape regularity of $\mathcal{T}_{h}$, the polynomial degree $k$ and the regularity of $\Gamma$.
Proof. We will construct $w$ of the form $w=z-I_{h} z$, where $z \in S^{k}(T)$. Notice that, by definition of $I_{h}, z-I_{h} z$ vanishes on the $(k+1)(k+2) / 2$ Lagrange points of $T$, satisfying (3.4). Moreover, since $I_{h} z$ is smooth on $T$

$$
\left[D_{\eta}^{k-\ell} w\left(x_{i}^{\ell, T}\right)\right]=\left[D_{\eta}^{k-\ell} z\left(x_{i}^{\ell, T}\right)\right]
$$

The function $z$ will be given by

$$
z= \begin{cases}0 & \text { in } T^{+} \\ v & \text { in } T^{-}\end{cases}
$$

where $v$ is the unique polynomial on $\mathbb{P}^{k}$, such that

$$
D_{\eta^{-}}^{k-\ell} v\left(x_{i}^{\ell, T}\right)=c_{i, \ell} \quad \text { for } 0 \leq i \leq \ell \text { and } 0 \leq \ell \leq k
$$

The existence and uniqueness of $v$ follow from representing $v=v(s, r)$ as a polynomial of degree $k$ in $r$ $\left(\boldsymbol{\tau}\right.$-direction) and $s(\boldsymbol{\eta}$-direction $)$, where $s=0$ represents the straight line passing through $y_{T}$ and $z_{T}$, then by decomposing

$$
v(s, r)=p_{k}(r)+s p_{k-1}(r)+s^{2} p_{k-2}(r)+\cdots+s^{k} p_{0}
$$

where $p_{\ell}$, for $0 \leq \ell \leq k$, is a polynomial of degree $\ell$ in $r$. It is easy to see, by using interpolation at the Gauss point $\bar{x}_{0}^{0, T}$, that $p_{0}$ exists and is unique, then by using interpolation at the Gauss points $\bar{x}_{1}^{0, T}$ and $\bar{x}_{1}^{1, T}$ that $p_{1}(r)$ exists and is unique, and so on.

According to Lemma 3.1, we have the following bound

$$
\begin{equation*}
h_{T}^{j}\left\|D^{j} v\right\|_{L^{\infty}(T)} \leq C h_{T}^{k} \sum_{\ell=0}^{k} \frac{1}{r_{T}^{\ell}} \max _{0 \leq i \leq \ell}\left|c_{i, \ell}\right| \tag{3.6}
\end{equation*}
$$

Hence, $w$ satisfies (3.3). Moreover,

$$
h_{T}^{j}\left\|D^{j} w\right\|_{L^{\infty}\left(T^{ \pm}\right)}=h_{T}^{j}\left\|D^{j}\left(z-I_{h} z\right)\right\|_{L^{\infty}\left(T^{ \pm}\right)} \leq h_{T}^{j}\left\|D^{j} v\right\|_{L^{\infty}\left(T^{-}\right)}+h_{T}^{j}\left\|D^{j} I_{h} z\right\|_{L^{\infty}(T)} .
$$

Using an inverse estimate and stability of the interpolant, we have

$$
h_{T}^{j}\left\|D^{j} I_{h} z\right\|_{L^{\infty}(T)} \leq C\left\|I_{h} z\right\|_{L^{\infty}(T)} \leq C\|z\|_{L^{\infty}(T)} \leq C\|v\|_{L^{\infty}\left(T^{-}\right)} .
$$

Hence,

$$
h_{T}^{j}\left\|D^{j} w\right\|_{L^{\infty}\left(T^{ \pm}\right)} \leq h_{T}^{j}\left\|D^{j} v\right\|_{L^{\infty}\left(T^{-}\right)}+\|v\|_{L^{\infty}\left(T^{-}\right)} .
$$

We get (3.5) once we apply (3.6).

### 3.2. Approximation properties of $\boldsymbol{w}_{\boldsymbol{T}}^{\boldsymbol{u}}$

Since we are assuming $u^{ \pm} \in C^{k+1}\left(\Omega^{ \pm}\right)$and $\Gamma$ is smooth, there exist extensions $u_{E}^{ \pm} \in C^{k+1}(\Omega)$ (see Lem. 6.27 [16]), such that the following holds

$$
u_{E}^{ \pm}=u^{ \pm} \quad \text { on } \Omega^{ \pm}, \quad\left\|u_{E}^{ \pm}\right\|_{C^{k+1}(\Omega)} \leq C\left\|u^{ \pm}\right\|_{C^{k+1}\left(\Omega^{ \pm}\right)}
$$

Let $B_{2 r_{T}} \subset T^{E}$ be a ball of radius $2 r_{T}$ that encloses $T^{\Gamma}$. Here $T^{E}$ is the smallest patch of triangles of the mesh $\mathcal{T}_{h}$ on the neighborhood of $T \in \mathcal{T}_{h}^{\Gamma}$. Let $J_{T}$ be the $L^{2}$ projection onto polynomials of degree $k$ in $B_{2 r_{T}}$ and consider its natural extension to all of $T^{E}$. Then, we can prove the following lemma.

Lemma 3.3. Let $w \in C^{k+1}\left(T^{E}\right)$, then we have

$$
\begin{equation*}
r_{T}^{j}\left\|D^{j}\left(J_{T}(w)-w\right)\right\|_{L^{\infty}\left(B_{2 r_{T}}\right)} \leq C r_{T}^{k+1}\|w\|_{C^{k+1}\left(B_{2 r_{T}}\right)} \quad \text { for } 0 \leq j \leq k \tag{3.7}
\end{equation*}
$$

and

$$
\begin{equation*}
h_{T}^{j}\left\|D^{j}\left(J_{T}(w)-w\right)\right\|_{L^{\infty}\left(T^{E}\right)} \leq C h_{T}^{k+1}\|w\|_{C^{k+1}\left(T^{E}\right)} \quad \text { for } 0 \leq j \leq k \tag{3.8}
\end{equation*}
$$

Proof. The inequality (3.7) is a standard approximation of the $L^{2}$ projection. To prove (3.8) we apply Taylor's theorem to get

$$
h_{T}^{j}\left\|D^{j}\left(J_{T}(w)-w\right)\right\|_{L^{\infty}\left(T^{E}\right)} \leq h_{T}^{j} \sum_{\ell=1}^{k-j} h_{T}^{\ell}\left\|D^{j+\ell}\left(J_{T}(w)-w\right)\right\|_{L^{\infty}\left(B_{2 r_{T}}\right)}+h_{T}^{k+1}\|w\|_{C^{k+1}\left(T^{E}\right)} .
$$

The result follows after applying (3.7) and using that $r_{T} \leq h_{T}$.
The following lemma establishes the approximation result for the correction function defined in Section 2.3.

Lemma 3.4. Suppose the solution $u$ to problem (1.1) satisfies $u^{ \pm} \in C^{k+1}\left(\Omega^{ \pm}\right)$, and $w_{T}^{u}$ is the correction function defined by (3.3) and (3.4). Then, we have

$$
h_{T}^{j}\left\|D^{j}\left(u-I_{h} u-w_{T}^{u}\right)\right\|_{L^{\infty}\left(T^{ \pm}\right)} \leq C h_{T}^{k+1}\left(\left\|u_{E}^{+}\right\|_{C^{k+1}\left(T^{E}\right)}+\left\|u_{E}^{-}\right\|_{C^{k+1}\left(T^{E}\right)}\right), \quad \text { for } \quad j=0,1
$$

and $C$ depends only on the shape regularity of $T$, the polynomial degree $k$ and the regularity of $\Gamma$.
Proof. We will define $v \in S^{k}(T)$ (see (2.3)) as follows

$$
v= \begin{cases}J_{T}\left(u_{E}^{+}\right) & \text {on } T^{+} \\ J_{T}\left(u_{E}^{-}\right) & \text {on } T^{-}\end{cases}
$$

Clearly $v-I_{h} v=w_{T}^{v}$ by Lemma 3.2. Hence, we have

$$
\begin{aligned}
h_{T}^{j}\left\|D^{j}\left(u-I_{h} u-w_{T}^{u}\right)\right\|_{L^{\infty}\left(T^{ \pm}\right)}= & h_{T}^{j}\left\|D^{j}\left((u-v)+\left(v-I_{h} v\right)+I_{h}(v-u)-w_{T}^{u}\right)\right\|_{L^{\infty}\left(T^{ \pm}\right)} \\
= & h_{T}^{j}\left\|D^{j}\left((u-v)-I_{h}(u-v)-w_{T}^{u-v}\right)\right\|_{L^{\infty}\left(T^{ \pm}\right)} \\
\leq & C h_{T}^{j}\left(\left\|D^{j}(u-v)\right\|_{L^{\infty}\left(T^{ \pm}\right)}+\left\|D^{j} w_{T}^{u-v}\right\|_{L^{\infty}\left(T^{ \pm}\right)}\right) \\
& +C\|u-v\|_{L^{\infty}(T)},
\end{aligned}
$$

where we used $w_{T}^{u-v}=w_{T}^{u}-w_{T}^{v}$, an inverse estimate and the stability of $I_{h}$ in the max-norm.
Using (3.8) we get

$$
h_{T}^{j}\left\|D^{j}(u-v)\right\|_{L^{\infty}\left(T^{ \pm}\right)}+\|u-v\|_{L^{\infty}\left(T^{ \pm}\right)} \leq C h_{T}^{k+1}\left(\left\|u_{E}^{-}\right\|_{C^{k+1}\left(T^{E}\right)}+\left\|u_{E}^{+}\right\|_{C^{k+1}\left(T^{E}\right)}\right) .
$$

Estimate (3.5) implies

$$
h_{T}^{j}\left\|w_{T}^{u-v}\right\|_{L^{\infty}(T)} \leq C h_{T}^{k} \sum_{\ell=0}^{k} \frac{1}{r_{T}^{k-\ell}}\left\|\left[D_{n}^{\ell}(v-u)\right]\right\|_{L^{\infty}(T \cap \Gamma)} .
$$

Applying (3.7) we obtain

$$
\sum_{\ell=0}^{k} \frac{1}{r^{k-\ell}}\left\|\left[D_{n}^{\ell}(v-u)\right]\right\|_{L^{\infty}(T \cap \Gamma)} \leq C r_{T}\left(\left\|u_{E}^{+}\right\|_{C^{k+1}\left(B_{2 r_{T}}\right)}+\left\|u_{E}^{-}\right\|_{C^{k+1}\left(B_{2 r_{T}}\right)}\right)
$$

which completes the proof.

### 3.3. Error estimates

The next lemma will show that the correction term $w_{T}^{u}$ in the finite element method (2.4) will allow us to compare $I_{h} u-u_{h}$.

Lemma 3.5. Let $u^{ \pm} \in C^{k+1}\left(\Omega^{ \pm}\right)$be the solution of (1.1) and $u_{h}$ be the solution of (2.4). Then, it holds

$$
\int_{\Omega} \nabla\left(I_{h} u-u_{h}\right) \cdot \nabla v \mathrm{~d} x \leq C h^{k}\|\nabla v\|_{L^{1}(\Omega)}\left(\left\|u^{+}\right\|_{C^{k+1}\left(\Omega^{+}\right)}+\left\|u^{-}\right\|_{C^{k+1}\left(\Omega^{-}\right)}\right) \quad \forall v \in V_{h},
$$

where $C$ depends only on the shape regularity of $\left\{\mathcal{I}_{h}\right\}_{h>0}$, the polynomial degree $k$ and the regularity of $\Gamma$.

Proof.

$$
\begin{aligned}
\int_{\Omega} \nabla\left(I_{h} u-u_{h}\right) \cdot \nabla v \mathrm{~d} x & =\int_{\Omega} \nabla\left(I_{h} u-u\right) \cdot \nabla v \mathrm{~d} x+\int_{\Omega} \nabla u \cdot \nabla v \mathrm{~d} x-\int_{\Omega} \nabla u_{h} \cdot \nabla v \mathrm{~d} x \\
& =\int_{\Omega} \nabla\left(I_{h} u-u\right) \cdot \nabla v \mathrm{~d} x+\sum_{T \in \mathcal{T}_{h}^{F}} \int_{T} \nabla w_{T}^{u} \cdot \nabla v \mathrm{~d} x \\
& =\sum_{T \in \mathcal{T}_{h} \backslash \mathcal{T}_{h}^{T}} \int_{T} \nabla\left(I_{h} u-u\right) \cdot \nabla v \mathrm{~d} x+\sum_{T \in \mathcal{T}_{h}^{\Gamma}} \int_{T} \nabla\left(u-I_{h} u-w_{T}^{u}\right) \cdot \nabla v \mathrm{~d} x
\end{aligned}
$$

The result now easily follows from Lemma 3.4 and the fact that $u$ is smooth on $T \in \mathcal{T}_{h} \backslash \mathcal{T}_{h}$.
From the above lemma we can easily prove an optimal estimate in the $H^{1}$ semi-norm:

$$
\left\|\nabla\left(I_{h} u-u_{h}\right)\right\|_{L^{2}(\Omega)} \leq C h^{k}\left(\left\|u^{+}\right\|_{C^{k+1}\left(\Omega^{+}\right)}+\left\|u^{-}\right\|_{C^{k+1}\left(\Omega^{-}\right)}\right) .
$$

However, are goal is to prove estimates in the maximum-norm as our next result states. A slightly sub-optimal (off by a log factor) can be proved if we use the above lemma directly. In order to prove the optimal estimate, we will give a more involved argument.

Theorem 3.6. Suppose that $\Omega$ is convex. Let $u^{ \pm} \in C^{k+1}\left(\Omega^{ \pm}\right)$be the solution of (1.1) and $u_{h}$ be the solution of (2.4), then

$$
\left\|\nabla\left(I_{h} u-u_{h}\right)\right\|_{L^{\infty}(\Omega)} \leq C h^{k}\left(\left\|u^{+}\right\|_{C^{k+1}\left(\Omega^{+}\right)}+\left\|u^{-}\right\|_{C^{k+1}\left(\Omega^{-}\right)}\right),
$$

where $C$ depends only on the shape regularity of $\left\{\mathcal{I}_{h}\right\}_{h>0}$, the polynomial degree $k$ and the regularity of $\Gamma$.
Proof. Let $e_{h}=I_{h} u-u_{h}$ and suppose that the maximum of $\left|\partial_{x_{i}} e_{h}\right|$ occurs at $z \in \Omega$ (for some fixed $1 \leq i \leq 2$ ). Suppose $z \in T_{z}$, for some $T_{z} \in \mathcal{T}_{h}$. Consider now the regularized Dirac delta function $\delta_{h}^{z}=\delta_{h} \in C_{0}^{1}\left(T_{z}\right)$ (see [7]), which satisfies

$$
\begin{equation*}
r(z)=\left(r, \delta_{h}\right)_{T_{z}}, \quad \forall r \in \mathbb{P}^{k}\left(T_{z}\right), \tag{3.9}
\end{equation*}
$$

and has the following property

$$
\begin{equation*}
\left\|\delta_{h}\right\|_{W^{r, q}\left(T_{z}\right)} \leq C h^{-r-2(1-1 / q)}, \quad 1 \leq q \leq \infty, r=0,1 . \tag{3.10}
\end{equation*}
$$

For each $i=1,2$, define the approximate Green's function $g \in H_{0}^{1}(\Omega)$, which solves the following equation:

$$
\begin{align*}
-\Delta g & =\partial_{x_{i}} \delta_{h} & & \text { in } \Omega,  \tag{3.11a}\\
g & =0 & & \text { on } \partial \Omega . \tag{3.11b}
\end{align*}
$$

We also consider its finite element approximation $g_{h} \in V_{h}$ that satisfies

$$
\begin{equation*}
\int_{\Omega} \nabla g_{h} \cdot \nabla v \mathrm{~d} x=\int_{\Omega} v \partial_{x_{i}} \delta_{h} \mathrm{~d} x \quad \text { for all } v \in V_{h} . \tag{3.12}
\end{equation*}
$$

From the work of Scott and Rannacher [32] we have

$$
\begin{equation*}
\left\|\nabla\left(g-g_{h}\right)\right\|_{L^{1}(\Omega)} \leq C . \tag{3.13}
\end{equation*}
$$

Moreover, using a dyadic decomposition one can show

$$
\begin{equation*}
\|\nabla g\|_{L^{1}(\Omega)} \leq C \log (1 / h) \tag{3.14}
\end{equation*}
$$

A $\log$ free estimate holds if we consider a smaller domain, i.e.

$$
\begin{equation*}
\|\nabla g\|_{L^{1}\left(S^{\Gamma}\right)} \leq C \tag{3.15}
\end{equation*}
$$

where $S^{\Gamma}=\{x \in \Omega: \operatorname{dist}(x, \Gamma) \leq \kappa h\}$ for some fixed constant $\kappa$; see for instance [24]. Hence, combining (3.13) and (3.15) we have

$$
\begin{equation*}
\left\|\nabla g_{h}\right\|_{L^{1}\left(S^{\Gamma}\right)} \leq C \tag{3.16}
\end{equation*}
$$

We start by using the definition of $\delta_{h}$ and problem (3.12)

$$
\left\|\partial_{x_{i}} e_{h}\right\|_{L^{\infty}(\Omega)}=\left|\partial_{x_{i}} e_{h}(z)\right|=\left|\int_{\Omega} \delta_{h} \partial_{x_{i}} e_{h} \mathrm{~d} x\right|=\left|\int_{\Omega} \partial_{x_{i}} \delta_{h} e_{h} \mathrm{~d} x\right|
$$

Then, we see that

$$
\left\|\partial_{x_{i}} e_{h}\right\|_{L^{\infty}(\Omega)}=\left|\int_{\Omega} \nabla g \cdot \nabla e_{h} \mathrm{~d} x\right|=\left|\int_{\Omega} \nabla g_{h} \cdot \nabla e_{h} \mathrm{~d} x\right|
$$

If we follow the proof of Lemma 3.5 we see that

$$
\int_{\Omega} \nabla g_{h} \cdot \nabla e_{h} \mathrm{~d} x=J_{1}+J_{2}
$$

where

$$
J_{1}=\sum_{T \in \mathcal{T}_{h} \backslash \mathcal{T}_{h}^{\Gamma}} \int_{T} \nabla\left(I_{h} u-u\right) \cdot \nabla g_{h} \mathrm{~d} x, \quad J_{2}=\sum_{T \in \mathcal{T}_{h}^{\Gamma}} \int_{T} \nabla\left(I_{h} u+w_{T}^{u}-u\right) \cdot \nabla g_{h} \mathrm{~d} x
$$

Applying Cauchy-Schwarz inequality to $J_{2}$ we get

$$
J_{2} \leq C\left\|\nabla g_{h}\right\|_{L^{1}\left(S^{\Gamma}\right)} \max _{T \in \mathcal{T}_{h}^{\Gamma}}\left\|\nabla\left(I_{h} u+w_{T}^{u}-u\right)\right\|_{L^{\infty}(T)}
$$

Moreover, using (3.16) and Lemma 3.4 we have

$$
J_{2} \leq C h^{k}\left(\left\|u^{+}\right\|_{C^{k+1}\left(\Omega^{+}\right)}+\left\|u^{-}\right\|_{C^{k+1}\left(\Omega^{-}\right)}\right)
$$

To give an estimate for $J_{1}$ we define $R_{h}=\cup_{T \in \mathcal{T}_{h} \backslash \mathcal{T}_{h}{ }^{\Gamma}} T$. Now, adding and subtracting $\nabla g$, we obtain

$$
J_{1}=\sum_{T \in \mathcal{T}_{h} \backslash \mathcal{T}_{h}^{\Gamma}} \int_{T} \nabla\left(I_{h} u-u\right) \cdot \nabla g_{h} \mathrm{~d} x=\int_{R_{h}}\left(\nabla\left(I_{h} u-u\right) \cdot \nabla\left(g_{h}-g\right)+\nabla\left(I_{h} u-u\right) \cdot \nabla g\right) \mathrm{d} x
$$

Using (3.13), we have

$$
\int_{R_{h}} \nabla\left(I_{h} u-u\right) \cdot \nabla\left(g_{h}-g\right) \mathrm{d} x \leq C h^{k}\left(\left\|u^{+}\right\|_{C^{k+1}\left(\Omega^{+}\right)}+\left\|u^{-}\right\|_{C^{k+1}\left(\Omega^{-}\right)}\right)
$$

For the remaining term we integrate by parts to get

$$
\int_{R_{h}} \nabla\left(I_{h} u-u\right) \cdot \nabla g \mathrm{~d} x=\int_{R_{h}}\left(I_{h} u-u\right) \partial_{x_{i}} \delta_{h} \mathrm{~d} x+\int_{\partial R_{h} \backslash \partial \Omega}\left(I_{h} u-u\right) D_{\boldsymbol{n}} g \mathrm{~d} s
$$

Here we used that, since $\Omega$ is convex, $\nabla g$ is continuous and so integration by parts makes sense.
Clearly we have

$$
\int_{R_{h}}\left(I_{h} u-u\right) \partial_{x_{i}} \delta_{h} \mathrm{~d} x \leq C h^{k}\left(\left\|u^{+}\right\|_{C^{k+1}\left(\Omega^{+}\right)}+\left\|u^{-}\right\|_{C^{k+1}\left(\Omega^{-}\right)}\right)
$$

Finally, we have

$$
\begin{aligned}
\int_{\partial R_{h} \backslash \partial \Omega}\left(I_{h} u-u\right) D_{n} g \mathrm{~d} s & \leq C\left\|I_{h} u-u\right\|_{L^{\infty}\left(R_{h}\right)}\left\|D_{\boldsymbol{n}} g\right\|_{L^{1}\left(\partial R_{h} \backslash \partial \Omega\right)} \\
& \leq C h^{k+1}\left\|D_{\boldsymbol{n}} g\right\|_{L^{1}\left(\partial R_{h} \backslash \partial \Omega\right)}\left(\left\|u^{+}\right\|_{C^{k+1}\left(\Omega^{+}\right)}+\left\|u^{-}\right\|_{C^{k+1}\left(\Omega^{-}\right)}\right)
\end{aligned}
$$

In Appendix A we prove the bound

$$
\begin{equation*}
\left\|D_{\boldsymbol{n}} g\right\|_{L^{1}\left(\partial R_{h} \backslash \partial \Omega\right)} \leq \frac{C}{h} \tag{3.17}
\end{equation*}
$$

which will then show that

$$
J_{1} \leq C h^{k}\left(\left\|u^{+}\right\|_{C^{k+1}\left(\Omega^{+}\right)}+\left\|u^{-}\right\|_{C^{k+1}\left(\Omega^{-}\right)}\right)
$$

and will complete the proof.
Next, we will prove an estimate for the error in the maximum norm. In the case there is no interface a logarithmic factor is not present for $k \geq 2$ (see [7]), however, we do not see how to remove this factor in our setting.

Theorem 3.7. Suppose that $\Omega$ is convex. Let $u^{ \pm} \in C^{k+1}\left(\Omega^{ \pm}\right)$be the solution of (1.1) and $u_{h}$ be the solution of (2.4), then

$$
\begin{equation*}
\left\|I_{h} u-u_{h}\right\|_{L^{\infty}(\Omega)} \leq C h^{k+1} \log (1 / h)\left(\left\|u^{+}\right\|_{C^{k+1}\left(\Omega^{+}\right)}+\left\|u^{-}\right\|_{C^{k+1}\left(\Omega^{-}\right)}\right) \tag{3.18}
\end{equation*}
$$

where $C$ depends only on the shape regularity of $\left\{\mathcal{T}_{h}\right\}_{h>0}$, the polynomial degree $k$ and the regularity of $\Gamma$.
Proof. We follow the proof of Theorem 5 in [24]. Let $z \in \Omega$ be arbitrary and let $\delta_{h}=\delta_{h}^{z}$ defined in proof of Theorem 3.6. Let $\tilde{g}$ satisfy

$$
\begin{align*}
&-\Delta \tilde{g}=\delta_{h} \text { in } \Omega  \tag{3.19}\\
& \tilde{g}=0  \tag{3.20}\\
& \text { on } \partial \Omega,
\end{align*}
$$

and consider its continuous piecewise linear finite element approximation $\tilde{g}_{h}$. Then

$$
\begin{aligned}
\left(I_{h} u-u_{h}\right)(z)= & \int_{\Omega}\left(I_{h} u-u_{h}\right) \delta_{h} \mathrm{~d} x=\int_{\Omega} \nabla\left(I_{h} u-u_{h}\right) \cdot \nabla \tilde{g}_{h} \mathrm{~d} x \\
= & \left.\left.\sum_{T \in \mathcal{T}_{h} \backslash \mathcal{T}_{h}^{\Gamma}} \int_{T} \nabla\left(I_{h} u-u\right) \cdot \nabla \tilde{g}_{h}\right) \mathrm{~d} x+\sum_{T \in \mathcal{T}_{h}^{\Gamma}} \int_{T} \nabla\left(I_{h} u+w_{T}^{u}-u\right) \cdot \nabla \tilde{g}_{h}\right) \mathrm{d} x \\
& =: \quad J_{1}+J_{2} .
\end{aligned}
$$

We first give a bound for $J_{2}$

$$
\begin{aligned}
J_{2} & \leq C \max _{T \in \mathcal{T}_{h}^{\Gamma}}\left\|I_{h} u+w_{T}^{u}-u\right\|_{L^{\infty}(T)}\left\|\nabla \tilde{g}_{h}\right\|_{L^{1}(T)} \\
& \leq C h^{k}\left(\left\|u^{+}\right\|_{C^{k+1}\left(\Omega^{+}\right)}+\left\|u^{-}\right\|_{C^{k+1}\left(\Omega^{-}\right)}\right)\left\|\nabla \tilde{g}_{h}\right\|_{L^{1}\left(S^{\Gamma}\right)} \\
& \leq C h^{k}\left(\left\|u^{+}\right\|_{C^{k+1}\left(\Omega^{+}\right)}+\left\|u^{-}\right\|_{C^{k+1}\left(\Omega^{-}\right)}\right)\left(\left\|\nabla \tilde{g}_{h}-\nabla \tilde{g}\right\|_{L^{1}\left(S^{\Gamma}\right)}+\|\nabla \tilde{g}\|_{L^{1}\left(S^{\Gamma}\right)}\right)
\end{aligned}
$$

In [24] we proved $\|\nabla \tilde{g}\|_{L^{1}\left(S^{\Gamma}\right)} \leq C h \log (1 / h)$, therefore

$$
J_{2} \leq C h^{k+1} \log (1 / h)\left(\left\|u^{+}\right\|_{C^{k+1}\left(\Omega^{+}\right)}+\left\|u^{-}\right\|_{C^{k+1}\left(\Omega^{-}\right)}\right)
$$

Now for $J_{1}$, we will use the Raviart-Thomas projection (see [33]) $\Pi: H^{1}(\Omega) \rightarrow \Phi_{h}^{D}$, defined locally for any $T \in \mathcal{T}_{h},\left.\Pi\right|_{T}: H^{1}(T) \rightarrow R T_{0}(T)$, where

$$
R T_{0}(T)=\left[\mathbb{P}^{0}(T)\right]^{2} \oplus x \mathbb{P}^{0}(T), \quad \Phi_{h}^{D}=\left\{\phi \in\left[L^{2}(\Omega)\right]^{2}:\left.\phi\right|_{T} \in R T_{0}(T) \forall T \in \mathcal{T}_{h}\right\}
$$

Then, we observe

$$
J_{1}=J_{1}\left(\nabla \tilde{g}_{h}\right)=J_{1}\left(\nabla \tilde{g}_{h}-\Pi \nabla \tilde{g}\right)+J_{1}(\Pi \nabla \tilde{g})
$$

In the Appendix of [24] we prove the estimate $\left\|\nabla \tilde{g}_{h}-\Pi \nabla \tilde{g}\right\|_{L^{1}(\Omega)} \leq h \log 1 / h$, then we clearly we have

$$
\begin{aligned}
J_{1}\left(\nabla \tilde{g}_{h}-\Pi \nabla \tilde{g}\right) & \leq C h^{k}\left(\left\|u^{+}\right\|_{C^{k+1}\left(\Omega^{+}\right)}+\left\|u^{-}\right\|_{C^{k+1}\left(\Omega^{-}\right)}\right)\left\|\nabla \tilde{g}_{h}-\Pi \nabla \tilde{g}\right\|_{L^{1}(\Omega)} \\
& \leq C h^{k+1} \log (1 / h)\left(\left\|u^{+}\right\|_{C^{k+1}\left(\Omega^{+}\right)}+\left\|u^{-}\right\|_{C^{k+1}\left(\Omega^{-}\right)}\right)
\end{aligned}
$$

Using that $\Pi(\nabla \tilde{g})$ is piecewise constant and has continuous normal components across edges, we have after integration by parts

$$
J_{1}(\Pi \nabla \tilde{g})=\sum_{e \in \mathcal{E}_{h}^{\Gamma, \partial}} \int_{e}\left(I_{h} u-u\right) \Pi \nabla \tilde{g} \cdot n \mathrm{~d} s
$$

where $\mathcal{E}_{h}^{\Gamma, \partial}$ are set of edges that are both an edge of a triangle in $\mathcal{T}_{h} \backslash \mathcal{T}_{h}^{\Gamma}$ and a triangle in $\mathcal{T}_{h} \backslash \mathcal{T}_{h}^{\Gamma}$.
Therefore, we see that

$$
\begin{aligned}
J_{1}(\Pi \nabla \tilde{g}) & =\sum_{e \in \mathcal{E}_{h}^{\Gamma, \partial}} \int_{e}\left(I_{h} u-u\right) \Pi \nabla \tilde{g} \cdot n \mathrm{~d} s \\
& \leq C h^{k}\|\Pi \nabla \tilde{g}\|_{L^{1}\left(S^{\Gamma}\right)}\left(\left\|u^{+}\right\|_{C^{k+1}\left(\Omega^{+}\right)}+\left\|u^{-}\right\|_{C^{k+1}\left(\Omega^{-}\right)}\right) \\
& \leq C \log (1 / h) h^{k+1}\left(\left\|u^{+}\right\|_{C^{k+1}\left(\Omega^{+}\right)}+\left\|u^{-}\right\|_{C^{k+1}\left(\Omega^{-}\right)}\right)
\end{aligned}
$$

where again we used $\|\Pi \nabla \tilde{g}\|_{L^{1}\left(S^{\Gamma}\right)} \leq C h \log (1 / h)$, which follows from results in [24].
Remark 3.8. Since $u-\left(u_{h}+w_{T}^{u}\right)=\left(I_{h} u-u_{h}\right)+\left(u-w_{T}^{u}-I_{h} u\right)$, by using triangle inequality and Lemma 3.4, $u_{h}+w_{T}^{u}$ approximates $u$ on $T$ by the same estimates given in Theorems 3.6 and 3.7.

## 4. STOKES INTERFACE PROBLEM

In this section we consider the Stokes interface problem in two dimensions introduced in equation (1.2). Equivalently, we can incorporate the jump condition, equation (1.2d), as follows

$$
\begin{align*}
&-\Delta \boldsymbol{u}+\nabla p=\boldsymbol{f}+\boldsymbol{B} \quad \text { in } \Omega  \tag{4.1a}\\
& \nabla \cdot \boldsymbol{u}=0 \quad \text { in } \Omega  \tag{4.1b}\\
& \boldsymbol{u}=0 \quad  \tag{4.1c}\\
& \text { on } \partial \Omega
\end{align*}
$$

where

$$
\boldsymbol{B}(x)=\int_{0}^{A} \boldsymbol{\beta}(s) \delta(x-\boldsymbol{X}(s)) \mathrm{d} s
$$

and $\boldsymbol{X}(s)$ with $0<s<A$ is the arc-length parametrization of the interface $\Gamma$.
Following the ideas of LeVeque and Li in [27], we can easily write individual jump conditions for the velocity and the pressure in terms of the tangential and normal component of the data $\boldsymbol{\beta}$. Let $\theta$ be the angle between the $x$-direction ( $x$-axis) and $\boldsymbol{n}$-direction pointing outward the interface $\Gamma$ at a point $\boldsymbol{X}(s)$. Then, we write the normal and tangential components

$$
\hat{\boldsymbol{\beta}}(s)=\binom{\hat{\beta}_{1}}{\hat{\boldsymbol{\beta}}_{2}}=\left(\begin{array}{cc}
\cos (\theta) & \sin (\theta) \\
-\sin (\theta) & \cos (\theta)
\end{array}\right) \boldsymbol{\beta}(s) .
$$

The jumps conditions for the velocity and the pressure are given by

$$
\begin{align*}
{[p] } & =\hat{\beta}_{1}, & {\left[D_{\boldsymbol{n}} p\right] } & =\frac{\mathrm{d}}{\mathrm{~d} s} \hat{\beta}_{2}  \tag{4.2}\\
{[\boldsymbol{u}] } & =0, & {\left[D_{\boldsymbol{n}} \boldsymbol{u}\right] } & =\boldsymbol{\beta}+\hat{\beta}_{1} \boldsymbol{n} \tag{4.3}
\end{align*}
$$

For the sake of completeness, we present the derivation of this jumps in Appendix B.

### 4.1. The finite element method.

We first present the standard variational formulation of Stokes interface problem (1.2). Find $(\boldsymbol{u}, p) \in$ $\left[H_{0}^{1}(\Omega)\right]^{2} \times L_{0}^{2}(\Omega)$, such that

$$
\begin{align*}
\int_{\Omega} \nabla \boldsymbol{u}: \nabla \boldsymbol{v} \mathrm{d} x-\int_{\Omega} p \nabla \cdot \boldsymbol{v} \mathrm{~d} x & =\int_{\Omega} \boldsymbol{f} \cdot \boldsymbol{v} \mathrm{d} x+\int_{\Gamma} \boldsymbol{\beta} \cdot \boldsymbol{v} \mathrm{d} s \quad \forall \boldsymbol{v} \in\left[H_{0}^{1}(\Omega)\right]^{2}  \tag{4.4}\\
\int_{\Omega} q \nabla \cdot \boldsymbol{u} \mathrm{~d} x & =0 \quad \forall q \in L_{0}^{2}(\Omega)
\end{align*}
$$

where $L_{0}^{2}(\Omega)=\left\{q \in L^{2}(\Omega): \int_{\Omega} q=0\right\}$.
As before, we consider a sequence of triangulations of $\bar{\Omega}, \mathcal{T}_{h}$ with $0<h<1$, and $\bar{\Omega}=\cup_{T \in \mathcal{T}_{h}} \bar{T}$, with the elements $T$ mutually disjoint. Let $h_{T}$ denote the diameter of the element $T$ and $h=\max _{T} h_{T}$. We assume that the mesh is quasi-uniform and shape regular.

We consider a class of finite element subspaces $\boldsymbol{V}_{h} \subset\left[H_{0}^{1}(\Omega)\right]^{2}$ and $M_{h} \subset L_{0}^{2}(\Omega)$ satisfying the following assumptions:
A1 $\boldsymbol{V}_{h}$ and $M_{h}$ are a pair of inf-sup stables subspaces, with $\boldsymbol{V}_{h} \subset\left[H_{0}^{1}(\Omega)\right]^{2}$.
A2 We let $k \geq 1$ as the maximum integer such that

$$
\boldsymbol{V}_{h}^{k}:=\left\{\boldsymbol{v} \in C(\Omega) \cap\left[H_{0}^{1}(\Omega)\right]^{2}:\left.\boldsymbol{v}\right|_{T} \in\left[\mathbb{P}^{k}(T)\right]^{2}, \forall T \in \mathcal{T}_{h}\right\} \subseteq \boldsymbol{V}_{h}
$$

and, if $M_{h}$ contains the discontinuous pressure space of degree $k-1$ we let

$$
M_{h}^{k-1}:=\left\{q \in L_{0}^{2}(\Omega):\left.q\right|_{T} \in \mathbb{P}^{k-1}(T), \forall T \in \mathcal{T}_{h}\right\} \subseteq M_{h}
$$

otherwise

$$
M_{h}^{k-1}:=\left\{q \in C(\Omega) \cap L_{0}^{2}(\Omega):\left.q\right|_{T} \in \mathbb{P}^{k-1}(T), \forall T \in \mathcal{T}_{h}\right\} \subseteq M_{h}
$$

For instance, $k=1$ for the pair $\mathbb{P}_{2}^{2}-\mathbb{P}_{0}$, reduced $\mathbb{P}_{2}^{2}-\mathbb{P}_{0}$ and mini element, while $k=2$ for Taylor-Hood $\mathbb{P}_{2}^{2}-\mathbb{P}_{1}$.

We next define the interpolant onto these spaces. We let $I_{h}$ be the interpolant defined componentwise in (2.1) onto the space $\boldsymbol{V}_{h}^{k}$, and $J_{h}$ be the interpolant defined in (2.1) onto the space $M_{h}^{k-1}$, in the case of continuous pressure finite element spaces. Otherwise, if $M_{h}$ contains discontinuous finite element pressure spaces we define $J_{h}$ to be the $L^{2}$ projection onto $M_{h}^{k-1}$.

Find $\left(\boldsymbol{u}_{h}, p_{h}\right) \in \boldsymbol{V}_{h} \times M_{h}$, such that

$$
\begin{align*}
\int_{\Omega} \nabla \boldsymbol{u}_{h}: \nabla \boldsymbol{v} \mathrm{d} x-\int_{\Omega} p_{h} \nabla \cdot \boldsymbol{v} \mathrm{~d} x= & \int_{\Omega} \boldsymbol{f} \cdot \boldsymbol{v} \mathrm{d} x+\int_{\Gamma} \boldsymbol{\beta} \cdot \boldsymbol{v} \mathrm{d} s \\
& -\sum_{T \in \mathcal{T}_{h}^{\Gamma}}\left(\int_{T} \nabla \boldsymbol{w}_{T}^{\boldsymbol{u}}: \nabla \boldsymbol{v} \mathrm{d} x+\int_{T} w_{T}^{p} \nabla \cdot \boldsymbol{v} \mathrm{~d} x\right)  \tag{4.5}\\
\int_{\Omega} q \nabla \cdot \boldsymbol{u}_{h} \mathrm{~d} x= & -\sum_{T \in \mathcal{T}_{h}^{\Gamma}} \int_{T} q \nabla \cdot \boldsymbol{w}_{T}^{\boldsymbol{u}} \mathrm{d} x
\end{align*}
$$

for all $(\boldsymbol{v}, q) \in \boldsymbol{V}_{h} \times M_{h}$.

Using equations (4.3), the correction function $\boldsymbol{w}_{T}^{\boldsymbol{u}}$ is defined componentwise as in Section 2.3. The same is true for $w_{T}^{p}$ when $J_{h}$ is the Lagrange interpolant by using equations (4.2). In the case $J_{h}$ is the $L^{2}$ projection we replace equation (2.6) with the condition $J_{h}\left(w_{T}^{p}\right)=0$, i.e.

$$
\begin{align*}
{\left[D_{\eta}^{k-\ell} w_{T}^{p}\left(x_{i}^{\ell, T}\right)\right] } & =\left[D_{\eta}^{k-\ell} p\left(x_{i}^{\ell, T}\right)\right] \quad \text { for } 0 \leq i \leq \ell \text { and } 0 \leq \ell \leq k  \tag{4.6}\\
J_{h}\left(w_{T}^{p}\right) & =0 \tag{4.7}
\end{align*}
$$

Note that each component of $\boldsymbol{w}_{T}^{\boldsymbol{u}}$ and $w_{T}^{p}$ are obtained independently to each other, therefore, the Lemma 3.4 can be applied to each one separately.

Similarly to Lemma 3.4, we have the following estimate for the interpolant $J_{h}$ and the correction function $w_{T}^{p}$

$$
\left\|p-J_{h} p-w_{T}^{p}\right\|_{L^{\infty}\left(T^{ \pm}\right)} \leq C h_{T}^{k+1}\left(\left\|p^{+}\right\|_{C^{k+1}(T)}+\left\|p^{-}\right\|_{C^{k+1}(T)}\right) \quad \forall T \in \mathcal{T}_{h}^{\Gamma}
$$

where $C$ is a constant depending on the shape regularity of $T$, the constant $k$ and the regularity of $\Gamma$. Then, the following result holds and can be proved similar to Lemma 3.5.

Lemma 4.1. Let $(\boldsymbol{u}, p)$ be solution of (1.2) and assume that $\boldsymbol{u}^{ \pm} \in\left[C^{k+1}\left(\Omega^{ \pm}\right)\right]^{2}$ and $p^{ \pm} \in C^{k}\left(\Omega^{ \pm}\right)$. Let $\boldsymbol{V}_{h}$ and $M_{h}$ be the finite element spaces satisfying assumptions A 1 and A 2 and consider the definitions above for $k$, $I_{h}$ and $J_{h}$. Let $\left(\boldsymbol{u}_{h}, p_{h}\right) \in \boldsymbol{V}_{h} \times M_{h}$ be solution of (4.5). Then, it holds

$$
\begin{aligned}
& \int_{\Omega} \nabla\left(I_{h} \boldsymbol{u}-\boldsymbol{u}_{h}\right): \nabla \boldsymbol{v} \mathrm{d} x-\int_{\Omega}\left(J_{h} p-p_{h}\right) \nabla \cdot \boldsymbol{v} \mathrm{d} x \\
& \leq C h^{k}\|\nabla \boldsymbol{v}\|_{L^{1}(\Omega)}\left(\left\|\boldsymbol{u}^{+}\right\|_{C^{k+1}\left(\Omega^{+}\right)}+\left\|\boldsymbol{u}^{-}\right\|_{C^{k+1}\left(\Omega^{-}\right)}+\left\|p^{+}\right\|_{C^{k}\left(\Omega^{+}\right)}+\left\|p^{-}\right\|_{C^{k}\left(\Omega^{-}\right)}\right) \\
& \int_{\Omega} q \nabla \cdot\left(\boldsymbol{u}_{h}-I_{h} \boldsymbol{u}\right) \mathrm{d} x \leq C h^{k}\|q\|_{L^{1}(\Omega)}\left(\left\|\boldsymbol{u}^{+}\right\|_{C^{k+1}\left(\Omega^{+}\right)}+\left\|\boldsymbol{u}^{-}\right\|_{C^{k+1}\left(\Omega^{-}\right)}\right)
\end{aligned}
$$

for all $(\boldsymbol{v}, q) \in \boldsymbol{V}_{h} \times M_{h}$.
Proof. For the first equation we use (4.4) and (4.5) to obtain

$$
\begin{aligned}
\int_{\Omega} \nabla\left(I_{h} \boldsymbol{u}-\boldsymbol{u}_{h}\right): \nabla \boldsymbol{v} \mathrm{d} x & -\int_{\Omega}\left(J_{h} p-p_{h}\right) \nabla \cdot \boldsymbol{v} \mathrm{d} x=\int_{\Omega} \nabla\left(I_{h} \boldsymbol{u}-\boldsymbol{u}\right): \nabla \boldsymbol{v} \mathrm{d} x-\int_{\Omega}\left(J_{h} p-p\right) \nabla \cdot \boldsymbol{v} \mathrm{d} x \\
& +\sum_{T \in \mathcal{T}_{h}^{\Gamma}}\left(\int_{T} w_{T}^{p} \nabla \cdot \boldsymbol{v} \mathrm{~d} x+\int_{T} \nabla \boldsymbol{w}_{T}^{\boldsymbol{u}}: \nabla \boldsymbol{v} \mathrm{d} x\right) \\
= & \sum_{T \in \mathcal{T}_{h} \backslash \mathcal{T}_{h}^{\Gamma}}\left(\int_{T} \nabla\left(I_{h} \boldsymbol{u}-\boldsymbol{u}\right): \nabla \boldsymbol{v} \mathrm{d} x-\int_{T}\left(J_{h} p-p\right) \nabla \cdot \boldsymbol{v} \mathrm{d} x\right) \\
& +\sum_{T \in \mathcal{T}_{h}^{\Gamma}}\left(\int_{T} \nabla\left(I_{h} \boldsymbol{u}-\boldsymbol{u}+\boldsymbol{w}_{T}^{\boldsymbol{u}}\right): \nabla \boldsymbol{v} \mathrm{d} x+\int_{T}\left(J_{h} p-p+w_{T}^{p}\right) \nabla \cdot \boldsymbol{v} \mathrm{d} x\right)
\end{aligned}
$$

Similarly for the second equation we have

$$
\begin{aligned}
\int_{\Omega} q \nabla \cdot\left(I_{h} \boldsymbol{u}-\boldsymbol{u}_{h}\right) \mathrm{d} x & =\int_{\Omega} q \nabla \cdot\left(I_{h} \boldsymbol{u}-\boldsymbol{u}\right) \mathrm{d} x+\sum_{T \in \mathcal{T}_{h}^{\Gamma}} \int_{T} q \nabla \cdot \boldsymbol{w}_{T}^{\boldsymbol{u}} \mathrm{d} x \\
& =\sum_{T \in \mathcal{T}_{h} \backslash \mathcal{T}_{h}^{\Gamma}} \int_{T} q \nabla \cdot\left(I_{h} \boldsymbol{u}-\boldsymbol{u}\right) \mathrm{d} x+\sum_{T \in \mathcal{T}_{h}^{\Gamma}} \int_{T} q \nabla \cdot\left(I_{h} \boldsymbol{u}-\boldsymbol{u}+\boldsymbol{w}_{T}^{\boldsymbol{u}}\right) \mathrm{d} x
\end{aligned}
$$

Then the results follow from the properties of the correction functions $\boldsymbol{w}_{T}^{u}$ and $w_{T}^{p}$ Lemma 3.4, and the fact that $(\boldsymbol{u}, p)$ is smooth on $T \in \mathcal{T}_{h} \backslash \mathcal{T}_{h}^{\Gamma}$.

Analogously to the proof of Theorem 3.6, we can prove the following result using approximate Green's function estimates for the Stokes problem. We give a sketch of the proof.
Theorem 4.2. Let $(\boldsymbol{u}, p)$ be solution of (1.2) and assume that $\boldsymbol{u}^{ \pm} \in\left[C^{k+1}\left(\Omega^{ \pm}\right)\right]^{2}$ and $p^{ \pm} \in C^{k}\left(\Omega^{ \pm}\right)$. Let $\boldsymbol{V}_{h}$ and $M_{h}$ be the finite element spaces satisfying assumptions A1 and A2 and consider the definitions above for $k$, $I_{h}$ and $J_{h}$. Let $\left(\boldsymbol{u}_{h}, p_{h}\right) \in \boldsymbol{V}_{h} \times M_{h}$ be solution of (4.5). Then, there exists a constant $C>0$, such that

$$
\begin{align*}
\left\|\nabla\left(I_{h} \boldsymbol{u}-\boldsymbol{u}_{h}\right)\right\|_{L^{\infty}(\Omega)}+\left\|J_{h}(p)-p_{h}\right\|_{L^{\infty}(\Omega)} \leq & C h^{k}\left(\left\|\boldsymbol{u}^{+}\right\|_{C^{k+1}\left(\Omega^{+}\right)}+\left\|\boldsymbol{u}^{-}\right\|_{C^{k+1}\left(\Omega^{-}\right)}\right.  \tag{4.8}\\
& \left.+\left\|p^{+}\right\|_{C^{k}\left(\Omega^{+}\right)}+\left\|p^{-}\right\|_{C^{k}\left(\Omega^{-}\right)}\right)
\end{align*}
$$

Proof. Let $\boldsymbol{e}_{h}^{\boldsymbol{u}}=I_{h} \boldsymbol{u}-\boldsymbol{u}_{h}$ and suppose that the maximum of $\partial_{x_{j}}\left(\boldsymbol{e}_{h}\right)_{i}(i, j=1,2)$ occurs at $z \in \Omega$. Suppose $z \in T \in \mathcal{T}_{h}$. Considering the definition and properties of the regularized Dirac delta function $\delta_{h}=\delta_{h}^{z}$ introduced in (3.9) and (3.10), we define the approximate Green's function $(\boldsymbol{g}, \lambda) \in\left[H_{0}^{1}(\Omega)\right]^{2} \times L^{2}(\Omega)$ such that

$$
\begin{aligned}
-\Delta \boldsymbol{g}+\nabla \lambda & =\left(\partial x_{j} \delta_{h}\right) \mathbf{e}_{i} \quad \text { in } \Omega \\
\nabla \cdot \boldsymbol{g} & =0 \quad \text { in } \Omega \\
\boldsymbol{g} & =0 \quad \text { on } \partial \Omega
\end{aligned}
$$

where $\mathbf{e}_{i}$ denotes the $i$ th standard canonical basis vector of $\mathbb{R}^{2}$. We also consider its finite element approximation $\left(\boldsymbol{g}_{h}, \lambda_{h}\right) \in \boldsymbol{V}_{h} \times M_{h}$ that satisfies

$$
\begin{aligned}
\int_{\Omega} \nabla\left(\boldsymbol{g}-\boldsymbol{g}_{h}\right): \nabla \boldsymbol{\chi} \mathrm{d} x-\int_{\Omega}\left(\lambda-\lambda_{h}\right) \nabla \cdot \boldsymbol{\chi} \mathrm{d} x=0 & \forall \boldsymbol{\chi} \in V_{h} \\
\int_{\Omega} \omega \nabla \cdot\left(\boldsymbol{g}-\boldsymbol{g}_{h}\right) \mathrm{d} x=0 & \forall \omega \in M_{h}
\end{aligned}
$$

Using the definition of $\delta_{h}$ we have

$$
\left\|\left(\partial_{x_{j}} \boldsymbol{e}_{h}^{\boldsymbol{u}}\right)_{i}\right\|_{L^{\infty}(\Omega)}=\left|\left(\partial_{x_{j}} \boldsymbol{e}_{h}^{\boldsymbol{u}}(z)\right)_{i}\right|=\left|\int_{\Omega} \partial_{x_{j}} \delta_{h} e_{i} \cdot \boldsymbol{e}_{h}^{u} \mathrm{~d} x\right|
$$

and then

$$
\left\|\left(\partial_{x_{j}} \boldsymbol{e}_{h}^{\boldsymbol{u}}\right)_{i}\right\|_{L^{\infty}(\Omega)}=\left|\int_{\Omega} \nabla \boldsymbol{g}: \nabla \boldsymbol{e}_{h}^{\boldsymbol{u}} \mathrm{d} x-\int_{\Omega} \lambda \nabla \cdot \boldsymbol{e}_{h}^{\boldsymbol{u}} \mathrm{d} x\right|=\left|\int_{\Omega} \nabla \boldsymbol{g}_{h}: \nabla \boldsymbol{e}_{h}^{\boldsymbol{u}} \mathrm{d} x-\int_{\Omega} \lambda_{h} \nabla \cdot \boldsymbol{e}_{h}^{\boldsymbol{u}} \mathrm{d} x\right|
$$

Following the proof of Lemma 4.1, we see that

$$
\int_{\Omega} \nabla \boldsymbol{g}_{h}: \nabla \boldsymbol{e}_{h}^{\boldsymbol{u}} \mathrm{d} x-\int_{\Omega} \lambda_{h} \nabla \cdot \boldsymbol{e}_{h}^{u} \mathrm{~d} x=J_{1}+J_{2}
$$

where

$$
\begin{aligned}
& J_{1}=\sum_{T \in \mathcal{T}_{h} \backslash \mathcal{T}_{h}^{\Gamma}}\left(\int_{T} \nabla\left(I_{h} \boldsymbol{u}-\boldsymbol{u}\right): \nabla \boldsymbol{g}_{h} \mathrm{~d} x+\int_{T} \lambda_{h} \nabla \cdot\left(I_{h} \boldsymbol{u}-\boldsymbol{u}\right) \mathrm{d} x\right) \\
& J_{2}=\sum_{T \in \mathcal{T}_{h}^{\Gamma}}\left(\int_{T} \nabla\left(I_{h} \boldsymbol{u}-\boldsymbol{u}+\boldsymbol{w}_{T}^{\boldsymbol{u}}\right): \nabla \boldsymbol{g}_{h} \mathrm{~d} x+\int_{T} \lambda_{h} \nabla \cdot\left(I_{h} \boldsymbol{u}-\boldsymbol{u}+\boldsymbol{w}_{T}^{\boldsymbol{u}}\right) \mathrm{d} x\right) .
\end{aligned}
$$

As in the proof of Theorem 3.6, the estimates of $J_{1}$ and $J_{2}$ follows from the properties of the correction functions and bounds for the Green's functions that can be found for example in $[17,19]$. The estimate for the error of the pressure follows from similar arguments, we leave the details to the reader.
Remark 4.3. Using the same arguments as Remark 3.8, we can establish the same a priori error estimates given in Theorem 4.2 for $\boldsymbol{u}-\left(\boldsymbol{u}_{h}+\boldsymbol{w}_{T}^{\boldsymbol{u}}\right)$ and for $p-\left(p_{h}+w_{T}^{p}\right)$. We note that the method (4.5) gives $p_{h} \in M_{h}$, therefore, if $J_{h}$ is the $L^{2}$ projection, then $\left(p_{h}+w_{T}^{p}\right) \in L_{0}^{2}(\Omega)$, if $J_{h}$ is the interpolation operator, $p_{h}+w_{T}^{p}$ might not have average zero and a constant $O\left(h^{k+1}\right)$ must be added to make it in $L_{0}^{2}(\Omega)$.

Table 1. Errors and orders of convergence of method (2.4) for Example 5.1, on non-structured meshes.

| $h$ | $\left\\|e_{h}\right\\|_{L^{2}}$ | $r$ | $\left\\|e_{h}\right\\|_{L^{\infty}}$ | $r$ | $\left\\|\nabla e_{h}\right\\|_{L^{2}}$ | $r$ | $\left\\|\nabla e_{h}\right\\|_{L^{\infty}}$ | $r$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $3.3 \mathrm{e}-1$ | $1.7 \mathrm{e}-3$ |  | $2.6 \mathrm{e}-3$ |  | $6.7 \mathrm{e}-2$ |  | $4.0 \mathrm{e}-1$ |  |
| $1.8 \mathrm{e}-1$ | $2.2 \mathrm{e}-4$ | 3.37 | $4.0 \mathrm{e}-4$ | 3.08 | $1.8 \mathrm{e}-2$ | 2.15 | $2.1 \mathrm{e}-1$ | 1.04 |
| $9.0 \mathrm{e}-2$ | $2.6 \mathrm{e}-5$ | 3.15 | $7.5 \mathrm{e}-5$ | 2.49 | $4.4 \mathrm{e}-3$ | 2.08 | $4.0 \mathrm{e}-2$ | 2.46 |
| $4.7 \mathrm{e}-2$ | $3.2 \mathrm{e}-6$ | 3.22 | $1.1 \mathrm{e}-5$ | 3.00 | $1.1 \mathrm{e}-3$ | 2.11 | $1.3 \mathrm{e}-2$ | 1.78 |
| $2.4 \mathrm{e}-2$ | $4.1 \mathrm{e}-7$ | 3.03 | $1.4 \mathrm{e}-6$ | 2.95 | $2.8 \mathrm{e}-4$ | 2.02 | $4.0 \mathrm{e}-3$ | 1.69 |
| $1.2 \mathrm{e}-2$ | $5.1 \mathrm{e}-8$ | 3.12 | $2.2 \mathrm{e}-7$ | 2.76 | $7.1 \mathrm{e}-5$ | 2.07 | $1.2 \mathrm{e}-3$ | 1.82 |
| $6.1 \mathrm{e}-3$ | $6.4 \mathrm{e}-9$ | 3.02 | $3.1 \mathrm{e}-8$ | 2.85 | $1.8 \mathrm{e}-5$ | 2.01 | $3.2 \mathrm{e}-4$ | 1.90 |

## 5. Numerical experiments

We illustrate the performance of our method with some numerical examples. We consider the square domain $\Omega=(-1,1)^{2}$, and we triangulate the domain with structured and non-structured triangular meshes. We use cris-cross meshes for structured and Triangle mesh generator, with an initial mesh of two triangles and recursive refinements with a minimum angle condition of $15^{\circ}$, for the non-structured meshes. We tabulate the $L^{2}$ norm and $H^{1}$ semi-norm errors as well as the $L^{\infty}$ norm and $W^{1, \infty}$ semi-norm errors, with their respective order of convergence. Plots of approximate solutions and rate of convergence are also provided. For the case when the interface is not a straight line we need to integrate over curved region. We address this problem in Appendix C giving explicit quadrature formulas. Computationally, we obtain the system as for the respective smooth problem (1.1) and (1.2) without interface. The extra work is in the computation of the correction functions, we perform these locally in each triangle intersecting the interface to then add them to the load vector.

### 5.1. Numerical example for Poisson interface problem (1.1)

Let $u$ be the exact solution of problem (1.1), $u_{h}$ be the solution by the method defined in (2.4). We consider definition of correction function $w_{T}^{u}$ (3.3) and (3.4), and consider the approximation $u_{h}^{\star}$ defined locally by

$$
\left.u_{h}^{\star}\right|_{T}= \begin{cases}\left.u_{h}\right|_{T}, & \text { if } T \in \mathcal{T}_{h} \backslash \mathcal{T}_{h}^{\Gamma} ;  \tag{5.1}\\ \left.u_{h}\right|_{T}+w_{T}^{u}, & \text { if } T \in \mathcal{T}_{h}^{\Gamma} .\end{cases}
$$

We define the error function and the respective order of convergence (associated to the error and the norm) as follows

$$
e_{h}:=u_{h}-u_{h}^{\star}, \quad r(e,\|\cdot\|):=\frac{\log \left(\left\|e_{h_{l+1}}\right\| /\left\|e_{h_{l}}\right\|\right)}{\log \left(h_{l+1} / h_{l}\right)} .
$$

We will illustrate our results with a numerical experiment using piecewise quadratic polynomials, i.e., $k=2$. Note that $I_{h}$ is then the piecewise quadratic Lagrange interpolant.

Example 5.1. Consider the model problem [26] with exact solution of problem (1.1) defined by on $\Omega=(-1,1)^{2}$

$$
u(x, y)=\left\{\begin{array}{ll}
1, & \text { if } r \leq 1 / 3 \\
1-\log (3 r), & \text { if } r>1 / 3
\end{array} \quad(x, y) \in \Omega\right.
$$

where $r=\sqrt{x^{2}+y^{2}}$. We summarize the errors and order of convergence in Tables 1-3.
In this example we are considering a curved interface, then quadrature rules over elements with one curved edge are needed. In Appendix C we address this issue giving higher-order quadrature rules over this kind of elements. We observe optimal convergence, confirming our results in Theorems 3.6 and 3.7. Superconvergence phenomenon is observed in the case of structured meshes.


Figure 2. Plot of the $L^{\infty}$ and $W^{1, \infty}$ errors (left) and the approximate solution (right) by method (2.4) for Example 5.1, on non-structured meshes.

### 5.2. Numerical example for Stokes interface problem (1.2)

In order to illustrate our method for the Stokes interface problem we consider the pair of inf-sup stable finite element spaces $\boldsymbol{V}_{h}$ and $M_{h}$, piecewise quadratic polynomial for the velocity and piecewise linear polynomials for the pressure (Taylor-Hood $\left.\mathbb{P}_{2}^{2}-\mathbb{P}_{1}\right)$. Let $(\boldsymbol{u}, p)$ solution of problem (1.2) and $\left(\boldsymbol{u}_{h}, p_{h}\right)$ the finite element approximation of (4.5). We define the approximations using the definitions of the correction functions

$$
\left.\boldsymbol{u}_{h}^{\star}\right|_{T}=\left\{\left.\begin{array}{ll}
\left.\boldsymbol{u}_{h}\right|_{T}, & \text { if } T \in \mathcal{T}_{h} \backslash \mathcal{T}_{h}^{\Gamma} ;  \tag{5.2}\\
\left.\boldsymbol{u}_{h}\right|_{T}+\boldsymbol{w}_{T}^{u}, & \text { if } T \in \mathcal{T}_{h}^{\Gamma} .
\end{array} \quad p_{h}^{\star}\right|_{T}= \begin{cases}\left.p_{h}\right|_{T}, & \text { if } T \in \mathcal{T}_{h} \backslash \mathcal{T}_{h}^{\Gamma} ; \\
\left.p_{h}\right|_{T}+w_{T}^{p}, & \text { if } T \in \mathcal{T}_{h}^{\Gamma} .\end{cases}\right.
$$

We define the error function and the respective order of convergence (associated to the error and the norm) as follows

$$
e_{h}^{u}:=\boldsymbol{u}_{h}^{\star}-\boldsymbol{u}, \quad e_{h}^{p}:=p_{h}^{\star}-p, \quad r(e,\|\cdot\|):=\frac{\log \left(\left\|e_{h_{l+1}}\right\| /\left\|e_{h_{h}}\right\|\right)}{\log \left(h_{l+1} / h_{l}\right)} .
$$

With these finite element spaces, the value of $k$ is 2 (see assumption A2), then $I_{h}$ is the piecewise quadratic Lagrange interpolant and $J_{h}$ is the piecewise linear Lagrange interpolant.
Example 5.2. Consider an exact solution of Stokes problem (1.2) on $\Omega=(-1,1)^{2}$

$$
\begin{aligned}
& \boldsymbol{u}(x, y)=\left(\begin{array}{ll}
u_{1}(x, y)=\left\{\begin{array}{ll}
3 y & \text { if } r \leq 1 / 3, \\
\frac{4 y}{3 r}-y & \text { if } r>1 / 3 \\
u_{2}(x, y)= \begin{cases}-3 x, & \text { if } r \leq 1 / 3, \\
x-\frac{4 x}{3 r} & \text { if } r>1 / 3\end{cases}
\end{array}\right), \\
p(x, y)= \begin{cases}4-\frac{\pi}{9}+3 x^{2}-3 y^{2} & \text { if } r \leq 1 / 3, \\
\frac{\pi}{9}+3 x^{2}-3 y^{2} & \text { if } r>1 / 3\end{cases}
\end{array}, .\right.
\end{aligned}
$$

for $(x, y) \in \Omega$ and $r=\sqrt{x^{2}+y^{2}}$. In this case the interface is the circumference of radius $1 / 3$, i.e. $\Gamma=\{(x, y) \in$ $\left.\Omega: r=\frac{1}{3}\right\}$.

We observe optimal convergence for the velocity and pressure, confirming our result in Theorem 4.2. We also observe from the plot of the approximate pressure (see Fig. 3) that there is no pollution beyond the interface.


Figure 3. Plot of velocity (left) and discontinuous pressure (right).
Table 2. Errors and orders of convergence for velocity, on structured meshes.

| $h$ | $\left\\|e_{h}^{u}\right\\|_{L^{2}}$ | $r$ | $\left\\|e_{h}^{u}\right\\|_{L^{\infty}}$ | $r$ | $\left\\|\nabla e_{h}^{u}\right\\|_{L^{2}}$ | $r$ | $\left\\|\nabla e_{h}^{u}\right\\|_{L^{\infty}}$ | $r$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $2.5 \mathrm{e}-1$ | $2.02 \mathrm{e}-3$ |  | $3.47 \mathrm{e}-3$ |  | $1.01 \mathrm{e}-1$ |  | $3.86 \mathrm{e}-1$ |  |
| $1.3 \mathrm{e}-1$ | $2.56 \mathrm{e}-4$ | 2.98 | $4.23 \mathrm{e}-4$ | 3.04 | $2.77 \mathrm{e}-2$ | 1.87 | $1.48 \mathrm{e}-1$ | 1.38 |
| $6.3 \mathrm{e}-2$ | $3.06 \mathrm{e}-5$ | 3.06 | $8.62 \mathrm{e}-5$ | 2.30 | $7.21 \mathrm{e}-3$ | 1.94 | $4.22 \mathrm{e}-2$ | 1.81 |
| $3.1 \mathrm{e}-2$ | $3.74 \mathrm{e}-6$ | 3.03 | $1.14 \mathrm{e}-5$ | 2.92 | $1.84 \mathrm{e}-3$ | 1.97 | $1.33 \mathrm{e}-2$ | 1.67 |
| $1.6 \mathrm{e}-2$ | $4.55 \mathrm{e}-7$ | 3.04 | $1.67 \mathrm{e}-6$ | 2.77 | $4.63 \mathrm{e}-4$ | 1.99 | $3.65 \mathrm{e}-3$ | 1.87 |

Table 3. Errors and orders of convergence for pressure, on structured meshes.

| $h$ | $\left\\|e_{h}^{p}\right\\|_{L^{2}}$ | $r$ | $\left\\|e_{h}^{p}\right\\|_{L^{\infty}}$ | $r$ |
| :---: | :---: | :---: | :---: | :---: |
| $2.5 \mathrm{e}-1$ | $2.33 \mathrm{e}-2$ |  | $6.32 \mathrm{e}-2$ |  |
| $1.3 \mathrm{e}-1$ | $8.50 \mathrm{e}-3$ | 1.46 | $3.31 \mathrm{e}-2$ | 0.93 |
| $6.3 \mathrm{e}-2$ | $2.65 \mathrm{e}-3$ | 1.68 | $1.58 \mathrm{e}-2$ | 1.07 |
| $3.1 \mathrm{e}-2$ | $7.12 \mathrm{e}-4$ | 1.89 | $5.09 \mathrm{e}-3$ | 1.64 |
| $1.6 \mathrm{e}-2$ | $1.84 \mathrm{e}-4$ | 1.95 | $1.46 \mathrm{e}-3$ | 1.80 |

## 6. Final discussion and future work

In this paper we have developed higher-order finite element methods for Poisson interface problem (1.1) and Stokes interface problem (1.2). We have proved optimal convergence results for the methods, recovering the convergence of the finite element method for a problem without interface. We have presented numerical experiments validating our theoretical results. The stiffness matrix remains the same as for the problem without the interface. To the best of our knowledge, this is the first family of numerical methods that have provable higher-order accuracy (or arbitrary order) for these problems.

The algorithms and theory developed point to a number of promising research directions and opportunities. In the future, we plan to use our techniques to develop and analyze high contrast problems for elliptic problems with
discontinuous diffusion coefficients. Additionally, it is natural to move in the direction of evolution problems, such as the time-dependent version of problem (1.2) with moving interfaces. We plan to develop time stepping methods where in each time step we used the methodology developed here to solve the resulting problem. Navier-Stokes equations and more challenging problems such as fluid-structure interactions will be explored in the future.

Finally, more straightforward generalizations are possible. In this paper, for convenience, we used triangular meshes, but it is clear that rectangular or quadrilateral meshes can be used. Indeed, the correction function did not use the fact that the mesh is triangular. Three dimensional problems should not pose a serious difficulty. The key to our method is the correction functions $w_{T}^{u}$. The construction of corresponding correction functions in three dimensions seems natural. Details will appear in the Ph.D. thesis of the second author.

## Appendix A. Proof of estimate (3.17)

We first use a dyadic decomposition of $\Omega . \Omega=\Omega^{*} \cup \bigcup_{j=1}^{J} \Omega_{j}$ where $\Omega_{j}:=\left\{x \in \Omega: d_{j+1} \leq|x-z| \leq d_{j}\right\}$, and $d_{j}=2^{-j}$. Here, $J=\log _{2}(1 / h)$ and $\Omega^{*}=\Omega \cap B_{h}$ where $B_{h}$ is the ball of radius $h$ centered $z$.

Let us use the notation $D_{j}=\Omega_{j} \cap \partial R_{h} \backslash \partial \Omega$ and $D^{*}=\Omega^{*} \cap \partial R_{h} \backslash \partial \Omega$ then we have

$$
\left\|D_{\boldsymbol{n}} g\right\|_{L^{1}\left(\partial R_{h} \backslash \partial \Omega\right)}=\left\|D_{\boldsymbol{n}} g\right\|_{L^{1}\left(D^{*}\right)}+\sum_{j=1}^{J}\left\|D_{\boldsymbol{n}} g\right\|_{L^{1}\left(D_{j}\right)}
$$

First we bound the first term. Using Cauchy-Schwarz inequality and the fact the one dimensional measure of $D^{*}$ is $h$ we have

$$
\left\|D_{\boldsymbol{n}} g\right\|_{L^{1}\left(D^{*}\right)} \leq C h^{1 / 2}\|\nabla g\|_{L^{2}\left(D^{*}\right)}
$$

If we use a trace inequality then we have

$$
h^{1 / 2}\|\nabla g\|_{L^{2}\left(D^{*}\right)} \leq C\left(\|\nabla g\|_{L^{2}\left(\Omega^{*} \cap B_{h}\right)}+h\left\|D^{2} g\right\|_{L^{2}\left(\Omega^{*} \cap B_{h}\right)}\right) \leq C\left(\|\nabla g\|_{L^{2}(\Omega)}+h\left\|D^{2} g\right\|_{L^{2}(\Omega)}\right)
$$

Elliptic regularity will give

$$
\|\nabla g\|_{L^{2}(\Omega)}+h\left\|D^{2} g\right\|_{L^{2}(\Omega)} \leq C\left(\left\|\delta_{h}\right\|_{L^{2}(\Omega)}+h\left\|\delta_{h}\right\|_{H^{1}(\Omega)}\right) \leq \frac{C}{h}
$$

which shows that

$$
\left\|D_{\boldsymbol{n}} g\right\|_{L^{1}\left(D^{*}\right)} \leq \frac{C}{h}
$$

To take care of the sum we use Cauchy-Schwarz inequality again and get

$$
\sum_{j=1}^{J}\left\|D_{n} g\right\|_{L^{1}\left(D_{j}\right)} \leq \sum_{j=1}^{J} d_{j}\|\nabla g\|_{L^{\infty}\left(D_{j}\right)}
$$

Using the Green's function representation of $g$ and the fact that $D_{j}$ is distance $d_{j}$ away from $z$ one can show (see [24])

$$
\|\nabla g\|_{L^{\infty}\left(D_{j}\right)} \leq \frac{C}{d_{j}}
$$

Hence,

$$
\sum_{j=1}^{J}\left\|D_{n} g\right\|_{L^{1}\left(D_{j}\right)} \leq C \sum_{j=1}^{J} \frac{1}{d_{j}}=C \sum_{j=1}^{J} \frac{1}{d_{j}}=C\left(2^{J+1}-1\right) \leq \frac{C}{h}
$$

## Appendix B. Derivation of jumps (4.2) and (4.3)

We define for $\epsilon>0$ the set $\Omega_{\epsilon}=\{x \in \Omega: \operatorname{dist}(x, \Gamma)<\epsilon\}$, where dist is the standard distance function. We will also denote $\Gamma_{\epsilon}^{ \pm}=\partial \Omega_{\epsilon} \cap \Omega^{ \pm}$. From equation (4.1a), taking divergence, multiplying by an arbitrary $\phi \in C^{2}$ of compact support in $\Omega_{\epsilon}$ and integrating we obtain

$$
\begin{align*}
\int_{\Omega_{\epsilon}} \nabla \cdot \nabla p \phi \mathrm{~d} x & =\int_{\Omega_{\epsilon}} \nabla \cdot f \phi \mathrm{~d} x+\int_{\Omega_{\epsilon}} \nabla \cdot \boldsymbol{B} \phi \mathrm{d} x \\
& =\int_{\Omega_{\epsilon}} \nabla \cdot f \phi \mathrm{~d} x-\int_{\Gamma} \boldsymbol{\beta} \cdot \nabla \phi \mathrm{d} s \tag{B.1}
\end{align*}
$$

For the left-hand side of the equation above we integrate by parts twice obtaining

$$
\begin{aligned}
\int_{\Omega_{\epsilon}} \nabla \cdot \nabla p \phi \mathrm{~d} x= & \int_{\Gamma_{\epsilon}^{+}} D p^{+} \cdot \boldsymbol{n} \phi \mathrm{d} s+\int_{\Gamma_{\epsilon}^{-}} D p^{-} \cdot \boldsymbol{n} \phi \mathrm{d} s \\
& -\int_{\Gamma_{\epsilon}^{+}} D \phi \cdot \boldsymbol{n} p^{+} \mathrm{d} s-\int_{\Gamma_{\epsilon}^{-}} D \phi \cdot \boldsymbol{n} p^{-} \mathrm{d} s+\int_{\Omega_{\epsilon}} p \nabla \cdot \nabla \phi \mathrm{~d} x
\end{aligned}
$$

By the definitions of $\Gamma_{\epsilon}^{ \pm}$we can fix its normal vectors by the normal vector to the interface $\Gamma$. Then, taking the limit as $\epsilon$ goes to zero we obtain

$$
\begin{align*}
& \lim _{\epsilon \rightarrow 0} \int_{\Omega_{\epsilon}} p \nabla \cdot \nabla \phi \mathrm{~d} x=0  \tag{B.2}\\
& \lim _{\epsilon \rightarrow 0} \int_{\Omega_{\epsilon}} \nabla \cdot \nabla p \phi \mathrm{~d} x=\int_{\Gamma}[D p \cdot \boldsymbol{n}] \phi \mathrm{d} s-\int_{\Gamma} D \phi \cdot \boldsymbol{n}[p] \mathrm{d} s \tag{B.3}
\end{align*}
$$

We need to write the right-hand side in (B.1) in terms of the normal and tangential derivative. Let $\theta$ be the angle between the $x$ direction ( $x$-axis) and $\boldsymbol{n}$ direction and let $R(\theta)$ the rotation matrix defined by

$$
R(\theta)=\left(\begin{array}{cc}
\cos (\theta) & -\sin (\theta) \\
\sin (\theta) & \cos (\theta)
\end{array}\right)
$$

Then, $\nabla \phi=\left(D_{\boldsymbol{n}} \phi, D_{\boldsymbol{t}} \phi\right) R(\theta)^{t}$. Using this equivalency in (B.1) and integration by parts we obtain

$$
\begin{aligned}
\int_{\Gamma} \boldsymbol{\beta} \cdot \nabla \phi \mathrm{d} s & =\int_{\Gamma} \boldsymbol{\beta} \cdot\left(\left(D_{\boldsymbol{n}} \phi, D_{\boldsymbol{t}} \phi\right) R(\theta)^{t}\right) \mathrm{d} s \\
& =\int_{\Gamma}(\boldsymbol{\beta} R(\theta)) \cdot\left(D_{\boldsymbol{n}} \phi, D_{\boldsymbol{t}} \phi\right) \mathrm{d} s \\
& =\int_{\Gamma} \hat{\boldsymbol{\beta}} \cdot\left(D_{\boldsymbol{n}} \phi, D_{\boldsymbol{t}} \phi\right) \mathrm{d} s \\
& =\int_{\Gamma} \hat{\beta}_{1} D_{\boldsymbol{n}} \phi \mathrm{d} s-\int_{\Gamma} \frac{\partial}{\partial s} \hat{\beta}_{2} \phi \mathrm{~d} s
\end{aligned}
$$

Here we have defined $\hat{\boldsymbol{\beta}}=\boldsymbol{\beta} R(\theta)$. Matching this result with the limits in (B.2) we can conclude that

$$
\begin{equation*}
[p]=\hat{\beta}_{1} \quad\left[D_{\boldsymbol{n}} p\right]=\frac{\partial}{\partial s} \hat{\beta}_{2} \tag{B.4}
\end{equation*}
$$

Now, to get the normal jump of the gradient of the velocity we applied equation (1.2d), resulting

$$
\begin{equation*}
\left[D_{\boldsymbol{n}} \boldsymbol{u}\right]=\boldsymbol{\beta}+[p \boldsymbol{n}]=\boldsymbol{\beta}+\hat{\beta}_{1} \boldsymbol{n} \tag{B.5}
\end{equation*}
$$



Figure C.1. Illustration of the Gauss points.

## Appendix C. Quadrature over curved elements

The method defined in (2.4) requires the integration, over an element $T \in \mathcal{T}_{h}^{\Gamma}$, of $\nabla w_{T}^{u} \cdot \nabla v$. Now, since the correction function $w_{T}^{u}$ is defined as piecewise polynomial of degree $k$ on each piece of the restriction $T^{ \pm}=T \cap \Omega^{ \pm}$, we need some quadrature formulas on this region, say curved elements (polygons with one edge curved). To do so, we observe that $L_{T}$ divides $T$ in two regular polygons $\tilde{T}^{ \pm}$, one is a triangle and the other a quadrilateral (see Fig. C.1. In order to make the presentation clearer, we will write the integral in terms of the coordinates system $(\tau, \eta)$ (associated to the vector $\boldsymbol{\tau}$ and $\boldsymbol{\eta}$, with $\boldsymbol{\eta}$ pointing outward $T^{-}$) such that the origin is the midpoint of $L_{T}$, the point $\frac{y_{T}+z_{T}}{2}$. Let $f \in C^{n+1}(T)$, then we write

$$
\begin{equation*}
\int_{T^{ \pm}} f(x, y) \mathrm{d} x \mathrm{~d} y=\int_{\tilde{T}^{ \pm}} f(x, y) \mathrm{d} x \mathrm{~d} y \pm \int_{-r_{T} / 2}^{r_{T} / 2} \int_{0}^{\gamma(\tau)} f(\tau, \eta) \mathrm{d} \eta \mathrm{~d} \tau \tag{C.1}
\end{equation*}
$$

where, $\gamma(\tau)$ is the equation for the curve $\Gamma$ on $T$. The first integral in (C.1) is over a polygon (triangle or quadrilateral) and we can use quadrature rules over polygons to approximate it, whereas the second integral is related to the curve, and we will use some Gaussian quadratures. First step, we take $n$ Gaussian points $\left\{\tau_{i}\right\}_{i=1}^{n}$ over the segment $L_{T}$, equivalently, the interval $\left[-r_{T} / 2, r_{T} / 2\right]$ in the $(\tau, \eta)$-axis, and for each point we compute its projection onto the curve $\Gamma$ in the $\boldsymbol{\eta}$-direction, say $\gamma\left(\tau_{i}\right)$. Now we compute, the Gaussian points for the segment $\left[0, \gamma\left(\tau_{i}\right)\right]$, we denote them by $\left\{\eta_{i, j}\right\}_{j=1}^{n}$. Therefore

$$
\int_{-r_{T} / 2}^{r_{T} / 2} \int_{0}^{\gamma(\tau)} f(\tau, \eta) \mathrm{d} \eta \mathrm{~d} \tau \approx \sum_{i=1}^{n} \frac{r_{T}}{2} \omega_{i} \sum_{j=1}^{n} \frac{\left|\gamma\left(\tau_{i}\right)\right|}{2} \omega_{j} f\left(\tau_{i}, \eta_{i, j}\right)
$$

where $\omega_{i}$ are the weights in the interval $[-1,1]$, and. See Figure C. 1 for illustration of this notation. See also Figure 1. The error of the quadrature rule is of order $\mathcal{O}\left(r_{T}^{2 n}\right)$, and the constant is dependent on the derivatives $\left\|D^{(2 n-k)} f\right\|_{L^{\infty}}\left\|\gamma^{(k)}\right\|_{L^{\infty}}, k=0, \ldots, 2 n$. Observe that since the term involves the derivative of $\gamma$ the quadrature rule is in general not exact.
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