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Abstract. The paper presents results of using advanced techniques such as Self-Organizing 
feature Map (SOM) to incorporate a GIS data layer to compensate for the limited amount of 
real-time ground-truth data available for land-use and land-cover mapping in wet-season 
conditions in Bangladesh based on multi-temporal RADARSAT-1 SAR images.  The 
experimental results were compared with those of traditional statistical classifiers such as 
Maximum Likelihood, Mahalanobis Distance, and Minimum Distance, which are not suitable 
for incorporating low-level GIS data in the image classification process. The performances of 
the classifiers were evaluated in terms of the classification accuracy with respect to the 
collected real-time ground truth data. The SOM neural network provided the highest overall 
accuracy when a GIS layer of land type classification with respect to the depth and duration 
of regular flooding was used in the network. Using this method, the overall accuracy was 
around 15% higher than the previously mentioned traditional classifiers at 79.6% where the 
training data covered only 0.53% of the total image. It also achieved higher accuracies for 
more classes in comparison to the other classifiers.  

Keywords: remote sensing, geographic information system, neural network, radarsat. 

1 INTRODUCTION 
For some time, cloud cover problems have hindered the use of conventional, remotely sensed 
data for mapping land cover and land uses in the wet season in tropical countries such as 
Bangladesh. The relatively recent availability of satellite-based Synthetic Aperture Radar 
(SAR) data has thus opened up many opportunities in these application areas. The possibility 
of all-weather, day-and-night operation, and the ability to penetrate through clouds and other 
features, gives SAR some advantages over the optical systems [1-4]. The availability of the 
spaceborne Synthetic Aperture Radar (SAR) data has provided the scope for mapping land 
use and land cover even in wet season cloudy conditions, and especially in a tropical region 
such as Bangladesh where much of the time cloud cover limits the use of optical remote 
sensing. Synthetic aperture radar (SAR) is an active imaging system, which uses microwave 
bands of the electromagnetic spectrum to generate images through the coherent processing of 
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the scattering signals. Woodhouse [5] provides a useful conceptual model of different aspects 
of radar remote sensing. SAR relies on the fact that radar is an active system; that is, the 
system both transmits, and receives, its own signals. The imaging mechanism [6] relies on 
both system parameters (wavelength, polarization, incidence angle, resolution) and object 
parameters (complex dielectric properties, surface roughness, terrain geometry and surface 
and volume scattering), as both are responsible for the radar backscattering from which the 
images are derived.  Because the features of a SAR image result from radar backscattering 
rather than the reflection of sunlight, one needs to be careful during interpretation about this 
difference between the SAR and optical systems. 

Analysis of SAR imagery deals with the tone, texture, shape, size, pattern, and other 
characteristics of the image with respect to the ground information. Due to the SAR 
interaction with the target and the imaging process, the identification of features in the image 
becomes more difficult when the target feature is agriculture and natural land cover, and 
especially objects that change with time and weather conditions. Therefore, to achieve better 
accuracy in the SAR data classification, the field conditions need to be known at the time 
when the satellite is imaging the area; this is referred to as real-time ground truth data. The 
collection of ground truth data is frequently influenced by several factors, including geo-
physical and seasonal condition of the area that limits accessibility, the aerial extent of the 
area, and the available resources. This tends to be an expensive, time consuming, and difficult 
process. Moreover, although a single SAR image may contain useful information for crop 
classification, low accuracy is typically obtained unless the region under consideration is 
characterized by just a few crop types, which are significantly different with respect to their 
microwave signatures [7]. Brisco and Brown [7] also cited several examples of using multiple 
SAR images of different dates for better crop identification because, as the crops grow and 
their canopy and structure changes, their backscatter characteristics also change. Furthermore, 
such change may be different from crop to crop, which is also useful information in time-
series radar data.  

In the current study, four SAR images of different dates over the crop-growing period 
were used to distinguish different crops. However, the number of images used increases the 
work and expense of real-time ground data collection.  Again, many researchers [8-11] have 
presented various methods of ground data collection and have indicated that inappropriate 
ground data collection easily result in ’Ground lies‘ [12]. In addition, the inherent speckle in 
SAR imagery makes classification much more complex than for optical imagery, and there is 
a major trade-off to be made between speckle reduction and the preservation of data integrity. 
As a result of these limitations, it is still rarely possible to achieve 80% accuracy in the 
classification of existing land use/cover with traditional classification methods, even after 
vigorous input of an expert’s knowledge about field conditions, and then only for a few 
classes as output. 

Advances in computer technology and software techniques have made it possible to 
process large volumes of diverse data about the Earth and its environment. An increasing 
number of studies incorporate not only spectral data but also other spatial data such as forest 
maps, soil maps, and topographic information such as elevation, slope and aspect. All these 
have potential use in image processing and classification. However, further work is required 
to integrate such data, in the form of geographical information system (GIS) layers, in order 
to improve the automatic classification of radar images. Automatic classification would have 
the benefit of reducing dependency on skilled technician support, especially in operational 
processing where remote sensing images are used to support managers and decision making 
on a regular basis. It is common practice in satellite image classification to classify the image 
first, and then to integrate the other information such as GIS layers. Our intention is to 
explore the possibility of using existing GIS layers during segmentation, in a way that would 
reduce dependency on the amount of training by providing additional information during the 
process and keeping the initial accuracy at optimum level. These advantages are particularly 
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necessary for operational monitoring schemes, especially where the frequency of information 
collection is high or data are required at regular intervals, as is commonly the case in the 
monitoring of agricultural land use.  

2  MOTIVATION 
In remote sensing image classification, numerous approaches have been used with varying 
degrees of success. Despite considerable developments in recent years, the accuracy with 
which thematic maps may be derived from remotely sensed data is often judged to be too low 
for operational use [13-14]. Conventionally, classification has been mainly based on classical 
statistical methods and decision theory, such as the maximum likelihood (MLH), 
Mahalanobis distance (MHD) and minimum distance (MND) classification. These classifiers 
rely upon the assumption that the populations from which training samples drawn are 
normally distributed. This is not always the case for remote sensing data [15], and especially 
for SAR images. The maximum likelihood decision rule is possibly the most used supervised 
approach, which is based on the probability that a pixel belongs to a particular class. This 
method assumes that these probabilities are equal for all classes, and that the input bands have 
normal distributions. The Mahalanobis distance decision rule uses the covariance matrix in 
the equation. Variance and covariance are calculated so that clusters that are highly varied 
will lead to similarly varied classes, and vice versa. The minimum distance decision rule (also 
called spectral distance) calculates the spectral distance between the measurement vector for 
the candidate pixel and the mean vector for each signature. 

Foody [16] noted that the conventional statistical classification techniques may not always 
be appropriate for mapping from remotely sensed data, and identified some interrelated 
problems. Firstly, a conventional parametric classifier assumes that the data are normally 
distributed. Secondly, a large training sample is required to define a representative sample 
that would be the source of descriptive statistics (e.g. mean, covariance) for the classifier. 
Typically, as recommended by Mather [17], the minimum training set size is some 10-30 
times the number of discriminating variables (such as the number of wavebands in multi-
spectral image or number of images in time series) per class. This indicates that a very large 
training set is required for mapping from multi-spectral or multi-date remotely sensed images 
and this runs contrary to a major goal of remote sensing, which is to extrapolate over a large 
area from limited ground truth data. Therefore, in the case of high-dimensional datasets, there 
may be a need to identify the optimal band combination for the classification; otherwise, the 
accuracy may decline with an increase in the number of discriminating variables. A third 
limitation of conventional techniques is that the classification can only make direct use of 
data acquired at a high level of measurement and cannot accommodate directional data 
directly. Furthermore, there may be useful discriminatory information available in GIS at a 
low level of measurement precision (e.g. nominal level soil map or other datasets on various 
land properties) or a directional component (e.g. slope or aspect data), which cannot be 
incorporated into traditional techniques. However, the inclusion of such data in the 
classification process could potentially increase the discrimination of classes and reduce load 
on the ground truth data.  

The above discussion suggests that incorporation of other data from GIS for use in image 
classification would require an alternative processing approach, which does not entirely 
depend on the statistical parameters of the input data. One of the most recent advances made 
in remote sensing has been the application of Artificial Neural Networks (ANNs) in a wide 
range of applications and image analysis [18]. Classification is one of the main applications 
of neural networks in remote sensing, and ANNs have been used in supervised classification 
[19-20], unsupervised classification [21] and image segmentation [22-24]. Petersen et al. [25] 
reviewed 200 applications of ANNs in remote sensing, 30% of which were in image 
segmentation/classification with the remainder in pre-processing, compression, recognition, 
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Fig. 1. Study area. 

understanding and optimisation of remotely sensed images. These applications mainly used 
feed-forward neural networks, Kohenen feature maps and Hopfield neural networks. Each 
type of network has different properties and consequently they vary in appropriateness for 
different applications. Feed-forward networks have been used widely for supervised image 
classification [20], Hopfield networks have been used in studies involving stereo matching 
and feature tracking [26], while Kohonen networks are self-organising and so are particularly 
attractive for unsupervised and semi-supervised classification. Pham and Bayro-Corrochano 
[27] suggested Kohonen’s Self-Organising feature Map (SOM) as an alternative to supervised 
techniques. Better results in SOM for multi-temporal satellite image classification in 
comparison to other neural network have already been demonstrated by several studies [28-
30]. Merenyi et al. [31] recommend SOM because it is relatively easy in training over the 
most frequently used backpropagation network, and suggest SOM for high dimensional data 
as used in hyperspectral image classification, especially for its capability to make good 
predictions based on only a small training sample. 

3  METHODOLOGY 
The study area is in the southwest coastal region of Bangladesh (Fig. 1). The study used four 
SAR images, acquired by the RADARSAT 1 satellite system, on four different dates in the 
wet season cropping period: 18 August, 11 September, 5 October, and 29 October 2001. 
(These images were originally collected for the study from the Centre for Environmental and 
Geographic Information Services (CEGIS) in Bangladesh.) The images were acquired in 
standard beam mode (S5) and processed in 25-meters per pixel resolution. A subset of the 
image covering a district of the region was used at this stage of the research. The images were 
pre-processed for calibration by the RADARSAT as supplied to CEGIS as Path Image 
Product, and were geometrically corrected and coded to prepare a set of multi-temporal 
images and overlay that with other GIS and field data. 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Images were obtained in dB (decibel) format. The subsequent processing steps for the 

images were co-registration, georeferencing, and then filtered using the Gamma-MAP filter 
[32]. It has been reported [33-34] that in Bangladesh the Gamma-MAP filter is best suited for 
SAR imagery, as commonly used by CEGIS. The co-registration among the images was 
undertaken using the ground control points (GCPs) method. Upon collection of the GCPs, the 
images were co-registered using the neighbourhood re-sampling technique to retain the 
integrity of the datasets. The co-registered radar images were compared with each other and 
less than 0.25 pixel root-mean-squares (RMS) error was obtained. The images were then 
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georeferenced to enable their subsequent use with GIS layers. Similar techniques were used 
for georeferencing the images where the GCPs were taken from the Differential Global 
Positioning System (DGPS) corrected Panchromatic image of the Indian Remote Sensing 
(IRS) satellite systems, and the same set of GCPs was used for all images.  

Field information was collected in real time during image acquisition for all four imaging 
dates. The CEGIS field team, equipped with DGPS, field maps, camera and other 
instruments, collected information about the existing land cover condition for a number of 
land parcels in randomly chosen locations in the study area. Each of the land parcels was 
identified based on homogeneity of land cover and land uses. Information was collected on a 
pre-designed field data collection form. The main items of information collected were type of 
land cover and, in the case of vegetation or crops, current height, canopy, growth stage, 
presence of water and depth of water, height of plant over water, plantation time of crop and 
tentative harvesting time of crop. Geographic coordinates of two to four points for each of the 
parcels were recorded using DGPS. The land-parcels were identified on the GIS map using 
the location coordinates collected with DGPS to create polygon coverage. All collected 
information was converted and linked with the polygon coverage in the GIS. About half of 
the parcel information was used as training data in the image segmentation process, and the 
remainder was used as reference data for the evaluation of results. The same set of known 
pixels (from the field data) for the different classes was used for training or calibration for all 
the classifiers. The total number of training pixels was 0.58% of the total pixels in the image. 
The evaluation was also undertaken with the same set of known (reference) pixels, which is 
the other portion of ground truth data. The reference pixels comprised 0.47% of the total 
image pixels. 

By analysing the field data and associated signatures in the temporal SAR images, 10 
classes were identified for classification: Water, Grass, B. Aman, Rural settlements, Shrimp 
cultivation, Shrimp-T. Aman, T. Aman, Mangrove, Built-up area, and Unknown class. Figure 
2 shows examples of these classes in which the images of the first, second and fourth dates 
have been assigned to the R, G and B channels respectively.) The major wet season land uses 
in the study area are the Shrimp and T. Aman rice cultivation. T. Aman is a transplanted High 
Yield Variety (HYV) rice paddy, for wet season growth, that is transplanted in the field after 
growing the broadcasted seedlings in seedbeds.  However, the SAR signatures of any land- 
cover types are highly influenced by the inundation coverage and the canopy of the vegetation 
or crop floating or emerged over the water. These conditions highly influence the Grass, B. 
Aman, shrimp, and T. Aman areas. Table 1 provides a description of all land cover and land 
use classes. 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 Fig. 2. Land-cover classes in the multi-temporal image.
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A GIS layer ‘Inundation Land Type’ (land type) was also collected from the CEGIS for 
the study area. The Land-type [35] data are a combination of information for land level 
(which is derived from elevation data), flood inundation depth, and duration of inundation. 
The land type data layer is a national level raster GIS layer with 300-meter grid cell size and 1 
to 11 cell values for land type categories. The data layer was re-sampled to 25-meters grid 
cell size to match the image cell size. It was then co-registered with the geo-referenced 
images so it could be used as an additional input vector in the Self-Organizing feature Map 
(SOM) neural network. The land type layer has only been used in the SOM network for the 
classification of the set of SAR images, as it is probably the most significant GIS layer that 
influences the vegetation and agricultural land cover [36] in Bangladesh. 

The accuracy of the classifications was assessed based on the analysis of confusion 
matrices generated for all classifiers from the evaluation set of the ground truth data. The 
overall, user’s and producer’s accuracies and the Kappa coefficient [28] were calculated from 
the matrices. (The overall accuracy provides the probability of the correctness of the classes 
in the classified image, and the user’s and the producer’s accuracies provide impressions of 
the commission and omission errors respectively for each of the classes in the classified 
image.) The kappa coefficient calculated from the confusion matrices is preferred by many 
researchers, because the other indices are based on either of the principal diagonal, columns 
or rows of the matrix. 

Image processing software (ERDAS Imagine) was used for pre-processing the data and 
for performing the MLH, MHD, and MND classification. Initially, the signature file was 
created using the training set of the ground truth data from the multi-temporal SAR images, 
and was used as the training/calibration data for all classifiers. The Self-Organizing feature 
Map (SOM) neural network developed by Kohonen [37] was used for integrating the land-
type GIS layer. The review suggests that the capability of the automatic detection of 
relationships within the set of input patterns is useful in terms of the problem of image 

mapping from higher dimensions to a two dimensional feature space. The SOM_PAK 
software from the Helsinki University of Technology was used for the SOM network 
classifications. Figure 3 shows the SOM network process using the SOM_PAK software. The 

Table 1. Description of the land cover and land use classes. 
Class Description 
Water Includes the field polygons containing clear water such as rivers, wetlands and other 

water bodies and provides a dark signature in the images for all dates. 
Grass Mainly grows in very low land areas that are inundated at the beginning of the wet 

season where HYV rice is cultivated only once a year during the dry season. 
B. Aman These are local deep-water variety of rice that grows in the medium low to lowlands 

areas, where rice are broadcasted in the field at the beginning of the wet season. The rice 
grows with the increase of water over time during the wet season. 

Rural 
Settlements 

Includes homesteads and associated vegetation and these are clearly identifiable patches 
in satellite images. 

Shrimp Includes both the saline (Bagda) and non-saline deep-water shrimp (Golda). The Bagda 
shrimp area, that are under year round cultivations are included in this category. 

Shrimp & 
T. Aman  

Bagda are cultivated only in the dry season and T. Aman rice is the following crop in the 
wet season. Transplantation of rice are delayed due the wait-time for flashing the salinity 
by the seasonal rain and the fresh water flow of the neighboring channels 

T. Aman Includes the fields with rice, which is transplanted from the beginning of the season 
(July-August). 

Mangrove The class is concentrated in the southern most part of the study area. 
Built-up 
Area 

The class mainly consists of urban centers and industrial zones, where there are very 
high backscattering in all images due to physical infrastructures in the landscape 

Unknown The class appears in a very distinct pattern in multi-temporal images, observed in some 
small pockets, and was not covered in the field data 
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same training set of ground truth data that was used for preparing the class signatures for the 
statistical classifiers was used as the calibration data in SOM_PAK. Unlike most of the other 
neural networks, a SOM has no hidden layer but is composed of one input and one output 
layer. 

 The number of neurons in the input and output layer defines the SOM network. The 

number of input neurons is equal to the number of input vectors. In this study, the SOM 
network is tested for the classification of the previously mentioned multi-temporal SAR 
images both with and without the GIS layer. For the network used without the GIS layer, 
there were four input neurons for four images and the result is referred to as SOM4 in 
subsequent discussion. When the GIS layer was used in the network, then the input neurons 
were 5: 4 neurons for four images, and one for the GIS layer. This output is referred to as 
SOM5. However, there are no clear rules about the specification of the number of output 
neurons in the literature. The training and calibration data were also prepared accordingly. 
Several random combinations of number of output neurons, iteration, and other parameters 
were tested. Finally, a 10*12 output map was accepted with 100,000 iterations and hexagonal 
topology. The process took less than 5 minutes on a standard PC (Intel Pentium IV processor, 
Windows XP operating system) to process 5 layers of raster data, where each layer was 2130 
by 1540 cells in size. The SOM_PAK software used for the SOM classification was unable to 
read the images and GIS data directly. Therefore, a conversion tool was developed using 

 
Fig. 4. Functionality of the conversion tool developed for classification. 

 
Fig. 3. SOM process in SOM_PAK. 
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Visual C++ for bi-directional data conversion between ERDAS Imagine and SOM_PAK. The 
ArcView GIS software was also used to prepare and convert the GIS field data for use as 
calibration data in SOM_PAK. Figure 4 illustrates the functionality of the SOM operation 
using SOM_PAK, the conversion tool, ERDAS Imagine, and the ArcView GIS software. 

4  RESULTS  
Table 2 provides the overall accuracy and kappa coefficient for all the classifications derived 
from the respective confusion matrices with respect to the ground truth data. This shows that 
the inclusion of the land-type layer (SOM5) as input to the SOM network substantially 
improves the accuracy of classification. In the absence of these data (SOM4) the worst overall 
accuracy and Kappa coefficient were achieved.  

 The classification results by different classifiers for a part of the study area (omitting 
SOM4) are shown in Figure 5. A visual inspection of the Fig. 5 suggests that in the MLH 
image, the Mangrove (shown in cyan) and the Settlements (shown in grey) are inter-mixed 
and the Settlements areas are misclassified as Mangrove across the entire image. In the MHD 
image, the Mangrove, Settlements, and the Grass (shown in green) classes are inter-mixed 

and the Grass is dominating in this mix. In the MND image the condition of the Mangrove 

 
Fig. 5. Results of classifications by different classifiers. 

Table 2.  Accuracy and Kappa coefficients of classifiers. 

 Only multi-temporal SAR images Images and   
Land-type 

Classifier  MLH MHD MND SOM4 SOM5 

Overall Accuracy 64.71 63.36 65.64 58.19 79.57 
Kappa coefficient 0.57 0.55 0.57 0.47 0.74 
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and the Settlements classes are similar to the MLH image. The Grass and the B. Aman classes 
are identified more accurately in the MND image and far more accurately in the SOM5 
image, lying in the upper-right corner, which is the correct location according to the field 
knowledge discussed above. The Settlement and the mangrove classes are clearly identifiable 
in SOM5. The ‘Unknown’ class also appears more clearly in the SOM5 image, as lying above 
the Mangrove area on the left hand side of the image. However, in terms of visual impression, 
the ‘T. Aman’ class appears to be overestimated in SOM5 and to have recruited the area of 
‘Shrimp-T.Aman’ class in comparison to the other methods. The Water, Built-up and Shrimp 
classes appear to be consistent in all of the classified images. 

Table 3 provides the producer’s and the user’s accuracy respectively for each of the 
classes resulting from the different classifiers. From these data it is clear that none of the 
classifiers could maximise the user’s and producer’s accuracy for all of the classes. For 
example, the T. Aman class achieved the highest user’s accuracy with MLH but the highest 
producer’s accuracy with SOM5. The Shrimp & T. Aman class achieved the highest user’s 
accuracy with the SOM5 but the highest producer’s accuracy with MND. However, the user’s 
and producer’s accuracy of most of the classes were improved with the SOM5 classifier. For 
some classes the accuracies are very high (e.g. 97.9% for water with the MLH classifier), but 
for others they are low (e.g. only 18.7% for Shrimp & T. Aman with the SOM5 classifier). 
The accuracies for a particular class can go down with respect to other classifiers if the 
selection criterion is based on overall accuracy or Kappa values.  

5  DISCUSSION 
The inclusion of the land-type GIS layer in the SOM network increased the overall accuracy 
by 15% over the other statistical classifiers. Out of the 10 land cover and land use classes, in 
SOM5, the user’s accuracy increased for seven classes and the producer’s accuracy increased 
for five classes, and four of these are increased in both the user’s and producer’s accuracy in 
SOM5. None of the other classifiers could achieve the highest value for both the user’s and 
producer’s accuracy for any particular class. It can therefore be concluded that inclusion of a 
GIS layer as an additional input in the SOM neural network with multi-temporal 
RADARSAT SAR images improved the accuracy of classification even with only 0.58 % 
training data. 

Table 3. User’s and producer’s accuracy. 

Producer's accuracy (%)  

Classes 

User's accuracy (%) 

MLH MHD MND SOM4 SOM5 MLH MHD MND SOM4 SOM5 

97.9 94.4 99.8 94.84 99.8 Water 96.9 97.4 95.7 99.97 97.5 

38.4 61.5 29.3 50.59 47.6 Grass 66.7 40.3 67.8 4.30 74.6 

40.7 27.8 48.7 10.56 69.6 B. Aman 13.4 11.7 12.1 28.26 27.6 

33.9 45.7 38.8 0.00 96.2 Rural Settlements 46.4 49.5 48.3 0.00 76.2 

53.7 58.4 42.6 58.28 43.6 Shrimp 47.6 40.7 58 34.18 58.8 

61.2 60.6 61.8 17.89 18.7 Shrimp & T. Aman 18.6 19.1 21 64.48 44.4 

26.9 29.3 33.4 87.13 61.5 T. Aman 89.5 88.4 88.4 30.65 78.3 

63.6 19.6 52.7 25.04 86.3 Mangrove 44.2 50.4 44 85.18 78.6 

100 100 96.2 0.00 97.4 Built-up Area 99.7 99.7 100 0.00 99.7 

98.3 98.8 93.6 16.52 86.6 Unknown 32.9 29.7 37.6 38.19 42.2 
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Table 3 also shows that for some classes user’s and producer’s accuracy is very low even 
in SOM5. Considering the mean radar backscattering over time with respect to field 
information (Fig. 6 and Table 3), it is very clear that the water and built-up area are very 
distinct classes in the data and lie at the two extremes of the backscattering range in the 
image. These two classes are well identified in all the classifiers. The rural settlement, 
mangrove and B. Aman classes have similar backscattering at all dates. Inclusion of land-type 
layer with the images in the SOM network brings out these three classes with better accuracy 
than other classifier, but B. Aman still has very low user’s accuracy in SOM5.  

Figure 2 indicates that the field polygon over B. Aman rice provides a very mixed 
signature that indicates the limitation of field data in this case. Further, B. Aman rice shares 
the land type (lowlands) with the grass as discussed above in the methodology. Similarly, the 
shrimp, shrimp & T. Aman, T. Aman and the unknown class share the same land type class. It 
can therefore be concluded that the added knowledge of land type in the SOM network was 
not sufficient to increase the individual class accuracy significantly. Inclusion of further 
relevant GIS layers in this case may increase the individual class accuracy, and this will be 
explored in further research. 

 

 
Fig. 6. Mean backscattering plot from different classes over time. 

6  CONCLUSION  
From the test results it is evident that the incorporation of a GIS layer in the SOM neural 
network increases the accuracy of the classification with the same amount of training data 
when compared with the MLH, MHD, and MND classifiers. However, the land type GIS 
layer may not be the best suited layer in this case. The investigation of the best suited GIS 
layers for specific tasks is a topic for future research. Also, as the SOM neural network model 
does not limit the number of input vectors, multiple GIS layers may be considered for further 
investigation.  

In view of the fact that different classifiers perform differently for different classes, it is 
anticipated that accuracy may be maximised by combining classifiers. In recent years, there 
has been considerable interest in the problem of combining the outputs of classifiers, as 
evidenced by the International Workshop on Multiple Classifier Systems series [38]. In 
general, the design of optimal multiple classifier systems is a computationally hard np-
complete problem, the solution of which remains an open question. Future work will be 
directed towards this issue.  
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Finally, this is just one case study, which is difficult to generalize from, but it 
demonstrates that other existing information may be included as an additional layer with 
remote sensing data in a SOM neural network for improving classification. 
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