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Abstract  10 

Managing coastal risk at the regional scale requires a prioritization of resources along the 11 
shoreline. A transparent and rigorous risk assessment should inform managers and 12 
stakeholders in their choices. This requires advances in modelling assessment (e.g., 13 
consideration of source and pathway conditions to define the probability of occurrence, 14 
nonlinear dynamics of the physical processes, better recognition of systemic impacts and non-15 
economic losses) and open-source tools facilitating stakeholders’ engagement in the process. 16 
 17 
This paper discusses how the Coastal Risk Assessment Framework (CRAF) has been developed 18 
as part of the Resilience Increasing Strategies for Coasts Toolkit (RISC-KIT). The framework 19 
provides two levels of analysis. A coastal index approach is first recommended to narrow down 20 
the risk analysis to a reduced number of sectors which are subsequently geographically 21 
grouped into potential hotspots. For the second level of analysis an integrated modelling 22 
approach improves the regional risk assessment of the identified hotspots by increasing the 23 
spatial resolution of the hazard modelling by using innovative process-based multi-hazard 24 
models, by including generic vulnerability indicators in the impact assessment, and by 25 
calculating regional systemic impact indicators. A multi-criteria analysis of these indicators is 26 
performed to rank the hotspots and support the stakeholders in their selection. 27 
 28 
The CRAF has been applied and validated on ten European case studies with only small 29 

deviation to areas already recognised as high risk. The flexibility of the framework is essential to 30 

adapt the assessment to the specific region characteristics. The involvement of stakeholders is 31 

crucial not only to select the hotpots and validate the results, but also to support the collection 32 

of information and the valuation of assets at risk.  As such, the CRAF permits a comprehensive 33 

and systemic risk analysis of the regional coast in order to identify and to select higher risk 34 

areas. Yet efforts still need to be amplified in the data collection process, in particular for socio-35 

economic and environmental impacts.  36 
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1 Introduction 38 

Increasing coastal threats, exposure and risk pose a problem for the sustainable development and 39 

management of our coasts [1,2]. Firstly it requires a re-evaluation of the current standard of 40 

protection of areas behind which exposure has increased. Secondly it necessitates the recognition of 41 

newly exposed and non-defended areas resulting from the expansion of built-up areas [3]. Thirdly it 42 

requires an assessment of potential indirect and systemic impacts to better measure the resilience 43 

of coastal communities [4]. As such, there is an increased demand for action which consequently 44 

requires a prioritization in the choice of actions and funding to be allocated for mitigating the risk. 45 

Scarcity in resources imposes the need for a transparent and rigorous risk assessment process, 46 

including various scales of governance [5,6]. A succession of tools and approaches have been 47 

developed to support decision-making processes with the objective of better integration of various 48 

threats and impacts, better stakeholder involvement as well as a wider application of those tools 49 

through the provision of open-source methodologies and by increasing ease of use [7–9]. The RISC-50 

KIT tool-kit [10] sustains this transfer of knowledge within the research and development, the 51 

engineering, and the coastal management community by providing a series of tools to better 52 

understand coastal risk, to measure that risk at various coastal scales and to assess the effectiveness 53 

and potential of Disaster Risk Reduction (DRR) measures.  54 

The RISC-KIT project acknowledges that the high demand in terms of data, time and resources 55 

required for a detailed risk-assessment is prohibitive for a comprehensive and detailed risk 56 

assessment of an entire coastal region. Such an assessment requires high-resolution (e.g., 10 m 57 

scale) predictions for multiple (thousands of) scenarios using computationally-intensive high-fidelity 58 

modelling techniques, as well as detailed information on receptors, vulnerability and disaster 59 

reduction measures, and is therefore impractical for application at the regional or national (100–60 

1,000 km) scale.  61 

Within this context, the RISC-KIT project provides a comprehensive and systematic methodology, 62 

called the Coastal Risk Assessment Framework (CRAF), in which a first assessment of impact and risk 63 

is carried out at the regional scale to identify so-called hotspots, defined as specific locations with 64 

the highest risk (on the scale of 1–10 km). A further detailed analysis of coastal hazards and impacts, 65 

as well as the effectiveness of DRR measures can subsequently be carried out at individual hotspots 66 

using the RISC-KIT hotspot tool [11].  67 

This present paper presents the two-step methodological approach adopted in the framework. The 68 

overall CRAF is first introduced in section 2 outlining differences between the two phases of the 69 

approach. The large-scale coastal index (CRAF Phase 1) approach is then detailed in section 3 with 70 

explanations of the index calculation, methodological choices and of the assessment process for 71 

probability, hazards and exposure elements of the index. Section 4 focuses on the CRAF Phase 2 72 

explaining the hazard computation, the impact assessment model and the multi-criteria analysis 73 

used to perform the hotspot selection. This contribution presents and discusses the CRAF 74 

methodology and some of the lessons learned in section 5. However, this paper also complements 75 

six other papers in this special issue, with some of them applying this methodology. In particular, the 76 

lessons learned from existing CRAF applications are further discussed in the “Storm-induced risk 77 

assessment: evaluation of tool application” paper  [12]. For a detailed discussion and validation of 78 
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the CRAF application on specific case studies the reader is also directed to papers detailing its 79 

application on two Italian coasts (Emilia-Romagna coast and Liguria coast [13,14]), on the North 80 

Norfolk coast in England [15], on the coast of Kristianstad in Sweden [16] and  on the Catalonian 81 

coast in Spain [17]. 82 

2  Coastal Risk Assessment Framework  83 

Existing approaches have been developed for supporting the coastal vulnerability analysis along the 84 

coast at different scales, amongst them are: the model DIVA (Dynamic Interactive Vulnerability 85 

Assessment) [18]; the RVA method (Regional Vulnerability Assessment) [19]; CERA (Coastal Erosion 86 

Risk Assessment)  [20]; or the CRI-LS index (Multi-scale Coastal Risk Index for Local Scale)  [21]. GIS 87 

index-based approaches dominate [22] and principally consist of combining different standardised 88 

indicators which are derived from various sources of information. These approaches have their 89 

advantages as they are user-friendly; do not require high level of expertise; can use various source of 90 

data and integrate uncertainty in the assessment by performing relative comparisons [21,23]. It 91 

must be noted, here, that the number of indicators included in these indices has significantly 92 

increased over the years. Whereas Gornitz (1990) [22] only included hazard indicators (i.e. 93 

geomorphology, slope, sea level change, erosion, tidal range, wave height), new indices include 94 

dozens of them [19–21,23]. The increase in the number of indicators is explained by the needs of 95 

multi-hazard assessment (e.g. inclusion of drought, surge, and cyclone), the inclusion of socio-96 

economic and environmental indicators (e.g. land use, population, cultural heritage) and 97 

resilience/resistance indicators (e.g. presence of shelters, defences, and awareness). The better 98 

consideration of a full impact assessment benefits the analysis. However, the combination of 99 

multiple indicators using simple additive or multiplicative operations may be questioned in particular 100 

if there is some degree of overlap between indicators [23]. It also reduces the simplicity of the index 101 

and, as such, it requires a better understanding by the users of the indicators [19]. In particular, 102 

levelling everything to an “average” value may not be representative with a potentially high impact 103 

to a certain indicator being minimised by the lower values of other impacts. Such levelling may then 104 

lead to a false sense of low impact overall.  A multi-hazard indicator also poses a problem of double-105 

counting or miscounting. As such, in the case of flooding and erosion the number of buildings 106 

exposed to these hazards differs.  For assets exposed to both hazards there is a question whether  a 107 

building which suffers from flooding and then also collapses due to erosion should be scored higher 108 

than a building collapsing just by erosion; as the additional losses caused by the flooding become 109 

irrelevant. Another limitation of the existing approaches is the lack of assessment of indirect and 110 

systemic impacts. The vulnerability of the critical infrastructures (road network, utilities) and the 111 

consequences for the population not exposed to the hazard but dependant of these services is often 112 

not considered. Yet a comprehensive understanding and representation of the coastal system is 113 

required [24].  114 

An alternative existing approach is to use methods integrating processed-based morphological 115 

models, inundation models and flood loss assessment models in order to assess the impacts and the 116 

risk following the source-pathway-receptor-consequence approach [25]. Processed-based 117 

morphological and inundation models permit the generation of flood and erosion maps, which can 118 

be used as an input for flood loss assessment models. Flood loss assessment models have mainly 119 

been developed to assess fluvial flooding impacts [26–28]; e.g., HAZUS in the USA, LATIS in Belgium, 120 
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HIS-SSM in Netherlands, FLEMO in Germany, the MCM in England and Wales. DESYCO and THESEUS 121 

are examples of recent GIS integrated coastal models using flood loss assessment models [7,29]. 122 

They are deterministic models combining vulnerability functions, receptor maps and hazard maps to 123 

estimate the consequential losses.  The vulnerability functions are often expressed as depth-damage 124 

curves and vary from one country to another for a better representation of the characteristics of the 125 

receptors but large uncertainty remains in these functions [27,30]. The resulting direct impacts can 126 

then be input into additional models, such as input-output models, computable general equilibrium 127 

models, network analysis or object-orientated models to better assess indirect and cascading 128 

impacts [31–35]. 129 

This paper recognises the advantages of using both the GIS index-based and integrated modelling 130 
approaches to support a risk assessment and the selection of hotspots in collaboration with 131 
stakeholders at the regional scale. Such arrangement permits bridging scientists and practitioners’ 132 
perspectives. From a research standpoint advancement are expected in assessment modelling 133 
including; deriving the coastal hazard from the external boundary conditions by better recognizing 134 
the nonlinear dynamics of the physical processes, associating source and pathways in the probability 135 
of occurrences, improving the consideration of indirect impacts, involving stakeholders and 136 
supporting an integrated assessment. From a practical perspective it is essential to develop a tool 137 
that could be used with confidence. The inherent question in developing such a framework is the 138 
level of simplicity that could be achieved. Simplicity is necessitated as data, skills and resources are 139 
limited. However, a lack of complexity will also lead to a non-applicable framework and may cause 140 
incorrect hotspot selection and thereby reduce user confidence in the results, and to a non-effective 141 
framework. As such, the CRAF utilises two successive levels of analysis to balance these needs: a 142 
screening approach using the coastal vulnerability index (Phase 1) and an integrated approach 143 
(Phase 2) (Table 1).   144 

Phase 1 systematically screens the whole coast utilising sectors of one-kilometre average length, the 145 
objective being to identify potential hotspots. This phase eliminates low risk areas and permits the 146 
grouping of sectors with higher risk as hotspots by using hazard probability, pathway and hazard 147 
computation, consequence assessment and an indicator calculation method. This approach responds 148 
to some of the research challenges (probability of occurrence, stakeholders, integrated assessment) 149 
without requiring large resources. This screening approach is particularly appropriate when 150 
stakeholders have limited knowledge of their coastal risk and aims to optimise risk evaluation 151 
resources. The assessment consists of the calculation of exposure and hazard indicators which are 152 
combined in a coastal index for each sector and, then, in grouping these sectors in potential 153 
hotspots of 1 to 10 km. Phase 1 requires the users to understand the coastal processes and the 154 
geographical context and to choose and develop an appropriate approach by combining 155 
methodologies proposed in the guidance document [36]. The principles are further detailed in 156 
section 3. 157 

Phase 2 provides the tools and methods to fill the gap between the simplicity of a coastal index 158 
technique and the very complex modelling processes required at an economic appraisal level. In 159 
particular a specific model (INDRA for Integrated Disruption Assessment Model) has been developed 160 
for the impact calculation [37]. An initial step, before using INDRA, is the assessment of the hazards 161 
intensities for each hotspot. Phase 2 improves the regional risk assessment by increasing the 162 
resolution of the hazard assessment (non-uniform and 100 meters or less transect approach), by 163 
using an innovative 1D multi-hazard pathway and 2D inundation modelling techniques. A coastal 164 
Vulnerability Library Indicators [38] has also been developed to support users in accessing or 165 
developing generic vulnerability indicators for various types of receptor for inputting in the INDRA 166 
impact model. The INDRA model computes both direct and indirect impacts at the potential 167 
hotspots; and calculates regional systemic impact indicators (Table 1). A multi-criteria analysis can 168 
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then be performed with end-users to select a final hotspot. Each component of Phase 2 is presented 169 
in section 4 of this paper. 170 

 171 

Table 1 Level of analytical detail performed for CRAF Phase 1 and Phase 2 172 

 CRAF Phase 1 
GIS index-based 

approach 

CRAF Phase 2 
Integrated modelling 

Approach  

Assessment area Entire regional coast 
(~100 km) 

3–4 potential hotspots 
within the regional coast 

boundary 
Hazard pathway 

assessment model 
Simple (empirical) 

model  
1D, process-based, 

multi-hazard  
Hazard pathway 
assessment scale 

Uniform hazard 
pathway per sector 

(~1 km) 

Multiple hazard pathway 
computations per sector 
(up to 100 transects per 

km, given the 
computational 

constraints) 
Hazard model 

(inundation extent) 
Simple 

bathtub/overwash 
extent model 

2D inundation model  

Computation of 
hazard probability 

Response approach 
(in the case of 

absence of long time 
series, event 

approach) 

Response approach 
(in the case of absence of 

long time series, event 
approach) 

Receptor and 
vulnerability 
information 

Exposure only 
(receptor types and 
associated ranking 

values) 

Receptor and 
vulnerability data 

(Coastal Vulnerability 
Library [38]), at 

individual or aggregated 
(neighbourhood) scale 

Calculation of impact Exposure indicators INDRA model [37]: 
Indicators of direct and 

indirect impacts and 
MCA   

Outcomes Coastal Index per 
sector – potential 

hotspots  

Regional Score per 
hotspot using a Multi 

Criteria Analysis – 
Selected hotspot for 

detailed risk-assessment 
  

 173 

3 CRAF Phase 1: Large-scale coastal index  174 

3.1  Index calculation 175 

The “identification of hotspots” is a screening process which distinguishes several likely high-risky 176 

locations along the coast by assessing the potential exposure for every coastal sector of 177 

approximately 1 km alongshore length. The approach calculates Coastal Indices (CI) following an 178 

existing and established approach. The Index-Based Method combines several indicators into a 179 
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single index, thereby allowing a rapid comparison of coastal sectors. However, there is not one 180 

standardised approach, with the type of indicators considered, the way they are ranked and the 181 

formula used to combine variables differing between studies [22,23,39,40]. In the CRAF, a simple 182 

approach is adopted which combines five-classes ranking hazard and exposure with equal weight in 183 

a square root geometric mean following Gornitz and other approaches [22,40,41]:  184 

 

𝑪𝑰 = ⟦(𝒊𝒉𝒂𝒛𝒂𝒓𝒅 ∗ 𝒊𝒆𝒙𝒑𝒐𝒔𝒖𝒓𝒆)⟧
𝟏

𝟐   (1) 185 

In contrast to other developed methods (e.g., [42]), where several coastal hazards contribute to a 186 

single index, this framework allows multiple hazards and multiple impacts to be addressed although 187 

the approach as the CRAF is applied individually for each hazard. In Phase 1 the assessment is limited 188 

to the exposure (including the relative importance of the assets), with a detailed vulnerability 189 

analysis only being considered in Phase 2. In other terms if we consider the risk equation as a 190 

function of probability (hazard, exposure, vulnerability), vulnerability is considered equal for all 191 

exposed elements. 192 

Hazards and exposure are approached slightly differently in their ranking. The different types of 193 

hazard are considered separately whereas different exposures are combined for each hazard type. 194 

This was chosen because the spatial extent of the exposure is primarily dependent upon the hazard 195 

and geomorphological setting, and therefore the calculation of a single Coastal Index for all hazards 196 

might be misleading. The multiple index approach was also considered more appropriate for the 197 

coastal manager to better reflect the regional variability of the risk with regards to differences in 198 

expected responses, mitigations and management approaches for each hazard. 199 

Hazards are ranked from 0 to 5 (none to very high) whereas exposures are scored from 1 to 5. The 200 

overall exposure is obtained by the geometric mean with equal weighting of all exposure indicators:  201 

𝒊𝒆𝒙𝒑𝒐𝒔𝒖𝒓𝒆 = ⟦(𝒊𝒆𝒙𝒑𝟏 ∗ 𝒊𝒆𝒙𝒑𝟐,, … ∗ 𝒊𝒆𝒙𝒑𝒏)⟧
𝟏/𝒏

 (2) 202 

With 1 to n referring to the exposure variables considered in the assessment.   203 

The use of a geometric mean with n variables precludes the use of a null value, and therefore the 204 

lowest value of 1 expresses none or very low exposure level. This minor difference in the ranking 205 

value between hazard and exposure indicators has no consequences on the outcomes of the index 206 

as the objective is to identify the sectors with the highest values. High values of 4 and above are 207 

obtained exclusively by the combination of high (H) and very high (VH) indicators. A CI value of 3.2 is 208 

used as a threshold limit to identify hotspots, as this value is obtained exclusively by the combination 209 

of medium (M) to VH indicators (3.2 is the rounded root value of low (L) and VH (2*5) and is greater 210 

than the root value of M and M (3*3)). Below such values it is rather difficult to identify and 211 

differentiate the hotspots as the combinations of very low (VL) to VH indicators make similar CI 212 

results possible. 213 
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3.2 Probability of occurrence of a storm induced hazard 214 

When locations are evaluated along the coast to make decisions about risk management, it is 215 

important to have a robust criterion to undertake a comparable analysis. Using the CRAF, the 216 

selected common factor to compare hazards is their probability of occurrence [43,44]. Thus, a 217 

coastal hotspot is defined here as a location with a risk magnitude significantly higher than 218 

neighbouring areas for a given probability of occurrence. Since storm-induced hazards depend on 219 

more than one single variable (e.g., wave height, period, duration, water level), different 220 

combinations of water level and wave conditions (storm events) will result in hazards of similar 221 

magnitudes. Due to this, the framework uses the so-called response approach [45], where the 222 

probability of occurrence is directly calculated for the hazard without making any assumption about 223 

the relationship between different variables controlling the magnitude of the hazards. To do this 224 

wave and water level time series are used to compute time series of the hazard of interest. An 225 

extreme distribution is subsequently fitted to the obtained hazard dataset. This so-called “response 226 

approach” has been increasingly used in vulnerability and risk assessments of storm impacts (e.g. 227 

[43,46–50]), in place of the more traditional “event approach”, in which an extreme value 228 

distribution is fit to the offshore wave or water level time series. Figure 1 shows an example of 229 

differences in the hazard magnitude (wave runup, Ru2%) associated with a given probability of 230 

occurrence by using both methods (response and event approach). The magnitude of the difference 231 

between the response and event approach will depend on the characteristics of the climate 232 

variables controlling the hazard as well as how they are combined to assess it. In Figure 1, this is 233 

illustrated for an extreme regime of wave-induced runup at one point of the Catalan coast [51]. 234 

Since Ru2% depends on wave height and period and these are uncorrelated in this part of the 235 

Mediterranean coast, significant differences in Ru2% are obtained. 236 

 237 

 238 

Figure 1 Extreme wave runup regimes in the Catalan coast computed using the event and the 239 

response approaches (modified from Sánchez-Arcilla et al. [31]) 240 
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3.3 Erosion and inundation hazard assessment using dynamic 241 

inundation models 242 

In CRAF Phase 1, hazards are assessed along the coastal zone by using selected key indicators that 243 

are obtained from simple parametric models. This permits a quick assessment of their magnitude for 244 

a large number of events (to obtain reliable probabilistic distributions by using the response 245 

approach) and for a large number of positions along the coast (to properly characterize the spatial 246 

distribution of hazards at regional scale). 247 

Storm-induced hazards in coastal areas can be classified simply as flooding- and erosion-related 248 

hazards, since inundation, overwash and coastal erosion are the dominant processes taking place on 249 

sedimentary coastlines under the impact of coastal storms. Coastal flooding groups all hazards 250 

related to temporary inundation of the coastal zone due to storm-induced variations of the water 251 

level at the shore (overwash, overtopping, and inundation). Overtopping occurs if the total water 252 

level exceeds the height of the beach/dune or any existing protection, flooding the hinterland. The 253 

worst condition occurs when large areas connected to the sea have an elevation below the storm-254 

induce water level (e.g. akin to a bathtub). However, this would only occur in cases where such a 255 

water level would remain in place for a time long enough to ensure that the whole hinterland can be 256 

inundated during the storm. Usually, this is the case for steep coastal sections where elevation 257 

increases monotonically (more or less) landwards over a short distance from the coast. In such cases, 258 

the bathtub approach is adopted to delineate the maximum potential inundation extension for the 259 

target total water level. However, in extensive low-lying coastal areas where the storm water level is 260 

dominated by wave-induced runup this bathtub approach is seldom realistic. Under these 261 

conditions, the extension of the potentially affected surface is characterized by the extension of 262 

overwash. This overwash extension is estimated in this phase by using simple approaches such as 263 

the one proposed by Donnely [52] or by Plomaritis et al. [53]. 264 
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 265 

Figure 2 Hazard assessment process in Phase 1 266 

The point where the storm water level intersects the beach is calculated for each profile, taking into 267 

account the corresponding water level and local beach topography. This water level is given by the 268 

combination of high water levels (storm surge, ξm, plus high tides, ξa) and wave action (runup, Ru). 269 

On open coasts/beaches, it is assumed that ξa and ξm are (or can be) extracted from 270 

measured/modelled time series, and the remaining part, Ru, is calculated for a given wave climate 271 

scenario. In the simplest way, its assessment is usually undertaken by applying empirical models, 272 

which will predict its magnitude as a function of wave conditions (e.g., wave height H and period T; 273 

usually given as deep water values). There are numerous formulas to predict this, derived from 274 
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laboratory and field experiments, and with different performance when compared with real data 275 

(see [54–57]). Among these, one of the most extensively used is that proposed by Stockdon et al. 276 

[58]. However, it is recommended that any model specifically validated for local conditions or 277 

derived and used for similar characteristics be utilised. Figure 2 shows all steps involved in the 278 

assessment of the inundation hazard in this phase of the framework for an open sandy coast. 279 

Storm-induced erosion is assessed in CRAF Phase 1 by means of simple approaches able to efficiently 280 

work at large spatial scales and with a high number of events to obtain a probability distribution. To 281 

do this, the induced hazard is calculated with a structural function specifically derived for storm 282 

impacts on beaches, with the function to be selected depending on its performance for the site 283 

conditions (use of specific models calibrated for the site or for similar conditions). One example of 284 

this approach is the structural erosion function proposed by Mendoza and Jiménez [59]. This 285 

predicts the eroded volume in the inner part of the beach during a storm, assuming that the 286 

response is controlled by the induced cross-shore sediment transport. It is defined by a simple 287 

function which depends on storm conditions (Hs, Tp and storm duration) and beach characteristics 288 

(sediment fall velocity and beach slope). This function was originally derived by using the Sbeach 289 

model [60,61] for typical conditions on the Catalan coast (Mediterranean Sea). One of the points to 290 

be considered when applying this approach is that for this type of erosion, structural functions need 291 

to be calibrated for specific conditions of the study site. Another alternative for a simple erosion 292 

structural function is Kriebel and Dean’s [62] convolution model. This is a simple analytical model 293 

predicting the time-dependent storm-induced beach profile response forced by wave breaking and 294 

water level variation due to storm surge. This function has been used by Ferreira [63] and Callaghan 295 

[48], among others, to obtain long-term time series of erosion hazards for coastal risk assessment.  296 

Once the extreme probability distributions of the analysed hazards have been obtained, the final 297 

step is to compute the value of the corresponding hazard index for selected probabilities. To do this, 298 

computed hazard values are converted to flooding and erosion hazard scales. This is undertaken by 299 

taking into account the local characteristics of the processes and by ranging from 0 (smaller severity) 300 

to 5 (higher level of hazard). Table 2 shows an example of a scale for these hazards developed for 301 

risk analysis in the Catalan coast (Mediterranean Sea).  302 

 303 

 304 

 305 

 306 

 307 

 308 

 309 

  310 

 311 
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Table 2 Example of coastal flood and erosion hazard scales adopted for the Catalan coast 312 

(Mediterranean Sea) (ΔX10 is the storm-induced shoreline retreat associated with a 313 

return period of 10 years)  314 

Flooding extension (m) Category Beach width (W) after 

erosion (m) 

> beach width + 60 m 5 beach fully eroded 

≤ beach width + 60 m 4  W ≤ ΔX10 

≤ beach width + 40 m 3 ΔX10  < W ≤ 2 ΔX10 

≤ beach width + 20 m 2 2 ΔX10< W ≤ 3 ΔX10 

≤ 100 % beach width 1 3 ΔX10< W ≤ 4 ΔX10 

≤ 50 % beach width 0 4 ΔX10 < W  

 315 

 316 

3.4 Exposure Assessment 317 

The exposure indicators aim to answer the question “what is at stake?” within the potential hazard 318 

areas. However, using a common scale for different impacts (i.e. loss of assets and lands value, 319 

health and financial impacts on population, impacts on key infrastructures such as transport and 320 

utilities, and impact on the economy) might be problematic and challenging in such a screening 321 

approach, as the impacts vary in nature and cannot be easily expressed by the same unit. Therefore, 322 

each indicator is valued and ranked from 1 to 5 separately:  323 

 Land Use:  The Land Use Exposure Indicator compares the relative value of exposed assets 324 

and land along the coast. The type and the surface of land use can be derived from CORINE 325 

Land Cover2 or from cadastral maps and using either market [64], economic valuation [65] or 326 

end-user preference valuation; 327 

 Population: The indicator is based on a Social Vulnerability Indicator (SVI) approach [23,66–328 

68]. The indicator considers differences between populations along the coast based on their 329 

socio-economic characteristics and can be derived from census data. Other existing regional 330 

or national indices such as depravation index can also be used; 331 

 Transport, Utilities and Economic activities: these three impacts aim to better consider the 332 

exposure of assets leading to systemic impacts. At stake here are not only the exposed 333 

assets but also how a loss of these assets may lead to a higher order of losses (i.e. 334 

respectively traffic disruption, loss of services such as provision of water or electricity, loss or 335 

perturbation in a supply chain). The approach aims therefore to consider the exposed assets 336 

and their importance at different geographic scales (Table 3). Approaching key stakeholders, 337 

producing a schematic of the considered network and the locations of its key assets, and 338 

                                                           
2 http://www.eea.europa.eu/publications/COR0-landcover (accessed 30.11.2016) 

http://www.eea.europa.eu/publications/COR0-landcover
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valuing their importance are the recommended approach (existing approaches [13,17,69–339 

71] provide examples of valuation approaches to support such analysis for economic 340 

activities). 341 

   342 

Table 3 Systemic Exposure Indicator Values 343 

Value Rank Description 

1 None or 
Very Low 

No significant network 

2 Low Mainly local and small network  

3 Moderate Presence of network with local or regional importance 

4 High High density and multiple networks of local importance or regional 
importance 

5 Very High High density and multiple networks of national or international 
importance 

 344 

3.5  Phase 1 example of application: Ria Formosa 345 

For the case of Ria Formosa (South Algarve, Portugal), the coastal index value was obtained for each 346 
kilometre sector along the barrier islands [72] for both overwash and erosion induced by storms. The 347 
hazards were calculated by using a 50 year return period, with the overwash being computed by 348 
using the Holman [73] equation and the erosion with the Kriebel and Dean [62] convolution model. 349 
Five exposure indicators were considered (Land Use, Population and Social Vulnerability, Transports, 350 
Utilities and Business) to generate the final Exposure Indicator. For the erosion coastal index most of 351 
the area is characterized by a similar, medium, index (Figure 3), with only one area being defined as 352 
a hotspot: the central area of Praia de Faro, on the west flank of Ria Formosa. The rest of the sectors 353 
were characterized by CI values no higher than 3. Regarding the overwash coastal index two 354 
hotspots appear, Praia de Faro (as before) and Farol (Figure 3) with the remaining CI values being 355 
around 3 or lower. The main reason for the low CI values is the limited exposure, with very low 356 
exposure indicators since the area is poorly occupied. The highlighted hotspots are within the few 357 
occupied areas of the system. The obtained hotspot (namely Praia de Faro) corresponds to the 358 
sectors that suffered more damages in the area in recent years because of the impact of storms, 359 
including the partial destruction of streets, houses, bars and restaurants.  360 
 361 
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362 

 363 
 364 

Figure 3 Coastal indices distribution for Ria Formosa (Algarve, Portugal), for both 365 

overwash (upper panel) and storm induced erosion (lower panel) 366 

 367 

4  CRAF Phase 2: Hotspots Impact 368 

Assessment and Multi-Criteria Analysis 369 

Depending on the variability in receptors and hazards along the coast, CRAF Phase 1 may identify 370 

multiple coastal sectors with high exposure to hazards. In CRAF Phase 2, hotspots are identified by 371 

grouping coastal sectors into distinct contiguous sets, typically of the order of 1–10 km in length 372 

along the coast, such that the hazard and impact at each hotspot location is independent of the 373 

hazard and impact at other hotspot locations, although the source of the hazard (e.g., storm surge) 374 

may correspond between hotspots. Hotspots may comprise heterogeneous geomorphic and socio-375 

economic settings, allowing for a flexible application along the coast.  376 

CRAF Phase 2 is used to assess coastal risk at each hotspot location, and inter-compare the risk at 377 

these hotspots from a regional scale perspective. It is important to maintain the regional component 378 

of the assessment in Phase 2 as the approach considers systemic risk which can extend beyond the 379 

boundaries of the hotspot.  This furthermore allows for effective comparison between hotspots and 380 

between indicators, as well as generally improving the regional risk assessment to enhance overall 381 
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coastal decision-making. In CRAF Phase 2, the simple empirical hazard models of Phase 1 are 382 

replaced by process-based, multi-hazard models that are capable of accounting for morphodynamic 383 

feedback and the non-stationarity of storm events. Direct and indirect impacts at the hotspot, as 384 

well as systemic impacts in the region, are computed using high-resolution information on receptors 385 

in the region and the hazard extent (flooding, erosion, etc.) for each hotspot. CRAF Phase 2 allows 386 

the response approach for computing the return period of hazards adopted in Phase 1 to be 387 

maintained in the form of an extreme value distribution analysis of inundation discharge and 388 

shoreline erosion, or for a less computationally-expensive event-based approach to be adopted to 389 

compute coastal risk. 390 

 391 

4.1 Hazard computation  392 

The transformation from offshore forcing to coastal hazards in CRAF Phase 2 is achieved using a 393 

combination of high-resolution cross-shore transect models to compute coastal erosion, overtopping 394 

and overwash, and an area model to compute the flood extent in the hinterland, in a manner similar 395 

to Gallien [74]. To compute coastal erosion, overtopping and overwash, a set of cross-shore coastal 396 

transects (P; Figure 4) is defined at each hotspot that captures the alongshore spatial variability in 397 

coastal geomorphology (e.g., beach width, dune height, seawall height) and offshore forcing (e.g., 398 

wave conditions), with a typical alongshore spacing in the order of tens of metres depending on the 399 

variability of the coastal morphology.   400 

In the response approach, a series of N (Figure 4) storm events is defined from the offshore wave 401 

and water level time series used in CRAF Phase 1 using a peak-over-threshold (POT) or annual 402 

maximum (AM) method. These storm events are simulated at the representative cross-shore 403 

transects of the hotspot using the open-source, multi-hazard storm impact model XBeach [75]. This 404 

model has been selected due to its proven ability to capture storm hydro- and morphodynamics 405 

across a wide range of coastal environments (e.g., [76–79]). The 1D transect-version of XBeach is 406 

used in the CRAF to reduce computational expense relative to a 2DH approach, and allow for 407 

multiple simulations to be carried out at each hotspot, while retaining reasonable accuracy in the 408 

predicted morphodynamic response of the coast [48,80,81]. The simulated bed level changes, 409 

expressed in terms of shoreline retreat or beach and dune erosion volume, for every storm, can be 410 

fitted to an extreme probability distribution (e.g., generalized Pareto distribution when using POT to 411 

identify storms, or generalized extreme value distribution when using AM) to compute the predicted 412 

erosion set-back line corresponding to the desired return periods (Figure 4) at every hotspot 413 

transect. 414 

In addition to erosion, the XBeach model also simulates water discharges at the beach. This permits 415 

a consideration of how water discharge at the coast is affected by profile development during the 416 

storm (e.g., profile lowering during the impact of a given storm will increase the floodwater volume 417 

entering the hinterland during the event in comparison to the assumption of a static profile). The 418 

time series of storm-driven overtopping and overwash simulated by XBeach are furthermore used to 419 

compute the overwash volumes towards the hinterland relating to the return periods R. In this case, 420 

an extreme probability distribution is fitted to the alongshore-integrated overwash volume to 421 

compute the total volume reaching the hinterland for every return period. The predicted total 422 
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overwash volume corresponding to a given return period is subsequently distributed according to 423 

the contribution of each representative profile to the total, and distributed in time according to the 424 

computed temporal variation of the simulated storm events, and finally provided as boundary 425 

conditions to an overland flood model of the event. The simulation of flooding is carried out using 426 

the hydrodynamic LISFLOOD-FP model [82], which has been successfully employed to simulate 427 

inundation in fluvial and coastal areas [83,84]. The LISFLOOD-FP model provides time series of 428 

depth-averaged velocity and water depth at every model grid cell, with a spatial resolution in the 429 

order of 5–10 m, which can be used in the following step to compute the regional impact of each 430 

storm event.  431 

In the case of the event approach, the return period of an event is based on an analysis of the 432 

offshore boundary conditions (e.g., wave height, surge level), rather than of the coastal hazards (e.g. 433 

erosion set-back and overwash volume). Therefore only one XBeach simulation is computed at every 434 

representative cross-shore transect per return period R of offshore boundary conditions (Figure 4). 435 

The results of the simulation of these storm events are subsequently directly used to define the 436 

normative erosion set-backs and overwash volume relating to a given return period of offshore 437 

boundary conditions, and a LISFLOOD-FP model is used to compute hinterland flooding. 438 
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 439 

Figure 4 Flow diagram of hazard computation in CRAF Phase 2. 440 

 441 
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4.2  Impact computation 442 

The INDRA (INtegrated DisRuption Assessment model) was specifically developed for CRAF Phase 2 443 
in order to assess both direct and indirect impacts and to produce as outputs standardized indicators 444 
for a multi-criteria analysis [37]. Eight types of indicators relating to the different categories of 445 
receptors are included measured (Figure 5): 446 

• Three indicators have been utilised to measure the range of impacts for the population, i.e., 447 
the potential risk to the population during an event, the displacement time and the 448 
household financial recovery following an event;    449 

• A business financial recovery indicator and a business disruption of supply chains indicator 450 
are considered for the impact on economic activities; 451 

• An ecosystem recovery indicator highlights potential changes to ecosystems; 452 

• A regional service transport disruption indicator value potential short and long term traffic 453 
impacts; and 454 

• Up to 3 regional utility service disruption indicators can be used to consider potential change 455 
in the delivery of specific services (e.g., water, electricity). 456 

 457 

 458 

Figure 5 Impact assessment process 459 

  460 

A common five-point scale (None, Low, Medium, High and Very High Impacts) is used to measure the 461 

direct impacts from flood or erosion hazard obtained from XBeach1D – LISFLOOD-FP; each scale 462 

being associated with a threshold level. This approach was preferred to reduce issues of 463 

inconsistency units (such as for tangible and intangible in economic assessment) and of data 464 

collection and availability between case studies and between the type of impacts [27,64,85,86]. The 465 

approach aims to increase flexibility and the ease of use as scarce or rich data can be utilised. 466 

However, to maintain a degree of transparency and an opportunity to improve the assessment, a 467 

Data Quality Score is included in the approach. It consists of scoring between 1 and 5 the different 468 

input data (From “1 - Data available and of sufficient quality” to “5 - No data available, based on 469 
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multiple assumptions”). Finally a scalar method was considered appropriate as it supports a 470 

comparative approach sufficient to highlight major differences in impacts; the objective not being 471 

here to quantify losses absolutely but to compare them. The threshold levels are derived from 472 

established vulnerability assessment methods (Table 4) [38].  473 

Table 4 Direct impacts, hazard and vulnerability for different categories 474 

Category Direct impacts Hazard 

intensities 

(main) 

Vulnerability 

indicators 

References 

Built 

Environment 

 

Inundation 

damages 

Flood depth,  

Duration 

 

Depth-damage 

curves 

[27,30,64] 

Collapse  Flood depth-

velocity 

Risk matrix [87] 

Evacuation and 

collapse  

Erosion distance 

shoreline   

Distance-based 

approach 

[88] 

Population Risk to life Flood depth-

velocity 

Risk matrix [89,90] 

Ecosystems Change in 

habitats 

Duration, depth, 

sedimentation 

Impact scale  [7] 

 475 

Assessing indirect impact requires a consideration of the change in flows rather than a loss of stocks 476 

as well as the inclusion of a temporal dimension to the analysis [91]. However, there is a current lack 477 

of data and methodologies developed which associated direct and indirect losses [30,92,93]. INDRA 478 

aims to fill this gap and adopts approaches to indirect loss assessment which utilises direct impacts 479 

as an input variable (see Figure 5). To meet research and practical needs three techniques have been 480 

considered depending on available knowledge, data and resources. 481 

In the susceptibility-based approach the score is derived automatically from the direct impact 482 

assessment. The indirect impacts are included in the considered methods, with the direct impact 483 

being used as a proxy. This is the case for risk to life and ecosystem. For instance, the outcomes are 484 

expressed in terms of potential change and recovery period for the ecosystems [7] – in the case of 485 

salt marshes their locations (i.e. open coast, estuary, back barrier), the tidal range, the water depth 486 

and the wave height are considered as key factors to estimate the level of changes (see Table 5). 487 
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Table 5 Ecosystem Impacts for Salt Marshes (from Viavattene et al. [38]) 488 

 489 

 490 

In the matrix-based approach an indirect impact value is associated with a direct impact scale. Such 491 

an approach is used for household displacement, and household and business financial recovery. 492 

Specific novel methodologies have been developed based on a semi-qualitative matrix approach to 493 

establish these values. The household displacement value is calculated using a matrix distributing, 494 

for each impact level, the proportion of households being displaced for different durations (Table 6). 495 

A separate matrix for businesses and households permits an estimation of the likely degree of 496 

financial recovery through combining direct impact information (i.e. the severity of the event) with 497 

the presence or absence of a series of financial recovery mechanisms (including government 498 

compensation, government and private-market insurance, tax relief, charitable assistance, welfare 499 

relief) and utilises a score from 1 to 5 (full financial recovery to very low financial recovery). The user 500 

is required to distribute the households/businesses with each type of financial mechanism utilising 501 

existing or new survey data. 502 

      503 

 504 

 505 

 506 

 507 

 508 

 509 

 510 
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Table 6 Example of distribution of household properties and scores for different 511 

recovery mechanisms and flood damage direct impact in North Norfolk  512 

Financial 

Recovery 

Mechanism 

Distribution 

of total 

population 

(%) 

Financial Recovery Matrix Score 
Low 

Impa
ct 

Mediu
m 

Impact 

High 
Impact 

Very 
High 

Impact 

No Insurance 12 2 3 4 5 

Self-Insured 2 1 2 3 4 

Small Govt. 

compensation 

0 1 2 3 4 

Large Govt. 

compensation 

0 1 1 2 3 

Partly-

Insured 

21 1 2 3 4 

Fully-Insured 65 1 1 1 2 
 513 

A third approach has been developed to allow the assessment of indirect impacts associated with 514 

networks (transports, utilities and business supply chain) and to avoid either the too simplified 515 

option of using proxy values based on empirical analysis, which are also difficult to transfer from one 516 

case to another, or the too challenging and complex flow modelling techniques [26,37,64,91]. 517 

Network analysis, which is faster and less data-demanding, was selected as the best approach. In 518 

each case the network is represented by a set of nodes (road junction, business tier, and services 519 

production and distribution assets) and by a set of links between the nodes (roads, supply link, 520 

distribution lines). The assessment considers changes in the structural properties of the network 521 

over time following an event considering the reinstatement time of individual impacted nodes and 522 

links and derives indicators using network analysis concepts (e.g. connectivity, shortest pathways, 523 

degree of centrality, closeness) [94]. For the transport category, the indicators combine a 524 

Connectivity Ratio and a Time Ratio. The Connectivity Ratio gives information on the loss of 525 

connectivity between locations. The Time Ratio aims to represent the scale of increased travel time 526 

from one location to another. For utilities, the indicator combines a connectivity loss ratio (e.g., 527 

percentage of loss of connection to a source) and an imbalance value (i.e. the demand exceeds the 528 

supply). For businesses the indicator assesses the reduction in the supply capacity of each of its 529 

economic tiers weighted by their relative economic importance. 530 

4.3  Multi-Criteria Analysis and hotspot selection 531 

In order to rank and reach a consensus on the selected hotspot(s), the various indicators need to 532 

reflect the perspectives of various stakeholders. A Multi-Criteria Analysis (MCA) is considered here 533 

as an appropriate and widely used approach support transparent decision-making between various 534 

stakeholders [85,95–100]. Of the various MCA techniques available, the CRAF uses a multi-attribute 535 

decision-making approach with weighted summation to score the different hotspots by transforming 536 

all criteria onto a commensurable scale, multiplied by weights and finally summed to attain an 537 

overall utility [101]. In CRAF Phase 2 each criterion values the impact indicators from a regional scale 538 

perspective (Table 7) and is scaled from 0 to 1 (no impact to full impact). For household 539 

displacement, and household and business financial recovery, every household and business in the 540 
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region are scored from 0 to 5 (0 no impact to 5 worst impact); the standardisation consists in the 541 

summation of all the property scores versus a worst case scenario (all properties impacted at a level 542 

5). The same principle is used for risk to life and ecosystems but is based on the land use area. For 543 

the regional business, transport and utility disruption the standardisation is already included within 544 

the indicator calculation at every time step of the simulation and simply requires integration over 545 

time. Each criterion can be weighted by the stakeholders to express their preference using a value 546 

between 0 and 100, the total of the weights being equal to 100.  547 

 548 

Table 7 Indicators and standardisation process 549 

Criteria Standardisation Variables 
Household 
displacement 

 

 
∑ 𝐻𝑑𝑖

𝑛
𝑖=0

∑ 5𝑛
𝑖=0

 

n= number of household property 
Hd = displacement score for each 
household property (0-5) 

Household financial 
recovery 

 

 
∑ 𝐻𝑓𝑟𝑖

𝑛
𝑖=0

∑ 5𝑛
𝑖=0

 

n=  number of household property 
Hd = financial score for each 
household property (0-5) 

Business financial 
recovery 

∑ 𝐻𝑓𝑟𝑖
𝑛
𝑖=0

∑ 5𝑛
𝑖=0

 
n= number of business property 
Hd = financial score for each business 
property (0-5) 

Regional Business 
Disruption 

∑ 1 −
1

∑ 𝑊𝑒
 ∑ (𝑊𝑒𝑖 ∗

𝐶𝑖𝑚𝑝𝑖

𝐶𝑛𝑜𝑟𝑚𝑖
 𝑑

𝑖=1 )

𝑡
 

t= simulation time 
d= tier node 
We= economic importance of a tier 
node 
Cimp = capacity of a tier node after the 
event 
Cnorm= capacity of a tier node before 
the event 

Ecosystem recovery ∑ (𝑆𝑖 ∗ 𝐸𝑉𝐼𝑖)𝑛
𝑖=0

∑ (𝑆𝑖 ∗ 4)𝑛
𝑖=0

 
n= number of ecosystem land use 
S = ecosystem area  
EVI = ecosystem impact score (0-4) 

Risk to life 
 
∑ (𝑆𝑖 ∗ 𝑅𝑡𝐿𝑖)𝑛

𝑖=0

∑ (𝑆𝑖 ∗ 4)𝑛
𝑖=0

 
n= number of land use with presence 
of population 
S=  land use area 
RtL = ecosystem impact score (0-4) 

Regional Utilities 
Disruption 

∑ 𝐼𝐶𝑙 ∗ 𝐼𝑠𝑙)𝑡
𝑖=0

𝑡
 

t = simulation time 
Icl= percentage of connectivity loss  
Isl=Imbalance between demand and 
supply 
 
 

Regional Transport 
Disruption 

∑
WDimpi

WDnormi
 ×  

TLnormi
TLimpi

t
i=0

t
  

t = simulation time 
WDimp connectivity after the event 
WDnorm connectivity before the event 
TLimp Time lengthening after the 
event 
TLnorm Time lengthening after the 
event 

 550 
 551 
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4.4 Phase 2 example of application: the North Norfolk coast 552 

For the English North Norfolk case study (see Christie et al. [15] for more details) two hotspots, 553 

(Wells and Brancaster) were compared. The hazards were calculated using XBeach on 41 transects 554 

for Brancaster and 58 for Wells for a 1 in 115 year return period storm event (return period 555 

representative of the 2013 extreme surge event). The flood intensities were generated with a 2D 556 

LISFLOOD-FP model using a grid of 200m*200m resolution. Eight impacts indicators were considered 557 

in the assessment (Risk to life, Household Financial Recovery, Household Displacement, Business 558 

Financial Recovery, Business Disruption, Natural Ecosystem, Agriculture and Transport Disruption) 559 

(Table 8). The Data Quality Scores obtained were either 2 (Data available but with known 560 

deficiencies) or 3 (No data available/poor data use of generic data but representative enough to 561 

compare the hotspots). Three groups were represented for weighting the MCA by expert judgment 562 

(Neutral preference, preference for household and business, preference for ecosystem), the 563 

maximum weighing for an indicator never exceeding 35 of 100. If the household and business are 564 

preferred, Wells obtained a higher score with the business disruption indicator balancing the score 565 

in favour of Wells. In the other cases Brancaster is clearly the potential hotspot, where the score is 566 

largely influenced by the ecosystem impact indicator. The Data Quality Score for both being of 3, 567 

improvement should be expected and prioritized for calculating the ecosystem and the business 568 

disruption indicators.   569 

Table 8 Impact assessment results for North Norfolk case study (adapted from Christie et 570 

al.  [15])  571 

Category Data source Data Quality 
Score 

Wells Score 
(10-4) 

Brancaster 
Score (10-4) 

Range of MCA 
Weight 

Risk to life National 
receptor dataset 

3 8.3 0.9 12.5-35 

Household 
Financial 
Recovery 

Office for 
National Statistic 
and insurance 
penetration data 

2 1.4 0.8 5-12.5 

Household 
Displacement 

Insurance claims 
data 

2 1.3 1.1 5-15 

Business 
Financial 
Recovery 

Insurance 
penetration data 

3 9.1 0 5-15 

Business 
Disruption 

Tourism 
industry (grey 
literature and 
local experts)  

3 22.5 0 5-12.5 

Natural 
Ecosystem 

Land cover data 
(Freshwater 
grazing marsh 
and salt marsh) 

3 31.6 136.4 5-20 

Agriculture Land cover data 
(Mainly winter 
cereals) 

3 0.3 11.2 5-12.5 

Transport 
Disruption 

National 
transport data  

2 24.9 0 10-20 
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5 Discussion 572 

The Coastal Risk Assessment Framework was applied on 10 different regional coastal cases in Europe 573 

(e.g., Sweden, Germany, Belgium, England, France, Portugal, Spain, Italy (2), and Bulgaria) by various 574 

research teams in collaboration with their local end users. Such diversity of applications allows the 575 

testing of the approach in different coastal environments; not only in different in terms of physical 576 

and socio-economic characteristics but also in various scientific and cultural contexts.  577 

The Coastal Index framed the application by providing a few rules (e.g., a similar assessment per 578 

sector, the use of response approach if possible, the type of indicators and their valuation) to 579 

maintain consistency in the analysis. However, the limited rules provided in the CRAF Phase 1 580 

provide sufficient flexibility for the user to choose the best available method and data to perform 581 

the regional analysis. As such, the response approach was used on the majority of the cases where 582 

large data sets of measures or hindcast data exist and different empirical models were used or 583 

adapted (e.g., Holman [73] or Stockdon et al. [58] for run-up level, the simplified Donnely [52] for 584 

overwash extent; Hedges and Reis [102] or EurOtop for overtopping [103], Kriebel and Dean [62], 585 

Mendoza and Jiménez [59] for storm-induced beach erosion). In certain cases, due to the complexity 586 

of the coast and a lack of existing skills and resources, less simplified approaches such as X-Beach 1D 587 

model were preferred. Similarly, for estimating the hazard extent approaches were varied, ranging 588 

from the simple use of a buffer zone approach to fast 2D flood solver techniques.   589 

Clear differences in assessing the exposure indicators were revealed by their applications within the 590 

case studies. Information on land use, population (e.g. census data) and transport are commonly 591 

available. Where the European dataset CORINE Land Cover was proposed for the land use valuation, 592 

a more detailed cartography map was used in most cases. Local transport maps were also preferred. 593 

Although existing social vulnerability indicators were predominantly not available, national census 594 

data permitted the development of a social vulnerability indicator without difficulty. An additional, 595 

general issue was that the scale of information was often too low to permit a clear discrimination 596 

between coastal sectors. The economic activities indicator was not so straightforward. It required an 597 

investigation of the specific regional economic context and its important economic activities. As 598 

such, the development of case specific evaluation approaches was required including if possible,   599 

the involvement of stakeholders (e.g., tourist information and businesses locations when focusing on 600 

one specific sector such as tourism, economic sector indicators when a range of economic activities 601 

are at stake). Defining the exposure and importance of utility assets and their services remained a 602 

challenging task and was often based on expert judgments or a quick survey assessment due to the 603 

absence of network maps and/or difficulties in accessing restricted information. As a result this 604 

indicator remains tentative in many case studies. For all indicators the involvement of the 605 

stakeholders was a key process to gather information, improve the indicators valuation and increase 606 

the confidence in the index approach. Overall it should also be noted that the coastal analysis 607 

benefited to be within the “regional” administration avoiding the comparison of indicators produced 608 

from heterogeneous sources of data. 609 

It was also critical to involve stakeholders in the definition of the coastal index return periods to be 610 

considered and therefore a variety of return periods were selected ranging from 10 to 100 years for 611 

most case studies (unprotected coasts), and up to 1000 years for protected coasts. It should be 612 
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noted that there is more confidence in the results for lower return periods due to the higher quality 613 

of the time series. Furthermore, the use of both a worst case scenario and an average scenario as 614 

well as the use of different return periods acts as a  counterbalance to the simplicity of the approach 615 

and facilitates the identification of hotspots with the stakeholders.  616 

Validation was performed using historical information, existing evaluation and local expertise (the 617 

Italian Emilia-Romagna case study is a good example [13]). 22 costal indices were produced across 618 

different regional case studies. In some case studies at least two coastal indices were calculated to 619 

represent different hazards, mainly flooding and erosion. In some cases, different return periods 620 

were also tested. 18 indices scored high specific coastal sectors which correspond to coastal zones 621 

identified as known hotspots and no known hotspots by the end users remained unidentified. Slight 622 

deviations in hotspot location were reported but no major deviations were recognised. Validation 623 

was difficult in some cases due to differences between very recent changes to coastal management 624 

protection defences and the use of historical records. Main limitations in the approach appeared 625 

when adopting a simplified approach or by the use of one profile per sector to represent a complex 626 

coastal system and its hinterland. In such cases, an improvement would be to apply the coastal index 627 

with smaller sectors to better capture specific profiles of the coastline and to use the worst case 628 

scenarios rather than the average scenarios to perform the identification. Another option is to lower 629 

the threshold of identification and to perform CRAF Phase 2 analysis on a greater number of 630 

potential hotspots.     631 

In most regional case studies, two hotspots identified in Phase 1 were compared in Phase 2. The 632 

coupled 1D XBeach and LISFLOOD models were applied on most case studies although variations 633 

between case studies were observed in the choice of profiles and elevation grid resolution (up to 634 

10m*10m). However, conceivably any other fast and efficient dynamic flood solver could be used 635 

(for instance the numerical modelling system SELFE was preferred by the French Case study (La 636 

Faute-sur-Mer)). Dynamic models were preferred to static models in order to avoid the potential for 637 

overestimation and, in some cases, underestimation of flood extent [104]. Based on the 638 

recommendation in Vousdoukas et al. [105] the method of calculation of the inundation has been 639 

extended by including the XBeach model wave effects on the total water level, including wave run-640 

up and overwash, and the morphodynamic response of the coast.  641 

Improvement in hazard intensities assessment may only benefit risk assessment if sufficient data are 642 

available to assess the exposure and the various impacts. In most regional case studies it was 643 

possible to access information on the georeferenced location of the land uses. Nevertheless, 644 

detailed information about the receptors’ characteristics and their associated susceptibility was 645 

unavailable and the robustness of the assessment might only have been improved by detailed 646 

additional surveys to gain additional knowledge. By default, therefore, generic property types (e.g. 647 

residential and non-residential properties) and vulnerability curves were used for an initial 648 

assessment. The use of simplified impact thresholds facilitates a direct impact assessment in data 649 

poor environments; yet detailed data should be sought if necessary.  650 

Similar results were observed for the indirect indicators. Table 9 provides the data quality scores 651 

obtained for each indicator from the case studies. However, despite the provision of a standardised 652 

quality score classification, each case study may have a slightly different perception of data quality.  653 

It is important to recognise, however, that data quality scores may be case specific and also reflect 654 
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the stakeholder participation processes within the CRAF. Therefore, no proper harmonisation of the 655 

data quality scores have been performed between the case studies; and there is a need to be 656 

cautious when comparing results, however we consider that the following lessons can be learned.  657 

Most of the indicators were assessed with generic data considered representative or available for 658 

the regional or national scale but with known deficiencies. For the risk to life indicator only one case 659 

was reportedly able to perform an assessment with sufficient data, as research was performed on 660 

the area following a recent catastrophic event, otherwise other case studies referred to a generic 661 

existing risk to life matrix provided by a previous European research project ([90]). For household 662 

displacement, the lack of evidence to support the analysis was particularly stressed due to the lack 663 

of surveyed evidence and/or of recent dramatic events. Both financial recovery indicators were 664 

based on national policy figures and applied uniformly for all receptors in the region; except for the 665 

English case where sub-regional differentiation was possible. This lack of data limits the potential to 666 

compare hotspots on financial recovery and socio-economic differences rather than on the simple 667 

consideration of direct impacts. Sufficient data were available and accessible for evaluating 668 

transport service disruption as it only requires the mapping of the regional network and an 669 

evaluation of the different locations. However, data were lacking on road elevation and on the 670 

susceptibility thresholds, and therefore in both cases generic values were used. The degree of 671 

subjectivity in valuing the importance of locations was also questioned in some cases. Very simple 672 

business supply chains were used to assess business disruption and difficulties in gathering 673 

homogeneous and sufficient information to support the assessment were recognised. The approach 674 

remained complex and difficult to apply for most of the users. Further research as well as the need 675 

for better data collection was clearly identified for this indicator. Mixed data quality scores were 676 

obtained for the ecosystems assessment and only one case applied the utility services disruption 677 

indicator, therefore additional applications on other cases are necessary to provide an evaluation of 678 

these approaches.  679 

 The contribution of the different indicators to the total hotspot score varies between case studies 680 

highlighting differences in socio-economic context of the different regions. The percentage 681 

contribution of each indicator to the total hotspot score has been calculated for each hotspot and 682 

the indicators contributing more than 20% are reported in Table 10. In general two or three 683 

indicators dominate the final result and, therefore, an improvement of the data quality score 684 

associated with these indicators should be prioritised. For certain regional case studies if significant 685 

differences in land use exist between hotspots, indicators may dominate in one hotspot and not the 686 

other. This information is reported in the last column of Table 10 and highlights that two situations 687 

may occur. The same indicators are considered for comparing the identified hotspots. Such a 688 

situation reduces conflict in decision-making as a common assessment approach is used and 689 

stakeholders may have agreed on similar weighting within the MCA. In such cases robustness can be 690 

improved by identifying and reducing uncertainties on the major differences between the two 691 

hotspots for the considered indicator. In other situations, whereby different indicators dominate 692 

between identified hotspots, the selection of the critical hotspot may be inhibited by poor data 693 

quality and incomparability of the assessment. Although the cases of Kiel, Ria Formosa, Kristianstad, 694 

Liguria and the Catalonian coast are illustrative of multiple dominant indicators, hotpot selection 695 

was possible in these situations as one hotspot score always clearly outranked the others. Indeed in 696 

all ten regional case studies the users validated the results obtained using CRAF Phase 2. 697 
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Table 9 Distribution of case studies data score quality per indicator (all indicators are not 698 

necessarily assessed in a case study). 699 

Data Quality  Data available 
of sufficient 

quality 

Data 
available 
but with 
known 

deficiency 

No data 
available/po

or data 
Use of 

generic data 
but 

representati
ve enough 

No data 
available/po

or data 
Use of 

generic data 
but likely 

not 
representati

ve  

No data 
available, 
multiple 
assumpti

on 

Risk to Life 1 0 8 1 0 

Ecosystems 0 1 2 1 1 

Household Displacement 0 1 5 2 2 

Household Financial Recovery 0 4 4 1 1 

Businesses Financial Recovery 0 4 3 1 2 

Regional Business Disruption 0 0 4 1 2 

Regional Utilities Service 
Disruption 

0 1 0 0 0 

Regional Transport Service 
Disruption 

0 8 0 0 0 

Total 1 19 26 7 8 

 700 

Table 10: Prevailing indicators in the selection process per regional case study    701 

 Number of 
dominant 
indicators 

(>20% of the 
total score for 
one hotspot) 

Indicators Different 
indicators 
between 
hotspots 

NorthForfolk 2 RisktoLife, Natural Ecosystems No 

Emilia-
Romagna 

1 Business disruption No 

Kiel 4 RisktoLife, Natural Ecosystems, business financial recovery, 
transport 

Yes 

Belgium 4 Household displacement, household financial recovery, business 
disruption, transport 

No 

Ria Formosa 2 Household displacement, business disruption Yes 

Kristianstad  2 Business disruption, household financial recovery Yes 

Varna 1 Business disruption No 

Liguria 3 Household and Business financial recovery, business disruption Yes 

Catalan 
Coast 

3 Business financial recovery, business disruption, transport Yes 

Faulte sur 
Mer 

3 Risk to life, business financial recovery, transport No 

 702 

 703 
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6  Conclusion 704 

The CRAF supports decision-makers by providing them with a framework, with associated guidance 705 

documents and models, with which to screen the regional coast in the identification and selection of 706 

hotspots where detailed modelling and risk reduction measures should be considered. The 707 

framework is flexible enough to be applied in various geomorphological and socio-economic 708 

contexts, and in data-poor and data-rich situations. A two-step approach has been chosen to allow 709 

fast and efficient scanning of large sections of the coast and as well as for incorporating novelties 710 

and required changes for a better integrated and systemic risk assessment. Key benefits and 711 

novelties of the framework include its multi-hazard assessment capacity, the consideration of the 712 

probability of hazards that affect receptors (e.g., erosion and flooding) rather than the 713 

meteorological and marine boundary conditions leading to the hazard (e.g., offshore wave height 714 

and surge), the assessment of indirect and systemic impacts and the inclusion of a recovery period 715 

analysis.  716 

Phase 1 provides a framework for a traditional screening approach that generates sectorial coastal 717 

indicators and is aimed at identifying higher risk areas. The CRAF recommends the use of a response 718 

approach, except in the case of significant lack of long time series of forcing conditions and simple 719 

empirical models to compute the hazard. In Phase 1, the impact assessment is deliberately restricted 720 

to the presence and importance of receptors but includes an evaluation of regional networks to 721 

better consider potential systemic effects. 722 

Phase 2 is the most innovative component of the framework, addressing challenging issues in coastal 723 

risk assessment, including the consideration of multi-hazards, morphodynamic feedback, non-724 

stationarity of storm-events as well as systemic impacts. The hotspots are compared using a Multi-725 

Criteria Analysis from a regional scale perspective, incorporated in the impact assessment model 726 

(INDRA) developed for this purpose. The methods for assessing the indicators were developed 727 

considering potential data availability, complexity of the techniques and limitation of resources. In 728 

particular INDRA includes innovative assessment techniques based on network analysis and a semi-729 

qualitative matrix approach. 730 

The CRAF also offers the possibility of involving stakeholders at different stage of the process. As 731 

such it allows a comprehensive research and knowledge-based discussion on the selection of 732 

hotspots, in which the quantitative results and stakeholder engagement is combined to provide 733 

impact outcomes. Engaging with stakeholders can support the collection of information, the 734 

valuation of assets at risk, the weighting of criteria and the co-validation of the results. The 735 

framework was developed as such that a learning process is involved allowing a common 736 

understanding of the limitations and a critical analysis of the results achieved. Furthermore, the 737 

CRAF also supports an evaluation of necessary efforts in future data collection in particular by the 738 

use of a Data Quality Score. While sufficiently flexible to be applied in data-poor situations, the CRAF 739 

Data Quality Score provides insight into the effect of uncertainties in the risk evaluation and hotspot 740 

ranking due to lack of data, or low confidence in existing datasets, and can thus be used by coastal 741 

managers to assess their confidence in coastal management decisions and prioritise the collection of 742 

the most relevant data. 743 
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The CRAF has been developed and tested within the RISC-KIT project as a prototype and further 744 

research and development will be required in particular for Phase 2. A fully integrated approach is 745 

still required to assess the probability of occurrence, i.e. the inclusions of the consequences in the 746 

response approach. Certain impacts are not fully considered in the INDRA model such as cascading 747 

effects between different networks, impacts on public services, or the health impacts. Further 748 

research should be sought to examine the potential for the stakeholders’ involvement and to 749 

investigate the influence of the different standardization techniques and the MCA on the final 750 

results and the selection process. Limitations in the use of the framework are inherent to the lack of 751 

data, such as long-term datasets for the response approach, surveys on insurance penetration or 752 

recovery time, and detailed information on networks (e.g. business supply chain, critical 753 

infrastructure).  754 
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