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The use of the Cognitive Reflection Test as a covariate to explain behavior in Economics and 

Psychology experiments has significantly increased in the past few years. Experiments have shown its 

usefulness in predicting behavior. However, little is known about if the test is gender biased, whether 

incentives matter or how different implementation procedures impact outcomes. Here we report the 

results of a meta-study of 118 Cognitive Reflection Test studies comprising of 44,558 participants 

across 21 countries. We find that there is a negative correlation between being female and the overall, 

and individual, correct answers to CRT questions. Monetary incentives do not impact performance. 

Regarding implementation procedures, taking the test at the end of the experiment negatively impacts 

performance. Students perform better compared to non-students. We obtain mixed evidence on whether 

the sequence of questions matters. Finally, we find that computerized tests marginally improve results. 
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1. Introduction 

In this meta-study we test for several of the empirical regularities regarding the Cognitive Reflection 

Test (Frederick, 2005) reported in several Economics and Psychology experiments. We have a 

heterogenous sample of studies characterized by differences in geographical location, incentives, 

non-student samples, lab/field based, etc. We test for whether the reported gender differences hold and 

whether monetary incentives significantly impact the number of correct responses in the Cognitive 

Reflection Test (henceforth CRT). Our meta-study also compares the CRT results for student and 

non-student samples of participants. We also test for whether different procedures such as the timing of 

the CRT, the use of computerized settings, or increased exposure to the CRT over the years has any 

impact on the observed results. 

The CRT was first proposed by Frederick (2005) and since then has been extensively used in the 

Experimental Economics and Psychology literature. Frederick proposed the test based on a dual-system 

theory (e.g. Epstein 1994; Sloman 1996; Stanovich and West 2000; Kahneman and Frederick 2002) 

made up of two cognitive processes: System 1, executed quickly without much reflection and System 2, 

more deliberate and requiring conscious thought and effort. The questions in the CRT have an 

immediate (intuitive) incorrect response (System 1). However, the correct response requires some 

deliberation, i.e. the activation of System 2. The standard CRT test consists of the following three 

questions: 

 A bat and a ball cost $1.10 in total. The bat costs $1.00 more than the ball. How much does the 

ball cost? (Intuitive answer 10, correct answer 5). 

 If it takes 5 machines 5 minutes to make 5 widgets, how long would it take 100 machines to make 

100 widgets? (Intuitive answer 100, correct answer 5). 

 In a lake, there is a patch of lily pads. Every day, the patch doubles in size. If it takes 48 days for 

the patch to cover the entire lake, how long would it take for the patch to cover half of the lake? 

(Intuitive answer 24, correct answer 47).4 

                                                            
4 We will refer to the first, second and third questions as "B&B” (Bat and Ball), “Machines" and “ Lillypad", 

respectively. 
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Frederick (2005) found that individuals with high CRT scores are more patient and more willing to 

gamble in the domain of gains. He also provided evidence that the CRT scores are highly correlated 

with some other tests of analytic thinking (e.g. ACT, SAT and WPT) and that males on average score 

higher on the test. Toplak et al. (2011) claim that the CRT can be viewed as a combination of cognitive 

capacity, disposition for judgement and decision making. They argue that the CRT captures important 

characteristics of rational thinking that are not measured in other intelligence tests. Below we discuss 

the results from CRT related studies. 

Since Frederick (2005), several researchers have adopted the CRT as a measure of cognitive abilities 

and have studied its predictive power in decision making (e.g. Oechssler et al. 2009; Campitelli and 

Labollita 2010; Hoppe and Kusterer 2011; Besedes et al. 2012; Andersson et al. 2013; Moritz et al. 2013 

Neyse et al. 2016). Oechssler et al. (2009) investigate whether behavioral biases are related to cognitive 

abilities. Replicating Frederick (2005), they find that participants with low scores on the CRT are more 

likely to be subject to the conjunction fallacy and to conservatism in updating probabilities (also see 

Liberali et al. 2012; Alós-Ferrer and Hügelschäfer 2016). Meanwhile, Bosch-Doménech et al. (2014) 

find biological underpinning´s for CRT performance relating the 2D:4D ratio and performance on the 

CRT. They find that a lower 2D:4D ratio (reflecting a relative higher exposure to testosterone) is 

significantly associated with higher scores on the CRT. Neyse et al. (2016) find that controlling for 

cognitive capacity using CRT they find that subjects with higher financial literacy are better in choosing 

optimal investments.  

Some authors have also looked at the role of cognition in experimental consumer goods markets 

(Alexander et al. 2018) where System 1 responses in economic transactions can alter market 

equilibrium. Buyers may intuitively feel that the correct response to a high-pressure offer is to reject it, 

thereby reducing the profitability of that technique. Others have found that high CRT scores are 

significantly related to search efforts (Lukas et al., 2019) in experimental markets. Königsheim, Lukas, 

Nöth (2019) have meanwhile used the CRT to study how subjects focus on the task at hand. Sheremeta, 

R. M. (2018) has finds that participants who are more impulsive overbid more in contests. Meanwhile, 

Ruffle and Wilson (2018) use CRT to study risk behaviour is tattooed individuals. 

The CRT has also been found to be a good predictor of the degree of strategic behavior in laboratory 

experiments (e.g. Brañas-Garza et al. 2012; Carpenter et al. 2013; Kiss et al. 2016 etc.). It is a useful test 

to measure strategic behavior as it not only captures reflective processes but also the ability to execute 
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small computational tasks (Corgnet et al. 2015). Brañas-Garza et al. (2012) investigate the relationship 

between CRT outcomes and subject performance in the repeated feedback-free p-Beauty Contest Game 

(Nagel 1995), where a higher level of reasoning indicates better strategic behavior. They find that 

individuals with higher scores on the CRT choose numbers closer to the Nash equilibrium meanwhile 

they find that other measures of cognitive abilities (e.g. Raven) have a smaller or not significant effect in 

predicting subjects’ choices. Kiss et al. (2016) look at the effect of CRT on withdrawal decisions in an 

extended version of Diamond and Dybvig’s (1983) bank-run game. They find that participants with 

higher cognitive abilities (as measured by the CRT) identify the dominant strategy when strategic 

uncertainty is present in the game. The above evidence indicates that the CRT could also help us in 

identifying strategically sophisticated subjects5. 

It is now well established in the Behavioural Economics and Psychological literature that subjects with 

greater cognitive abilities are other-regarding (e.g. Ben-Ner et al. 2004; Chen et al. 2013). In recent 

years the link between CRT scores and social preferences has been investigated (Corgnet et al. 2015; 

Peysakhovic and Rand 2015; Ponti and Rodriguez-Lara 2015; Cueva-Herrero et al 2016). Corgnet et al. 

(2015) find that individuals with a high CRT score are more likely to make altruistic choices in simple 

non-strategic decisions. Their choices increase social welfare by increasing the other person’s payoff at 

a very low (or none) cost for the individual. On the other hand, the choices of less reflective subjects are 

more correlated with spiteful motives. 

There is also evidence regarding the relationship between behavioral biases and cognitive reflection in 

the literature on behavioral finance and experimental asset markets (e.g. Cheung et al. 2014; Noussair et 

al. 2014; Corgnet et al. 2014; Bosch-Rosa et al. 2015; Holt et al. 2015 etc.). Corgnet et al. (2014) find 

that high CRT subjects earned significantly more on average than the initial value of their portfolio 

while low CRT subjects earned less. Interestingly, subjects with low CRT scores were net purchasers 

(sellers) of shares when the price was above (below) fundamental value while the opposite was true for 

subjects with high CRT scores. Bosch-Rosa et al. (2015) run a battery of tests to assess subjects 

cognitive sophistication and then classify subjects into low or high levels. They find that if subjects with 

only low cognitive abilities are trading in an experimental asset market it will lead to the classic asset 

                                                            
5 An exception to this Hanaki et al (2016) who find that Raven’s test score is a more reliable predictor of strategic behavior 
than CRT score: whenever the latter predicts behavior, the former does too, but not vice versa. Subjects with higher Raven’s 
test scores are more likely to use the dominant strategy and to best respond to other player’s dominant strategy. Unlike those 
with low Raven’s test score, they also react to the presence of strategic uncertainty. 
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market bubble. However, asset markets with only high cognitive sophistication trade close to their 

fundamental values. In a recent paper Holt et al. (2015) study gender differences in an experimental 

asset market where participants answer the standard CRT questions (with an additional mathematical 

question). Though they observe no gender differences in bubble formation, they find that male subjects 

performed better on all questions, and the difference was largest for the more mathematical (speed) 

question. 

Another important issue is regarding gender differences. It has been shown that males consistently score 

significantly higher on the CRT than females (e.g. Frederick 2005; Hoppe and Kusterer 2011; Holt et al. 

2015; Cueva-Herrero et al. 2016 etc.). This agrees with the findings in the experimental literature that 

show that males have higher mathematical abilities and score higher than females on math tests (e.g. 

Benbow and Stanley 1980; Aiken 1986-1987; Benbow et al. 2000; Mau and Lynn 2010 etc.). 

An important question in both Economics and Psychology is regarding the use of incentives in 

experiments. The effect of incentives on CRT responses has not been directly studied so far. The 

available evidence regarding how incentives affect outcomes is split, i.e. whether incentives matter or 

not is context dependent. For example, Riedel et al. (1988), Scott et al. (1988) and Duckworth et al. 

(2011) find a positive relationship between monetary incentives and performance levels meanwhile, 

others (e.g. Jenkins et al. 1998; Camerer and Hogarth 1999; Bonner and Sprinkle 2002) find evidence to 

the contrary. Studies that reject the impact of monetary incentives on performance outcomes argue that 

while it increases effort, it either doesn’t improve performance at all or it only increases the performance 

of those who possess better cognitive abilities (Awasthi and Pratt 1990)6. 

Another issue has to do with external validity of laboratory experiments. That is, it is not clear as to how 

much the results from the laboratory (with university students) can be extrapolated to choices made by 

non-students. The evidence, again, is mixed. That is, there are mixed views on whether studies 

conducted with (volunteering) university students provide reliable results (Peterson 2001; Levitt and 

List 2007; Falk and Heckman 2009; Falk et al. 2013; Exadaktylos et al. 2013). Common objections are 

that student subject pool sample sizes are small and not representative. Given our large sample we can 

address this issue in the context of the CRT. 

                                                            
6 The cognitive characteristic examined by Awasthi and Pratt (1990) is perceptual differentiation (PD) i.e. an individual's 

ability to perceptually abstract from a complex setting certain familiar concepts or relationships. 
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We also look at the effect of positioning of the CRT compared to the main experiment. If CRT is of 

interest in finding covariation with decisions made in the experiment then it becomes important to 

understand whether timing matters. If cognitive load diminishes decision making ability then we would 

expect better performance the earlier is the test taken in the experiment. 

Finally, we study the issue of prior experience with the CRT. This has to do with the point made by 

Toplak et al. (2014) where they argue that if the CRT is commonly used it is probable that individuals 

may have become familiarized with it. Figure 1 presents the total number of working and published 

papers included in our analysis over the period of 2007 to 2015. It is clear that in recent years the CRT 

has been increasingly used. The direct concern raised by Toplak et al (2014) is difficult to test with our 

data as we have no information on repeat takers of CRT. Further, note that this matter is confounded 

with the frequent use of the Amazon Mechanical Turk (AMT henceforth) platform for running 

experiments (for review on AMT see Paolacci et al. 2010; Buhrmester et al. 2011; Goodman et al. 

2013). Given this study whether the year a particular CRT study was conducted and whether it was 

conducted on line affected test scores. This issue is also related whether different administration modes, 

i.e. computerized or paper-and-pencil, provide significantly different outcomes (e.g. George et al. 1992; 

King and Miles 1995; Cole et al. 2006 etc.). We will also be studying this with our data. 

Figure 1. Number of papers in our meta-study according to the year the papers were published 
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The paper is organized as follows. Section 2 presents the procedures and techniques used for data 

collection. Section 3 provides the results. Section 4 concludes. All additional information is in the 

Appendix. 

2. Procedures 

2.1. Data collection 

The information and data on the CRT were obtained through two channels. First, an e-mail inviting 

members of the Economic Science Association (ESA) was sent. In addition, a reminder e-mail was sent 

before the process was closed in June 2015. Respondents were provided with an online survey where 

they could input information about their study. Figure A1 (Appendix 2) presents a screen shot of the 

actual questionnaire that researchers were asked to fill out. 

Second, we searched for research articles using the phrase “Cognitive Reflection Test” on Google 

Scholar. If an article was identified as one where the CRT was conducted the corresponding author was 

e-mailed the survey. The researchers were asked to respond to the following questions on the survey: 

 Total Number of CRT participants (and the number of females among the total). 

 How many of the total answered the B&B, Machines, and Lillypad questions correctly (and the 

number of females among them). 

 Out of the total how many participants answered all Three, Two or One question(s) correctly 

(and the number of females among them). 

 Whether the subjects received monetary incentives for correct answers. 

 Whether the CRT was computerized or it was a paper and pencil test. 

 The order of the CRT questions. 

 Whether the CRT was conducted before, in-between or after the experiment. 

We contacted 190 authors through e-mail and received information on 118 studies (62%) in total 

through filling out the survey (in some cases the authors had multiple studies). The corresponding 

authors we contacted (based on our Google Scholar search) represent roughly all the papers we could 

identify that used the CRT. Due to a considerable number of invitees declining to participate, our study 

may be hampered by self-selection bias. However, some degree of self-selection when inviting 
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researchers to participate in a meta-analysis is almost inevitable. We still managed to obtain studies 

from a wide range of disciplines, both published and unpublished, and have considerable heterogeneity 

in our data.7 

2.2. Sample creation 

Appendix B provides a list of all research articles included in our analysis. Some research papers in our 

meta-analysis include two or more CRT studies. Overall our data comprises of 118 studies with 44,558 

participants between the years 2007 and 2015. The articles represent a wide range of disciplines 

including Economics (58.1% of studies), Psychology (33.3%) and Management (2.8%) with researchers 

from 21 different countries8. The largest number of studies was conducted in the USA and Germany, 42 

and 15, respectively. The study with the lowest number of observations was 40, while the study with the 

most had 4,312. Table 1 includes a breakdown regarding the number of observations available in each 

category in our sample. 

The full sample of 44,558 subjects was broken down into further sub-categories. These were: 

 Female (vs Male=0). 

 Monetary incentives (whether the experimenter paid monetary incentives for correct answers). 

 Students (vs Non-students=0). 

 Position (whether the CRT was conducted before, in-between or after experiments). 

 Visibility (the year in which the studies were conducted, see also Table 4). 

 Sequence (the order in which the CRT questions were asked). 

 Computerized (vs paper and pencil=0). 

 

 

 

 

                                                            
7  However, we did not ask for papers for a specific purpose (e.g. link between the CRT and playing the Nash Equilibrium). 

In this sense we may expect less self-selection.  
8 These countries include (in alphabetical order): Argentina, Australia, Austria, Brazil, Canada, China, Colombia, Denmark, 

Finland, France, Germany, Israel, Italy, Japan, Netherlands, Slovakia, Spain, Sweden, Switzerland, UK and USA. 



9 
 

 

  

 

  
Distribution  
(full sample) 

Distribution  
(regression) 

Number of studies 118 118 
Total number of observations 44,558 39,603 
N (Bat and Ball, Machines, Lillypad correct answers) 41,004 38,031 
Bat and Ball correct 31.75% 32.24% 
Machines correct 40.24% 40.84% 
Lillypad correct 47.78% 48.59% 
N (3,2,1 and None correct answers) 44,558 39,603 
All 3 answers correct 18.17% 18.64% 
Only 2 answers correct 21.12% 21.45% 
Only 1 answers correct 23.18% 23.33% 
None of the answers correct 37.54% 36.57% 
N (gender) 41,705 39,603 
Female 52.76% 52.89% 
Male 47.24% 47.11% 
N (monetary incentives)  44,558 39,603 
Incentivized  14.67% 15.82% 
Non-Incentivized 85.33% 84.18% 
N (student) 43,684 39,603 
Student 42.28% 41.42% 
Non-Student 57.72% 58.58% 
N (position of the test) 44,558 39,603 
CRT took place before the experiment 37.66% 34.77% 
CRT took place after the experiment 44.58% 46.46% 
CRT took place in-between experiments 17.75% 18.77% 
N (sequence of the questions) 44,558 39,603 
Questions asked in standard sequence (B&B, Machines, Lillypad) 83.78% 84.92% 
Questions asked in randomized sequence 11.64% 13.09% 
Questions asked in B&B; Lilly Pad; Machines sequence  0.90% 1.01% 
Questions asked in Machines; Lilly Pad; B&B sequence  2.82% 0% 
Questions asked in Lilly Pad; B&B; Machines sequence  0.87% 0.97% 
N (computerized or paper and pencil) 42,797 39,603 
Computerized 87.91% 89.65% 
Paper and Pencil 12.09% 10.35% 
N (country information) 44,217 39,603 
Anglo-Saxon  49.65% 46.59% 
Europe 41.65% 43.70% 
Rest of the world 8.70% 9.71% 

Table 1. Data Distribution 
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2.3. Empirical strategy 

We use OLS regressions to estimate the relationship between CRT outcomes and the list of variables 

defined earlier.9 We use the OLS as the interpretation of its coefficients is direct. The robust standard 

errors are clustered around study ID’s. Our meta-analysis includes 118 studies with substantial 

heterogeneity (e.g. paper and pencil/computerized; incentivized/non-incentivized etc.). In order to check 

for the robustness of our analysis we re-run our main regressions (Table 3) with six additional 

sub-samples (see Appendix): 

 A sub-sample including female subjects only (Appendix Table ER1). In section 3.1 we analyze 

the impact of gender differences on CRT results. 

 A sub-sample excluding studies where monetary incentives were used to reward correct answers 

(Appendix Table ER2). In section 3.2 we analyze the impact of monetary incentives on CRT 

performance. 

 A sub-sample comprised of non-students (Appendix Table ER3). In section 3.3 we analyze the 

difference in CRT results between university student samples and samples including 

non-students. 

 A sub-sample excluding the studies where experiments were not conducted (Appendix Table 

ER4). In section 3.4 we analyze the impact of positioning of the CRT compared to the main 

experiment (i.e. before, in-between or after). Our general sample includes studies where the 

researchers did not run experiments. Having these observations in our sample could potentially 

lead to biased estimates. Further, by excluding these observations we can isolate the effect of 

these studies on the positioning of the CRT test. 

 A sub-sample excluding studies where the experimenters used Amazon Mechanical Turk 

(Appendix Table ER5). In section 3.5 we discuss subjects’ exposure to the CRT over the years. 

Popular online experimental platforms such as the AMT may have made the test more visible 

over the years. Further, the ease of access to the correct answers raises important methodological 

concerns10. 

                                                            
9 Other statistical models such as probit and logit provide similar results (see Appendix). 
10 We instantly obtained answers to all three questions through Google search. 
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 A sub-sample excluding the studies where the sequence of the questions were randomly 

determined (Appendix Table ER6). In section 3.6 we analyze the effect of the CRT question 

sequences on test outcomes. We divide our full sample between standard sequence (i.e. B&B, 

Machines, Lillypad) and other sequences. The general sample however includes studies where 

the sequence of questions is randomly determined. There is a 1 in 6 chance that randomization 

generates a standard sequence. By excluding random sequences we can isolate the effect of 

having standardized sequences in the other sequence sub-sample.  

 

Table 2. Mean test scores  

  B&B Machines Lillypad None 1 2 3 

Gender 
Male 38.37% 50.43% 59.02% 27.01% 22.78% 25.00% 25.21% 
Female 26.70% 32.18% 39.18% 45.09% 23.83% 18.29% 12.79% 
         
Monetary incentives         
No monetary incentives 31.74% 39.50% 47.14%  37.82% 23.30% 20.83% 18.06% 
Monetary incentives 34.76% 47.60% 55.95%  29.96% 23.53% 24.77% 21.74% 
         
Non students vs. Students         
Non-Student 26.07% 39.21% 45.61%  40.60% 23.23% 20.05% 16.12% 
Student 40.68% 43.06% 52.68%  30.88% 23.48% 23.44% 22.21% 
         
CRT positioning         
Before  31.34% 41.94% 53.71%  33.70% 24.48% 23.04% 18.78% 
In-between 32.54% 38.38% 47.30%  37.73% 23.84% 20.92% 17.51% 
After  32.73% 41.08% 45.56%  38.25% 22.28% 20.48% 18.99% 
         
Question ordering         
Non-standard order 22.60% 33.07% 34.30%  51.02% 20.31% 15.82% 12.84% 
Standard order 34.01% 42.27% 51.23%  34.01% 23.87% 22.45% 19.67% 
         
Paper and Pencil vs. Computerized 
Paper and Pencil 37.14% 36.94% 42.86% 38.66% 22.78% 19.73% 18.83% 
Computerized 31.67% 41.28% 49.25% 36.33% 23.40% 21.65% 18.62% 
Notes: The first three columns refer to N= 38031, while the other four columns refer to N= 39603 
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3. Results 

We now look at how the questions were answered both individually and overall. Figure 2 shows a 

summary of the results for the correct answers (by question) and for the entire test. The left side refers to 

the number of correct answers for each question, i.e. B&B, Machines and Lillypad (N = 41,004). While 

the B&B question was answered correctly by 32% in the sample, the fraction rises to 48% for the 

Lillypad question. It is hard to interpret what these proportions mean. Either the B&B question is more 

cognitively demanding for the subjects, or non-incentivized implementation (or cognitive laziness) may 

imply that subjects only answered the “more” intuitive questions first and did not bother answering the 

more cognitively difficult11. The two-tailed t-tests (equal/unequal variances) comparing the means of the 

B&B, Machines, Lillypad distributions reject the null hypothesis of equal means (p<0.01). 

Looking at the total number of correct answers (right hand side, Figure 2)12 we find that a third of the 

population lack reflective, or cognitive, abilities. Meanwhile, the remaining 62% have at least some, 

including 18% that provide all correct answers. Two-tailed t-tests (equal/unequal equal variances) 

comparing the distribution of the None, 1, 2, 3 correct answers reject the null hypothesis of equal means 

everywhere (p<0.01). 

Next, we study in detail the determinants of correct answers to the CRT. Moreover, in order to better 

understand these estimates we run a series of additional regressions in Appendix 1. Specifically, we 

repeat the main regression using a subsample of females only (Table ER1), a subsample of studies 

without monetary incentives (Table ER2), a subsample of non-students (Table ER3), a subsample of 

studies without economic experiments (Table ER4), a subsample excluding Amazon Mechanical Turk 

studies (ATM, Table ER5) and lastly a subsample of study excluding CRTs with random order (Table 

ER6).  

 

 

 

                                                            
11 Note that under lack of incentives participants may choose not to answer the cognitively difficult question. 
12 Note that differences in the sample sizes are due to data availability. 



13 
 

Figure 2. The fraction of correct answers in the meta-study. 
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without randomly sorted questions (ER6). Our replications show that the gender bias remains negative 

and statistically significant (p<0.01) throughout. Hence, we find that all previous results hold.  

In sum, gender has an important impact on CRT performance and if used as a sorting criteria may bias 

the distribution of participants. This gives us our first result, 

Result 1: Our results strongly support that CRT responses have a strong gender bias. The proportion of 

males is increasing with increase in the score. 

This is a useful result as knowing that the CRT has a strong male bias can be important for sample 

building. For instance, say that we would like to select subjects with certain characteristics from the 

sample. Our study suggests that using the 3-correct-answers criteria will give us twice as many males 

than females. This implies that we not only select highly cognitive individuals, but also that the sample 

is strongly biased towards males. 

Bosch-Rosa et al. (2015), for example, divide their subject pool between individuals with low and high 

cognitive abilities based on the CRT results in order to perform a later task. Our results suggest that their 

findings might be partly driven by gender effects. A similar problem arises in Brañas-Garza et al. (2012) 

where they find that high CRT scorers are more likely to play according to the Nash Equilibrium in the 

Beauty Contest Game. This may again be due to the higher proportion of males rather than just an 

overall effect of high CRT scorers. 

Finally, some recent authors (Sirota et al. (2018) and Thomson and Oppenheimer (2016) have argued 

that the CRT is gender biased due to its mathematical component and familiar. They argue that the 

traditional CRT confounds reflection ability with mathematical ability. Sirota et al (2018) develop a 

verbal CRT to address this issue and find that their test did not have a gender bias. Regarding the 

question of increased familiarity with the test it is worth pointing out a recent study by Stagnaro, 

Pennycook and Rand (2018) has shown that performance across the three question CRT is stable across 

time. 
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  (1) (2) (3) (4) (5) (6) (7) 
  B&B Machines Lillypad None 1 2 3 

(1) female -0.113*** -0.177*** -0.197*** 0.179*** 0.009 -0.066*** -0.121*** 
(0.011) (0.010) (0.010) (0.010) (0.006) (0.007) (0.008) 

(2) monetary incentives -0.026 0.003 0.040 -0.005 -0.002 0.000 0.008 
 (0.046) (0.048) (0.049) (0.045) (0.016) (0.017) (0.040) 
(3) student 0.138*** -0.002 0.067* -0.089** 0.011 0.030** 0.047* 

(0.035) (0.025) (0.039) (0.034) (0.008) (0.013) (0.024) 
(4a) in-between experiments  -0.046 -0.007 -0.090* 0.059 0.002 -0.017 -0.043 
 (0.045) (0.035) (0.049) (0.040) (0.013) (0.014) (0.033) 
(4b) after the experiment -0.032 -0.009 -0.093** 0.060* -0.008 -0.026** -0.026 
 (0.037) (0.030) (0.038) (0.035) (0.009) (0.012) (0.026) 
(5) visibility 0.008 0.016*** 0.005 -0.005 -0.007*** 0.002 0.010** 
 (0.006) (0.006) (0.006) (0.005) (0.002) (0.002) (0.005) 
(6) standard sequence 0.103** 0.102*** 0.148*** -0.142*** 0.012 0.050*** 0.080*** 
 (0.040) (0.034) (0.043) (0.040) (0.012) (0.015) (0.031) 
(7) computerized 0.033 0.085* 0.108** -0.095** 0.013 0.050** 0.032 
 (0.038) (0.048) (0.051) (0.045) (0.012) (0.020) (0.032) 
constant 0.184** 0.270*** 0.285*** 0.533*** 0.241*** 0.156*** 0.070 

(0.072) (0.073) (0.074) (0.074) (0.022) (0.030) (0.056) 
N 38031 38031 38031 39603 39603 39603 39603 
R2 0.045 0.052 0.071 0.067 0.003 0.015 0.038 
 

 

 

Table 3. Regression analysis 

Notes: Robust standard errors in parentheses. *** p<0.01, ** p<0.05, *p<0.1. The regressions also control for country by using two 
dummies: europe and anglo-saxon. 
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3.2. Incentives 

The effect of financial incentives on human behavior has been a long debated issue in Economics and 

Psychology (for a review see Camerer and Hogarth 1999). The dominant argument in the experimental 

methodology is that incentives are important for profit maximizing individuals. In our case this would 

imply that the number of correct answers would improve under monetary incentives (14.67% of our 

sample). 

The regression analysis (row 2, Table 3) shows that the variable monetary incentives is not statistically 

significant at any of the common significance levels. This implies that paying subject for correct 

answers on the CRT does not increase performance levels.  

Our robustness checks show that effect of incentives are only marginally significant for the female 

subsample (Tables ER1), for non-students (ER3) and in studies without experiments (ER4); while the 

lack of-effect of monetary incentives remains persistent throughout in Non-AMT studies (ER5) and in 

studies without randomly sorted questions (ER6). Below we present our result,   

Result 2: Our results support that overall incentives have no impact on CRT performance. 

Note that the role of incentives and the degree of cognition can also be important. For example, Awasthi 

and Pratt (1990) find that the effectiveness of monetary incentives depends on the cognitive skill of the 

decision maker. In their study monetary incentives were associated with higher performance only for 

higher cognition individuals. We cannot comment on whether there is a relation between cognition and 

incentives. One may also argue that the test was a marginal part of a larger study and payments were not 

salient (Gneezy and Rustichini 2000). Finally, we should point out that we lack specific details on how 

incentives were implemented and their magnitude. 

Finally, it is important to point out that Neyse et al. (2016) find that both CRT scores and expectations 

(regarding the score) are higher in a modified CRT with incentives. Average correct answers to the CRT 

were 4.04 without incentives and 4.46 with incentives (rank-sum p = 0.033). Meanwhile, expected own 

performance for correct answers increased from 5.18 to 5.74 (rank-sum p = 0.000). 

3.3. Students vs. non-students 

Economics experiments have been traditionally run with university students. This has raised an obvious 

question about external validity of experimental data (see Levitt and List 2007; Falk and Heckman 



17 
 

2009; Exadaktylos et al. 2013). Our sample includes studies that were conducted with, and without, 

university students (42.28% of all observations). This allows us to check for whether there are 

population differences in the CRT.  

Overall we find that the student population performs better than non-students. We find that students 

score significantly better in the B&B and, only slightly better in the Machines and Lillypad question 

(Table 2). The results in Table 2 also show that university students are less likely to have all three 

questions answered incorrectly, while at the same time they are more likely to give two and three correct 

answers. Below we summarize our results, 

Table 3 (row 3) confirms the findings in Table 2. The student coefficient is statistically significant for 

the B&B (p<0.01) and Lillypad (p<0.1) questions implying that students are more likely to give correct 

answers to these two questions. In contrast, the coefficient for zero correct answers is negative and 

statistically significant at the 5% level. This implies that non-students on average are more likely to 

obtain all incorrect answers relative to students. Furthermore, students are more likely to have two 

(p<0.05) and all three (p<0.1) answers given correctly. Results on the high performance of students 

compared to non-students are likely to be derived from higher cognitive ability of students compared to 

average population (e.g. Pennycook et al. 2012). 

Our robustness checks show that these effects have similar signs but less statistical power for the female 

subsample (Table ER1), subsample without monetary incentives (ER3), in studies without experiments 

(ER4) and in studies without randomly sorted questions (ER6), however similar significance levels for 

the subsample using only Non-AMT studies (ER5). In sum, our results allow us to state that one can 

expect the average CRT scores to be higher when using student samples. 

Result 3: We find that students perform significantly better than non-students. 

3.4 When? 

If CRT is of interest in finding covariation with decisions made in the experiment then it becomes 

important to understand whether timing matters. In our sample the proportion of studies where the test 

was conducted before, in-between or after the experiment is 37.66%, 17.75% and 44.58%, respectively. 

A priori one would expect no differences. However, there are reasons why the timing may be important. 

The first is cognitive load. If students perform cognitively difficult tasks in the experiments then a later 

CRT would imply higher cognitive load and hence may affect CRT response rates. The second 
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argument could be related to glucose depletion. It has been shown that brain activity is reliant on blood 

glucose levels as it affects the firing of neurons (Weiss 1986). Experimental tasks almost always require 

some form of cognition (reading instructions, answering questionnaires, quizzes etc.) and it would be 

reasonable to assume that glucose levels would be lower towards the end of the experiment. This would 

then consequently imply that if the CRT is conducted at the end of the experimental then performance 

on the CRT should be negatively affected13. Below we present our results, 

The main message from our analysis is that CRT efficiency declines the later it is conducted. One sees 

that there are some differences in CRT performance depending upon whether it was conducted before, 

in-between or after the experiment (see rows 4a and 4b in Table 3). Conducting it in-between or after 

has a negative and statistically significant effect on the Lillypad question (p<0.1 and p<0.05, 

respectively) (rows 4a and 4b, Table 3). In addition, conducting it after is more likely to result in None 

(p<0.1) and less likely to have exactly two questions answered correctly (p<0.05). It is important to 

note that the after-the-experiment coefficient remains negative throughout (row 4b, Table 3). This 

suggests that conducting the CRTs after the experiments can potentially impact outcomes negatively.   

Note, however, that prior data includes studies where no experiments were conducted. We conducted 

further analysis by removing these studies from the sample. This gives us even stronger results (Table 

ER4, rows 4a and 4b). Now it is even less likely that subjects are to answer the B&B and Lillypad 

questions correctly if CRTs conducted in-between or after the experiments. This negative effect is lower 

for in-between experiments (p<0.05) and stronger for after the experiments (p<0.01) variables. The 

stronger negative effect for the variable after is coherent with the argument that glucose levels are being 

depleted as subjects are progressing through the experiment. Similarly, we observe that subjects are less 

likely to answer all three questions correctly both in-between and after experiments (both p<0.05) and 

more likely to have None (both p<0.05) (rows 4a and 4b, Table ER4).14 

Result 4: Performance in the CRT improves the earlier the test administered in the experiment. The 

results are stronger excluding CRT implementation without an experiment. 

                                                            
13 People performing worse on the CRT at the end of the experiment can be also confounded by the fact that they may have 

had less time then. For example, the experiment running late. In addition, experiments that measure CRT at the end may be 

different and typically longer.  

14 The robustness checks (Tables A3, A4, A6, A8) report similar results with varying degrees of significance.   
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Whether it is cognitive load or glucose depletion it is important to know that performance in the test gets 

worse the later it is conducted in the experiment. It is known that that glucose levels (in the brain) play 

an important role in cognition. Effortful, controlled or executive processes and tasks (e.g. experiments) 

require more glucose than simpler, less effortful or automatic processes. When glucose levels are low, 

cerebral functioning is disrupted, producing numerous cognitive and behavioral deficits (Gailliot and 

Baumeister 2007). In sum, our results show that conducting the CRT after the experiment can have a 

negative effect on performance on the CRT15.   

3.5. Exposure to the CRT over the years (visibility)16 

Toplak et al. (2014) argue that the test in its original form is becoming increasingly popular and is 

perhaps losing its efficacy. This argument has validity if the student pool remains the same, or same 

subjects take the test on more than one occasion over their University life. The critique is of concern 

given the increased implementation of the CRT and if we are to believe in its predictive power. This 

issue is also related with the fact that some studies are conducted on-line. Answers to the CRT are easily 

available online and this sheds doubt on its efficacy using online studies. We investigate these issues 

below. 

Table 4 presents the number of studies included by year in our meta-analysis. In our regressions we used 

the variable visibility to describe the effect of exposure to the CRT over the years. The variable was 

generated by assigning the value 0 for studies conducted in 2005, 1 for 2006 and so on. 

 

 

 

    

 

 
                                                            
15 Poor performance may also be due to lack of effort, or leaving problems blank. We lack data on whether an incorrect 

answer is wrong or empty. We would like to thank Shane Frederick for pointing this out. 
16 This issue has been recently addressed by Stagnaro, Pennycook and Rand (2018, JDM) who have shown that CRT 
responses are stable across time. 
 

Year of study 2005 2006 2007 2008 2009 2010 2011 2012 2013 2014 

Number of studies 1 6 3 4 15 16 15 27 15 16 

Table 4: Number of studies included according to the year they were conducted   

Note: The sample does not include any CRT study from 2015. 
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In Table 3 (row 5) the variable visibility shows that the number of years of exposure has a positive 

impact on obtaining all three correct answers (p<0.05). Visibility negatively affects subjects answering 

only one question correctly (p<0.01), the coefficients on two and three correct answers turn positive but 

non-significant. No effect is found for None (p>0.1), i.e. exposure to the test is not decreasing the 

number of participants giving zero correct answers. In addition, we find that subjects are more likely to 

answer the Machines question correctly (p<0.01). Overall, some support (row 5, Table 3) is lent to the 

argument that years of exposure positively affect test outcomes. This effect, however, does not seem to 

be too large or persistent. The robustness checks provide similar weak findings for the exposure 

conjecture for the females only subsample (Table ER1), for non-students (Table ER3), studies without 

economic experiments (Table ER4) and for studies excluding CRTs with random order (Table ER6). 

However, results show higher statistical power for the subsample of studies without monetary incentives 

(Table ER2).  

The earlier results could be confounded by the presence of AMT studies in our sample. AMT studies 

have the potential problem of immediate internet access enabling easily access to the answers for the 

standard questions. Our results change when AMT studies are excluded from the sample (row 5, Table 

ER5). We find that the previously significant effects on visibility are substantially weaker. All in all, we 

cannot observe a clear link between length of exposure and obtaining correct answers in the CRT. This 

gives us the result below, 

Result 5: Excluding the AMT studies we find little support for the fact that performance on the test 

improves as its exposure increases. 

Besides our main hypotheses we also check for how using the standard test sequence, or hand-run vs 

computerized implementation impacts CRT performance. Below we present these results. 

3.6. The sequence of questions 

The most commonly used sequence for the CRT is the one originally proposed by Frederick (2005), i.e. 

B&B, Machines, and Lillypad. A large proportion of our sample, 83.78%, corresponds to this. It is thus 

reasonable to see whether the standard implementation of the sequence affects final outcomes. Looking 

at all the studies (standardized and random sequences) we see that subjects score better on the CRT 

when the questions are presented in the standard order (Table 3). However, excluding studies with 

randomized and other forms of implementation we find that the effect of standardized implementation 
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on CRT responses is marginal. We thus find no clear evidence on the effect of implementing the 

standard sequence upon outcomes. 

Looking at both the standard and randomized studies we find that the coefficient of standard sequence 

(row 6 - Table 3) is significant for the B&B (p<0.05), Machines (p<0.01) and Lillypad (p<0.01) 

questions. Further, the likelihood of None is much higher when the questions are not asked in the 

standard order (p<0.01). Likewise, subjects are more likely to answer two (p<0.01) or three (p<0.01) 

questions for the standard implementation. This result is, however, not robust. 

Note that the randomized sequences can also include questions asked in a standard way with probability 

1 in 6. 17 Controlling for ‘other sequences’ and excluding studies where the order of the questions was 

randomized (11.64% of all of our observations) we find that the effect is marginal. In Table ER5 we 

replicated the main regressions excluding the studies with random sequences. The effect of standardized 

sequence on correct CRT responses is now marginal (Row 5, Table ER6). We cannot thus conclude that 

the standardized sequence would bias responses in the CRT. 

3.7 Hand run vs. computerized? 

Next we explore whether different administration modes effect performance on the test. In this case one 

would not expect that either method of implementation expects outcomes as it is a problem solving task 

not involving specific decisions (as occurs in most experiments). However, it is still interesting to study 

whether different forms of implementation affect final outcomes. 

We find (Table 3, row 7) that the dummy variable for computerized is only weakly significant. We do 

observe that subjects using computers are less likely (p<0.05) to fail all three questions and more likely 

to have two correct answers (p<0.05). Further, computerized implementation favors performance in the 

Machines (p<0.1) and Lillypad questions (p<0.05), however, we do not observe significant effects on 

the B&B question (p>0.1). We find this puzzling since one would expect that using paper and pencil 

would be more conducive to obtaining correct answers. 

Our robustness check show similar but slightly more significant results for the subsample of females 

(Table ER1) and the studies without monetary incentives (Table ER2) and the subsample of studies 

                                                            
17 If we consider that 1/6 of the randomized sample use standard sequence (roughly 2% of the sample) then we have that 

85.7% of the sample uses the standard sequence and 14.3% non-standard (including 5/6 of the random). 
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excluding CRTs with random order (Table ER4), however, the results show less statistical power for the 

subsample of non-students (Table ER3). Finally, the subsample of studies without economic 

experiments (Table ER4) and the subsample excluding Amazon Mechanical Turk studies (ATM, Table 

ER5) produce similar results. Note, however, we do not have information on whether participants could 

work out solutions on paper while responding to the computerized questions. Summarizing, we find that 

running the CRT on computers as compared to paper and pencil results in weakly significant positive 

effects on test scores. 

4. Discussion 

The CRT has become increasingly popular in predicting behavior in Economics and Psychology 

experiments. However, there is no consensus on how the vastly different implementation procedures 

used, i.e. being incentivized or not, administered by paper-and-pencil/computers/AMT, 

before/in-the-middle/after-an-experiment, etc. impact performance on the CRT. We only know from 

Frederick (2005) that the test has a strong (male) gender bias. The purpose of this study is to provide the 

first extensive look at how different implementation procedures for CRT may impact performance on 

the test. In the end if the CRT is useful for its predictive power then knowing whether any small 

variation in implementation procedures can affect outcomes is important. 

In this paper we conduct a meta-survey of the methods employed in 118 studies (N = 44,558) that use 

CRT. Our main result reaffirms and provides additional findings regarding the gender bias result first 

reported in Frederick (2005). We find that males perform notably better in this test. This observation is 

important if, say, one is interested in constructing samples based on cognitive ability. This could lead to 

strong (gender) sample imbalance. For instance, if one uses three correct answers as a selection criteria 

then the sample is disproportionately biased towards males. Our second interesting finding is that we 

find no statistical evidence to support the argument that monetary incentives may play an important role 

in improving CRT performance. Albeit limited (as we lack data on the amount, or how, subjects were 

paid), this result is important as it tells us that incentives may not be strongly relevant for the 

implementation of the CRT. Regarding comparing student vs non-student populations we find that 

students are more likely to answer all three questions correctly compared to non-students, and less likely 

to have zero correct answers. Again this tells us that the predictive power of the CRT may be affected 

by population differences. 
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We also find that conducting the CRT after the experiments negatively effects test outcomes. 

Conducting the test later decreases the probability of obtaining correct answers; meanwhile, the 

probability of obtaining None is increased. This result is interesting as it points towards the fact that 

increased cognitive load could be an important determinant of performance in the CRT. Another 

interpretation of this result could be that it provides indirect support to the argument that glucose is 

important in cognitive tasks and cognition declines with time and effort. This is important as after 

removing studies where the researchers did not run experiments from the data we find even more 

significant results. We test for the year effect (visibility) and find no clear evidence that exposure 

positively affects tests results.  

Comparing test scores for hand-run vs. computerized tests we found a weakly positively significant 

effect of computerized implementation of the test. It is important to point out that we do not collect 

individual CRT scores but session information about CRT score distribution and do not control for 

individual characteristics such as cognitive ability, for example measured by IQ. This makes the 

analysis of individual characteristics challenging. Finally, we should add that, as is common with studies 

of this nature, a comprehensive list of data was not available. We lacked information about particular 

details (such as length of experiment, size of incentives, etc.) of each experiment in our meta-study. 

Knowing these details would have aided the interpretation of our results. 
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Appendix A     

Figure A1. Screenshot of the Cognitive Reflection Test survey 
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(1) (2) (3) (4) (5) (6) (7) 
B&B Machines Lillypad None 1 2 3 

(1) monetary incentives 0.012 -0.064 0.101* 0.000 -0.016 -0.037 0.053 
 (0.057) (0.064) (0.053) (0.066) (0.021) (0.030) (0.034) 
(2) student 0.127*** -0.027 0.039 -0.080** 0.031*** 0.029 0.020 
 (0.036) (0.026) (0.041) (0.039) (0.009) (0.018) (0.022) 

(3a) in-between experiments -0.046 0.009 -0.071 0.047 0.000 -0.015 -0.032 
(0.047) (0.039) (0.053) (0.048) (0.014) (0.020) (0.030) 

(3b) after the experiment -0.045 -0.004 -0.092** 0.064 -0.010 -0.029 -0.025 
(0.043) (0.035) (0.042) (0.043) (0.010) (0.018) (0.026) 

(4) visibility 0.009* 0.017*** 0.008 -0.007 -0.007*** 0.004 0.011** 

(0.005) (0.005) (0.005) (0.005) (0.002) (0.002) (0.004) 

(5) standard sequence 0.093** 0.106*** 0.151*** -0.149*** 0.017 0.059*** 0.072** 

 (0.041) (0.033) (0.044) (0.044) (0.013) (0.018) (0.028) 

(6) computerized 0.069* 0.100** 0.112** -0.130*** 0.032** 0.058*** 0.040 

 (0.038) (0.048) (0.045) (0.049) (0.015) (0.022) (0.025) 

constant 0.053 0.072 0.039 0.759*** 0.228*** 0.086** -0.073* 
(0.069) (0.073) (0.068) (0.080) (0.027) (0.036) (0.044) 

N 19995 19995 19995 20945 20945 20945 20945 
R2 0.026 0.020 0.032 0.031 0.005 0.009 0.013 

Table ER1. Robustness check: Females only 

 

Notes: Robust standard errors in parentheses. *** p<0.01, ** p<0.05, *p<0.1. The regressions also controls for the country 
of the study by using two dummy variables: europe and anglo-saxon.  
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  (1) (2) (3) (4) (5) (6) (7) 
  B&B Machines Lillypad None 1 2 3 

(1) female -0.107*** -0.176*** -0.197*** 0.181*** 0.004 -0.066*** -0.118*** 
(0.011) (0.010) (0.011) (0.010) (0.007) (0.008) (0.008) 

(2) student 0.108*** -0.037 0.046 -0.066* 0.017** 0.027* 0.022 
(0.036) (0.024) (0.040) (0.035) (0.007) (0.014) (0.023) 

(3a) in-between experiments -0.070 -0.055* -0.115** 0.083* 0.012 -0.026 -0.069** 
(0.050) (0.030) (0.056) (0.045) (0.010) (0.016) (0.032) 

(3b) after the experiment -0.065 -0.047 -0.123*** 0.088** -0.004 -0.033** -0.051* 
(0.040) (0.033) (0.043) (0.038) (0.008) (0.014) (0.027) 

(4) visibility 0.016*** 0.024*** 0.011** -0.011** -0.009*** 0.004 0.016*** 
(0.005) (0.005) (0.005) (0.005) (0.002) (0.002) (0.004) 

(5) standard sequence 0.119*** 0.122*** 0.162*** -0.153*** 0.006 0.053*** 0.094*** 
 (0.039) (0.032) (0.041) (0.040) (0.011) (0.015) (0.029) 
(6) computerized 0.063* 0.112** 0.154*** -0.132*** 0.016 0.066*** 0.051 
 (0.036) (0.047) (0.044) (0.040) (0.013) (0.018) (0.032) 

constant 0.271*** 0.390*** 0.365*** 0.428*** 0.246*** 0.177*** 0.149** 
(0.088) (0.073) (0.084) (0.086) (0.026) (0.039) (0.062) 

N 31766 31766 31766 33338 33338 33338 33338 
R2 0.051 0.063 0.077 0.072 0.005 0.016 0.046 

Table ER2. Robustness check: excluding studies where the experimenters used monetary incentives to reward correct answers 

Notes: Robust standard errors in parentheses. *** p<0.01, ** p<0.05, *p<0.1. The regressions also controls for the 
country of the study by using two dummy variables: europe and anglo-saxon.  
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  (1) (2) (3) (4) (5) (6) (7) 
  B&B Machines Lillypad None 1 2 3 

(1) female -0.086*** -0.154*** -0.178*** 0.165*** -0.007 -0.061*** -0.097*** 
(0.010) (0.013) (0.014) (0.012) (0.008) (0.010) (0.008) 

(2) monetary incentives 0.073 0.066 0.189** -0.108 -0.023** 0.058*** 0.072 
 (0.090) (0.097) (0.070) (0.088) (0.008) (0.020) (0.073) 

(3a) in-between experiments -0.051 -0.044 -0.093* 0.077* 0.017** -0.026* -0.069* 
(0.046) (0.031) (0.048) (0.039) (0.008) (0.014) (0.035) 

(3b) after the experiment -0.032 -0.004 -0.049 0.045 -0.003 -0.011 -0.031 
(0.023) (0.048) (0.042) (0.042) (0.007) (0.018) (0.028) 

(4) visibility 0.040*** 0.028 0.018 -0.022 -0.010*** 0.003 0.029*** 

(0.006) (0.017) (0.015) (0.014) (0.002) (0.006) (0.009) 

(5) standard sequence 0.189*** 0.156*** 0.199*** -0.203*** -0.004 0.061*** 0.146*** 

 (0.038) (0.038) (0.044) (0.040) (0.012) (0.016) (0.031) 

(6) computerized -0.030 0.012 0.053 -0.057 0.041*** 0.035 -0.020 

 (0.065) (0.066) (0.057) (0.063) (0.005) (0.022) (0.051) 

constant -0.193** 0.088 0.006 0.817*** 0.278*** 0.085** -0.180** 
(0.073) (0.111) (0.095) (0.097) (0.016) (0.037) (0.069) 

N 21983 21983 21983 23199 23199 23199 23199 
R2 0.041 0.044 0.078 0.071 0.007 0.017 0.042 

Table ER3. Robustness check: Regressions with non-student samples only 

 

Notes: Robust standard errors in parentheses. *** p<0.01, ** p<0.05, *p<0.1. The regressions also controls for the 
country of the study by using two dummy variables: europe and anglo-saxon.  
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  (1) (2) (3) (4) (5) (6) (7) 
  B&B Machines Lillypad None 1 2 3 

(1) female -0.107*** -0.167*** -0.186*** 0.170*** 0.009 -0.063*** -0.116*** 
(0.012) (0.008) (0.010) (0.010) (0.008) (0.007) (0.009) 

(2) monetary incentives 0.046 0.091* 0.110* -0.081 -0.007 0.019 0.069* 
 (0.045) (0.051) (0.059) (0.052) (0.017) (0.021) (0.039) 
(3) student 0.108*** -0.026 0.051 -0.070 0.014 0.030* 0.026 
 (0.037) (0.029) (0.049) (0.042) (0.009) (0.017) (0.024) 

(4a) in-between experiments -0.130** -0.039 -0.140** 0.101** 0.015 -0.022 -0.093** 
(0.055) (0.048) (0.058) (0.050) (0.015) (0.020) (0.036) 

(4b) after the experiment -0.109*** -0.037 -0.135*** 0.095** 0.005 -0.029 -0.071** 
(0.041) (0.048) (0.047) (0.041) (0.012) (0.019) (0.028) 

(5) visibility 0.002 0.013* 0.005 -0.004 -0.004 0.004 0.004 
 (0.007) (0.007) (0.009) (0.008) (0.003) (0.003) (0.006) 
(6) standard sequence 0.120*** 0.115*** 0.175*** -0.164*** 0.018 0.057*** 0.089*** 
 (0.038) (0.031) (0.041) (0.038) (0.012) (0.015) (0.029) 
(7) computerized 0.084** 0.136*** 0.145*** -0.130*** 0.000 0.055*** 0.076*** 
 (0.035) (0.038) (0.048) (0.041) (0.010) (0.021) (0.024) 

constant 0.392*** 0.441*** 0.396*** 0.399*** 0.195*** 0.170*** 0.237*** 
(0.117) (0.100) (0.119) (0.114) (0.033) (0.047) (0.082) 

N 28268 28268 28268 28624 28624 28624 28624 
R2 0.056 0.068 0.086 0.086 0.002 0.019 0.048 

Table ER4. Robustness check: excluding the studies where the researchers did not run experiments 

Notes: Robust standard errors in parentheses. *** p<0.01, ** p<0.05, *p<0.1. The regressions also controls for the 
country of the study by using two dummy variables: europe and anglo-saxon.  
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  (1) (2) (3) (4) (5) (6) (7) 
  Bat and Ball Machines Lillypad None 1 2 3 

(1) female -0.115*** -0.181*** -0.202*** 0.180*** 0.014** -0.070*** -0.124*** 
(0.012) (0.011) (0.011) (0.011) (0.007) (0.008) (0.009) 

(2) monetary incentives -0.022 0.006 0.045 -0.010 -0.002 0.002 0.010 
 (0.043) (0.042) (0.047) (0.043) (0.014) (0.017) (0.036) 
(3) student 0.171*** 0.033 0.095** -0.113*** 0.001 0.031** 0.081*** 

(0.041) (0.032) (0.046) (0.042) (0.009) (0.015) (0.029) 

(4a) in-between experiments -0.033 0.019 -0.088* 0.054 -0.010 -0.020 -0.023 
(0.047) (0.041) (0.049) (0.042) (0.015) (0.016) (0.035) 

(4b) after the experiment -0.030 -0.001 -0.093* 0.055 -0.008 -0.025 -0.022 
(0.045) (0.035) (0.047) (0.043) (0.009) (0.015) (0.032) 

(5) visibility 0.003 0.010* 0.001 -0.002 -0.005** 0.002 0.005 
 (0.006) (0.006) (0.006) (0.005) (0.002) (0.002) (0.005) 
(6) standard sequence 0.059 0.059 0.118** -0.121*** 0.042** 0.042** 0.038 

 (0.041) (0.036) (0.046) (0.045) (0.016) (0.019) (0.029) 

(7) computerized 0.032 0.084* 0.106** -0.095** 0.014 0.049** 0.032 

 (0.040) (0.049) (0.052) (0.046) (0.011) (0.020) (0.034) 

constant 0.248*** 0.339*** 0.333*** 0.499*** 0.200*** 0.167*** 0.134** 
(0.077) (0.075) (0.079) (0.081) (0.025) (0.035) (0.054) 

N 31200 31200 31200 31870 31870 31870 31870 
R2 0.049 0.057 0.068 0.064 0.003 0.013 0.043 

Table ER5. Robustness check: excluding those studies where the experimenters used Amazon Mechanical Turk for the tests 

Notes: Robust standard errors in parentheses. *** p<0.01, ** p<0.05, *p<0.1. The regressions also controls for the 
country of the study by using two dummy variables: europe and anglo-saxon.  
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  (1) (2) (3) (4) (5) (6) (7) 

  B&B Machines Lillypad None 1 2 3 

(1) female -0.117*** -0.176*** -0.196*** 0.176*** 0.012** -0.065*** -0.124*** 
(0.000) (0.000) (0.000) (0.000) (0.034) (0.000) (0.000) 

(2) computerized 0.021 0.077 0.098* -0.087* 0.013 0.048** 0.026 
(0.601) (0.118) (0.062) (0.060) (0.274) (0.017) (0.443) 

(3) student 0.111*** -0.017 0.046 -0.063* 0.011 0.022* 0.030 
(0.003) (0.520) (0.272) (0.079) (0.183) (0.083) (0.251) 

(4a) in-between experiments -0.055 0.000 -0.097* 0.064 -0.003 -0.019 -0.043 
(0.266) (0.995) (0.073) (0.147) (0.845) (0.231) (0.242) 

(4b) after the experiment 0.007 0.027 -0.050 0.017 -0.010 -0.013 0.006 
(0.859) (0.371) (0.193) (0.606) (0.236) (0.305) (0.826) 

(5) standard sequence -0.031 -0.087* -0.044 0.024 0.047* 0.001 -0.072** 
(0.524) (0.068) (0.288) (0.664) (0.092) (0.956) (0.016) 

(6) monetary incentives -0.005 0.019 0.060 -0.025 -0.003 0.005 0.023 
(0.918) (0.690) (0.224) (0.584) (0.867) (0.772) (0.570) 

(7) visibility 0.007 0.014** 0.004 -0.004 -0.007*** 0.002 0.009* 
(0.214) (0.023) (0.532) (0.424) (0.004) (0.281) (0.096) 

constant 0.317*** 0.460*** 0.475*** 0.373*** 0.204*** 0.201*** 0.222*** 
(0.000) (0.000) (0.000) (0.000) (0.000) (0.000) (0.000) 

N 32846 32846 32846 34418 34418 34418 34418 

R2 0.037 0.049 0.053 0.048 0.003 0.01 0.036 
 

 

 

Table ER6. Robustness check: Excluding studies where the sequence of questions was randomized 

Notes: Robust standard errors in parentheses. *** p<0.01, ** p<0.05, *p<0.1. The regressions also controls for the 
country of the study by using two dummy variables: europe and anglo-saxon. 
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