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Abstract

Software development is not error-free. For decades, bugs –including physical ones–
have become a significant development problem requiring major maintenance efforts.
Even in some cases, solving bugs led to increment them. One of the main reasons for
bug’s prominence is their ability to hide. Finding them is difficult and costly in terms
of time and resources. However, software testing made significant progress identifying
them by using different strategies that combine knowledge from every single part of the
program. This paper humbly reviews some different approaches from software testing
that discover bugs automatically and presents some different state-of-the-art methods
and tools currently used in this area. It covers three testing strategies: search-based
methods, symbolic execution, and fuzzers. It also provides some income about the ap-
plication of diversity in these areas, and common and future challenges on automatic
test generation that still need to be addressed.
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1 Introduction

Although there are different ways to understand programs, we can always start consid-
ering the two most basic levels of abstraction: syntax and semantics. Software’s syntax
corresponds with the language or languages that define the whole program while its se-
mantics corresponds with the logic behind its purpose. These are the two main places
where we normally look for bugs [50]. These bugs are normally either syntactic or
semantic errors that affect the behaviour of the program. Although other components,
such as the operating system or the hardware, produce bugs in programs, we tend to
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focus on isolating the specific part of the program’s code or logic to locate the error
behind the bug.

Several methods are aiming to identify these problems. For instance, verification
extracts the logic of the program and evaluates whether it is correct [80]. Another
option is debugging: execute the program step by step trying to discover in which part
of the program the error manifests [88]. If the error is related to over-consumption of the
system’s resources, a common strategy is to use profiling, which provides information
about the memory and time usage of every part of the program [10]. Nevertheless, if
we can understand a program as a function and focus on its input/output behaviour,
i.e. check that the output of a specific input is correct, we can apply software testing
[63].

Software testing is partially a science and also an art that aims to generalize the
identification of every single bug in a program. It first starts with different granular-
ity levels, depending on whether a developer or tester aims to test specific parts –or
methods– of the program or the program as a whole. These are respectively unit and
system testing [4]. Furthermore, it is important to consider whether the program keeps
its retro-compatibility or new parts integrate properly with the rest of the program.
These fields are respectively regression [55] and integration testing [45]. It is also rel-
evant to know whether the goal is to test, for instance, the security of a program (for
example, with penetration testing [8]), the way the program threads interact (concur-
rency testing [81]) or whether its logic follows a specific model (model testing [28]).
Although there are several ways and perspectives to understand software testing, this
humble document focuses concretely on the methodologies for automatic test generation
[65].

This introductory paper does not aim to be a complete survey about software testing
but an anecdotal walk through different tools and methods that I have found during
my research. That is the reason it is mainly focused on search-based strategies –
including fuzzers–, which was the main focus of my research group (CREST) during
my work at UCL, and all our amazing collaborators that used to attend the CREST
Open Workshops (COWs) or the InfoGang meetings; Another relevant part of the paper
focuses on symbolic and concolic execution, which was the main field of several people
I had the honour to meet during different research talks, mainly organized by Philippa
Gardner and the VETSS institute1, normally at Microsoft Research at Cambridge.

The rest of the paper continues with a simple introduction to automatic test gener-
ation (Section 2), then it introduces the three main techniques I aim to discuss: search-
based testing (Section 3), symbolic execution (Section 4), and fuzzing (Section 5).
After, it discusses the relevance of diversity methods in automatic test generation (Sec-
tion 6) and, before the conclusions, it provides a series of challenges that automatic test
generation is facing or will face (Section 7).

2 Automatic Test Generation

Testing starts with a program P that accepts inputs in the space of inputs I and
generate outputs in the domain O. If the program is deterministic, every input i ∈ I will
generate a unique output o ∈ O, and this output will satisfy o = P [i], i.e. every output
is the solution of applying the program to a specific input. Moreover, deterministic
programs also satisfy that O = P [I], i.e., the output domain is generated by the input

1https://vetss.org.uk/
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a = input()
b = 0
i = 0

b = b ∗ sqrt(a ∗ i)
c = b ∗ i ∗ i

(i < a)?

a = a + 1
i = i + 1

print(b)

Yes No

Figure 1: Example of a program divided into four basic blocks. The first one collects the
inputs and initializes the variable. The second is the body of a loop whose condition is
verified at the end. The third one is the increment of the loop, and the last one is a simple
print at the end of the program.

domain. Testing every possible input and verifying the correctness of every possible
output would show whether the program is correct or not, however, the input space is
normally immeasurable and the execution costs can also be too high for testing every
possible input.

This led a different strategy: if we can not test every input, can we, at least, test
every behaviour? But, what is a behaviour? Testing semantics is always a difficult
challenge because it requires knowledge about the program and how much it satisfies
its requirements; therefore, the idea of behaviour needs to be a flexible concept that we
can concretize and generalize to every program [77]. Defining a behaviour as a walk
inside of the program’s control flow graph makes any behaviour into a program path
[40]. If we cover every path, we reach maximum program coverage concerning these
behaviours.

A program can be syntactically divided into basic blocks (Figure 1 shows an example
of a program represented as a set of basic blocks). Each block satisfies that all the
code inside the block will run together. The blocks are connected by conditional and
unconditional jumps, normally as consequences of loops and branches in the code syntax
(the connections correspond with the arrows of Figure 1). The connections among the
blocks create the control flow graph, representing the program’s paths from its inputs
to the outputs. Every path (i.e. set of edges) inside the graph starting from the input
block and leading to the output one is a program path. Different inputs can traverse
the same path in a deterministic program, reducing then the testing possibilities.

Although the idea of targeting paths as a testing goal is an improvement to testing
every single input, it is not a solution. Programs contain loops and if, for example, the
limit of a loop is controlled by an input, this would create as many possible paths for
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that program as the size of that input. Assuming that this can happen with several
loops inside the program, testing by behaviour is also a complex task. This specific
phenomenon where paths grow exponentially with respect to the inputs is called path
explosion [85]. Testers need to reduce the notion of coverage even more, so they go
back to the control flow graph.

The edges of the control flow graph are good candidates for coverage. This coverage
strategy is called branch coverage [40]. The main goal of this testing strategy is to
cover every single branch. Although this is an under-approximation of the whole set of
behaviours of a program, which is every path, following the previous notion, it is a good
compromise between effectiveness (i.e., activating as many behaviours as possible) and
efficiency (i.e. time consumed during the testing process), and it becomes one of the
most demanding notions of coverage, normally in tandem with line coverage or other
coverage criteria [71].

Having a notion of coverage provides the tester with a goal, and this goal allows to
measure the progress of the testing process. This ability to measure progress gives us a
framework to automate the process of testing and develop different automatic testing
methods that can help to find bugs inside of programs. And also, remember: “If you
can measure it, you can improve it”.

3 Search-Based Methods

Search-based methods for testing mainly leverage different bio-inspired strategies to im-
prove coverage. The most prominent search-based strategy is evolutionary algorithms,
one of the main branches of evolutionary computation [78].

The simplest way to define an evolutionary algorithm is the evolutionary process
of chromosomes. Starting with a population of chromosomes, there are three main
steps that these algorithms follow: 1) the chromosomes are selected for reproduction
according to one or more fitness criteria, 2) they cross to generate new individuals, and
3) the new individuals suffer random mutations. This simple process has proven to
be an amazing methodology for optimization problems [38]. There are several ways to
apply it, depending on the domain where they need to work, but the most known are:

• Genetic algorithm [78]: this one is characterised by optimising only one specific
objective, and using a single population of chromosomes to perform the optimiza-
tion.

• Evolutionary strategy [25]: there is only a single chromosome that is optimized,
therefore there is no crossover and the mutation is normally adaptive.

• Multi-objective genetic algorithms (MOGA) [26]: the optimization process has
several goals, normally defined as fitness objectives. Due to there is not a clear
solution as the optimization of one objective might affect negatively the optimiza-
tion of another one, these kinds of algorithms define a frontier of solutions, called
the Pareto front, which shows a trade-off among the different objectives.

• Co-evolution [57]: in this case, more than one population either compete or col-
laborate during the optimization process. This normally relates to game-theory.
For instance, the most common competition scenario is a zero-sum game where
two populations compete and the profit of one is the loss of the other.

Beyond evolutionary computation, other search strategies are used for software test-
ing, for example, inside bio-inspired methods, we find strategies based on ant colony
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Technique Search-strategy Application

EvoSuite (WTS) [30] Genetic Algorithm General Unit Testing
EvoSuite (DynaMOSA) [68] Multi-Objective General Unit Testing
EvoSuite (MOSA) [67] Multi-Objective General Unit Testing
EvoSuite (MIO) [7] Multi-Objective General Unit Testing
Dorylus [18] Ant Colony Optimization General Unit Testing and Object Sequences.
Mathematical Execution [32] Monte-Carlo Methods Unit Testing mainly numerical.
AFL [87] Genetic Algorithm (Fuzzer) System Testing
AFLFast [14] Genetic Algorithm (Fuzzer) System Testing
FairFuzz [54] Genetic Algorithm (Fuzzer) System Testing
Libfuzzer [74] Genetic Algorithm (Fuzzer) Unit/System Testing

Table 1: Some of the search strategies mentioned during this work and their applications.

optimization [27] (ACO), while, related to other statistical approaches, we can find
methods based on Monte Carlo search trees [16].

Keeping this in mind, when we study the literature, we can define a good taxonomy
of different techniques based on the search strategy they use. Although this paper does
not aim to define this taxonomy, Table 1 shows a simple schema of some relevant tech-
niques, from the literature mentioned during the paper, where the different strategies
are related.

Some examples of different testing strategies based on genetic algorithms come from
EvoSuite [29], a popular automatic test generation tool for Java (Section 3.1). EvoSuite
employs algorithms mainly based on MOGAs. In the case of ACO, some tools like
Dorylus [18] leverage this paradigm to create inputs for programs, even in the context
of object-oriented programming where sequences of object’s methods need to run in
a specific order [19]. For Monte Carlo methods, tools like CoverMe or mathematical
execution have proven to detect bugs even in the context of floating-point numbers [32].

3.1 Popular Algorithms

The design of search-based methods normally starts with an encoding representing the
test suite and a fitness function representing the test goal, normally coverage (either
line, branch or path coverage) [29]. This simple kind of algorithm will attempt to create
the smallest test suite that reaches maximum fitness, as it is normally called the whole
test suite algorithm and it is the most basic algorithm for one of the most popular
unit test suite tools, called EvoSuite [29]. EvoSuite is a testing framework for Java
with more than 10 years of development. It is very popular in the community and
has been able to compete with several commercial and state of the art tools for years
[31]. Different authors leverage the main framework of EvoSuite to develop search-
based algorithms, where the most popular are Whole Test Suite generation (WTS)
[30], the Many-Objective Sorting Algorithm (MOSA) [67], the Multiple Independent
Objective (MIO) algorithm [7] and Many-Objective Sorting Algorithm with Dynamic
target selection (DynaMOSA) [68].

These four algorithms cover the best examples of the main paradigms for search-
based automatic software testing. WTS generates the test suite based on the idea that
not all the coverage goals are similarly difficult to reach. It generates the whole test
suite as individual solutions of an evolutionary search. To reach all the branches, it
uses two metrics to create a gradient during the search process: approach level and
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Input: x = 5

Branch: (x > 10)

Target Branch
Approach Level = 1

BD = 10− x

Program

Figure 2: Control flow graph example with approach level and branch distance met-
rics. Reprinted and modified from JulesH, by Wikipedia Commons, February 13
2021, retrieved from https://commons.wikimedia.org/wiki/File:Control_flow_graph_

of_function_with_two_if_else_statements.svg.

branch distance. These metrics measure how close the algorithm is to cover the whole
program. The approach level calculates how many branches apart the input is from the
target branch. Branch distance makes the approach level smoother. When an input is
close to a branch and needs to traverse it, it says how far the input is to traverse that
branch, in terms of the branch’s comparison operation. In the example of Figure 2, we
can see that the input x = 5 traverses the first condition (x > 10) through the false
branch. If we calculate the branch distance, it is 10−x because it is how much x needs
to increase to do the condition true. Concerning the approach level, if we consider any
of the figure’s red branches as the target one, the approach level is 1 in both cases,
because only one branch needs to be flipped to reach the target.

In MOSA each testing target is an objective to optimize. When a target is covered,
the test covering it is stored in an archive. For each uncovered testing target, the best
individual gets the best rank (in terms of fitness). Both MOSA and WTS suffer four
main problems [7]: both give more emphasis to exploration, which is more expensive
in constrained situations such as system-level system; they keep good individuals of
covered targets inside of the population, which affects the search quality; when an
infeasible target creates an individual with high fitness, they tend to lead the population;
and when the number of objectives is large, the population size needs to be able to
respond in contrast, which is a trade-off.

To solve the problems related to WTS and MOSA, Arcuri [7] presented the Many
Independent Objective algorithm. MIO separates each target into different search prob-
lems, keeping an archive of those tests that are covering each target. At the same time,
it keeps a population of tests per target. In every iteration of the search process, MIO
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selects a test uniformly at random from the archive, runs it, and mutates it. If the test
is good for specific targets, it adds the test to the archive of those targets. The main
difference to the previous algorithms is that, in this case, there is not a general search
for all the targets but an independent one per target with an associated population,
therefore it is more dynamic and adapts better to the program.

DynaMOSA [68] is an extension of MOSA that aims to improve the selection of
targets during the search process. The system chooses the targets dynamically, dividing
them into sets. It focuses on sets of uncovered targets and creates a hierarchy among
them, called the control dependency hierarchy. The higher in the hierarchy the higher
the covering priority. This increases the diversity of the coverage process, especially at
the beginning of the search. Once a lead uncovered target is covered, it is removed and
the next one in the hierarchy takes its position. This makes the search more efficient
under time restrictions.

Although there are other interesting algorithms related to search-based strategies,
the following introduces some interesting out-of-the-box applications that extend from
these paradigms.

3.2 Out-Of-The-Box Applications

Search-based testing methods are a strong tool to validate some specific behaviours
of software, and, for that reason, they also became the base for more sophisticated
methods, such as automatic software repair [52], genetic improvement [69] and software
transplantation [11].

These three applications cover different aspects where the software either needs fix-
ing or improving. For example, automatic software repair performs transformations on
the implementation at the syntax level intending to fix known bugs automatically. The
program uses the test suite and their assertions as a fitness function and applies muta-
tions to the program’s abstract syntax tree to find one that passes the tests correctly.
Although this idea proved to solve significant errors in software [53], there are some
limitations. The three main limitations are related to those code changes that the tool
can learn [56], over-fitted patches that pass with the tests but do not fix the bug [51],
and the scalability of the technique when it deals with large programs [34].

When we focus on the non-functional aspect of the software, such as energy, memory
or time consumption, we can apply genetic improvements [69]. Genetic improvement
is also based on the idea of combining genetic programming and test suites, however,
instead of fixing the program, as automatic program repair, genetic improvement uses
the test suite as a sanity check during the non-functional optimization process. The
evolutionary process will manipulate the program syntax to improve a non-functional
requirement while the semantics (verified by the test suite) remains [69]. This process
has successfully optimised software in different ways, some examples are energy [17]
and time consumption [49]. It also has already opened new areas of research such as
adversarial genetic programming for cybersecurity [66]. However, the main limitation
of genetic improvement is code readability, which is one of the open problems of the
area [1].

The last extension of genetic improvement, which combines both functional and
non-function improvements, is automatic software transplantation [11]. The main idea
is to identify a program, for example, a video player, that requires a new feature, for
example, a video codec. Then, we need to identify a donor with that specific feature
and the implantation point into the host, and the automatic transplantation system will
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create the “fitting” to make that feature part of the host. This is performed via testing
and genetic improvement. Mainly, the transplantation system modifies the organ until
it fits in the implantation point based on the response to the test suite.

Although these are just a few out-of-the-box applications of search-based testing,
there are several more that are under development, and their main goal is to provide
better software in functional and non-functional ways.

4 Symbolic Execution

Symbolic execution is one of the main paradigms for the verification of programs. It
aims to create a semantic interpretation of the program’s implementation to validate
it [46]. The main idea behind symbolic execution is the identification of paths and
values for these paths. Imagine the example of the basic blocks in Figure 1. Let e be
the program’s entry and ni each block. Then, a path e → n1 → · · · → nk denotes
the blocks that a program execution traverse (or a trace). In symbolic execution, for
each path (for example, e → n1 → · · · → nk), we define a symbolic state {(v, φv)}
composed by both a symbolic expression (φv) and the variables of that expression (v
satisfying v ∈ V ar(P )). The bottom of Figure 3 shows the symbolic expressions for the
variables a and b. In this case, they are directly assigned to the inputs. Apart from the
symbolic state, we also define the program constraints (c1 ∧ · · · ∧ cq), which is a set of
constraints associated with that path. In the figure, the constraints correspond to the
guard statements.

To formalize it, the path e→ n1 → · · · → nk from a program P defines the symbolic
state as the triple:

(e→ n1 → · · · → nk, {(v, φv)}v∈V ar(P ), c1 ∧ · · · ∧ cq)

To generate test inputs using this methodology for a specific program, the program
needs to be transformed into a set of constraints based on the input (as Figure 3 shows).
This is normally performed using Static Single Assignment (SSA) [37]. Initially, the
program’s expressions are translated into single static assignment and their loops are
unwound up to a specific level. Unwinding reduces the number of constraints related
to the loops, creating an under-approximation of the program’s semantics or an over-
approximation of the input set, i.e., some inputs might not reach the specific program
path. Symbolic execution normally leverages φ-functions to propagate values when
branches join and it also simplifies expression using constant propagation [48]. This
aims also to remove infeasible branches. The verification conditions become a formula
describing the program fP , formatted as a set of program constraints. Each constraint
is a control flow instruction that works as an expression based on the input values.

This can also be particularized to focus on testing, where we want to generate
inputs that reach a specific program point. In this case, given the program P , and
a program point pp ∈ P , focused testing leverages symbolic execution to generate an
invalid assert condition immediately before pp. Angeletti et al. [6], introduced this
process by using the C-Bounded Model Checker (CBMC) [48] to generate the program
constraints that guide the tests. Following the example of Figure 3, this method just
adds an assert(0) statement in line 6, after the printf expression, still inside the
if then-block. CBMC triggers a verification error at this point, providing verification
conditions for it and distinguishing every possible path traversing that point. It creates
these verification conditions using symbolic execution. These verification conditions are
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Original Program

1 #inc lude<s t d i o . h>
2 i n t main ( i n t argc , char ∗argv [ ] )
3 {
4 i n t a , b , c , d ;
5 s can f ( ”%d %d”,&a,&b) ;
6 i f ( a>b) c=a ;
7 e l s e c=b ;
8 d=(7−c ) /6 ;
9 i f ( c==6) p r i n t f ( ”0/1\n” ) ; //pp

10 e l s e i f ( c==1) p r i n t f ( ”1/1\n” ) ;
11 re turn 0 ;
12 }

Symbolic State for pp

1 And( guard 1 == (b < a ) ,
2 guard 2 == ( I f ( guard 1 , a , b) == 6) ,
3 guard 2 ,
4 a == input 0 ,
5 b == input 1 )

Figure 3: Example of a program and the expression tree for the program point pp highlighted
in the original program.

normally in SMT-LIB version 2 format [12], so an SMT-Solver like Z3 [24] can be used
to generate witnesses for them, which will be test inputs traversing that point.

Figure 3 (bottom) shows an example of the expression needed to reach pp in Figure 3
(top). The constraints are defined as a tree rooted at an And expression. The tree is
divided into three parts: definition of guards (line 1 defines guard 1; line 2 defines
guard 2), input definitions (line 4 for a and line 5 for b), and path control expressions
(line 3 activates guard 2). It is relevant to remark that, in this example, only guard 2
needs to be activated to reach pp, but since its variable, c, depends on guard 1, this
guard must be also kept. The simplification process removes any other guard because
they are not related to pp.

One of the main limitations of symbolic execution is path explosion [85]. This
normally happens when the program has several paths, especially when there are many
nested loops involved, and the engine is not able to generate constraints for all of them.
To alleviate this problem, some researchers developed a technique, named concolic
testing [72], that combines concrete and symbolic execution. The main idea is to create
a concrete input and set constraints that help to traverse those paths that that input
was not able to traverse. Instead of creating a symbolic representation of the whole
program, only those inputs related to uncovered paths are considered.

4.1 Popular Tools

Symbolic execution engines normally have to deal with three problems [20]: path explo-
sion, constraint solving and memory modelling. These three problems normally define
different strategies when symbolic execution tools are designed. Some popular tools
leverage this paradigm to automatically create test suites, mainly for C or Java pro-
grams. Some of the main examples are KLEE [21] and EXE [22]. Also, there are tools
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based on concolic execution such as DART [35], CUTE [73] or JDart [58] or even more
modern techniques such as CATE [60] for Android.

One of the areas that sometimes competes with –and other times complements–
symbolic execution is model checking. In model checking a specification is provided
along with the software and the model checking engine makes sure that that specific
requirement is satisfied [48]. For that, it creates a model of the program using propo-
sitional logic (similarly to the program formula mentioned in Section 4) and the spec-
ification is applied to the solvers to verify it. Several tools of model checking either
use or are extended to symbolic execution engines. Some examples are the C-Bounded
Model Checker (CBMC) [48], which uses symbolic execution to create a test suite for
the program it aims to analyse, or Java PathFinder [41], which has a specific symbolic
execution extension [5].

5 Fuzzers

Recently, a popular testing methodology is raising, named fuzzing. The main goal of
fuzzing is to cover the whole program by generating different mutations of a provided
set of inputs (or seeds) [89]. Fuzzing has the advantage of scalability, which is the main
skill of the most popular fuzzing tool: the American Fuzzy Lop (AFL) [87].

During the last few years, fuzzers are becoming dominant tools in testing. They
exposed multiple new bugs in several all-day systems, no matter their scale. A good ex-
ample of the abilities of fuzzing is that AFL exposes the Heartbleed bug from OpenSSL
in about 10 minutes [15]. This is surpassing the current state of the art in testing [47].

The main strategies in fuzzing are black and grey-box, although, in the fuzzing ter-
minology, they are normally described as those based on generation and those based
on mutation, respectively [47]. In generation fuzzing, the fuzzer receive no feedback
from the program under test. It generates inputs either randomly or following a spe-
cific grammar to identify potential vulnerabilities within the program [43]. Some good
examples of fuzzers following this strategy are Zzuf [43] or Radamsa [42]. For mutation-
based fuzzers (or feedback-based), they instrument the program and receive feedback
related to new paths, branches or crashes discovered by the last input [47]. AFL is
the most popular fuzzer following this strategy and it has several extensions, such as
AFLFast [14] or FairFuzz [54]. Other tools either work similarly, like Libfuzzer [74], or
extend its abilities, like QSYM [86].

Although fuzzers can be understood as search-based strategies, especially when they
are mutation-based, the two communities normally tend to separate their main targets.
Normally the main target of search-based algorithms is the oracle problem, related to
the functionality of the software, while the main target of fuzzers is exposing crashes and
sometimes exploitable vulnerabilities. Two good tools that normally work in tandem to
expose vulnerabilities are the AddressSanitizer [75] and crashwalk [64], a triage system
for vulnerabilities.

5.1 Popular Tools

Fuzzing started mainly as a black-box approach for system testing where different strate-
gies were applied to a set of inputs. Examples of tools from these times were zzuf [43]
and Radamsa [42]. The former, Zzuf, considers the input in its binary form and mu-
tates some bits to generate new ones. These modifications are deterministic. The latter,
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Radamsa, is similar to Zzuf although it includes different heuristic and operates with
different types of inputs such as network ones.

AFL [87] led the evolution to feedback-based or mutation-based fuzzers. AFL in-
struments the whole program (normally in C or C++ during compilation time by using
either Clang or GCC) and uses this instrumentation as a guidance that shows which
pair of branches (or transitions) have already been covered. Starting with a set of seeds,
it queues them. It will mutate the elements of this queue through heuristics to discover
new transitions. If a mutated seed discovers a new transition, it will be added at the
end of the queue to continue with the mutation process. Two popular extensions of
AFL are AFLFast [14] and FairFuzz [54], whose aim is to maximize the exposition of
rare paths. AFLFast has a scheduler controlling how many times a seed has been mu-
tated. This helps to select the next seed from the queue that will be mutated. FairFuzz
goes a step further, it does not only smartly select the seeds, but it also selects the
heuristics that will mutate these seeds. Another popular tool, in this case, embedded
into the LLVM compiler infrastructure, is Libfuzzer [74]. This library generates inputs
for a specific function (or target), which becomes the entry-point of the program.

Some tools extend the abilities of fuzzers. For example, QSYM combines fuzzing
with concolic execution to reach those targets whose branch conditions are difficult for
the heuristics [86]. Also, some fuzzers combine with grammars to improve the generation
of structured inputs. Some examples of these fuzzers are Gramfuzz [39], which uses the
input’s grammar to construct structured trees based on them and mutate the trees
directly to preserve the structure, and Superion [82], which constructs on top of the
previous idea by generating two new mutation strategies, one based on sub-trees and
the other one on dictionaries. In contrast with grammar-based approaches, fuzzers like
AFL use dictionaries during the input generation process.

For those interested in fuzzing datasets, Google provides a service named the con-
tinues fuzzing services for open source software or OSS-Fuzz [76] and also a benchmark
system to compare new fuzzing implementations named FuzzBench [62]. Also, to per-
form a proper comparison with the state-of-the-art in fuzzing, Klees et al. collected a
set of good practices in fuzzing with pieces of advice related to formal comparisons [47].

6 Diversity methods

Testing processes aim to provide a comprehensive exploration of the behavioural space
of a program to detect potential errors in the program’s logic or bugs [63]. Although
this idea would immediately lead to the notion of diversity, considering that testing is
not infinite and will need to stop at some point, multiple factors limit this exploration,
and different techniques have been introduced to compensate for these problems.

One of the first things that diversity-based testing aims to define is the notion of
diversity. In terms of our previous formalization (Section 2), we can define the diver-
sity of inputs (I), outputs (O) or behaviours (B). The goal is either to maximize the
diversity or increment it, but the definition of diversity can lead to a long debate in
different areas. If we consider the domains of spaces for I, O and B, for a determin-
istic program, we can consider that |I| ≥ |B| ≥ |O| (i.e. there are more inputs than
behaviours and more behaviours than outputs). It is not possible to have more inputs
than potential behaviours, because one input leads to one behaviour, considering the
notion of a path as behaviour and, equivalently, to outputs. However, this information
loss between inputs, behaviours and outputs makes diversity non-transitive.

Some of the definitions will consider diversity as spread within any of these domains.
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The more areas of the space that are cover, the better [23]. Others would define it
in terms of probability. In this case, we can define the tester as a generator G and
aim to calculate how close this generator is to a specific probability distribution, for
example, the uniform distribution where every element has a probability of 1/|D| where
D is the domain. In this case, our generator would generate a different input, output
or behaviour every time. This is kind of obvious in terms of input-based generation
because it is simple to improve diversity in terms of inputs. But behaviours and outputs
are not so simple [61]. Normally, to reach these goals we either need a semantic notion
of the program or to discard inputs when they are not increasing the diversity [3]. Some
examples of these are the different approaches to output diversity, for example, output
uniqueness [3] generates multiple inputs and discards those that generate the same
output. On the other hand, Reza et al. use Simulink to generate outputs and define
a notion of similarity in the output space to discard similar outputs [59]. In contrast
with these two, output diversity driven creates a generator that generates inputs whose
output follows a near-uniform distribution, eliminating the need for discarding inputs
[61].

Some authors also try to add diversity directly inside of symbolic execution. A good
example was introduced by Gotlieb et al. [36], where the authors generate a uniform
testing tool that was based on symbolic execution. Also, the work of Chakabordy on
r-wise independent hash functions goes in this direction [23]. In this work, the authors
consider the sampling process of the solver bias in terms of diversity. To avoid this bias,
they include new constraints in the program’s function and force the solver to sample
from different domain regions through these new constraints. This increase the spreads
and improves diversity.

7 Common Problems and Future Challenges

Although these techniques are good for detecting bugs there are several problems in
testing that need a deeper understanding. One of the main problems is scalability [90].
Some of the techniques that allow a deeper understanding of the program, like symbolic
execution (Section 4), do not allow to scale to large programs easily (without the extra
help of concolic execution), while other techniques that scale, like fuzzers (Section 5),
require a deeper understanding or how to construct better inputs to deal with difficult
cases.

Another relevant testing problem is multi-lingual programs, where the instrumen-
tation might reach some parts of the program but not others. Multi-lingual programs
very common in several projects (Github is a good example of it [83]) and is becoming
an interesting challenge in different testing disciplines. For instance, researchers are
trying to combine formal languages for SQL and C to perform complete coverage [2].

Following the previous point, normally different languages apply to different cloud
services, and the combination of these services also needs to be tested. This is called
cloud-testing and focuses on both: testing as a cloud-service and testing apps in the
cloud [33]. Considering that the internet is tending to the cloud, it is important to be
able to reach all these services during the testing process.

From a theoretical point of view, one of the most relevant problems in testing is when
to stop, as Marcel Böhme stated in his STADS framework [13]. Having a notion about
the total percentage of coverage discovered during the testing process and a prediction
of how much effort is required to discover new paths or bugs will allow the tester to
decide when to stop, especially considering that processes like fuzzing normally last
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days.
Testing concurrent programs is becoming a relevant topic considering that programs

leverage the multicore nature of current technologies. Concurrency is one of the limita-
tions of symbolic execution that model checking aims to solve [48], however, modelling
concurrency also requires modelling potential non-determinism during the program exe-
cution that depends on how the multiple threads are organised by the operating system
[9]. One of the main goals during concurrency testing is to achieve high synchroniza-
tion coverage among the different threads [44]. For that, normally threads are scheduled
and the testing process aims to cover all the potential scheduled pairs of threads in a
similar way that branches are covered in traditional testing. However, although several
approaches have been tried in this area, there is still a lot of work to do to provide
complete coverage of concurrent programs [9].

Another interesting testing focus comes with artificial intelligence and machine
learning. Apart from those techniques that use machine learning to test program, which
were recently collected by Zhang et al. [91], there are researchers developing testing
techniques to test machine learning algorithms, either on general machine learning,
such as [84], or for the specifics of deep learning implementations, where the neurons
of the neural net are the coverage goal [79]. Riccio et al. recently collected multiple
different approaches and methodologies for machine learning testing [70]. When testing
machine learning, there are two main goals during the testing process: explore the non-
determinism of a machine learning system and expose specific adversarial samples that
can spoil the classification of the system and might be a threat for future applications
of this technology.

8 Conclusions

Automatic software testing is a wide field of research with several different branches that
sometimes compete or cross between them. Methods like symbolic execution or search-
based algorithms can normally complement each other to achieve better results when
bugs need to be exposed. Also, when coverage is not the only goal but a baseline for
testing, diversity becomes the best complement to identify potential inputs that might
activate unknown bugs, considering its ability to improve the exploration process in
adversarial situations as those generated by solvers.

From a performance perspective, fuzzers are gaining major importance not just
for their ability to test programs in a system testing way but also because of their
performance. They are efficient and they are currently evolving to include techniques
related not just to search but also symbolic execution.

Finally, the future challenges of testing will deal with scalability, which is the current
target of fuzzers; multiple languages or services, which is the way the cloud is designed
these days; and non-deterministic scenarios, as those produced during concurrency or
when machine learning or artificial intelligent systems are under test.
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Héctor D. Menéndez

Practice and Experience, 28(5):1572–1611, 2016. doi: 10.1002/cpe.3711. URL
http://dx.doi.org/10.1002/cpe.3711.

[10] Thomas Ball and James R Larus. Optimally profiling and tracing programs. ACM
Transactions on Programming Languages and Systems (TOPLAS), 16(4):1319–
1360, 1994. doi: 10.1145/143165.143180. URL http://dx.doi.org/10.1145/

143165.143180.

[11] Earl T Barr, Mark Harman, Yue Jia, Alexandru Marginean, and Justyna Petke.
Automated software transplantation. In Proceedings of the 2015 International
Symposium on Software Testing and Analysis, pages 257–269, 2015.

[12] Clark Barrett, Aaron Stump, Cesare Tinelli, et al. The smt-lib standard: Version
2.0. In Proceedings of the 8th International Workshop on Satisfiability Modulo
Theories (Edinburgh, England), volume 13, page 14, 2010.
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